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ABSTRACT
This project attempts to boost the results of face recognition algorithms already established to perform
face recognition by augmenting the architecture and using HMM-based supervector classification. In this
thesis, the work of Tang’s 2010 dissertation is used such that the HMM based classifier takes on a
UBM-MAP adaptation based approach. In addition, Tang’s work is extended to the case of pseudo
2-dimensional HMMs. Thus, a supervector classifier for pseudo 2DHMMs is developed and then applied to
the task of face recognition. When the recognition algorithm is applied to the ORL database, the results
show that the algorithm is able to either perform as well as other face recognition algorithms applied to
this database, or actually outperform them.
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CHAPTER 1
INTRODUCTION
Face recognition has become a prevalent task in machine learning and computer vision over the past
decade. Recognition algorithms in general have become standard in many consumer electronic products,
especially in cell phones. While a great deal of work has been done already on this task, this thesis
attempts to bring together several existing concepts for a new application towards face recognition. There
are many common approaches to face recognition widely seen in academic journals, university courses, and
industry applications. A common recognition algorithm is the eigenface approach. This algorithm will be
used as a baseline comparison metric in this thesis. Some approaches use clustering methods, but these
will not generally be discussed in this thesis. Finally, some approaches use HMM based algorithms - either
1-dimensional HMMs (1DHMMs) or pseudo 2-dimensional HMMs (P2DHMMs). Since HMMs form the
core of the set of algorithms used in this thesis, it is worth discussing previous work that has been done in
face recognition using HMM-based techniques.
One of the most common face recognition algorithms is the eigenface approach [1], which can be used for
both representing face images efficiently and for extracting relevant information from them. The eigenface
algorithm uses principal component analysis (PCA) to create a set of eigenface vectors which can be sent
to a standard classifier (nearest neighbor, neural network, etc.) to complete the recognition task. As an
aside, eigenfaces can also be used for classifying whether or not a given image is a face (in other words,
face detection), by detecting which image patches lie closest to the subspace spanned by the eigenfaces [2].
In any case, as a motivating example, this algorithm was used as a comparison benchmark by Samaria in
his thesis [3]. Samaria claims a 90% correct classification rate (in other words, a 10% error rate) using the
eigenface features with a nearest neighbor classifier on the ORL database [4]. The eigenface algorithm is
relatively easy to understand and implement, and it can give good recognition results for simple databases.
Often, it is used as a feature space for a more complicated classifier (such as a neural net) or for a
probabilistic model (such as a Gaussian mixture model). However, other approaches are often used for
more difficult tasks which require more robust recognition (the variation between the test and training
images is high, there are significant lighting differences in the images, etc).
Hidden Markov models (HMMs) have also been used for the face recognition task. Nefian and Hayes [5]
have used 1DHMMs with a feature space using discrete cosine transform (DCT) coefficients. Using a
maximum likelihood classifier, they report a recognition rate of 84% on the ORL database. Using
wavelet-based features, Bicego and Murino [6] reportedly achieved 100% accuracy on the same database.
Using MAP adaptation, Liu and Chen [7] report a 1.2% error rate on images from the Mobo database, and
a 4% error rate on images cropped from the Task database. Most of these algorithms focus on
wavelet-based and DCT-based features.
Another approach is to use embedded or pseudo 2-dimensional HMMs (P2DHMMs). P2DHMMs are
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Table 1.1: Summary of Face Recognition Results on ORL Database
Name Year Method Accuracy
Samaria [3] 1994 Eigenface 90%
Samaria [3] 1994 P2DHMM 94.5%
Othman et al. [9] 2003 P2DHMM 91%
Nefian et al. [10] 1999 P2DHMM 98%
Nefian et al. [10] 1998 1DHMM 84%
Bevilacqua et al. [11] 2007 P2DHMM 100%
Ballot [12] 2005 P2DHMM 100%
Bicego et al. [6] 2003 1DHMM 100%
Geng et al. [13] 2009 SIFT 90%
Geng et al. [13] 2009 PDSIFT 95.5%
very common in the existing literature for image recognition tasks. For example, Kuo and Agazzi [8] used
them for spotting keywords in text with some success. For face recognition tasks, many researchers used
P2DHMMs in the late 1990s and early 2000s. Othman et al. [9] used P2DHMMs with various architectures
to achieve error rates in the range of about 9-12% with the ORL database. Samaria [3] used a P2DHMM
architecture on the ORL database and reported a 94.5% accuracy rate. Nefian and Hayes [10] amended
their previous 1DHMM model to a P2DHMM and report a 98% correct detection rate (again, on the ORL
database with a feature spaced composed of DCT coefficients). Bevilacqua et al. [11] used coefficients
generated from a neural network to train a P2DHMM, then applied a maximum likelihood recognizer.
They report a recognition rate of 100% on the ORL database. Ballot [12] applied a similar P2DHMM
approach to get a recognition rate of 100% on the ORL database, and was also able to get a recognition
rate of 93.31% on the XM2VTS database. The above results are summarized in Table 1.1.
With the relevant literature results now established, it is useful to summarize common techniques and
approaches used in these and other papers. Most of the literature read during the development of this
algorithm showed that most researchers used DCT based coefficients, Gabor wavelets, or PCA vectors for
generating their feature spaces. In addition, the recognition results vary greatly depending on what sort of
pre-processing is done to the image, and on what sort of environmental impairments (pose, illumination,
etc.) are present in the database. In addition, while some literature exists on face recognition using
1DHMMs, most of the literature uses some variation on 2DHMMs. Also, the states generally correspond to
a geometric interpretation of the face. Finally, while a few articles in the literature cite MAP adaptation,
most do not seem to utilize it.
The above results helped establish the outline of the face recognition algorithm used in this thesis. As a
departure from the apparent tradition of using simple DCT features, SIFT (Scale Invariant Feature
Transform) vectors were used to create the feature space used to train the HMMs. The idea behind this
was that since SIFT vectors are invariant to changes in scale and changes in rotation, they create a more
robust description of the face in question, and the features themselves can be used in detection tasks [14].
Also, Geng et al. [13] showed that an error rate of 10% was achievable using just SIFT with no further
processing as a recognition scheme, while an error rate of 4.5% was achievable using their own variation of
SIFT (PDSIFT). In addition, a universal background model (UBM) was trained over a general subset of the
faces in the database to describe faces in general. This model was in turn adapted (using MAP adaptation)
to each subject in the database to create a distinct model for each subject. While the idea of having a
model for each subject (or in some cases every image in the database) is common to every approach, MAP
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adaptation appears to be used in very few publications (relative to the number of publications that don’t
use it). While MAP adaptation is more commonly used in speech recognition and speaker recognition, the
same techniques can be applied to face recognition since the concepts inherent in the two tasks can be
compared analogously. Finally, while a maximum likelihood classifier is explored in this thesis, the idea of
creating supervectors to create a direct classifier between HMMs is also explored. Hao Tang [15] did a
great deal of similar work in his own dissertation. Indeed, his MAP-adapted HMM approach with SIFT
vectors informed much of this work. Tang used the technique established above on 1DHMMs for emotion
classification using LDA classifiers. This work differs in that the supervector derivations Tang established
for 1DHMMs are established to P2DHMMs and then applied to the task of face recognition.
The remainder of this thesis is organized as follows. In chapter 2, the general algorithm design described
briefly above is described in much more detail. The database parameters, system block diagram, and
general algorithm flow are all shown.
In Chapter 3, the general techniques for pre-processing the image and generating the feature space are
examined. It is proposed that the feature space be composed of dense SIFT vectors generated over a
decimated grid in the image. In addition, for the purposes of initializing certain parameters for the HMM
training algorithms, a cascaded classifier based face detection algorithm is used to segment the image into
regions corresponding to regions of interest in the image (forehead, eyes, nose, mouth, chin).
In Chapter 4, the concept of the universal background model (UBM) and how it is trained for both a
1DHMM and a P2DHMM is established. This chapter also establishes much of the underlying theoretical
background needed to understand the algorithms used in this thesis, such as what GMMs and HMMs are,
and how they can be trained and evaluated.
In Chapter 5, the theory behind MAP adaptation is introduced. In addition, the algorithms used for
adapting HMMs are established in this chapter.
In Chapter 6, the concept of supervectors is introduced. In addition, the derivations for the KLD
between GMMs and 1DHMMs is shown, as are Tang’s [15] derivations for the 1DHMM and GMM
supervectors.
In Chapter 7, the more original contributions of this thesis are introduced. Specifically, a more relaxed
version of MAP adaptation for P2DHMMs is introduced, and the derivations for the KLD bounds and
supervector equations for P2DHMMs are shown.
Finally, Chapter 8 shows the recognition results for the algorithm described in this thesis, and discusses
the meaning behind the results.
3
CHAPTER 2
GENERAL SYSTEM DESIGN
In general, a recognition system can be described as a system with three distinct phases (see Figure 2.1).
The first phase is the feature generation phase, where the features that will be used for learning the model
are generated from the raw signals. In the case of face recognition, the raw signals are images. The second
phase is the system generation phase. In this phase, some sort of model is learned over the feature space.
Sometimes this phase is skipped (as is the case for the eigenface system). The third and final phase is the
classification phase.
Figure 2.1: Generic Recognition Diagram
The recognition system devised for face recognition in this thesis is composed of several components.
1. Feature Generation
2. Universal Background Model Learning
3. MAP Adaptation
4. Supervector Generation
5. Classification
At the feature generation phase, every input image in the database is segmented into blocks, and dense
SIFT [16] is performed in order to create a single SIFT (scale invariant feature transform) vector per
block [14]. These vectors are then raster-scanned into a single matrix. An example that illustrates this
general idea is shown in Figure 2.2.
In the context of the Figure 2.1, The system generation phase of the algorithm refers to the training of
the universal background model (UBM) using a maximum-likelihood training algorithm, and then
adapting this model to each subject using maximum a posteriori estimation (MAP adaptation). This
approach is widely used in speaker recognition, and here it is adapted to face recognition. This is the same
approach used by Hao Tang in his dissertation [15], although he applied it towards facial expression
recognition. Again following Hao Tang’s work, the HMMs for each subject are used to create a supervector
space that can then be used in classification. This is shown in Figure 2.3.
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Figure 2.2: Raster - Scanned Uniform Block Segmentation
Figure 2.3: System Generation Block Diagram
For the purposes of this thesis, the UBM is trained as either a 1-dimensional HMM (1DHMM) or a
pseudo 2-dimensional HMM (2DHMM). In either case, the HMMs have continuous emission models that
are generated from Gaussian mixture models (GMMs).
The final stage, classification, is the stage where the subject is classified to a subject in the dataset. In
general, there are P classes such that each class Lp exists in the space L = {L1, . . . , LP }. Thus, the
classifier assigns the dataset to one of these P classes based on the evaluation of the model in the system
generation phase.
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CHAPTER 3
FEATURE GENERATION AND IMAGE SEGMENTATION
This chapter focuses on the techniques required to preprocess the image data and generate the features
space.
3.1 Image Segmentation using Cascaded Classifiers
3.1.1 Haar-like, Integral Features
The Haar-like Integral image features form the feature space that will be used in the facial detection task.
Essentially, this process involves applying a series of rectangular kernels to an image that weight the pixels
by some value (in this case, either +1 or -1) and then adding the resulting weighted pixels in the area of
the kernel. These kernels are shown in Figure 3.1, in which one can see that the kernels are split evenly
into un-rotated kernels and kernels rotated by 45 degrees. This means that two new images are created
from the original image (denoted O(x, y)) - the integral image (denoted Iu(x, y)) and the rotated integral
image (denoted Ir(x, y)).
Figure 3.1: Haar-like Image Kernels
Ik(x, y) =
∑
(i,j)∈kernel
wijO(i, j), k ∈ {u, r} (3.1)
Thus, every pixel within this region is set to the value of the “integral,” thus subdividing the image into
a concatenation of blocks. If the image is compressed into an array of these block values, the
dimensionality is reduced, allowing for fast feature generation and subsequent learning.
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3.1.2 Adaboost
Adaboost is a boosting technique designed to train a series of simple, weak classifiers. Given a set of
observation vectors xt ∈ X and a set of binary classification outputs yt ∈ {−1, 1}, each classifier is
assigned a weight denoted αi. Furthermore, each observation vector is assigned a T-dimensional cost
distribution that will assign a cost to each mis-classified observation in the final error computation. Thus,
the algorithm is designed such that the classifiers that mis-classify tokens will have their weights updated
so that they become weaker and the strong positive classifiers are strengthened. This process is iterated
over time until a final strong set of classifiers is output. The overall algorithm is given below.
Adaboost
Given M classifiers fm(xt) with weight vector w and activation function g() (can be linear).
fm(xt) = g(wTmxt) (3.2)
Compute the expected error according to some loss function, Dm(t).
m =
∑
t
Dm(t)u(|yt − fm(xt)|), u(t) = unit step (3.3)
Assign a voting weight αm.
αm = ln
(
1− m
m
)
(3.4)
Update the weights.
wm = wm  eαmu(|yt−fm(xt)|) (3.5)
Output the classifier.
yt = sign
(∑
m
αmfm(xt)
)
(3.6)
3.1.3 Cascaded Classifier Boosted Training
The classifier is trained off-line using a series of positive images (images with a face in it) and negative
images (images without a face, i.e., all such background images). The training algorithm is based on the
face detection classifier used in Viola and Jones [17]. For each image in the set of observations (i.e., the
positive and negative images), a feature space is created using the Haar-like integral images. Next, a
sequence of N binary nodes (classify image as face, or do not classify image as face) are used to create
cascaded classifier. This is illustrated in Figure 3.2.
Thus, the integral image feature must produce a positive at each classifier to claim that the region
contains a face. The weights of each node in the cascade classifier are trained using the Adaboost
algorithm.
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Figure 3.2: Binary Cascade Classifier
3.2 Scale Invariant Feature Transform
The scale invariant feature transform (SIFT) algorithm, developed by David Lowe [14], is an algorithm
used to generate distinctive keypoints in an image which are invariant to changes in scale and rotation (as
the name suggests). The algorithm is proprietary, but it is widely used in computer vision and image
processing to generate distinctive image features or to generate keypoints which are mappable between
transformed images (among other applications). The algorithm itself is highly complex and involves several
steps, which will be briefly summarized below.
3.2.1 Construction of Scale Space
The first thing to do is create a series of keypoints in the image. This is done by creating a scale space of
subsequent Laplacian filtered images. The Laplacian is a useful kernel because it can be used to detect
characteristic regions (“blobs”) in the image. The Laplacian definition is awkward to implement (from a
computational perspective) so it is approximated using a difference of Gaussians instead.
Given an image with pixels i(x, y) ∈ I, we first convolve it with Gaussian blurring kernels.
G(x, y, σ) = 12piσ2 e
− x2+y22σ2 (3.7)
Gd(ωx, ωy, σ) =
∑
x
∑
y
1
2piσ2 e
− x2+y22σ2 e−jωxxe−jωyy
= e−
(ω2x+ω2y)σ2
2 (3.8)
Id(ωx, ωy) =
∑
x
∑
y
I(x, y)e−jωxxe−jωyy (3.9)
L(x, y, σ) =
∫
ωx
∫
ωy
Id(ωx, ωy)Gd(ωx, ωy, σ)ej(ωyy+ωxx)dωxdωy
4pi2 (3.10)
These images are blurred with increasing σ to form an octave. Then, the image is downsampled and
blurred again, thus creating another octave. This process is repeated for N octaves and M scales. Next,
the difference between subsequent blurred images in each octave is evaluated to create the scale-space.
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D(x, y, σ) = Lj(x, y, kσ)− Lj(x, y, σ) (3.11)
This is shown graphically in Figure 3.3.
Figure 3.3: Scale Space Visualization
3.2.2 Extrema Search and Filtering
The next logical step is to find the maxima that occur across the scale-space. These maxima indicate the
indices in the original image where the keypoints should be. In practice, this is done using a broad search
where a 9 + 8 + 9 = 26 cube grid is used at each pixel. If the pixel in this grid is the maximum, then it is
marked as a keypoint. This is shown in Figure 3.4.
Figure 3.4: Local Extrema Detection
Next, the resulting grid must be refined to a subset of more distinctive features (otherwise the resulting
set of keypoints would be far too dense). The first thing that is done is to interpolate the returned
candidate keypoints from the search. This is essentially done through interpolation using the gradient. The
derivative at a keypoint (x, y, σ) is approximated through a Taylor expansion as:
D(x) = D(x, y, σ) +
(
∂D
∂x
)T
x + 12x
T
(
∂2D
∂x2
)
x (3.12)
x = [x y σ]T (3.13)
The vector x in this case represents an offset from the initial candidate keypoint. The derivative is
evaluated such that the result is a function of the offset x. Then, this equation is set equal to 0 and solved
for x in order to find the maximum. If the result in any dimension of x is more than 0.5, then this implies
that the true local maximum is closer to another keypoint. Thus, the current keypoint is discarded and the
new keypoint is given by:
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xˆ =
(
∂2D
∂x2
)−1(
∂D
∂x
)
(3.14)
The other part of this step is to discard keypoints that have a low contrast. If derivative D(x) evaluated
at the solution offset xˆ is less than 0.03 in any direction, then it is discarded.
|D(xˆ)| < 0.03 (3.15)
Finally, edges are filtered out, since edges will always appear as keypoints in the algorithm as it stands.
This is done through evaluation of the Hessian matrix at each remaining keypoint.
H =
[
Dxx Dxy
Dxy Dyy
]
(3.16)
The following equation is used as a thresholding function for the keypoints. In the equation, r is
essentially a representation of the ratio of the eigenvalues of the Hessian. The eigenvalues of the Hessian
are proportional to the principal curvatures of the difference of Gaussians. We seek to reject the keypoint if
this ratio of these eigenvalues is very large. Formally, we reject the keypoint if the following condition is
met:
Tr(H)2
det(H) <
(r + 1)2
r
(3.17)
The parameter r for the thresholding is typically set to 10.
3.2.3 Orientation and Descriptor
Finally, it is time to assign an orientation to each remaining keypoint, as well as return a vector of
descriptors for each keypoint.
The Gaussian-smoothed pixel value at scale σ is evaluated at each keypoint. The gradient is
approximated at each keypoint according to the following equations.
|∇L| =
√
(L(x+ 1, y, σ)− L(x− 1, y, σ))2 + (L(x, y + 1, σ)− L(x, y − 1, σ))2 (3.18)
∠∇L = tan−1 L(x, y + 1, σ)− L(x, y − 1, σ)
L(x+ 1, y, σ)− L(x− 1, y, σ) (3.19)
Finally, a set of orientation histograms are created on 4× 4 pixel neighborhoods with 8 bins each. These
histograms are computed from magnitude and orientation values of samples in a 16× 16 region around the
keypoint such that each histogram contains samples from a 4× 4 subregion of the original neighborhood
region. The magnitudes are further weighted by a Gaussian function with σ equal to one half the width of
the descriptor window. The descriptor then becomes a vector of all the values of these histograms. This
will yield a descriptor vector with 128 elements, which is then normalized. The set of these descriptor
vectors for each image will form the feature space for the image recognition task.
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3.3 Implementation
3.3.1 Facial Feature Segmentation using Cascaded Classifiers
The face images can be pre-segmented using the Viola and Jones cascaded classifier. A set of training
images for each facial feature (chin, mouth, nose, eyes, forehead) can be pre-segmented manually and then
used to train the cascaded classifier. While the training algorithm may take a great deal of time to train, it
only has to be trained once and the evaluation of the classifier is far less time-intensive. As an example,
the segmentation borders found using the cascaded classifier for a face image from the ORL database are
shown below in Figure 3.5.
Figure 3.5: Segmentation using Cascaded Classifier
At this point the dense SIFT algorithm can be run on each segment of the image. The resulting SIFT
vectors can be used to train a Gaussian Mixture Model for each segment.
3.3.2 Dense SIFT Features
To generate the SIFT vectors, the VLFeat [16] library was used. The dense sift features are generated in a
representative grid, as shown in Figure 3.6, in which every line intersection represents a keypoint
generating a particular SIFT vector.
Figure 3.6: Dense SIFT Segmentation
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The SIFT vectors from each block are extracted, and the blocks are raster scanned in order to get a
sequence of feature vectors that have a sequential dependence. These features are used to train the UBM,
and then later to MAP adapt the UBM to the training sequences for each subject.
12
CHAPTER 4
LEARNING THE UNIVERSAL BACKGROUND MODEL (UBM)
This chapter focuses on the techniques needed to learn the universal background model. In this case, the
universal background model is a hidden Markov model (HMM) whose states have continuous emission
models. These emission models are given by Gaussian mixture models (GMMs). In order to understand
how such a model is trained, a basic understanding of these two models is required. In the context of the
problem at hand, a GMM is trained over the extracted SIFT features from each segment of the face image
(forehead, eyes, nose, mouth, chin). These GMMs are then used as the initial estimates for the emission
distributions of the HMM, which is trained thereafter. What follows is an examination of the basic
concepts of GMMs and HMMs, as well as the methods used to train them.
4.1 Introduction to the Universal Background Model
A universal background model (UBM) is used to represent subject-independent features that can be
compared with subject-dependent features when testing a hypothesis [18]. In this thesis, the UBM is used
for training a subject-specific model by acting as the prior model in MAP adaptation. In general, the UBM
is trained over a select subgroup of the data representative of the data you want to ultimately classify,
while making sure not to bias the training pool against sub-populations in the database (i.e., only having
males in the database when you want to classify for either gender). For the purposes of face recognition in
this thesis, a single subject-independent UBM is trained across samples (generally, only one sample from
each subject is taken, but this could be changed) from every subject in the database. The idea here is to
generate a model that represents the transitions between facial features in general among the faces in the
database. This base model is then adapted to every speaker in the next phase of the algorithm.
4.2 Gaussian Mixture Models
Gaussian mixture models (GMMs) are used for clustering data or for creating a representative parametric
probability distribution for a set of data. For the purposes of this thesis, GMMs are used as underlying
probability models for specific states in an HMM (to be discussed in the next section). An understanding
of what GMMs are and how they are trained is required to understand their use in this thesis.
A mixture model can be generally defined as an overall probabilistic model that takes into account the
presence of sub-models. The GMM is a weighted combination of K conditional Gaussian probability
density functions. Each of these Gaussian pdf’s has a weight, a mean vector, and a covariance matrix that
describes it. These quantities form the parameter set for the GMM as shown in Equation (4.1).
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θ = {wk, Σk, µk} 1 ≤ k ≤ K (4.1)
In Equation (4.1), the scalar wm is a weight that corresponds to how much the m− th Gaussian
contributes to the overall mixture, the vector µm is the mean of the m− th Gaussian, and the matrix Σm
is the covariance matrix of the m− th Gaussian. The vector µm is D-dimensional, and the matrix Σm is
DxD-dimensional.
The GMM is trained over a set of T observation vectors in a set X , each of which is denoted xt. This is
show in Equation (4.2).
xt ∈ X , 1 ≤ t ≤ T (4.2)
Each vector xt is assumed to be D-dimensional. It is further assumed that these data vectors are
independent and identically distributed (IID) with distribution p.
The probability density function that models the likelihood that a vector xt ∈ X belongs to a particular
Gaussian pdf is given by Equation (4.3).1
p(xt|µk,Σk) =
1√
(2pi)D|Σk|
exp
[
(xt − µk)T Σ−1k (xt − µk)
]
(4.3)
In practice, the evaluation of this pdf can yield values that are very close to 0. So close, in fact, that
they reach the underflow level of the floating point arithmetic system being used to calculate it. To combat
this, the logarithm of the above equation is generally used instead. This makes numbers that are very close
to 0 become large negative numbers (although not so large that they cannot be represented). Using the
log-probabilities in place of the regular probabilities can make the subsequent training calculations more
difficult to implement (especially in languages which rely on vectorization), but the accuracy gained by
avoiding underflow is often necessary. The log-form of the above equation is given below.
ln (p(xt|µk,Σk)) = −
D
2 ln (2pi)−
1
2 ln (|Σk|)−
1
2 (xt − µk)
T Σ−1k (xt − µk) (4.4)
The evaluation of a = (x− µ)T Σ−1 (x− µ) is the computation of most concern, and also the most
potentially expensive. Matrix multiplication of a matrix which is n×m and another which is m× p (the
result of which is an n× p matrix) is O(mnp). For multiplying two square matrices of dimension n, it is
clear that this is O(n3). Matrix inversion is generally O(n3). For LU decomposition, the net cost would be
on the order of 23O(n3). However, the covariance matrix is symmetric positive definite (SPD), so Cholesky
decomposition can be applied instead for half the cost of LU decomposition. Using Cholesky
decomposition, the covariance matrix can be written as Equation (4.5).
Σ = LLT (4.5)
The matrix L is lower triangular. Thus, the argument can be re-written as Equation (4.6).
1In this equation, |X| = det(X), ie, the determinant of matrix X .
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a = (x− µ)T Σ−1 (x− µ)
= (x− µ)T (LLT )−1 (x− µ)
= (x− µ)T (LT )−1 L−1 (x− µ)
=
(
L−1 (x− µ))T L−1 (x− µ)
= yTy, y = L−1 (x− µ) (4.6)
Again, finding the decomposition is order 13O(n3). The equation for y can be re-written as Ly = x− µ.
Solving this equation for y is an order O(n2) operation because back-substitution can be used. Thus, the
net cost is of the same order as Cholesky decomposition itself. In addition, this makes the evaluation of the
determinant incredibly easy.
det (Σ) = |Σ|
= |LLT |
= |L||LT |
= |L|2, (because of symmetry)
=
 D∏
j=1
ljj
2 , (because of matrix triangularity) (4.7)
This can be evaluated in the log-domain as Equation (4.8)
ln |Σ| = 2
D∑
j=1
ln (ljj) (4.8)
Thus, the log-likelihood of the vector given the distribution can be computed as Equation (4.9).
ln (pX(x|µ,Σ)) = −D2 ln (2pi)−
D∑
j=1
ln (ljj)− 12y
Ty (4.9)
The exact same result can be obtained using an upper triangular matrix U in the Cholesky
decomposition. In this case, the solution operator is given as Equation (4.10).
y =
(
UT
)−1 (x− µ) (4.10)
The probability of a particular observation given the total GMM is given by the equation below.
p(xt|θ) =
K∑
k=1
wkp(xt|µk,Σk) (4.11)
With this, the probability of the set of observations can be written as Equation (4.12).
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p(X|θ) =
T∏
t=1
p(xt|θ) (4.12)
The log-likelihood is applied by taking the logarithm of both sides of this equation. The final result is
shown in (4.13).
L(θ;X ) = ln(p(X|θ))
= ln
(
T∏
t=1
p(xt|θ)
)
=
T∑
t=1
ln (p(xt|θ))
=
T∑
t=1
ln
(
K∑
k=1
wkp(xt|µk,Σk)
)
(4.13)
At this point, it is useful to define the “logsum” operation. Consider that the above equation involves
taking the logarithm of a summation. The logsum operator allows a shorthand for the former and further
increases the accuracy of the above computation. Consider a generalized problem, that of computing
ln
∑
t exp(xt).
log sum
t
xt = ln
∑
t
exp(xt)
= ln
∑
t
exp(xt −max
t
xt + max
t
xt)
= ln
∑
t
exp(xt −max
t
xt) exp(max
t
xt)
= ln
(
exp(max
t
xt)
∑
t
exp(xt −max
t
xt)
)
= ln
(
exp(max
t
xt)
)
+ ln
∑
t
exp(xt −max
t
xt)
= max
t
xt + ln
∑
t
exp(xt −max
t
xt) (4.14)
In the above equation, the maximum of the vector is subtracted from each element in the vector. This
make the exponent of the result larger than it otherwise would have been, which makes the result less
prone to underflow. Using this new operator, the log-likelihood can be redefined as Equation (4.15).
ln(p(X|θ)) =
T∑
t=1
log sum
k
[wkp(xt|µk,Σk)] (4.15)
At this point, the question becomes how to train the parameters that comprise θ in such a way that the
log-likelihood is maximized. This can be accomplished using Baum-Welch training
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(expectation-maximization).
In expectation-maximization (EM), the goal is to maximize the log-likelihood the model with some
known data given that there are hidden (or latent) variables that exist. In other words, for a single
observation xt ∈ X , there is also an associated hidden variable zt ∈ Z. Each of these variables corresponds
to a random variable, denoted Ot and Qt, such that the observed random variables belong to space O,
while the hidden random variables belong to space Q.
The goal here is to attempt to find the optimal model parameters θ∗ that maximize the log-likelihood of
the observation space given the model.
θ∗ = arg max
θ
[ln p (O|θ)]
= arg max
θ
[
ln
[∫
p (O,Q|θ) dQ
]]
(4.16)
Optimizing such a function is difficult. However, a useful fact can be used be used to find an auxiliary
function which is easier to work with. In general, a θ needs to be found which makes the gradient of
ln
[∫
p (O,Q|θ) dQ] zero in order to find the optimal θ∗. It can be shown that the auxiliary function which
makes such a thing true is given by the equation below.
∇θ ln
[∫
p (O,Q|θ) dQ
]
= 0 if ∇θQ(θ, θ) = ∇θ
∫
ln [p(O,Q|θ)] p(Q|O, θ)dQ = 0 (4.17)
The above equations represent the underlying idea behind the expectation-maximization algorithm. This
idea is to find an auxiliary function Q(θi+1, θi) that maximizes the expectation of the log-likelihood of the
entire space given the model, and iteratively maximize this expectation until convergence is reached at the
true solution (i.e., until the optimal parameters are found or, more likely, until the algorithm has
converged).
Q(θi+1, θi) =
∫
ln [p(O,Q|θi+1)] p(Q|O, θi)dQ (4.18)
This can also be written as Equation (4.19):
Q(θi+1, θi) = EQ [ln p (O,Q|θi+1) |O, θi] (4.19)
It can be shown that the algorithm converges by proving the following equation:
Q(θi+1, θi)−Q(θi, θi) ≤ p(O|θi+1)
p(O|θi) − 1 (4.20)
In the case of a Gaussian mixture model, the latent variables correspond to a signal which determines
which component Gaussian each observed datum belongs to, while the observed variables correspond to
individual observation vectors. Thus, they both form finite sets of T discrete variables with qt ∈ [1,K].
Therefore, the auxiliary function can be written as Equation (4.21).
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Q(θi+1, θi) =
T∑
t=1
Eqt [ln p (xt, qt|θi+1) |xt, θi]
=
T∑
t=1
K∑
k=1
p(qt|xt, θi) ln (p (xt, qt|θi+1) p(qt|θi+1))
=
T∑
t=1
K∑
k=1
δtk ln (p (xt, qt|θi+1) p(qt|θi+1)), δtk = p(qt|xt, θi)
=
T∑
t=1
K∑
k=1
δtk ln (wkϕk(xt)), ϕk(xt) = N (xt;µk,Σk),
K∑
k=1
wk = 1 (4.21)
Using Bayes’ rule, the quantity δtk can be expressed using Equation (4.22).
δtk =
wkϕk(xt)∑K
j=1 wjϕj(xt)
(4.22)
Thus, the expectation-maximization problem for GMMs becomes a constrained optimization problem
that can be solved using the method of Lagrange multipliers. It can be shown that the solution to this
problem is given by the following equations [19]:
wk =
1
T
T∑
t=1
δtk (4.23)
µk =
∑T
t=1 xtδtk∑T
t=1 δtk
(4.24)
Σk =
∑T
t=1 δtk(xt − µk)(xt − µk)T∑T
t=1 δtk
(4.25)
Thus, the algorithm for learning a Gaussian mixture model is given by Algorithm 1.
EM inherently converges to (at worst) a local optimum. In other words, convergence to a global
optimum is not guaranteed. Indeed, EM is highly sensitive to the choices made for the initial model
parameters θ0 = {µ0k, w0k,Σ0k}. A good way to initialize the model with no prior knowledge about it is to
initialize the means using the K-means centroid learning algorithm, assume the weights are uniform, and
calculate the initial covariance matrices by clustering all the data into one mean and estimating the
covariance matrix using the found means [20]. The K-means algorithm is summarized in Algorithm 2. The
equations for the initial weights and covariance matrices are given as follows:2
w0k =
1
K
1 ≤ k ≤ K (4.26)
ζ0t = arg min
1≤j≤K
‖xt − µ0k‖2 (4.27)
2Here, δ(x) represents the Dirac delta function.
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Algorithm 1 Expectation Maximization for Gaussian Mixture Model Training
function EM GMM(X = [x1, . . . ,xT ], W0 = [w1, . . . , wK ], M0 = [µ1, . . . ,µK ], S0 =
[Σ1, . . .ΣK ],MaxIter,Threshold )
i = 0
Li = −∞
W = W 0
M = M0
S = S0
i = i+ 1
while i <MaxIter and ∆L < Threshold do
for t = 1 to T do
for k = 1 to K do
Compute δtk by Equation (4.22)
end for
end for
for k = 1 to K do
Compute wk by Equation (4.23) and assign to W [k]
Compute µk by Equation (4.24) and assign to M [:, k]
Compute Σk by Equation (4.25) and assign to S[:, :, k]
end for
Compute Li = ln p(X|θi) using Equation (4.15)
∆L = Li − Li−1
if ∆L <Threshold then
break
end if
i = i+ 1
end while
return W , M , S
end function
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Σ0k =
∑T
t=1 δ(ζ0t − k)(xt − µ0k)(xt − µ0k)T∑T
t=1 δ(ζ0t − k)
(4.28)
Algorithm 2 K-means Algorithm
function kmeans(X = [x1, . . . ,xT ],K,M0 = [µ1, . . . ,µK ],MaxIter,Threshold )
i = 0
Li = −∞
i = i+ 1
while i <MaxIter and ∆L < Threshold do
for t = 1 to T do
for k = 1 to K do
d[t, k] = ‖xt − µk‖2
end for
ζ[t] = arg min1≤k≤K d[t, k]
end for
for k = 1 to K do
µk = 0
for t = 1 to T do
if ζ[t] == k then
µk = µk + xt
end if
end for
end for
Li = 0
for k = 1 to K do
Li = Li + 1K maxt d[t, k]
end for
∆L = Li − Li−1
if ∆L <Threshold then
break
end if
i = i+ 1
end while
return W , M , S
end function
4.3 Hidden Markov Models
A hidden Markov model (HMM) is a stochastic model in which a system is modelled as a Markov process
with hidden (unobserved) states [21]. Thus, it is used for sequential or spatial data where every
observation in the series is assumed to be generated from some hidden state in the model. An HMM can
take on many architectures. For example, a left-to-right HMM with 5 states is shown in Figure 4.1.
The above architecture is called left-to-right because every transition involves either staying in the same
state or moving to the adjacent state in the chain. As another example, a fully ergodic HMM would have
an architecture where every state is connected to every other state.
For a sequence xt ∈ X for 1 ≤ t ≤ T with a hidden Markov model with N states Qi for 1 ≤ i ≤ N , the
hidden Markov model is generally characterized according to Equation (4.29).
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s1 s2 s3 s4 s5
b1t b2t b3t b4t b5t
Figure 4.1: A Left-to-Right 5-State Hidden Markov Model
λ = {A,pi,B} (4.29)
In the above equation, A represents the state-transition matrix (STM), which is a matrix that contains
the probability of moving from a state i at time t to a state j at time t+ 1. The vector pi is a vector of
initial probabilities for each state of the HMM. Finally, the B represents the probability of emitting a
certain symbol (or observation) at a certain state at time t (these are often referred to as the emission
probabilities).
aij = P (Qt+1 = j|Qt = i) , 1 ≤ (i, j) ≤ N, aij ∈ A (4.30)
pii = P (Q1 = i) , 1 ≤ i ≤ N, pii ∈ pi (4.31)
bj(t) = P (Ot = xt|Qt = j) , 1 ≤ j ≤ N, bj(t) ∈ B (4.32)
Often, the emission probabilities are represented with probability density function (for example, with a
GMM with K mixtures).
bj(t) =
K∑
k=1
wjkN (xt;µjk,Σjk) (4.33)
bjk(t) = wjkN (xt;µjk,Σjk) (4.34)
There are three basic problems that are dealt with using HMMs. The first is called the “Evaluation
Problem” and deals with finding the probability of a set of observations given a particular HMM λ. The
second is called the “Decoding Problem,” and deals with finding which particular state sequence generated
a particular set of observations for some model λ. The third problem is called the “Learning Problem,”
and deals with learning the parameters of an HMM for some set of observations which maximizes the
likelihood of the observations given the model.
The solution to the first problem can be generally computed using Equation (4.35).
P (O|λ) =
∑
q∈all possible sequences of length T
piq1bq1(1)
T∏
t=2
bqt(t)aqt,qt+1 , q = [q1, . . . , qT ]T (4.35)
Of course, evaluating the above equation is not really feasible from a purely computational standpoint
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since it is far too expensive. The computational complexity of this operation is on the order of O(2TNT ).
To solve this problem, the Forward - Backward algorithm is used. This algorithm uses recursion to
determine a set of parameters αt(j) (the so-called forward probability) and βt(j) (the so-called backward
probability) to determine likelihood of the observations given the model. These probabilities are defined in
Equations (4.36) and (4.37), respectively.
αt(j) = P (x1, . . . ,xt, qt = j|λ) = bj(t)
N∑
i=1
aijαt−1(i) (4.36)
βt(j) = P (xt+1, . . . ,xT |qt = j, λ) =
N∑
i=1
ajibi(t+ 1)βt+1(i) (4.37)
The algorithms themselves can be defined according to Algorithms 3 and 4.
Algorithm 3 Forward Algorithm
function Forward(X = [x1, . . . ,xT ], A, pi, B, N, T )
for j = 1 to N do
α1(j) = pijbj(t)
end for
for t = 2 to T do
for j = 1 to N do
αt(j) = 0
for i = 1 to N do
αt(j) = αt(j) + aijαt−1(i)
end for
αt(j) = αt(j)bj(t)
end for
end for
return α
end function
Algorithm 4 Backward Algorithm
function Backward(X = [x1, . . . ,xT ], A, pi, B, N, T )
for j = 1 to N do
βT (j) = 1
end for
for t = T − 1 to 1 do
for j = 1 to N do
βt(j) = 0
for i = 1 to N do
βt(j) = βt(j) + ajiβt+1(i)bi(t+ 1)
end for
end for
end for
return β
end function
The computational cost of both algorithms is on the order of O(N2T ), while the memory cost of both
algorithms is on the order of O(NT ).
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The likelihood of the observation space given the model can be computed using both the forward and
backward probabilities. However, in light of the assumption for βT (i) in the backward algorithm, it can be
simplified so that only the forward probabilities are used.
P (O|λ) =
N∑
i=1
αt(i)βt(i) =
N∑
i=1
αT (i)βT (i) =
N∑
i=1
αT (i) (4.38)
Intuitively, the solution to the second problem involves finding the state qt at time t that maximizes the
probability P (qt = i|O, λ). This probability can be written using Equation (4.39).
γt(i) =
αt(i)βt(i)
P (O|λ) =
αt(i)βt(i)∑N
j=1 αt(j)βt(j)
(4.39)
However, the real solution should take into account the sequence dependence among the states. Indeed,
the true solution should attempt to maximize P (q1, q2, . . . , qt = i,x1, . . . ,xt|λ). In other words, it should
attempt to maximize the probability that a particular sequence occurred in accordance with a given set of
observations given the current model. This is where the Viterbi algorithm comes into play. The Viterbi
algorithm attempts to maximize the above probability using recursion.
δt(i) = max
q1,...,qt−1
P (q1, . . . , qt = i,x1, . . . ,xt|λ) (4.40)
δt+1(j) = max
i
[δt(i)aij ]bj(xt+1) (4.41)
ψt(j) = arg max
i
[δt−1(i)aij ] (4.42)
The Viterbi algorithm can also be used to solve the Evaluation Problem (Problem 1).
P (O|λ) = max
i
δT (i) (4.43)
The Viterbi algorithm is summarized in Algorithm 5.
The solution to the Learning Problem involves finding the optimal model parameters of λ in order to
maximize P (O|λ). In other words, the solution to the learning problem would involve the following:
λ∗ = arg max
λ
P (O|λ) (4.44)
∇λP (O|λ)|λ=λ∗ = 0 (4.45)
The standard solution involves using Baum-Welch expectation-maximization to iteratively find a local
optimum such that the above equations are true. In order to do this, the joint probability of being in state
i at time t and state j at time t+ 1 must be defined. The sequence dependence for this calculation is
shown in Figure 4.2, and the computation itself is shown in Equation (4.46).
ξt(i, j) =
aijαt(i)βt+1(j)bj(xt+1)∑N
i=1
∑N
j=1 aijαt(i)βt+1(j)bj(xt+1)
(4.46)
Similarly, the parameter γt(i) can be redefined for this problem.
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Algorithm 5 Viterbi Algorithm
function Viterbi(X = [x1, . . . ,xT ], A, pi, B, N, T )
for i = 1 to N do
δ1(i) = piibi(x1)
ψ1(i) = 1
end for
for t = 2 to T do
for j = 1 to N do
d = 0
for i = 1 to N do
d(i) = δt−1(i)aij
end for
δt(j) = maxi(di)bj(xt)
ψt(j) = arg maxi di
end for
end for
qT = arg maxi δT (i)
for t = T − 1 to 1 do
qt = ψt+1(qt+1)
end for
return q
end function
si sj
s1
s2
s3
s4
s5
s1
s2
s3
s4
s5
Figure 4.2: Sequence of Operations for Computing ξt(i, j)
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γt(i) = P (qt = i|O, λ) =
N∑
j=1
ξt(i, j) (4.47)
Since the underlying emission probabilities are assumed to be given by a mixture model, the γt(i)
parameters are augmented to take into account the mixture as well.
γt(j, k) = γt(j)×
wjkN (xt;µjk,Σjk)∑K
l=1 wjlN (xt;µjl,Σjl)
= αt(i)βt(i)∑N
j=1 αt(j)βt(j)
[
wjkN (xt;µjk,Σjk)∑K
l=1 wjlN (xt;µjl,Σjl)
]
(4.48)
At this point, the update equations can be derived using the same methodology used before for GMMs.
That is, calculate the auxiliary function for EM, and then find the optimal solution under some set of
constraints using the method of Lagrange multipliers. The hidden variables in this case are the state
occupations at each time t in the sequence of observations. The auxiliary function in this case is given by
Equation (4.49).
Q(λi, λi+1) =
∑
q∈all possible sequences of length T
P (Q|O, λi+1) lnP (O,Q|λi), q = [q1, . . . , qT ]T (4.49)
The solution update equations can be defined according to the equations below (assuming that the
emission probabilities are given by GMMs whose parameters also have to be updated at each iteration). In
this particular implementation, there is an additional assumption that is made. Before, the equations were
all derived under the assumption that there was only one observation sequence that could be used for
training. However, in practice, it is both more useful and more realistic to assume that there are multiple
training sequences that can be generated from the same model. In this way, the parameters defined above
are calculated for each training sequence. Then, the set of all parameters from each training sequence are
used to update the parameters. In this case, assume that there are M sequences, each of which have a
unique sequence length Tm.
aij =
∑M
m=1
∑Tm
t=1 ξt(i, j,m)∑M
m=1
∑Tm
t=1
∑N
j=1 ξt(i, j,m)
(4.50)
pii =
1
M
M∑
m=1
N∑
j=1
ξ1(i, j,m) (4.51)
wjk =
∑M
m=1
∑Tm
t=1 γt(j, k,m)∑M
m=1
∑Tm
t=1
∑K
k=1 γt(j, k,m)
(4.52)
µjk =
∑M
m=1
∑Tm
t=1 γt(j, k,m)xmt∑M
m=1
∑Tm
t=1
∑K
k=1 γt(j, k,m)
(4.53)
Σjk =
∑M
m=1
∑Tm
t=1 γt(j, k,m)(xmt − µjk)(xmt − µjk)T∑M
m=1
∑Tm
t=1
∑K
k=1 γt(j, k,m)
(4.54)
At this point, it is useful to take a step back and consider what has been defined. The quantity
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Algorithm 6 EM Learning Algorithm for Hidden Markov Models
function EM HMM(X, A, pi, W 0, µ0, Σ0, N, K, T, MaxIter, Threshold )
i = 0
Li = −∞
W = W 0
µ = µ0
Σ = Σ0
i = i+ 1
while i <MaxIter and ∆L < Threshold do
for t = 1 to T do
for j = 1 to N do
for k = 1 to K do
Compute bjk(t)
end for
Compute bj(t)
end for
end for
Compute bj(t)
α = forward(A,pi,bj(t))
β = backward(A,pi,bj(t))
for t = 1 to T do
for i = 1 to N do
for j = 1 to N do
Compute ξij(t)
end for
Compute γi(t)
for k = 1 to K do
Compute γik(t)
end for
end for
end for
Compute A
Compute pi
for j = 1 to N do
for k = 1 to K do
Compute wjk
Compute µjk
Compute Σjk
end for
end for
Compute Li = ln p(X|θi)
∆L = Li − Li−1
if ∆L <Threshold then
break
end if
i = i+ 1
end while
return λ
end function
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∑M
m=1
∑Tm
t=1 ξt(i, j,m) basically represents the expected number of transitions from state i to state j.
Similarly, the quantity
∑M
m=1
∑Tm
t=1
∑N
j=1 ξt(i, j,m) basically represents the expected number of transitions
from state i. This sort of reasoning allows the definition of a new algorithm for learning an HMM.
Consider that this sort of reasoning basically implies that all of the above equations represent using the
expectation of a particular transition or particular emission occurring. If this is indeed the case, then one
could forgo calculating the expectations of these random variables, and instead estimate them using a
counting method. This is known as Viterbi learning or segmental K-means. Like EM, such an algorithm is
also an iterative algorithm.
This algorithm is not as strong as Baum-Welch. However, it is extremely useful for initializing an HMM
before using Baum-Welch, since Baum-Welch’s convergence to the correct optimum depends heavily upon
the choice of the initial parameters.
4.4 Pseudo Two-Dimensional Hidden Markov Models
One-dimensional hidden Markov models are especially useful for speech recognition. The audio signals are
modelled as one-dimensional signals, and then they are broken into frames and an observation vector is
generated from each frame using some method (generally Mel-cepstrum coefficients or
linear-predictive-coding coefficients). A one-dimensional model can also be used for multi-dimensional
data. For example, with images the inherently two-dimensional index map can be flattened to a single
dimension and then observation vectors can be generated using a frame-based metric just like with a
normal one-dimensional signal. This is one of the approaches that will be used in this thesis. However, one
question worth asking is: What happens if the underlying data isn’t flattened? In other words, what if
there is underlying information that is lost when the problem is constrained in a single dimension? To
answer this question, the data is assumed to remain two-dimensional and a Pseudo 2-dimensional hidden
Markov model (P2DHMM) is used [3].
For the image problem, consider each pixel value as an output in R1 from an input set in R2, and assume
that each observation vector is generated from the image through a function g such that ox,y = g(f(x′, y′))
where (x′, y′) represent the image indices and (x, y) represent the indices of the lattice of observation
vectors. Again, since this is an image, the variables x and y are not assumed to be continuous, but rather
are considered to represent pixel indices in a two-dimensional map such that 1 ≤ x ≤ C and 1 ≤ y ≤ R.
O =

o1,1 o2,1 . . . oC−1,1 oC,1
o1,2 o2,2 . . . oC−1,2 oC,2
...
... . . .
...
...
o1,R−1 o2,R−1 . . . oC−1,R−1 oC,R−1
o1,R o2,R . . . oC−1,R oC,R

(4.55)
A fully decoupled 2-dimensional hidden Markov model (2DHMM) would allow a transition between any
adjacent observations. In other words, one can consider a stencil in which there are 4 possible movement
directions, as shown in Figure 4.3.
However, this will create an NP -hard problem later when it comes to both the conventional learning and
decoding problems for a hidden Markov model. A P2DHMM assumes a coupled observation structure that
ensures two-dimensional causality at the line-level. It assumes that there is an observation set Oy that is
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|S| =
X X XX O −
− − −

O = current occupation, X = possible transition, - = impossible transition
Figure 4.3: Possible Transition Stencil
composed of R observations Y that are, in fact, sequences of observations such that each Y is a sequence
composed of C observations vectors ox,y.
Oy =

Y1
−−−
Y2
−−−
...
−−−
YR−1
−−−
YR

=

o1,1 o2,1 . . . oC−1,1 oC,1
−−− −−− −−− −−− −−−
o1,2 o2,2 . . . oC−1,2 oC,2
−−− −−− −−− −−− −−−
...
... . . .
...
...
−−− −−− −−− −−− −−−
o1,R−1 o2,R−1 . . . oC−1,R−1 oC,R−1
−−− −−− −−− −−− −−−
o1,R o2,R . . . oC−1,R oC,R

(4.56)
At this point, the model structure itself can be defined. A P2DHMM has a set of NS “superstates.”
When traversing the observation space, the model can transition from superstate m at “time” y to
superstate n at “time” y + 1 such that 1 ≤ y ≤ R. Thus, the super-state system can be modelled as a
one-dimensional HMM. However, within each superstate, the sequence of observations within Yy move
through another one-dimensional HMM, such that each superstate contains a unique one-dimensional
HMM that allows transitions from state i at time x to state j at time x+ 1 such that 1 ≤ x ≤ C. In this
way, the emission model of each superstate can essentially be considered a separate “sub-HMM”. A
graphical model of a P2DHMM is shown in Figure 4.4.
s1,1
s1,2
s1,3
s2,1
s2,2
s2,3
s3,1
s3,2
s3,3
Figure 4.4: Example Left-to-Right Pseudo 2D HMM with Ns = 3 Superstates and 3 Substates per
Superstate
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The parameter set η of the P2DHMM is η = {Ω,Π,Λ} such that Ω represents the superstate transition
matrix, Π represents the initial probability vector for each superstate, and Λ = {λ1, . . . , λNs} is the set of
sub-HMMs for each superstate. Since the Y sequences are coupled to the oyx vectors the way defined
above, the superstate emissions can be essentially be thought of the probabilities of the individual
sub-HMMs defined for each superstate.
ωm,n = P (sˆy+1 = n|sˆy = m) , ωm,n ∈ Ω (4.57)
Πm = P (sˆ1 = m) , Πm ∈ Π (4.58)
P (Yy|sˆy = i) = P (o1,y, . . . ,oC,y|λi) (4.59)
In this case, each λi is defined as a continuous HMM with GMM emissions (as in the above section).
At this point, the logical next step is to find the solution to the three standard HMM problems defined
in the previous section. First, consider the problem of evaluating the P2DHMM. To solve this problem, the
NP hard solution can be determined again.
P (Oy|η) =
∑
qˆ∈all possible sequences of length R
Πqˆ1bqˆ1(1)
R∏
r=2
bqˆr (r)ωqˆr,qˆr+1 , qˆ = [qˆ1, . . . , qˆR]T (4.60)
bqˆr (r) = P (Yr|λqˆr ) =
∑
q∈all possible sequences of length C
piq1bq1(1)
C∏
c=2
bqc(c)aqc,qc+1 , q = [q1, . . . , qC ]T (4.61)
However, if it is cost-prohibitive to evaluate such an expression for the 1DHMM case, then it will be
even more cost-prohibitive for the P2DHMM case. Instead, the analogous forward and backward
probabilities will be determined.
αmxy(i) = P (ox,1, . . .ox,y, sˆy = m, sx = i|Λ) (4.62)
βmxy(i) = P (ox,y+1, . . .ox,C |sˆy = m, sx = i,Λ) (4.63)
Once these have been defined, the superstate forward and backward probabilities can be defined.
αy(m) = P (Y1, . . .Yy, sˆy = m|Λ) (4.64)
βy(m) = P (Yy+1, . . .YC |sˆy = m,Λ) (4.65)
To continue with the analogy to 1DHMMs, the emission probabilities for each superstate can be defined
as the probability of each sub-state HMM.
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bm(Yy) =
Nm∑
i=1
αmxC(i) (4.66)
Finally, the probability of the P2DHMM can be defined.
P (o1,1, . . . ,oR,C |η) =
M∑
m=1
αR(m) (4.67)
At this point, it is clear that doing a “double-pass” of the 1D forward algorithm defined previously (first
over every sub-state to find the emission probabilities and then over every super-state to define the
probability itself) is sufficient to find the probability of the sequence given the model.
Next, the analogous Viterbi decoding algorithm for a P2DHMM can be determined in order to find the
solution to the second classical HMM problem.
δmx,y(i) = max
qˆ1,...,qˆx,q1,...,qy−1
P (qˆ1, . . . , qˆy = m, q1, . . . , qx = i,o1,1, . . . ,ox,y|η) (4.68)
Again, it is expedient to break up the evaluation into two passes of the 1D algorithm. For each row of
observation vectors, the 1D Viterbi algorithm can be evaluated for each sub-HMM. Then, the 1D Viterbi
algorithm can be evaluated over the super-states. This algorithm is broadly outlined below [8].
P2DHMM Viterbi Algorithm
1. Sub-State 1D Viterbi Pass
(a) Initialize with δm1y(i) = P (q1 = i,o1,y|λm) = pimi bmi1
(b) Evaluate the recursion with δmx,y(j) = bmjx max1≤l≤Nm
[
δmx,y(l)amlj
]
and
ψmx,y(j) = arg max1≤l≤Nm
[
δmx,y(l)amlj
]
(c) Evaluate bmy = P (Yy|λm) = max1≤j≤Nm δmC,y(j)
2. Super-State Viterbi pass
(a) Initialize with D1(m) = P (qˆ1 = j,Y1|η) = Πmbm1
(b) Evaluate the recursion with Dy(n) = bny max1≤v≤Ns [Dy−1(v)ωv,n] and
Sy(n) = arg max1≤v≤Ns [Dy−1(v)ωv,n]
(c) Evaluate P (Oy|η) = max1≤j≤Ns DR(j)
3. Embedded Back-Tracking
(a) Initialize with qˆR = arg max1≤i≤Ns δR(i)
(b) Back-trace along super-states with qˆy = Sy(qˆy+1)
(c) initialize sub-state qC = arg max1≤j≤Nqˆy δCy(j)
(d) Back-trace along sub-states with qx = φqˆyx,y(qx+1)
For solving the third problem of training the HMM, a non-traditional approach is utilized. Traditionally,
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evaluating the HMM would result in two embedded passes of the Baum-Welch algorithm for training a 1D
HMM (but just the expectation step). Then, a modified version of the maximization step using the
parameters from both passes would be used to update the P2DHMM parameters. The algorithm proposed
in this thesis is an augmented version of segmental K-means (Viterbi learning) extended to the case of a
P2DHMM. Essentially, Viterbi for a P2DHMM will be run to determine which rows of observations belong
to which superstate. Then, the Baum-Welch algorithm can be run for each sub-state using just the rows
that have been allocated to each sub-state HMM. Really, this boils down to CNs evaluations of 1D Viterbi
and RN evaluations of 1D Baum-Welch. This approach was used in Samaria [3], and the general algorithm
is outlined below.
Training a P2DHMM
1. Use P2DHMM Viterbi to determine superstate/sub-state sequence
2. Assign each observation to a sub-state i in a superstate m based on the results of Viterbi
3. Train each sub-state HMM λm using Baum-Welch over the segmented rows that have been
assigned to superstate m
4. Evaluate the new model
5. Exit at convergence
Alternatively, a full Baum-Welch algorithm could be used for this case. Although this was not done in
this thesis, the required equations for such an algorithm are given in [22]. The occupation probabilities are
given by:
γy(m) = P (sˆy = λm|Oy,Λ) = αy(m)βy(m)∑Ns
n=1 αy(n)βy(n)
(4.69)
γmxy(j) = P (sˆy = m, sx = j|Yy, λm) =
αmxy(j)βmxy(j)∑Ns
l=1 α
m
xy(l)βmxy(l)
(4.70)
The required update equations would be given by Equation (4.71) through (4.75) for the substate HMMs.
p¯imj =
∑E
e=1
γ(e)y (m)
bm(Y(e)y )
α
m(e)
1y (j)β
m(e)
1y (j)∑E
e=1
∑Y
y=1
γ
(e)
y (m)
bi(Yey)
∑N(i)
l=1 α
m(e)
1y (l)β
m(e)
1y (l)
(4.71)
a¯mij = amij
∑E
e=1
∑Y
y=1
γ(e)y (m)
bm(Yey)
∑X−1
x=1 b
m(e)
j (oex,y+1)α
m(e)
xy (j)βm(e)xy (j)∑E
e=1
∑Y
y=1
γ
(e)
y (m)
bm(Yey)
∑X−1
x=1 α
m(e)
xy (j)βm(e)xy (j)
(4.72)
c¯mjk =
∑E
e=1
∑Y
y=1
γey(m)
bm(Yey
∑X
x=2 b
m
ik(oex,y+1)β
m(e)
xy (j)
∑Nm
l=1 a
m
ljα
m(e)
x−1,y(l)∑E
e=1
∑Y
y=1
γey(m)
bm(Yey
∑X
x=2
∑K
k=1 b
m
ik(oex,y+1)β
m(e)
xy (j)
∑Nm
l=1 a
m
ljα
m(e)
x−1,y(l)
(4.73)
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µ¯mjk =
∑E
e=1
∑Y
y=1
γey(m)
bm(Yey
∑X
x=2 o
e
xyb
m
ik(oex,y+1)β
m(e)
xy (j)
∑Nm
l=1 a
m
ljα
m(e)
x−1,y(l)∑E
e=1
∑Y
y=1
γey(m)
bm(Yey
∑X
x=2
∑K
k=1 b
m
ik(oex,y+1)β
m(e)
xy (j)
∑Nm
l=1 a
m
ljα
m(e)
x−1,y(l)
(4.74)
Σ¯mjk =
∑E
e=1
∑Y
y=1
γey(m)
bm(Yey
∑X
x=2 (oexy − µmjk)(oexy − µmjk)T bmik(oex,y+1)βm(e)xy (j)
∑Nm
l=1 a
m
ljα
m(e)
x−1,y(l)∑E
e=1
∑Y
y=1
γey(m)
bm(Yey
∑X
x=2
∑K
k=1 b
m
ik(oex,y+1)β
m(e)
xy (j)
∑Nm
l=1 a
m
ljα
m(e)
x−1,y(l)
(4.75)
Likewise, the update equations for the superstate HMM are shown in Equations (4.76) through (4.77).
ω¯mn = ωmn
∑E
e=1
∑Y
y=1 α
e
y(m)bn(Yey+1)βey+1(n)∑E
e=1
∑Y
y=1 α
e
y(m)βey(m)
(4.76)
p¯im =
∑E
e=1 α
e
1(m)βe1(m)∑E
e=1
∑Ns
n=1 α
e
T (n)
(4.77)
The last point worth noting is that a P2DHMM can generally be decomposed into a 1D HMM by
inserting non-looping, non-emitting states that consume nothing to represent superstate transitions. This
allows one to forgo the various complication of running the embedded training algorithm to learn an
P2DHMM. An example of the decomposition of the P2DHMM shown in the above figure into a 1DHMM is
shown in Figure 4.5.
s1,1 s1,2 s1,3 s2,1 s2,2 s2,3 s3,1 s3,2 s3,3s1/2 s2/3 s3/o
b1t b2t b3t b1t b2t b3t b1t b2t b3t
Figure 4.5: Reduction of P2DHMM to 1DHMM
Clearly, although the P2HMM is composed of left-to-right 1DHMMs and can itself be considered a
left-to-right 1DHMM with HMM emissions, the conversion process does not result in a net left-to-right
1DHMM. The state transition matrix of the converted HMM is shown in Equation (4.78).
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A =

a1,1 a1,2 0 0 0 0 0 0 0 0 0 0
0 a2,2 a2,3 0 0 0 0 0 0 0 0 0
0 0 a3,3 a3,4 0 0 0 0 0 0 0 0
a4,1 0 0 0 a4,5 0 0 0 0 0 0 0
0 0 0 0 a5,5 a5,6 0 0 0 0 0 0
0 0 0 0 0 a6,6 a6,7 0 0 0 0 0
0 0 0 0 0 0 a7,7 a7,8 0 0 0 0
0 0 0 0 a8,5 0 0 0 a8,9 0 0 0
0 0 0 0 0 0 0 0 a9,9 a9,10 0 0
0 0 0 0 0 0 0 0 0 a10,10 a10,11 0
0 0 0 0 0 0 0 0 0 0 a11,11 a11,12
0 0 0 0 0 0 0 0 a12,9 0 0 a12,12

(4.78)
The matrix is still a sparse banded matrix (as long as the number of sub-states in each super-state is
constant). However, it is no longer strictly bidiagonal as it was in the 1D left-to-right case. Thus, the
1DHMM formulas already defined above can be used to train the converted P2DHMM.
In this case, it is assumed that there are Ns superstates in the P2DHMM. It is further assumed that the
topology of the superstate HMM is left-to-right, and that the sub-state HMMs are also left-to-right HMMs.
Finally, it is assumed that all the sub-state HMMs have the same topology (ie, the same number Nm of
sub-states per superstate for all 1 ≤ m ≤ Ns). For each sub-state HMM, the assumptions on the state
transitions and initial state vectors from the previous 1DHMM case are also enforced in this case. In
addition, the GMM initial training via image segmentation can be applied in this case as well, since each
superstate corresponds to a specific facial feature. In addition, the superstate HMM has the same
assumptions enforced above in the 1DHMM case for the initial state vector and the state transition matrix.
That being said, there are some additional assumptions and pre-processing steps for this method. Since
the sequence is now 2-dimensional, an end-of-state entry is appended to each row, where this end-of-state
entry is a SIFT vector composed of zeroes. This allows the sequence to enter the non-looping states that
signify the transition between superstates in the superstate HMM.
At this point, if the P2DHMM to 1DHMM conversion method is being used, then the P2DHMM
structure can be decomposed according to the above discussion and the 1DHMM methods can be run. If
the more traditional embedded approach is used, then the P2DHMM structure can remain as is and the
training algorithms described above for P2DHMMs can be run.
4.5 Training the Universal Background Model (Implementation)
In this case, the universal background model is either an HMM or a P2DHMM. In all cases, HTK [23]
played an integral role in training the HMMs. For the 1DHMM case and the P2DHMM conversion to
1DHMM case, HTKs built in functions (HVite, HRest, and HERest) can be used to train the HMMs using
segmental K-Means or Baum-Welch, and then MAP adapt the resulting HMM. In the final case of training
an embedded P2DHMM, HTK does not have any functions for explicitly training a P2DHMM. However,
the algorithm outlined above for training a P2DHMM uses embedded passes of 1D Baum Welch and
Segmental K-means. Thus, HTK’s functions can still be used in this case - but they need to be called as
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subroutines in a larger algorithm instead of being called as standalone programs (as in the 1DHMM case).
4.5.1 1D Hidden Markov Model
For training the 1-dimensional HMM UBM, it is assumed that there are five possible states: the forehead,
eyes, nose, mouth, and chin. The image is segmented using a cascaded classifier so that all of the
observation vectors can be grouped by which feature they belong to. Once that is completed, a GMM with
K mixture components can be trained for each facial feature. These GMMs will be initial estimates for the
emission models for each state in the HMM.
The HMM is initialized by assuming that most of the time in each sequence is spent in self-loop
transitions. In addition, it is assumed that the HMM must begin at the first state.
Ainit =

0.8 0.2 0 0 0
0 0.8 0.2 0 0
0 0 0.8 0.2 0
0 0 0 0.8 0.2
0 0 0 0 1
 (4.79)
piinit =
[
1 0 0 0 0
]T
(4.80)
4.5.2 P2DHMM
In this case, it is assumed that there are Ns superstates in the P2DHMM. It is further assumed that the
topology of the superstate HMM is left-to-right, and that the sub-state HMMs are also left-to-right HMMs.
Finally, it is assumed that all the sub-state HMMs have the same topology (i.e., the same number Nm of
sub-states per superstate for all 1 ≤ m ≤ Ns). For each sub-state HMM, the assumptions on the state
transitions and initial state vectors from the previous 1DHMM case are also enforced in this case. In
addition, the GMM initial training via image segmentation can be applied in this case as well, since each
superstate corresponds to a specific facial feature. In addition, the superstate HMM has the same
assumptions enforced above in the 1DHMM case for the initial state vector and the state transition matrix.
That being said, there are some additional assumptions and pre-processing steps for this method. Since
the sequence is now 2-dimensional, an end-of-state entry is appended to each row, where this end-of-state
entry is a SIFT vector composed of zeroes. This allows the sequence to enter the non-looping states that
signify the transition between superstates in the superstate HMM.
At this point, if the P2DHMM to 1DHMM conversion method is being used, then the P2DHMM
structure can be decomposed according to the above discussion and the 1DHMM methods can be run. If
the more traditional embedded approach is used, then the P2DHMM structure can remain as is and the
training algorithms described above for P2DHMMs can be run.
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CHAPTER 5
MAXIMUM A POSTERIORI (MAP) ADAPTATION
The previous chapter focused on the techniques used to train Gaussian mixture models, hidden Markov
models, and Pseudo-2D hidden Markov models. This chapter focuses on how such models can be adapted
to a particular subject using new training methods. The underlying technique used for all cases in this
thesis is maximum a posteriori (MAP) adaptation.
5.1 Maximum A Posteriori (MAP) Adaptation
The general idea behind MAP adaptation is to use a prior, generalized model trained over a set of data
and then to adapt its parameters to fit a new set of data.
To visualize the problem that this technique tries to solve, an illustrative example would be fitting a
Gaussian to some set of labelled training data, and then to adapt that model to some new set of data.
Consider three sets of 2-dimensional training data drawn from three distinct Gaussian distributions (thus,
three distinct classes). A universal background model is trained over a sample of this data from each class,
as shown in Figure 5.1.
Figure 5.1: Training Data and Overall Gaussian Distribution
Now assume that three new sets of data are drawn from the same underlying Gaussian distributions, and
a model needs to be found for each class. MAP adaptation can be used to adapt the initial training model
to better fit the new data from each class. This is illustrated in Figure 5.2.
For a dataset using only a single Gaussian, a trivial approach that could accomplish the desired goal
would be to fit a Gaussian to each new dataset using the sample mean and sample covariance of each new
set of data. However, for a Gaussian mixture model or a hidden Markov model, it is easier to simply adapt
from an underlying model. In addition, by using a prior model, it often becomes easier to find a more
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Figure 5.2: New Training Data and Adapted Gaussian Distributions, (left) Adapted to Magenta Data,
(center) Adapted to Red Data, (right) Adapted to Green Data
accurate new model for a small set of new data than it is to re-train a unique model from scratch.
MAP adaptation is also linked to the idea of MAP estimation. Maximum likelihood (ML) estimation
attempts to maximize the probability of a set of data given a set of underlying parameters.
θ∗ML = arg max
θ
P (X|θ) (5.1)
MAP estimation, however, introduces a prior distribution, P (θ), and attempts to maximize a new
expression that arises from Bayes’ rule. The prior distribution P (θ) essentially describes some prior
knowledge about the underlying distribution of the parameters. Bayes’ rule is shown in Equation (5.2).
P (θ|X) = P (X|θ)P (θ)
P (X) =
P (X|θ)P (θ)∫
θ
P (X|θ)P (θ)dθ (5.2)
Since the point of MAP estimation is to find some optimal θ∗MAP for some given set of data, it is
assumed that the probability of the data does not change the maximization problem. Thus, the MAP
estimation problem can be described by Equation (5.3).
θ∗MAP = arg max
θ
P (X|θ)P (θ) (5.3)
While MAP estimation simply attempts to find some optimal solution given an assumed prior
distribution, MAP adaptation differs in that it simply adapts the training data by some given prior model
for some adaptation weight τ .
θ∗MAP = arg max
θ
P (X|θ)P (θ)τ (5.4)
5.2 MAP Adaptation Algorithm for a 1D Hidden Markov Model
At this point it is useful to use MAP to determine the update equations for a hidden Markov model.
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5.2.1 MAP Estimation of State Transition Probabilities for a Hidden Markov Model
As an example of this, consider adapting the state transition probabilities of an HMM. It can assumed,
through the work of Gauvain and Lee [24], that the underlying distribution of transition probabilities
follows a Dirichlet distribution with prior parameters αi. This is shown in Equation (5.5).
P (ai|αi) =
Γ(
∑N
j=1 αij)∏N
j=1 Γ(αij)
N∏
j=1
a
αij−1
ij (5.5)
It can be assumed that the hyperparameters αij can be set to αij = a¯ijτ , where τ is some universal
adaptation hyperparameter to be chosen. If this is the case, then the expectation of the prior distribution
can be written as Equation (5.6) and the variance of the prior distribution can be written as Equation (5.7).
E [aij ] = a¯ij (5.6)
Var (aij) =
a¯ij(1− a¯ij)
τ + 1 (5.7)
Expectation-maximization can be used to iteratively attempt to find the optimal solution. Following the
analysis from the previous chapter, the auxiliary function can be written as Q(A¯, θ) where A¯ represents the
state transition probability matrix from the UBM. For some set of hyperparameters αij , it can be
shown [24] that the update equation for the new transition probabilities, aˆij , is given by Equation (5.8).
aˆij =
τ a¯ij − 1 +
∑T
t=1 ξt(i, j)∑N
j=1
(
τ a¯ij − 1 +
∑T
t=1 ξt(i, j)
) , ξt(i, j) = P (qt = i, qt+1 = j|X, λ) (5.8)
In this sense, MAP estimation becomes MAP adaptation because the prior parameters in this case are
based on the actual state transition matrix from the universal background model. MAP adaptation of the
STM would essentially be a simple augmentation of the EM algorithm for HMMs from the previous
chapter. Instead of computing aij directly from the parameter ξt(i, j) computed in the E-step, both the
ξt(i, j) parameter and the prior UBM STM are used to update STM based on some pre-chosen adaptation
learning weight τ .
Similar reasoning can be used to find the update equations for the initial probabilities pii and the
emissions using assumptions on the prior distributions of all of these parameters. However, it is assumed
that the initial probabilities are not adapted (in other words, the same no matter what subject is being
adapted in the context of the face recognition problem). The emission probabilities, on the other hand, will
be computed using the slightly looser MAP adaptation approach.
5.2.2 MAP Adaptation for the Emission Parameters
Now, the emission model adaptation can be considered. Once again, the underlying emission probabilities
are assumed to follow a continuous density distribution. Specifically, it is assumed that the emission
probabilities are generated from an underlying Gaussian mixture model unique to each state. It is assumed
that the standard EM algorithm is being used to update the parameters, in which case the posterior
probabilities are given by Equation (5.9).
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γt(j, k) =
(
αt(j)βt(j)∑N
i=1 αt(i)βt(i)
)(
wjkN (xt|µk,Σk)∑K
k=1 wjkN (xt|µk,Σk)
)
(5.9)
The data sufficient statistics are given by Equations (5.10) through (5.12).
ηjk =
1
T
T∑
t=1
γt(j, k) (5.10)
µjk =
∑T
t=1 γt(j, k)xt
ηjk
(5.11)
Σjk =
∑T
t=1 γt(j, k)xtxTt
ηjk
(5.12)
After defining an auxiliary function for the EM algorithm and optimizing, it can be shown [24] that the
adapted parameters are given by Equations (5.13) through (5.15). In the initial step of the EM algorithm,
w¯jk, µ¯jk, and Σ¯jk represent the UBM parameters. However, after the first iteration they represent the
parameters from the previous iteration.
wˆjk =
(
Tηjk
τw + Tηjk
)
ηjk +
(
1− Tηjk
τw + Tηjk
)
w¯jk (5.13)
µˆjk =
(
Tηjk
τm + Tηjk
)
µjk +
(
1− Tηjk
τm + Tηjk
)
µ¯jk (5.14)
Σˆjk =
(
Tηjk
τc + Tηjk
)
Σjk +
(
1− Tηjk
τc + Tηjk
)(
Σ¯jk + µ¯jkµ¯Tjk
)− µˆjkµˆTjk (5.15)
In the above equations, τw, τm, and τc are adaptation weights chosen prior to running the EM MAP
adaptation algorithm. More accurately, they are a representation of the ratio between the
hyper-parameters and the sufficient statistics. For the weights, as for the transition parameters, it is
assumed that the priors follow a Dirichlet distribution. The priors for the mean and covariance, however,
are assumed to follow a Wishart distribution, as shown in Equation (5.16). In this way, τm should
represent the ratio between the determinants of the variance and the hyper-variance. Also, τc should
represent the confidence parameter of the Wishart prior.
g(µˆjk, Σˆjk|αm, αs,µjk,Σjk) ∝ |Σˆjk|αs/2 exp
(
−αm2 (µˆjk − µjk)
T Σˆ−1jk (µˆjk − µjk)
)
exp
(
−12Tr(Σˆ
−1
jk Σjk)
)
(5.16)
All of the hyperparameters, by definition, should lie in the range [0, 1]. However, there is no such
restriction on the adaptation weights. In all cases, the adaptation weights represent how much confidence
the algorithm should have in prior model. If the adaptation weights are small, there is a great deal of faith
in the prior model, and the EM algorithm converges quickly. If the weights are large, however, the opposite
is true.
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CHAPTER 6
SUPERVECTORS
This chapter focuses on the supervectors, and how they are derived and implemented. In this chapter,
previous work by Tang [15] is mostly gone over, with additional material about simulating the
Kullback-Leibler divergence and finding various bounds.
6.1 Introduction: The Idea of Supervectors
The idea behind the generation of supervectors is to create a new representation of a probabilistic model
such that the distance between any two such supervectors is equivalent to some difference measure between
their two corresponding probabilistic models. A common difference metric for hidden Markov models or
Gaussian mixture models is the Kullback-Leibler divergence, which is what will be used in this derivation.
In this case, the goal is to create a linearly-separable space with the supervectors. Thus, the L2 norm will
be the distance metric used for the supervectors.
6.2 Kullback-Leibler Divergence
The Kullback-Leibler divergence (KLD) [25] between a continuous distribution f(x) and another
continuous distribution g(x) is given by Equation (6.1).
D(f(x)||g(x)) =
∫
x∈RD
f(x) ln
(
f(x)
g(x)
)
dx (6.1)
If conditional distributions are considered, the KLD between them is given by Equation (6.2).
D(f(y|x)||g(y|x)) =
∫
x∈RD
f(x)
∫
y∈RD
f(y|x) ln
(
f(y|x)
g(y|x)
)
dx dy (6.2)
If joint distributions are considered, the KLD between them is given by Equation (6.3).
D(f(x,y)||g(x,y)) = D(f(x)||g(x)) +D(f(y|x)||g(y|x)) (6.3)
The Kullback-Leibler divergence has the general properties that if f(x) = g(x) ∀ x, then the KLD
between the two distributions is 0, ie, D(f ||g)|f=g = 0. The KLD also has the property that D(f ||g) ≥ 0
regardless of f or g. The Kullback-Leibler Divergence Rate (KLDR) is also sometimes considered.
R(f(x)||g(x)) = lim
T→∞
1
T
D(f(x)||g(x)) (6.4)
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6.2.1 KLD for a Multivariate Gaussian Distribution
The closed-form Kullback-Leibler divergence can be analytically calculated in some cases. For example, the
Kullback-Leibler divergence between two multivariate Gaussian distributions, f = N (µ1,Σ1) and
g = N (µ2,Σ2), is given by Equation (6.5).1
D(f(x)||g(x)) =
∫
f(x) ln
 1√(2pi)D|Σ1| exp (− 12 (x− µ1)TΣ−11 (x− µ1))
1√
(2pi)D|Σ2|
exp
(− 12 (x− µ2)TΣ−12 (x− µ2))
 dx
=
∫
f(x)
(
1
2 ln
( |Σ2|
|Σ1|
)
− 12(x− µ1)
TΣ−11 (x− µ1) +
1
2(x− µ2)
TΣ−12 (x− µ2)
)
dx
= 12
∫
f(x) ln
( |Σ2|
|Σ1|
)
dx− 12
∫
f(x)(x− µ1)TΣ−11 (x− µ1)dx
+12
∫
f(x)(x− µ2)TΣ−12 (x− µ2)dx
= 12Ef(x)
[
ln
( |Σ2|
|Σ1|
)]
− 12Ef(x)
[
(x− µ1)TΣ−11 (x− µ1)
]
+12Ef(x)
[
(x− µ2)TΣ−12 (x− µ2)
]
= 12 ln
( |Σ2|
|Σ1|
)
− 12Tr
(
Σ−11 Σ1
)− 12(µ1 − µ1)TΣ−11 (µ1 − µ1)
+12Tr
(
Σ−12 Σ1
)
+ 12(µ1 − µ2)
TΣ−12 (µ1 − µ2)
= 12
(
ln
( |Σ2|
|Σ1|
)
−D + Tr (Σ−12 Σ1)+ (µ1 − µ2)TΣ−12 (µ1 − µ2)) (6.5)
6.2.2 KLD for a GMM
In other cases either the closed-form solution is too difficult to compute or simply does not exist. This is
generally the case for both hidden Markov models and Gaussian mixture models. Thus, it is desirable to
be able to numerically approximate the Kullback-Leibler divergence in these cases. Often, this is done
using Monte Carlo simulation, which rewrites the integral as an expectation and evaluates an
approximation of this expectation over a sufficiently large number of trials such that the sample mean
approaches this expectation.
D(f(x)||g(x)) = Ef(x) [ln f(x)]− Ef(x) [ln g(x)] (6.6)
D(f(x)||g(x)) ≈ 1
T
T∑
t=1
[ln f(xt)− ln g(xt)] (6.7)
The Kullback-Leibler divergence between two Gaussian mixture models can be approximated using
Monte Carlo simulation. That is to say, given a sequence of observation vectors xt ∈ X and a GMM
θ = {wk,µk,Σk} for 1 ≤ k ≤ K, p(xt; θ) can be calculated for each xt and the KLD can be approximated
for that particular sequence using Equation (6.9).
1Using the fact that E[(x−m)TA(x−m)] = (m−m′)TA(m−m′)+Tr(AΣ) if x ∼ N (m,Σ) from The Matrix Cookbook [26].
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p(xt; θ) =
K∑
k=1
wk√
(2pi)D|Σk|
exp
(
−12(xt − µk)
TΣ−1k (xt − µk)
)
(6.8)
D(θ1||θ2) = lim
T→∞
1
T
T∑
t=1
ln
(
p(xt; θ1)
p(xt; θ2)
)
(6.9)
This can be average over multiple trials to get a more representative measure. However, Julier and
Uhlmann [27] showed that an even better approximation to the KLD was possible using the so-called
“unscented transform”. The approach to this transform is to Ef [h(x)] for all quadratic functions h(x)
given a mixture model f(x) = p(xt; θ1). They show that it is possible to pick 2D (where xt ∈ RD) points
from mixture k of the GMM such that Equation (6.10) is true.
∫
f(x)hk(x)dx =
1
2D
2D∑
t=1
hk(xt) (6.10)
They further show that one possible choice for the points can be determined by using the eigenvectors
vd,k and eigenvalues ωd,k of the covariance matrix of f corresponding to mixture k, Σk.
xt,k =
µk +
√
Dωt,kvt,k if 1 ≤ t ≤ D
µk −
√
Dωt−D,kvt−D,k if t > D
(6.11)
In this way, the KLD between two GMMs θ1 and θ2 can be approximated according to Equation (6.12).
D(θ1||θ2) = 12D
K∑
k=1
w1(k)
2D∑
t=1
ln f(xt,k)
g(xt,k)
(6.12)
Algorithm 7 KLD GMM Monte Carlo
function KLD GMM Monte Carlo(θ1,θ2,R, T )
for r = 1 to R do
for k = 1 to K do
Draw samples from mixture k of θ1 using Equation (6.11) and send to xi
Calculate fi = p(xi|θ1) and gt = p(xi|θ2) using Equation (6.8) for 1 ≤ t ≤ T
Calculate hk =
∑2D
i=1 ln
f(xi)
g(xi)
end for
yr = 12D
∑K
k=1 wkhk
end for
D¯ = 1R
∑R
r=1 yr
return D¯
end function
Although it is true that a closed form solution for the KLD between two GMM’s does not exist, analytic
upper bounds on it do exist. For example, based on the work by Do [28], the chain rule for KLD can be
applied to generate an upper bound, assuming that the two GMMs have the same number of mixture
components (this is sometimes called the matched bound approximation). This is shown in Equation
(6.13).
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D(f(x)||g(x)) ≤ D(w1||w2) +
K∑
k=1
w2(k)D(N (µ1,k,Σ1,k)||N (mu2,k,Σ2,k)) (6.13)
In addition, a few other papers have established their own upper or lower bounds the KLD between two
GMMs. Durrieu et al. [29] established a bound using the mean between the upper and lower bounds of the
KLD in order to create a more general bound for the KLD which more closely matched the results of a
Monte Carlo simulation. This is shown in Equation (6.20).
zaα =
∫
x
fa(x)fα(x)dx (6.14)
ln zaα = −D2 −
1
2 ln |Σ
f
a + Σfα| −
1
2(µ
f
α − µfa)T (Σfa + Σfα)−1(µfα − µfa) (6.15)
tab =
∫
x
fa(x)gb(x)dx (6.16)
ln tab = −D2 −
1
2 ln |Σ
f
a + Σ
g
b | −
1
2(µ
g
b − µfa)T (Σfa + Σgb)−1(µgb − µfa) (6.17)
Dprod(θ1||θ2) =
∑
a
wfa ln
(∑
α w
f
αza,α∑
b w
g
b ta,b
)
(6.18)
Dvar(θ1||θ2) =
∑
a
wfa ln
(∑
α w
f
α exp(−DKL(fa(x)||fα(x))∑
b w
g
b exp(−DKL(fa(x)||gb(x))
)
(6.19)
Dmean(θ1||θ2) = 12 (Dvar(θ1||θ2) +Dprod(θ1||θ2)) (6.20)
6.2.3 KLD for a 1DHMM
As in the case of the Gaussian mixture model, an approximation of the Kullback-Leibler divergence for the
hidden Markov model can be determined using Monte Carlo simulations with Equation (6.21). That is to
say, the HMM can be sampled (generally multiple times to create multiple sequences), and the resulting
KLD can be averaged across many trials to find an approximation to the true KLD. Based on the work by
Juang and Rabiner [30] and Kohler [31], a Monte Carlo approximation to the Kullback-Leibler divergence
between two hidden Markov models, λ1 = {A1, pi1, B1} and λ2 = {A2, pi2, B2}, could generally be
approximated as Equation (6.21) using Monte Carlo simulation with Tm observations per sequence
1 ≤ m ≤M .
D(λ1||λ2) ≈ 1
M
M∑
m=1
1
Tm
ln
(
P (Xm|λ1)
P (Xm|λ2)
)
(6.21)
Juang also gave a symmetric distance metric given by Equation (6.22).
Dsym(λ1||λ2) = D(λ1||λ2) +D(λ2||λ1) (6.22)
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Algorithm 8 KLD HMM Monte Carlo
function KLD HMM Monte Carlo(λ1,λ2,R, M , T )
for r = 1 to R do
for m = 1 to M do
Draw samples from λ1 to get T sample vectors xt ∈ Xm
Calculate P (Xm|λ1) and P (Xm|λ2) using the Forward Algorithm
end for
yr = 1M
∑M
m=1
1
Tm
ln
(
P (Xm|λ1)
P (Xm|λ2)
)
end for
D¯ = 1R
∑R
r=1 yr
return D¯
end function
Again, the above equations are just approximations of the KLD using Monte Carlo simulation. Thus,
they do not represent analytic expressions for the KLDs for either HMMs or GMMs. However, analytic
expressions for the upper bounds on the KLDs of HMMs with certain architectures do exist. The work by
Do [28] introduces a general upper bound for the KLD, Equation (6.27), and KLDR, Equation (6.29),
between two HMMs (since the HMM parameters are stationary).
ai(j) = aij (6.23)
dAKLD =
[
D(a11||a21) . . . D(a1N ||a2N )
]T
(6.24)
dBKLD =
[
D(b11||b21) . . . D(b1N ||b2N )
]T
(6.25)
d = dAKLD + dBKLD (6.26)
D(λ1||λ2) ≤ D(pi1||pi2) + piT1
(
T−1∑
t=1
At−1d + AT−1dBKLD
)
(6.27)
νT = lim
n→∞pi
TAn (6.28)
R(λ1||λ2) ≤ νTd (6.29)
Silva and Narayanan [32] show that there is an analytic upper bound for the KLD of an HMM if said
HMM has a left-to-right structure. The equation for the upper bound of the KLD of a left-to-right HMM
as given by Silva and Narayanan is given by Equation (6.30).
D(λ1||λ2) ≤ D(pi1||pi2) + piT1 (I−A1)−1
[
dAKLD + dBKLD
]
(6.30)
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6.3 Supervectors
Now that the general formulas that bound the KLD for 1DHMMs and P2DHMMs have been established,
they can be manipulated to form the supervector equations needed for the classification phase of the
algorithm.
6.3.1 KLD Between Two PMFs and Resulting Supervector
In the KLD bounds described above, terms that look like Ds(p||q) or D(p||q) (where p and q are
essentially probability mass functions) often appear. Thus, it is useful to consider the case of breaking
down the KLD between two finite sequences p1 and p2 of length K adapted from a UBM.
Ds(p1||p2) =
1
2
K∑
k=1
(
p1(k) ln
p1(k)
p2(k)
+ p2(k) ln
p2(k)
p1(k)
)
= 12
K∑
k=1
(p1(k) ln p1(k)− p1(k) ln p2(k) + p2(k) ln p2(k)− p2(k) ln p1(k))
= 12
K∑
k=1
(p1(k)− p2(k)) ln p1(k)
p2(k)
(6.31)
Assuming that each PMF is adapted from some underlying UBM, the above expression can be rewritten.
Ds(p1||p2) =
1
2
K∑
k=1
(p1(k)− p2(k)) ln p1(k)
p2(k)
= 12
K∑
k=1
(p1(k)− p2(k)) ln p1(k)/pubm(k)
p2(k)/pubm(k)
= 12
K∑
k=1
(p1(k)− p2(k))
(
ln p1(k)
pubm(k)
− ln p2(k)
pubm(k)
)
(6.32)
As x→ 1, ln(x) converges to x− 1 (in other words, limx→1 x− 1 = limx→1 ln x, see Figure 6.1). It is
reasonable to assume that p1(k)/pubm(k) is near one since the PMFs are adapted from the UBM and the
components are not likely to change very much unless the UBM is a very poor model of the data used in
the adaptation.
With this in mind, the approximation can be substituted into the symmetric KLD expression to get a
final simplified equation.
Ds(p1||p2) ≈
1
2
K∑
k=1
(
p1(k)− p2(k)√
pubm(k)
)2
(6.33)
At this point, the result is basically an L2 norm.2
2The division sign in the subsequent equation denotes element by element division in this case, since there are vectors in
the fractions.
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Figure 6.1: y1 = ln x vs. y2 = x− 1 Near x = 1
Ds(p1||p2) ≈
1
2‖
p1√
pubm
− p2√
pubm
‖22 (6.34)
Thus, the supervector that describes this relationship for the p-th PMF is:
sp =
pp√
pubm
(6.35)
This relation is used by Tang in his subsequent GMM and 1DHMM supervector derivations, and is used
in this work in a later chapter to derive the P2DHMM supervector equations.
6.3.2 GMM Supervectors
At this point, the derivation of the GMM supervector equation can be shown. Although this derivation is
broadly shown in Tang’s work [15], it is worth going over in this work for the sake of clarity. To
approximate the supervector set whose norm describes the KLD between two GMMs, one of the bounds
described above is reshaped such that it looks like the norm between two vectors. For example, consider
the matched bound from Equation (6.13).
D(f(x)||g(x)) ≤ D(w1||w2) +
K∑
k=1
w2(k)D(N (µ1,k,Σ1,k)||N (µ2,k,Σ2,k)) (6.36)
The supervector expression will be dominated by the KLD between two Gaussian distributions. This
KLD can be further simplified.
D(N (µ1,Σ1)||N (µ2,Σ2)) =
1
2
(
ln
( |Σ2|
|Σ1|
)
−D + Tr (Σ−12 Σ1)+ (µ1 − µ2)TΣ−12 (µ1 − µ2)) (6.37)
Consider just the matrix-vector product. This can be simplified into using the symmetry property of the
covariance matrix, by defining R =
√
Σ−1 and invoking the symmetry property (RT = R).
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(µ1 − µ2)TΣ−12 (µ1 − µ2) = (µ1 − µ2)TRR(µ1 − µ2)
= (RTµT1 −RTµT2 )(Rµ1 −Rµ2)
= (Rµ1 −Rµ2)T (Rµ1 −Rµ2)
= ‖
√
Σ−12 µ1 −
√
Σ−12 µ2‖22 (6.38)
If the two Gaussians are adapted from a single UBM, then according to Campbell [33], the symmetric
KLD between two Gaussian distribution can be expressed according to Equation (6.39).
Ds(N (µ1,Σ1)||N (µ2,Σ2) ≈
1
4Tr
(
(Σ1 −Σ2)Σ−2ubm(Σ1 −Σ2)
)
+ 14(µ1−µ2)
T (Σ−11 +Σ−12 )(µ1−µ2) (6.39)
Assuming that σ1 and σ2 are the diagonal elements of the two covariance matrices Σ1 and Σ2 in vector
form, the above expression can be simplified as Equation (6.40).
Ds(N (µ1,Σ1)||N (µ2,Σ2) ≈
1
4(σ1 − σ2)
TΣ−2ubm(σ1 − σ2) +
1
4(µ1 − µ2)
T (Σ−11 + Σ−12 )(µ1 − µ2) (6.40)
At this point, the symmetric KLD between the two distributions can be simplified into a form composed
of clear L2 norms.
Ds(N (µ1,Σ1)||N (µ2,Σ2) ≈
1
4‖Σ
−1
ubm(σ1 − σ2)‖22 +
1
4‖(
√
Σ−11 (µ1 − µ2)‖22 +
1
4‖
√
Σ−12 (µ1 − µ2)‖22 (6.41)
The above algebra is taken from Tang [15]. In Tang’s [15] derivation, it is further assumed that average
of adapted covariance matrices can be replaced by the covariance matrix of the UBM. This is because if
such an assumption is not made, then the supervector equation must be constrained to describe two
Gaussians, instead of simply describing one Gaussian. In this case, the symmetric KLD would be simplified
to Equation (6.42)
Ds(N (µ1,Σ1)||N (µ2,Σ2) ≈
1
4‖Σ
−1
ubm(σ1 − σ2)‖22 +
1
2‖(
√
Σ−1ubm(µ1 − µ2)‖22 (6.42)
At this point the supervector equation for a multivariate Gaussian can be written by inspection.
sp =
 1√2Σ−1ubmσp√
Σ−1ubmµp
 (6.43)
At this point, the above simplification for the symmetric KLD between two GMMs can be used to
generate the supervector equation for a GMM.
Ds(f(x)||g(x)) ≤ Ds(w1||w2) + 18
K∑
k=1
(w1(k) + w2(k))(‖Σ−1ubm(σ1 − σ2)‖22 + 2‖(
√
Σ−1ubm(µ1 − µ2)‖22)
(6.44)
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If the average of the two weights is replaced with the UBM weight, and the weight outside the logarithm
in the symmetric KLD between two weight vectors is replaced with the UBM weight, then the expression
simplifies considerably.
Ds(f(x)||g(x)) ≤ Ds(w1||w2) + 14
K∑
k=1
wubm(k)(‖Σ−1ubm(σ1 − σ2)‖22 + 2‖(
√
Σ−1ubm(µ1 − µ2)‖22) (6.45)
At this point, the symmetric KLD between the weight vectors needs to be dealt with. Using the result
from the previous section, this can be computed as Equation (6.46).
Ds(w1||w2) ≈ 12‖
w1√
wubm
− w2√
wubm
‖22 (6.46)
The supervector equation for a GMM becomes:
sp =

wp,k√
2wubm,k
1
2wubm,kΣ
−1
ubm,kσp,k
1√
2wubm,k
√
Σ−1ubm,kµp,k

K
k=1
(6.47)
6.3.3 1DHMM Supervectors
Based on the left-to-right HMM KLD bound described above, Tang [15] derived an equation for the HMM
supervector given that the HMM was adapted from a UBM. Consider that same reasoning used above to
derive an equation for the symmetric KLD between two weight vectors can be used for the symmetric KLD
between two state transition vectors ai or two initial state probability vectors pii since they are all thought
to be probability mass functions for the purposes of this analysis.
Ds(a1i ||a2i ) ≈
1
2‖
a1i√
aubmi
− a
2
i√
aubmi
‖22 (6.48)
Ds(pi1||pi2) ≈ 12‖
pi1√
piubm
− pi2√
piubm
‖22 (6.49)
Consider the ergodic case defined by Equation (7.4).According to Tang [15], this expression can be
transformed into a KLD rate such that
R(λ1||λ2) ≤ piTdAKLD + piTdBKLD (6.50)
The second term in the above equation can be dealt with directly by wrapping the pij terms into the
summation for the KLD. In such a case, Tang showed that the supervector could be written as
sp =


√
pii
2wubm,kiw
p
ki
1
2
√
piiwubm,kiΣ−1ubm,kiσ
p
ki
1√
2
√
wubm,kipiiΣ−1ubm,kiµ
p
ki

K
k=1

N
i=1
(6.51)
The first term has a L2 norm that is easy to write again.
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piT dAKLD ≈ ‖
√
piubm
aubm,i
(
a1i − a2i
) ‖ (6.52)
This makes the net supervector equation
sp =

[√
piubm,ki
aubm,il
apil
]N
l=1
√
pii
2wubm,kiw
p
ki
1
2
√
piiwubm,k,iΣ−1ubm,kiσ
p
ki
1√
2
√
wubm,kipiiΣ−1ubm,kiµ
p
ki

K
k=1

N
i=1
(6.53)
For a left-to-right 1DHMM, Tang derived the supervector using the bound established by Silva and
Narayanan. Using the symmetric KLD, Tang shows that the supervector equation can be written as
sp =

[√
1−a11
(1−aii)ail a
p
il
]N
l=1
√
1−a11
(1−aii)cik c
p
ik√
1−a11
1−aii cikΣ
−1
ik µ
p
ik√( 1
2
) 1−a11
1−aii cikΣ
−1
ik σ
p
ik

K
k=1

N
i=1
(6.54)
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CHAPTER 7
SEGMENTAL MAP ADAPTATION, KULLBACK-LEIBLER
DIVERGENCE, AND SUPERVECTOR DERIVATIONS FOR
PSEUDO-2D HIDDEN MARKOV MODELS
This chapter goes over the algorithms for MAP adapting a P2DHMM and for generating the supervector
equations for P2DHMMs. The reason these sections are separated from the previous section is that they
represent work that is unique to this thesis in terms of implementation, if not both theory and
implementation. This works follows directly from the theoretical background work shown in Chapters 4, 5,
and 6.
7.1 Segmental MAP Adaptation of P2DHMMs
Instead of deriving a full EM based MAP adaptation algorithm for the P2DHMM, the MAP adaptation
parameters for a P2DHMM are trained using a novel combination of the segmental K-means algorithm
from the previous section and the MAP adaptation algorithm described above. Viterbi decoding is used to
determine which superstate and which substate are being occupied at (x, y). Alternatively, the superstate
can be chosen by evaluating the log-likelihood of each sub-HMM for each row of observations and picking
the superstate whose sub-HMM yielded the maximum log-likelihood. At this point, each row-observation
sequence can be allocated as part of a set of observation sequences for each super-state, and the
parameters of each sub-HMM can be trained using the 1D HMM MAP adaptation equations shown in
Chapter 5. This can be written algorithmically as follows.
P2DHMM Segmental MAP Adaptation
1. For every training image row sequence Yr for 1 ≤ r ≤ R where R is the total number of sequence
rows, compute lnP (Yr|λi) for 1 ≤ i ≤ Ns where λi is a sub-state HMM corresponding to
superstate i. Then, find the superstate to which it belongs using i∗ = arg maxj [lnP (Yr|λj)].
2. Now that each training row sequence has been allocated to a state, run 1 pass of 1DHMM MAP
adaptation for each sub-hmm to generate a new λi for 1 ≤ i ≤ Ns
3. Repeat until convergence is reached
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7.2 Kullback Leibler Divergence Between P2DHMMs
7.2.1 KLD for Converted P2DHMM
It was established in the section on UBMs that a P2DHMM can be decomposed into a 1DHMM under
certain assumptions. Consider a left-to-right P2DHMM with sub-state HMMs that are also left-to-right.
An example converted structure with 3 superstates and 3 sub-states per superstate is shown in Figure 7.1.
s1,1 s1,2 s1,3 s2,1 s2,2 s2,3 s3,1 s3,2 s3,3s1/2 s2/3 s3/o
b1t b2t b3t b1t b2t b3t b1t b2t b3t
Figure 7.1: Reduction of P2DHMM to 1DHMM
The corresponding state transition matrix is shown in Equation (7.1).
A =

a1,1 a1,2 0 0 0 0 0 0 0 0 0 0
0 a2,2 a2,3 0 0 0 0 0 0 0 0 0
0 0 a3,3 a3,4 0 0 0 0 0 0 0 0
a4,1 0 0 0 a4,5 0 0 0 0 0 0 0
0 0 0 0 a5,5 a5,6 0 0 0 0 0 0
0 0 0 0 0 a6,6 a6,7 0 0 0 0 0
0 0 0 0 0 0 a7,7 a7,8 0 0 0 0
0 0 0 0 a8,5 0 0 0 a8,9 0 0 0
0 0 0 0 0 0 0 0 a9,9 a9,10 0 0
0 0 0 0 0 0 0 0 0 a10,10 a10,11 0
0 0 0 0 0 0 0 0 0 0 a11,11 a11,12
0 0 0 0 0 0 0 0 a12,9 0 0 0

(7.1)
Clearly, the system is no longer purely left-to-right, even though it was created from a system that was
composed of only left-to-right HMMs. Thus, the KLD bound developed by Silva et al. is not valid here.
However, the KLD bound developed by Do could still apply, with some practical modification. From
Do [28], the KLDR bound is given by Equation (7.2).
R(λ1||λ2) = lim
n→∞pi
TAnd = νTd (7.2)
This bound is finite, thus the matrix in the limit must converge. This can be generally shown to be true
by plotting the norm of the difference between subsequent computations of ν for increasing n, as is shown
in Figure 7.2.
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Figure 7.2: Normed Difference between piTAn and piTAn−1 across Iterations
The result of the limit in Do’s [28] bound can be roughly thought of as the long-term state residence
probability. By convention, the vector pi of initial state probabilities is pij = δ(j). However, in the coming
analysis of the supervector, it will make more sense to define r as something that is less sparse. Indeed,
since conceptually ν is an expression of the long term residence probability, it makes more sense to define r
based on the actual state occupations of the data. In addition, all that is really required of the vector ν is
that it be a stationary distribution vector such that νT = νTA. In other words, let q be the state sequence
found using Viterbi decoding on some set of data with T observations, where 1 ≤ qt ≤ N and 1 ≤ t ≤ T . In
this case, r can be defined as Equation (7.3).
ri =
1
T
T∑
t=1
δ(qt − i), 1 ≤ i ≤ N, ri ∈ r (7.3)
With this new definition, the new KLD bound between two converted P2DHMMs can be defined as
Equation (7.4).
R(λ1||λ2) ≤
(
lim
n→∞ r
TAn
) (
dAKLD + dBKLD
)
(7.4)
The validity of these assumptions can be tested by looking at the convergence curve for a vector made
up of the state occupation probabilities (Figure 7.3), as well as the difference between the ν vector as the
limit converges (Figure 7.4). The first of these plots shows that with pi replaced with r in the equation for
ν, the limit still converges. The second plot shows that even though the initial vectors are considerably
different, they converge to values which are very close (within 10−6).
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Figure 7.3: Convergence Curve for ν showing ‖rTAn − rTAn−1‖22
Figure 7.4: Relative Error between piTAn and rTAn across Iterations
The point behind this analysis is that if the KLD between two HMMs can be bounded by
R(λ1||λ2) ≤ limn→∞ rTAnd, then as n→∞ the choice of r has less impact on the overall KLD. This is
because the vector ν is assumed to be stationary to uphold the limit in the KLDR.
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7.2.2 KLD for Embedded P2DHMM
The second approach to developing a supervector uses the embedded visualization from the previous
chapter’s discussion on P2DHMMs. An example P2DHMM is reproduced in Figure 7.5. By considering the
emissions of the super-state HMM to be driven by each sub-HMM, the bound discussed in the 1DHMM
section for left-to-right HMMs can be used to define the bound for the sub-HMM emissions. Then, the
same bound equation can be used to define the super HMM bound. This final bound is shown in Equation
(7.5).
s1,1
s1,2
s1,3
s2,1
s2,2
s2,3
s3,1
s3,2
s3,3
Figure 7.5: Example Left-to-Right Pseudo 2D HMM with Ns = 3 Superstates and 3 Substates per
Superstate
D(η1||η2) ≤ D(Π1||Π2) + ΠT1 (I −Ω1)−1
[
dΩKLD + dΛKLD
]
(7.5)
ωn(m) = ωmn, ωmn ∈ Ω (7.6)
dΩKLD =
[
D(ω11||ω21) . . . D(ω1Ns ||ω2Ns)
]T
(7.7)
dΛKLD =
[
D(λ11||λ21) . . . D(λ1Ns ||λ2Ns)
]T
(7.8)
D(Π1||Π2) = 1
Ns
Ns∑
n=1
ln Π1(n)− ln Π2(n) (7.9)
D(λ1n||λ2n) ≤ D(pi1n||pi2n) +
(
pi1n
)T (I−A1n)−1 [dAKLD + dBKLD] (7.10)
aj(i) = aij , aij ∈ A (7.11)
dAKLD =
[
D(a11||a21) . . . D(a1N ||a2N )
]T
(7.12)
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dBKLD =
[
D(b11||b21) . . . D(b1N ||b2N )
]T
(7.13)
7.3 P2DHMM Supervectors
Now that the KLDs for the two P2DHMM cases have been defined, their supervectors can be derived in
the same way that Tang [15] derived the 1DHMM supervectors.
7.3.1 P2HMM Supervectors Approach 1 - Conversion to 1D HMM
The work up to this point (i.e., the supervector equations for the 1DHMM case and the GMM case) is
basically taken directly from the work done by Tang. The content from this point on represents the
departure from Tang’s original work by extending Tang’s 1DHMM formulas to the two P2DHMM cases
described in UBM chapter.
The first approach to developing a supervector uses the fact that a P2DHMM can be converted to a
1DHMM by modelling the superstate transitions as non-emitting states that only consume one observation
and by modelling the superstate self-loops as returns from the non-emitting states.
In this case, Do’s approach is useful for determining the HMM supervector equations. However, since
pij = δ(j), the vector becomes too sparse to be useful. Instead, the long term state occupation probabilities
are used.
ri =
1
T
T∑
t=1
δ(qt − i), 1 ≤ i ≤ N, ri ∈ r (7.14)
With this in mind, the supervector equation for the 1DHMM case can be directly adapted to this case.
sp =

[√
rubm,k,i
aubm,i,l
ap,i,l
]N
l=1
√
ri
2wubm,k,iwp,k,i
1
2
√
riwubm,k,iΣ−1ubm,k,iσp,k,i
1√
2
√
wubm,k,iriΣ−1ubm,k,iµp,k,i

K
k=1

N
i=1
(7.15)
7.3.2 P2HMM Supervectors Approach 2 - Embedded (Superstate) Approach
The supervector equation for the 2D embedded HMM case can be found by expanding the KLDs for each
sub-state HMM and then for the superstate HMM. In Tang’s [15] thesis, he shows that the inverse matrix
(I −A)−1 is upper triangular such that:
(I −A)−1ij =
 1−aii1−ajj i ≤ j0 i > j (7.16)
When this vector is multiplied with piT , given that pii = δ(i), the resulting vector is:
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piT (I −A)−1 =
[
1−a11
1−aii
]N
i=1
(7.17)
Thus, the full product piT (I −A)−1d can be written as:
[
1−a11
1−a11 . . .
1−a11
1−aNN
]T 
d1
...
dN
 = N∑
i=1
1− a11
1− aii di (7.18)
As long as the initial state distributions are considered to be equal for all HMMs (thus making the KLD
between them 0 by definition), the KLD between two left-to-right HMMs is thus:
Ds(λ1||λ2) ≤
N∑
i=1
1− a11
1− aii
(
Ds(a1i ||a2i ) +Ds(b1i ||b2i )
)
(7.19)
This same result can be extended to the superstate HMM KLD since the superstate HMM is still
left-to-right.
ΠT (I −Ω)−1d =
Ns∑
m=1
1− ω11
1− ωmm dm (7.20)
ΠT1 (I −Ω1)−1(dωKLD + dΛKLD) =
Ns∑
m=1
1− ω11
1− ωmm
(
Ds(ω1m||ω2m) +Ds(λ1m||λ2m)
)
(7.21)
Ds(η1||η2) ≤
Ns∑
m=1
1− ω11
1− ωmm
(
Ds(ω1m||ω2m) +Ds(λ1m||λ2m)
)
(7.22)
The symmetric KLD between the state-transition vectors can now be defined using the definition for the
KLD between two PMFs defined in the previous section.
Ds(ω1m||ω2m) ≈
1
2
Ns∑
n=1
(
ω1m(n)− ω2m(n)√
ωubmm (n)
)2
(7.23)
Using the above equation, the KLD between the two P2DHMMs can be further expanded.
Ds(η1||η2) .
Ns∑
m=1
1− ω11
1− ωmm
12
Ns∑
n=1
(
ω1mn − ω2mn√
ωubmmn
)2
+
Nm∑
i=1
1− a11
1− aii
12
Nm∑
j=1
a1ij − a2ij√
aubmij
2 +Ds(b1i ||b2i )


(7.24)
Ds(η1||η2) . 12
Ns∑
m=1
Ns∑
n=1
1− ω11
1− ωmm
(
ω1mn − ω2mn√
ωubmmn
)2
+ 12
Ns∑
m=1
Nm∑
i=1
Nm∑
j=1
1− ω11
1− ωmm
1− a11
1− aii
a1ij − a2ij√
aubmij
2
+12
Ns∑
m=1
Nm∑
i=1
1− ω11
1− ωmm
1− a11
1− aii Ds(b
1
i ||b2i ) (7.25)
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From the previous chapter, it has already been established that the symmetric KLD between two GMMs
is:
Ds(b1i ||b2i ) .
1
2
K∑
k=1
(
w1(k)− w2(k)√
wubm(k)
)2
+ 14
K∑
k=1
wubm(k)‖Σ−1ubm,k(σ1,k − σ2,k)‖22
+12
K∑
k=1
wubm(k)‖
√
Σ−1ubm,k(µ1,k − µ2,k)‖22 (7.26)
Substituting this result into the expression for the KLD between two P2DHMMs, the result is:
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At this point, the corresponding supervector can be written by inspection.
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(7.28)
A more intuitive approach would be to simply concatenate the supervectors from all the sub-state
HMMs into a single supervector for this particular case. While this approach will work, the supervector
equation derived above is generally a stronger representation since it matches the expression for the KLD
bound between two P2DHMMs.
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CHAPTER 8
FINAL RESULTS
8.1 Data
For the purposes of testing the algorithms developed in the previous chapters, the ORL [4] database was
used. The relevant information regarding the ORL database is shown in Table 8.1.
Table 8.1: ORL Database Relevant Information
Name ORL Database
Image Size 112 x 92
Subjects 40
Images per Subject 10
Total Images 400
Lighting Variation slight
Since there are 400 images in the database, 200 were used for the test set, and the remaining 200 were
used for the training set. To accomplish this, the first 5 images for each subject were sent to the training
set, and the last 5 images for each subject were sent to the test set.
8.2 MAP Adapted HMM Maximum Likelihood Recognizer
For this test, the system was implemented with some UBM topology (1DHMM, converted P2DHMM, or
embedded P2DHMM) and a maximum likelihood slicer was used to determine which subject class a
current test subject belonged. To accomplish this, the likelihood of the observation space of the current
test subject, Otest, given a trained model, λtrain, is evaluated as P (Otest, λtrain). Whichever model yields
the maximum likelihood is the model class to which the test subject must belong.
λtest = arg max
i∈Strain
lnP (Otest|λi) (8.1)
At this point, the recognition rates can be established simply by comparing the class detected by the
recognizer for each test subject with the actual test subject class.
8.2.1 1D HMM
For a 1D HMM, it was assumed that the HMM for the UBM was a five state HMM with each state
corresponding to a sequential facial feature (forehead, eyes, nose, mouth, chin). Each emission model was
57
set to be a GMM with K mixtures and diagonal covariance matrices. The model parameters were
pre-trained by segmenting the test images using a cascaded classifier, collecting the dense SIFT vectors
from each region, and then pre-training the GMM from each of these segmented feature spaces. These
models represented the initial parameters for the state emission models. The UBM was trained using 1
image for each subject in the test database. Then, using the UBM, the models were adapted to each
subject in the training database and each subject in the test database using the full set of test image and
training images.
At this point, the maximum likelihood recognizer described above was used to classify each test subject.
The recognition results were recorded when the MAP adaptation weight parameter (τ) was varied and
when the number of mixture components for the emission GMMs was varied. The resulting plot is shown
in Figure 8.1.
Figure 8.1: Accuracy for Max-LL Recognition when τ and K are Varied
Clearly, the K = 5 mixture components case is the optimal for this set of data (the ORL database). In
addition, when K = 5, the system is invariant to changes in the adaptation parameter τ . However, it is
possible to achieve 100% accuracy with a variety of combinations of K and τ .
This plot also shows that the MAP adaptation method with max-log-likelihood slicing is, in general, a
valid method of recognition. In addition, it shows that this method can be used to beat the existing
results, such as the Eigenface approach or the P2DHMM approach as outlined by Samaria [3].
8.2.2 P2DHMM Decomposition
For a P2DHMM, more configuration parameters were varied than in the 1DHMM case. In addition to τ
and K, the number of sub-states per super-state Ni for 1 ≤ i ≤ Ns were varied, and the number of
super-states was varied. In this case, the number of super-states Ns was allowed to be 3 or 5. With the
Ns = 3 case, the three superstates corresponded to the eyes, nose, and mouth facial features. In addition,
the eyes and mouth facial features were allowed to encompass the forehead and chin features (respectively)
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so that every row in the image could correspond with a specific state. With the Ns = 5 case, the
segmentation method outlined above still holds.
The tables for the Ns = 3 and Ns = 5 cases are shown in Tables 8.2 through 8.4 and Tables 8.5 through
8.7 , respectively.
Table 8.2: 3 Superstates, 2 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 95 95 95 95 95 95 95 95 95 97.5
2 97.5 97.5 97.5 97.5 97.5 95 95 97.5 97.5 97.5
3 97.5 97.5 97.5 95 95 95 95 95 97.5 97.5
4 95 95 95 95 95 95 97.5 97.5 95 97.5
5 95 97.5 97.5 97.5 97.5 97.5 97.5 97.5 97.5 100
Table 8.3: 3 Superstates, 3 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 97.5 97.5 97.5 97.5 97.5 97.5 97.5 97.5 95 97.5
2 97.5 97.5 97.5 97.5 97.5 97.5 97.5 97.5 97.5 97.5
3 92.5 92.5 92.5 92.5 92.5 92.5 97.5 97.5 97.5 100
4 90 90 87.5 87.5 90 87.5 92.5 97.5 97.5 97.5
5 85 85 85 85 85 85 87.5 90 97.5 100
Table 8.4: 3 Superstates, 4 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 97.5 97.5 97.5 97.5 97.5 97.5 97.5 97.5 97.5 97.5
2 95 95 95 95 97.5 97.5 97.5 97.5 97.5 97.5
3 92.5 92.5 92.5 92.5 92.5 95 95 97.5 97.5 97.5
4 95 92.5 92.5 92.5 92.5 92.5 92.5 95 100 100
Table 8.5: 5 Superstates, 2 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 92.5 92.5 92.5 92.5 92.5 92.5 92.5 92.5 92.5 97.5
2 92.5 92.5 92.5 92.5 92.5 90 92.5 92.5 92.5 92.5
3 90 87.5 90 87.5 87.5 90 92.5 92.5 92.5 100
4 87.5 90 87.5 87.5 85 87.5 90 92.5 92.5 97.5
5 77.5 77.5 77.5 77.5 77.5 77.5 80 92.5 92.5 95
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Table 8.6: 5 Superstates, 3 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 95 95 95 95 95 95 95 95 95 95
2 85 85 85 87.5 87.5 87.5 92.5 95 95 100
3 85 85 77.5 80 77.5 80 82.5 80 85 95
4 75 72.5 70 62.5 62.5 67.5 75 77.5 85 97.5
5 65 65 65 65 65 75 80 90 92.5 97.5
Table 8.7: 5 Superstates, 4 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 95 95 95 95 95 95 95 95 95 95
2 80 77.5 77.5 77.5 77.5 77.5 80 82.5 85 92.5
3 77.5 77.5 75 75 75 75 82.5 87.5 87.5 95
4 62.5 60 60 60 60 65 75 82.5 85 97.5
5 40 45 40 37.5 37.5 40 50 67.5 77.5 97.5
8.2.3 P2DHMM Embedded
For the embedded P2DHMM, 100% accuracy was achieved with a few combinations of Ns, N , τ , and K.
The most consistent match was with 4 mixture components, 4 sub-states per superstate, and 3 superstates.
Strangely, the match was less consistent with the embedded case than it was for the decomposition case.
This may be due to the fact that full Baum-Welch was not used in this case. However, the larger point is
that 100% accuracy was achieved using this method.
8.3 Verification of KLD Bounds
Before getting to the recognition results obtained by applying a supervector-based classifier, it is useful to
first establish the validity of the KLD bounds shown in Chapters 6 and 7, since the supervectors arise
directly from these bounds. To test the validity of the bound itself, the KLDs obtained between each
HMM using the derived bounds and using the Monte Carlo method could be compared. However, this was
not done in this analysis due to time constraints. In this case, validity was tested by determining the KLD
between every HMM which was MAP adapted for every subject in the database and every HMM which
was MAP adapted for every subject in the test database using the bounds established in Chapters 6 and 7.
In theory, if using the divergence metric for recognition directly is a valid approach, then classification
using the norm of the difference between two supervectors should likewise be valid. In this way, a test
subject could be classified by taking the KLD between a test subject j and every training subject i, and
classifying it according to minimum KLD.
Lj = i∗ = arg min
i
[Ds(λtrain,i, λtest,j)] (8.2)
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In addition, the KLD is between the test HMM and every training HMM is normalized.
Ds(λtrain,i, λtest,j) =
Ds(λtrain,i, λtest,j)
maxlDs(λtrain,l, λtest,j)
(8.3)
Likewise, for a P2DHMM, the conversion equations can be written in terms of η.
Lj = i∗ = arg min
i
[Ds(ηtrain,i, ηtest,j)] (8.4)
Ds(ηtrain,i, ηtest,j) =
Ds(ηtrain,i, ηtest,j)
maxlDs(ηtrain,l, ηtest,j)
(8.5)
In this way, there is no net effect on the classification itself, but the subsequent plots showing recognition
trends become considerably clearer. The resulting plots showing the KLD between every test versus train
combination are shown in Figure 8.2 for the 1DHMM case, Figure 8.3 for the P2DHMM converted to a
1DHMM case, and Figure 8.4 for the embedded P2dHMM case. In every case, the results very clearly show
the KLD between the two HMMs is generally at a minimum when the test subject corresponds to the
correct training subject. In addition, the cases below would correspond to 100% accuracy using 1DHMMs,
90% accuracy with a converted P2DHMM, and 95% accuracy with an embedded P2DHMM. The
parameters in every case were chosen arbitrarily. It will be shown later that with different parameter
choices, 100% accuracy can be obtained using any of the above methods with this dataset. In any case, the
results clearly show that this approach at least has merit.
Figure 8.2: KLD Results for 1DHMM
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Figure 8.3: KLD Results for Converted P2DHMM
Figure 8.4: KLD Results for Embedded P2DHMM
8.4 Supervector Recognition using Nearest-Neighbor Classifier
For this test, the system was implemented with some UBM topology (1DHMM, converted P2DHMM, or
embedded P2DHMM) and a nearest neighbor classifier was used on all of the supervectors generated in the
test and training set. The distance metric used for the classifier was the cosine distance metric.
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d(strain,i, stest,j) = 1−
sTtrain,istest,j√
sTtrain,istrain,i
√
sTtest,jstest,j
(8.6)
The class Lj chosen for test subject j is given by
Lj = i∗ = arg min
i
[d(strain,i, stest,j)] (8.7)
8.4.1 1D HMM
The same basic setup for the maximum likelihood recognizer was used for this case as well. The only
difference was that that the distance metric described above was used for the HMM supervectors between
the test and training models. The recognition results were recorded when the MAP adaptation weight
parameter (τ) was varied and when the number of mixture components for the emission GMM’s was
varied. The resulting plot is shown in Figure 8.5.
Figure 8.5: Accuracy for Supervector Approach when τ and K are Varied
When comparing the results from the maximum likelihood recognizer and the supervector classifier, the
supervector approach performed at least as well as the maximum likelihood recognizer for all cases except
when the number of mixture components was 1 (single Gaussian emission case). However, the supervector
approach was able to either outperform the maximum likelihood approach or obtain 100% accuracy in 60%
of the total test cases. This is shown in Figure 8.6.
8.4.2 P2DHMM Decomposition
The same basic setup for the maximum likelihood recognizer was used for this case as well. The only
difference was that the distance metric described above was used for the HMM supervectors between the
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Figure 8.6: Conditions where Accuracy of Supervector Approach was 100% or Supervector Approach
Outperformed Likelihood Approach (Red = True, Blue = False) for 1DHMM Case
test and training models. The tables for the Ns = 3 and Ns = 5 cases are shown in Tables 8.8 through 8.10
and Tables 8.11 through 8.13 , respectively.
Table 8.8: 3 Superstates, 2 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 82.5 87.5 87.5 87.5 85 90 92.5 90 90 90
2 90 90 90 87.5 85 85 85 85 85 85
3 95 95 92.5 92.5 92.5 90 92.5 97.5 97.5 97.5
4 87.5 85 87.5 85 85 85 87.5 90 87.5 87.5
5 92.5 90 85 85 82.5 82.5 82.5 80 80 80
Table 8.9: 3 Superstates, 3 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 92.5 92.5 92.5 92.5 92.5 92.5 92.5 92.5 95 92.5
2 97.5 97.5 92.5 92.5 92.5 95 95 95 95 92.5
3 90 90 87.5 87.5 87.5 87.5 85 87.5 87.5 90
4 97.5 97.5 95 95 95 95 95 95 95 95
5 97.5 97.5 97.5 95 95 95 92.5 92.5 95 92.5
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Table 8.10: 3 Superstates, 4 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 95 95 95 95 97.5 95 95 95 95 95
2 92.5 92.5 92.5 92.5 92.5 92.5 92.5 92.5 92.5 92.5
3 87.5 85 82.5 87.5 87.5 87.5 87.5 87.5 87.5 85
4 92.5 92.5 92.5 92.5 92.5 92.5 95 95 92.5 92.5
Table 8.11: 5 Superstates, 2 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 95 97.5 97.5 97.5 97.5 97.5 95 95 95 92.5
2 100 100 100 100 95 95 97.5 97.5 97.5 97.5
3 95 95 95 95 92.5 90 90 90 90 92.5
4 97.5 97.5 95 95 92.5 92.5 90 92.5 92.5 92.5
5 95 95 95 95 95 95 92.5 95 95 97.5
Table 8.12: 5 Superstates, 3 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 87.5 92.5 92.5 92.5 92.5 92.5 92.5 92.5 92.5 92.5
2 97.5 97.5 97.5 95 95 95 95 95 95 95
3 95 95 95 92.5 92.5 92.5 92.5 92.5 92.5 92.5
4 97.5 97.5 95 95 95 95 95 95 97.5 97.5
5 95 100 100 100 100 100 100 100 97.5 100
Table 8.13: 5 Superstates, 4 Sub-States per Superstate
K/τ 0.317 0.6 1 1.5 2 3.17 5 8 10 16
1 90 90 90 92.5 92.5 92.5 85 75 90 50
2 92.5 92.5 92.5 92.5 92.5 92.5 80 92.5 92.5 92.5
3 95 92.5 95 95 95 95 55 97.5 97.5 100
4 95 95 90 90 90 85 87.5 87.5 90 92.5
5 87.5 87.5 87.5 57.5 87.5 87.5 90 90 90 87.5
When comparing the results from the maximum likelihood recognizer and the supervector classifier, the
supervector approach performed at least as well as the maximum likelihood recognizer in 49.3% of the
recorded test cases. 100% accuracy was achieved in 13 distinct test cases. In the majority of these cases,
the number of superstates was 5, the number of mixtures was 5, and the number of sub-states was 3.
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8.4.3 P2DHMM Embedded
As was the case in the maximum likelihood recognizer, 100% accuracy could be achieved using the
supervector approach using the same architectural parameters (K,τ ,Ns,N) as in the maximum likelihood
recognizer case. One interesting thing to note here is that the supervector approach generally outperforms
the maximum likelihood approach in approximately 55% of the test cases run. However, the recognition
results are far more stable across subsequent runs of the algorithm, and far more likely to reach 100%
accuracy, using the P2DHMM to 1DHMM conversion method.
8.5 Recognition Results when the Number of Subjects used to Train the
UBM is Varied
In another experiment, the number of subjects used to train the UBM was varied. The idea behind this
experiment was to establish how many subjects could be left out of the UBM database while still getting
good accuracy. If a sufficiently large subset of subjects could be left out of the pool for UBM training, then
these methods could perhaps be useful for training a representative classifier using the initial data.
Furthermore, the MAP adaptation method could still possibly be used on data left out of the initial
database to correctly classify the new data (as long as the new images are taken under the same
assumptions as the others in the database). The results for the 1DHMM and converted P2DHMM are
shown in Figures 8.7 and 8.8, respectively.
Figure 8.7: Recognition Accuracy as a Function of Number of Components used for UBM Training
(1DHMM Case)
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Figure 8.8: Recognition Accuracy as a Function of Number of Components used for UBM Training
(Converted PDHMM Case)
The results show that (generally) the accuracy increases as the number of subjects used in the UBM
increase. However, in both the 1DHMM and converted P2DHMM cases, not all of the subjects are required
to get 100% accuracy. From the combined data, it can be assumed that 30 out of the 40 subjects (75%) are
approximately required to get 100% accuracy. This number is reached by assuming that the first 100% in
the 1DHMM curve is a fluke. However, the data is very noisy. This is probably partly due to the fact that
there were an extremely limited number of trials run. In addition, the curve will vary with the adaptation
and architectural training parameters (the above curves are for a single structural configuration). In any
case, the results show that while it helps to have all the data in the UBM training pool, it is not
necessarily required to get accuracy upwards of 90%.
8.6 Recognition Results when Number of Images per Subject used for
MAP Adaptation is Varied
In the final experiment, the number of images per subject used for MAP adaptation was varied. There are
5 images per subject for each of the 40 subjects in both the test and training datasets. However, if all 5
images are not needed for superior recognition results, then that would be desirable from a practical
implementation standpoint. The results for the 1DHMM and converted P2DHMM cases are shown in
Figures 8.9 and 8.10, respectively. The results show that 100% accuracy cannot be reached with less than 5
samples per subject used for MAP adaptation, and that accuracy increases as the number of MAP
adaptation images per subject increases.
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Figure 8.9: Recognition Accuracy as a Function of Number of Components used for UBM Training
(1DHMM Case)
Figure 8.10: Recognition Accuracy as a Function of Number of Components used for UBM Training
(Converted P2DHMM Case)
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CHAPTER 9
CONCLUSIONS AND FUTURE WORK
The three architectural methods were able to achieve 100% accuracy with both the maximum likelihood
recognizer and the supervector method. However, in general it would seem that the biggest boost to
recognition accuracy when compared to previous work by Samaria [3] or Nefian and Hayes [10] is that the
UBM - MAP adaptation approach taken in this thesis seems to consistently outperform the subject-based
full HMM training done in these cases. In addition, while the 1DHMM case consistently achieves 100%
accuracy using this approach, the P2DHMM cases reach somewhat less consistently when the architecture
parameters are varied. However, this does not necessarily mean that the 1DHMM method is stronger than
the P2DHMM methods. At best, it only means that the recognition rates for the P2DHMM cases are far
more sensitive to variation in the architectural parameters than they are for the 1DHMM cases. Indeed,
since 100% accuracy is achievable in all test cases, all that can be said is that all of the methods put forth
in this thesis either meet or exceed previous recognition accuracy results published in the various other
papers mentioned in the Introduction. To truly fully test the robustness of the algorithm, it should be
tested against other face recognition databases. The ORL database just happens to be a good benchmark
for testing whether or not the algorithm under investigation is at least valid.
The other larger point to address is the comparison of not just P2DHMMs to 1DHMMs, but HMM
based recognizers in general compared to supervector recognizers. Training and evaluating either a
1DHMM or a P2DHMM is fairly operationally intensive. However, evaluating the distance between two
vectors (even if they are arbitrarily large) is much less computationally intensive. In addition, by
generating a new (ideally) separable space, the classification tasks can be simplified. In this work, a simple
nearest neighbor classifier was used for the recognition task, and 100% accuracy was achieved. Additional
improvement (in terms of possible database variation) may possibly be achieved by using a slightly more
robust classifier like a neural network.
One additional use for the approach described in this work would be extending it to feature spaces
derived from multiple types of media. For example, consider the case of identity verification using speech
and video. If the video frames were extracted, the feature generation algorithm described in this thesis
could be run on every frame to establish a (potentially) large set of training sequences. This feature space
could be coupled with features derived from the audio signal taken in between subsequent frames to
generate larger feature space that encompasses both audio and video data for recognition. In addition, the
same sort of idea could be extended to multimodal fusion for classification. In that same example, a set of
HMMs that describe the subjects to be classified could be generated using both audio data and video data;
then a supervector based recognizer could be used for both, but the distance metrics for the two streams
could be weighted and combined to create a new recognizer.
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