Latent variable growth curve modeling of ordinal categorical data. by Tsang, Yim Fan. & Chinese University of Hong Kong Graduate School. Division of Statistics.
Latent Variable Growth Curve 
Modeling of Ordinal Categorical 
Data 
TSANG, Yim Fan 
A Thesis Submitted in Partial Fulfilment 
of the Requirements for the Degree of 
Master of Philosophy 
in 
Statistics 
© The Chinese University of Hong Kong 
Aug 2007 
T. 
The Chinese University of Hong Kong holds the copyright of this thesis. Any 
person(s) intending to use a part or whole of the materials in the thesis in a 
proposed publication must seek copyright release from the Dean of the Graduate 
School. 
|( 0 1 SEP M j l j 
^ ^ ~ 隠 画 " " “ / M / J 
\%XLIBRARY SYSTEM 
Thesis/Assessment Committee 
Professor Wu Ka Ho (Chair) 
Professor Poon Wai Yin (Thesis Supervisor) 
Professor Cheung Gordon Wai Hung (Thesis Co-Supervisor) 
Professor Cheung Siu Hung (Committee Member) 
Professor David Chan (External Examiner) 
The Chinese University of Hong Kong 
Graduate School 
The undersigned certify that we have read a thesis, entitled "Latent Variable 
Growth Curve Modeling of Ordinal Categorical Data" submitted to the Graduate 
School by Tsang, Y i m Fan ( ) in partial fulfillment of the 
requirements for the degree of Master of Philosophy in Statistics. We recommend 
that it be accepted. 
Prof. W . Y . Poon 
Supervisor 
Prof. G. Cheung 
Co-Supervisor 
Prof. K. H. W u 
Prof. S. H. Cheung 
Prof. D. Chan 
External Examiner 
Declaration 
No portion of the work referred to in this thesis has been submitted in 
support of an application for another degree or qualification of this or any other 
university or other institution of learning. 
Acknowledgements 
I would like to express my deep gratitude to my supervisor and co-supervisor, 
Prof. W . Y . Poon and Prof. G. Cheung, for their patience and time devoted to 
discuss with me the obstacles that I have encountered during the course of my 
research study. Their invaluable guidance and continuous encouragement helped 
me in all the time for the research and writing of this thesis. 
Lastly, I have to thank my family for their everlasting support. 
i 
Abstract 
The use of Latent Variable Growth Curve Model in analyzing ordinal cat-
egorical data is investigated. Methods for analyzing ordinal categorical variables 
with a latent normal model that allows the comparisons of the means and vari-
ances of the latent variables have been developed. By operating on the assumption 
that the mean of a latent variable is equal to zero and variance is equal to one, 
and that the means and variances of other latent variables can be compared to 
this latent variable, we examine how the latent normal model for ordinal categor-
ical data can be integrated into the latent growth curve modeling approach. The 
objective is to develop a latent growth curve model for analyzing ordinal cate-
gorical data. Applications of the proposed model in comparing two treatments 
with responses that are classified into ordinal categories are discussed. Simulation 
studies have been conducted to assess the performance of the proposed approach. 
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The representation and measiirenient of change is a fundamental concern 
to many scientific disciplines, especialty disciplines in the social and behavioral 
science. These disciplines seek to describe and explain the time trajectories of 
the variables. For example, a psychologist maps the development of cognitive 
abilities in children. A sociologist tracks crime rate across communities. There is 
a growing interest in the analysis of individual trajectories in the context of de-
velopmental models of growth and change. In the study of group change and the 
change of individual differences, growth trajectory models enable more integrated 
and flexible approaches. For these analyses, researchers must use a loiigitvidinal 
research design to demonstrate the change in behavior over time. A major and 
popular analytic strategy for analyzing longitudinal data is Latent Growth Curve 
Modeling. Thorough discussions on this topic can be found in Chan (1998), Dun-
can, Duncan, Strycker, Li, and Alpert (1999), Meredith and Tisak (1990), Steyer, 
Eid, and Schwenkmezger (1997), among others. 
Latent Growth Curve Modeling has wide application in research studies and 
the model can be formulated as a special case of Structural Equation Model. How-
ever, focus has been placed on observed variables that are multivariate normally 
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distributed and limited studies in the context of latent growth curve modeling 
address the characteristics of ordinal categorical data. In many research studies, 
data are in ordinal categorical forms. A typical case is that a respondent is asked 
to report attitude on a likert scale such as "(1) Disagree, (2) No opinion, (3) 
Agree". This kind of data does not satisfy the commonly adopted multivariate 
normal assumption of Latent Growth Curve Modeling. 
A common practice in analyzing ordinal categorical variables is to assume 
that the variables are related to underlying continuous variables that are dis-
tributed c\s multivariate normal. As the origin and unit of measurement of the 
ordinal categorical variables are not defined, it is usually assumed that the mean 
and variance of the iinderlying normal variables are zero and one respectively, and 
focus of analyzing ordinal categorical variables has been placed on the associations 
of the variables. As there is no information on mean and variance, it is difficult 
to directly adopt the usual structural equation modeling framework to analyze a 
latent growth curve model if variables are measured in ordinal categorical scale. 
However, with appropriate assumption, mean and variance of underlying normal 
variables can be analyzed relatively. 
The main purpose of this thesis is to examine how the latent normal model 
can be integrated into the latent growth curve modeling approach so as to develop 
a latent growth curve model for analyzing ordinal categorical data. Poon & Hung 
(1996) developed a method for analyzing square tables with ordered categories. 
Following the common practice that ordinal categorical variables are related to 
underlying continuous variables, and choosing one underlying continuous variable 
as the reference variable, the method assumes that the mean and variance of a 
reference variable are zero and one respectively. By further assuming that the 
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relationships between all underlying continuous variables and observed ordinal 
categorical variables are defined by the same set of thresholds, the means and 
variances of other underlying variables can be compared to the reference variable 
relatively. As a result, information in relation to location and dispersion becomes 
available. Generalizing this idea, we develop a model for analyzing latent growth 
curve model with ordinal categorical data. Estimation of the proposed method 
vising easily accessible structural equation modeling software is discussed. Ap-
plications of the proposed method in comparing two medical treatments with 
responses that are classified into ordinal categories are discussed. 
The thesis is organized as follows. A summary of the latent growth curve 
model is first provided in Chapter 2. It also reviews how to estimate the pa-
rameters from the ordinal categorical data by maximum likelihood estimation 
method based on the latent normal model. The details on how to generalize the 
latent normal model so as to develop a model for analyzing latent growth curve 
model with ordinal categorical data is discussed in Chapter 3. The model can be 
estimated using the method of maximum likelihood, and the implementation of 
the estimation in the program Mx (Neale et al, 1999) that can be downloaded 
in the public domain is discussed. Another two-stage estimation approach will 
also be introduced. A small-scale simulation study has been conducted to assess 
the performance of the proposed method and results are reported in Chapter 3. 
Chapter 4 concludes the thesis. 
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Chapter 2 
Background of the Latent 
Normal Model and the Latent 
Growth Curve Model 
In this chapter, the background of the latent growth curve model and the 
latent normal model is introduced. The basic idea of the analysis of latent growth 
ciiivc model is first suiiiinarizcd. Classical latent growth cuivc model is devel-
oped for analyzing variables which are continuous and normally distributed, and 
cannot be applied to analyze ordinal categorical data. However, if the ordinal 
categorical variables are mapped to continuous normal variables, then the clas-
sical latent growth curve model can be used. The second section in this chapter 
summarizes how the categorical variables can be related to underlying continuous 
normal variables. The estimation method and the asymptotic properties of the 
parameter estimates are presented. Generalizing the results in Sections 1 and 
2, one can develop latent growth curve models for analyzing ordinal categorical 
data. Two different approaches are introduced in Section 3, and more details are 
presented in Chapter 3. 
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2.1 Latent Variable Growth Curve Modeling 
The latent variable growth curve model is usually used to analyze changes 
of variables over time. I t can explain the time trajectories of variables. A brief 
introduction of the latent growth curve model is provided in this section. 
2.1.1 Two-factor Latent Variable Growth Curve Model 
for Two Time Points 
A basic latent growth curve model can be viewed as the following common 
factor analysis model: 
myl ’ (2.1) 
where '^y^ is a ni x 1 vector of repeated measures, 
' " A " is a factor loading matrix of order ni x n, 
"77^ is a n X 1 vector of latent growth factors, 
'"e^ is a m X 1 vector of error measurement with distribution N[0,屯y]. 
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Specifically, the two-factor latent growth curve model (Duncan, Duncan, 
Strycker, Li, & Alpert., 1999) for two time points is a simple latent growth curve 
model, as depicted in Figure 1. 
約 - — — r ^ z 
I Intercept \ / Slope \ 2 
CTr、 ^ CTs 
2 T 
Figure 1. The two-factor latent variable growth curve model for two time points 
This model involves measuring one variable in the same way at two different time 
points. To facilitate the presentation, suppose that the first measurement is at 
time 0 and the second measurement is at time 1, then equation (2.1) can be 
expressed in the following form to represent the two-factor latent growth curve 
model: 
/ \ / \ / \ / \ 
卜 1 = 1 。 h +卜 ’ （2.2) 
where Yi and ¥2 are the observed variables measured in the two different time 
points. In classical two-factor growth curve model, Yi and Y2 are observable and 
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arc assumed to follow the normal distribution. The first latent growth factor 7/1 is 
the random intercept factor and it is labeled as "Intercept" factor. For any given 
individual, the intercept represents the initial measurement at time 1. Hence, the 
factor loadings of this factor of the repeated measures are fixed to 1. The second 
latent factor 772 is the random slope factor and it is labeled as "Slope" factor. It 
represents the slope of an individual's trajectory. The two factor loadings of the 
slope arc fixed to two diffcront values that represent difForoiit t ime points, e is 
the error term. 
2.1.2 The Intercept and Slope Factors 
The factor (r/i) locates the intercept. It, is called the intercept factor and 
can represent the initial status of the variable measured. Therefore, it is a con-
stant for cach individual across time. The factor loadings of intercept arc fixed to 
values of 1 on the repeated measures. Moreover, the intercept in this model has 
the same meaning as the intercept of a straight line in two-dimensional coordinate 
system. The mean and variance of the intercept factor (771) are represented by /i； 
and (jj respectively. and a j are estimated from the data and characterize the 
growth curve of individuals in the target population. 
The slope factor r]2 represents the slope of the individual's trajectory. Same 
as the intercept factor, the slope factor in this model has the same meaning as 
the slope of a straight line in two-dimensional coordinate system. Let fis and ag 
be the mean and variance of slope factor respectively, like the intercept mean and 
variance, they can be estimated from data. The intercept and slope factors are 
allowed to covary, which is represented by ajs-
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2.1.3 The Factor Loadings of the Slope Factor 
Whi le the intercept factor {rji) can be regarded as representing the initial 
status, the slope factor (772) can be regarded as representing the slope of the 
individual's trajectory. The two factor loadings of slope (772) arc fixed to two 
different values for identifying the model. The factor loading relating 772 and Yi 
is 0, and the factor loading relating i]2 and Yo is 1. This setting of the slope 
factor loadings can locate the intercept factor at the initial measurement (Yi) . 
Also, by setting factor loadings in this way, the slope factor can represent the 
difference scores between two time points. Changing the slope factor loadings 
would change t,ho scalc of time, whicli may aff'ort the intorprotation of the moan 
and variance of intercept factor. Furthermore, the covariance between intercept 
and slope factors represents the relationship between the initial status and the 
clifFcrcnro sroios botwoon two time points. When intorcopt factor, slope factor 
and the covariance between them are all positive, the magnitude of 772 increases 
with that of "1，i.e. a greater magnitude at t ime 0 results a greater increase at 
t ime 1. The relationship among the value of '"1，."2 and ars are generalized in 
Table 1. 
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r]i r]2 (Tjs interpretation 
>0 >0 >0 greater magnitude at time 0 results a greater increase at time 1 
>0 <0 >0 greater magnitude at time 0 results a smaller decrease at time 1 
<0 >0 >0 greater magnitude at time 0 results a smaller increase at time 1 
<0 <0 >0 greater magnitude at time 0 results a greater decrease at time 1 
>0 >0 <0 greater magnitude at time 0 results a smaller increase at time 1 
>0 <0 <0 greater magnitude at time 0 results a greater decrease at t ime 1 
<0 >0 <0 greater magnitude at time 0 results a greater increase at time 1 
<0 <0 <0 greater magnitude at time 0 results a smaller decrease at time 1 
Table 1. The relationship among the value of intercept factor, slope factor and 
the covariaiice between them 
When the slope factor loadings are changed, the t ime scale is changed and 
the slope factor mean and variance is rescaled by a constant. The fundamental 
meaning, the significance tests of the parameters and the correlations between 
the slope factor and other parameters are not changed by such rescaling. How-
ever, if the factor loadings are chosen appropriately, then the model parameters 
would have familiar and straightforward interpretations. When the factor loading 
relating r/2 and Yi is 0, and the factor loading relating '"2 and Y2 is 1 for the two 
time points, the intercept factor represents the initial status of the measurement 
at t ime 0 and the slope factor represents the difference of the scores at t ime 1 
and t ime 0，which is equal to ¥2 — Yi. 
2.1.4 The Error Variance 
(-1 and t2 are the errors of and Y2 respectively. In a two-factor latent 
9 
variable growth curve model, these error terms arc fixed to be a constant since 
there are not enough degrees of freedom to estimate the error variances from the 
data. There are 5 pieces of known information (2 variances, 1 covariance and 2 
means of Yi and Y2) and 5 parameters (//./, /i^, and a js) that are associated 
with the intercept and the slope factors. A model cannot be uniquely estimated if 
there is more parameters than known information and is classified as "not identi-
fied" inoclol. When the error terms in the two-factor latent variable growth curve 
model are constant, the number of parameters is just equal to the number of the 
known information, and the model is "just identified". A "just identified" model 
that us(、s all available degrees of froodom providos perfoct fit to the data. In the 
two-factor latent growth curve model for two time points, the error terms are 
fixed t.o be zero, i.e. £1 = ^2 = 0. As the means of the error terms are zero, the 
error terms arc zero if their variances arc fixed to 7010. Since only 0110 variable 
is measured from two time points, the two observed values determine the latent 
growth curve. Therefore, there is no error in the two-factor latent growth curve 
model for two time points. 
2.1.5 Expressing Model Parameters as Functions of Mea-
sured Means, Variances and Covariances 
All the five model parameters can be expressed as functions of the measured 
means, variances and covariances for Yi and Y2. From equation (2.2), the means, 
variances and covariances of the measured variables can be expressed in terms of 
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the model parameters. Specifically, we have 
刚 ） = E M , (2.3) 
E{Y2) = E M + E{7J2), (2.4) 
var{Yi) = var{rii) + var{ei), (2.5) 
var{Y2) = var{i]i) + 搬-(”2) + 2co”(7八,"2) + 暫[(2), (2.6) 
cov{Yi,Y2) = var{r]i) + coi;( 771,772). (2.7) 
As Var{c i ) = Var{e2) = 0, we have 
E{m)=卿)’ (2.8) 
E{n2) = E{Y2 )-E{y\) = E { Y 2 - Y , ) , (2.9) 
var{i]i) = 2mr(Yi), (2.10) 
• r ( . " 2 ) = var(Y2) + var(Vi) - 2co?;(Yi, ^2), (2.11) 
cov(jn,r]2) = cov{YuY2) - var{Yi). (2.12) 
It is important to note that the intercept is bound to t ime scale al though the 
choice of factor loadings is arbitrary. By the setting of factor loadings mentioned 
in Section (2.1.3), the latent growth factors have straightforward interpretation 
that 7]i represents the initial status and 7^2 represents the difference score. How-
ever, when shifting tlic slope factor loadings, the t ime scale is altered. This affects 
the meaning and interpretation of the mean and variance of the intercept factor, 
the correlation and covariance between intercept and slope factors will also de-
pend on the choice of factor loadings. 
Classical latent growth curve model is applicable to dataset in which Yi 
and ¥2 are observable and normally distributed. I t cannot be applied directly to 
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analyze ordinal categorical data. 
2.2 Max imum Likelihood Estimation of the 
Latent Normal Model from Ordinal Data 
Variables with two possible responses are called clichotomoiis variables. 
When more response categories are possible for categorical ordinal variables, 
the variables are also called polytonioiis variables. Most data in social and be-
havioral sciences are in clichotomoiis or polytonious forms. Att i tude items and 
performance items are typical examples of polytoinous variables. However, the 
latent variable growth curve model can only be used to analyze continuous nor-
mal variables. When analyzing polytonious data, applying the standard statis-
tical method with the continuous assumption directly may result to misleading 
conclusions in some situations. Olsson (1979) discussed this, and showed that 
applying normal assumption factor analysis methods to analyze data of ordinal 
nature may lead to biased estimates of factor loadings. In Section (3.3)，this point 
will be further addressed in the context of latent growth curve model. Statistical 
inctliods ill analyzing polytonious data based on different assiunptions have boon 
developed. In particular, Lee, Poon & Bentler (1990) developed a full maximum 
likelihood method for covariance structure analysis with polytonious variables. 
This section examines the latent normal model for analyzing ordinal cate-
gorical data. In order to prepare for the development of a latent growth curve 
model that can analyze ordinal categorical data, we consider a model with param-
eter vector that contains the covariances and variances, means, and the thresholds 




Suppose that one ordinal categorical variable is measured at two different 
t ime points and the outcomes are denoted by X i and X2 respectively. As X i 
and X2 are the same ordinal variable which is measured at two different t ime 
points, they should have the same number of categories. Given a sample of size 
n , the da ta can be organized into an r x r square contingency table. In this r x 
r square contingency table with ordinal categories, yYi and Xo are the row and 
column variables of the table respectively. Ordinal iminbers 1 to r are assigned to 
the ordinal categories X\ and X2 for convenience. Ordinal numbers are arbitrary, 
which can be replaced by other ordinal iimiibere. Let X = (A^i, X2) ' be the 
observable ordinal categorical vector which is related to the underlying continuous 
vector Y = (Ki, ^2)'- and Y2 cannot be observed directly, they are related to 
X\ and X2 that can be observed. The relationship between X = ( X i , X2)' and 
Y = (yi ’K2)' is given by 
Xi = k if a'fc—1 < < ak ’ (2.13) 
for k = 1, 2，..., r and z = 1, 2; where r is the number of categories of Xi and X2, 
a = (a,i’ . . . , Qr-i) is the vector of thresholds with qq = —00 and qv = co. The 
row and column variables in the square contingency table have the same number 
of categories. In my research study, the thresholds of X i and X2 are assumed 
to be the same since X i and X2 are the same ordinal variable measured in two 
t ime points. Following common practice, Yi and Y2 are assumed to have come 
from the bivariate normal distribution. However, it is worth to note that the 
thresholds between X i and X2 are not always to be the same. For example, there 
is a question: 'Do you agree that your income will be increased this year?', and 
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the responses are classified into the following categories: 'Disagree', 'No opin-
ion' and 'Agree'. If the economy experienced a steep recession between the two 
time points, it will probably induce a large difference between the location of the 
distributions of Yi and ¥2. Therefore, the thresholds of X i and X2 should not 
assume to be the same in this case. 
The model is not identified when the threshold values and all parameters in 
the bivariate normal model of Yi and V2 are unknown. This problem of uniden-
tified model leads to the problem that the parameters of the model cannot be 
estimated uniquely. The problem can be resolved by using the method proposed 
by Poon & Hung (1996). If one variable is chosen to be the reference variable, 
with its mean and variance assumed to be 0 and 1 respectively, the parameters 
ronospoiidii ig to the tliroshold values for this roforonco variable arc icloiitifiod and 
can be estimated. As a result, the mean and variance of other variables can be 
estimated if their threshold values are assumed to be the same as those for the 
rcfcroiiro variables, and hciic.o the model is identified. 
Distributional properties for Yi and Y2 are useful for statistical inference. 
By using the aforomoiitioned identification conditions, these properties can bo 
examined in a relative sense, notwithstanding the ordinal numbers are arbitrarily-
selected. It is possible to study the properties of ¥2 relative to Yi if Yi and Y2 are 
assumed to have comparable categories, and Yi is taken as the reference variable 
with zero population mean and unit variance. Intuitively, we see that an estimate 
a of a can be obtained since the normal distribution with zero mean and unit 
variance is imposed to Yi. As a result, the relative mean and variance of Y2 can 
be estimated if its thresholds are known to be equal to a . 
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Suppose that the distribution of Y = (Yi, ¥2)' is bivariate normal with f i 
and variance covariance matr ix S . W i t h ou t loss of generality, let Yi be the ref-
erence variable; then we have 
( \ ( \ 
0 1 (719 \ 
/i, = and S = , (2.14) 
y j 0-12 cri y 
where "2 is the mean of Y2, 
a\ is the variance of Y2, 
(7x2 is the covariance between Yi and Y2. 
The parameter vector of the model is 0 = ( a , /./.2, cru, (J2)'• The vector a. 
is the unknown thresholds which is invariant across subjects and identical for Yi 
and ¥2- The parameters ",2 and (72 can indicate the differences of location and 
dispersion between Yi and ¥2. 
2.2.2 The Maximum Likelihood Estimation Function 
Let TTjj be the probability that a particular observation falls in the (z J ) t h 
cell of the square ordinal table. W i t h the aforementioned normal model, we have 
沉 ij = PT{X,=i,X2=j) 
=<^>2(Q:i，aj;/i，S) -
-$2(cii，c^j-i； " ’ S ) + a厂 1; /i ’ S ) ， (2.15) 
where $2(0,6; / i , S ) is the bivariate normal distribution function with mean ^ and 
covariance matr ix E evaluated at the point (a,6). Hence, Tr^  is a function of the 
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thresholds, mean ^ and the lower triangular elements of S{(Ty； z, j = 1,2, i < j } . 
In other words, TTy is a function of 6 that contains all unknown parameters in 
the model as its elements, where 0 = (o:, c r i 2 ， W h e n a random sample of 
size n is observed, the likelihood function of this random sample is given by 
r r 
m = c l [ l l ^ f f i d ) , (2.16) 
i=l j=l 
where c is a constant which does not depend on the parameters of the model, Uij is 
the observed frequency in the (i, j ) t h cell for i,j = 1，..., r where : 
The max imum likelihood estimate (MLE) 0 of 0 is ddi i icd as the vector that 
maximizes the likelihood function L{0). 
2.2.3 Derivation of the Likelihood Equations 
By taking logarithms of equation (2.16), the log likelihood function is ob-
tained: 
r r 
/((9) = In L(0) = In 7rij(0) • (2.17) 
i=l j= l 
As p, a I, ..Qfr-i are the parameters to be estimated, partial differentiation 
of 1(6) with respect to the parameters yields 
^ ^ y y r ^ r ^ , (2.18) 
do^k ^ ^ TTy dak 
^ = (2.19) 
} = (2.20) 
A = E E ’ | ^ . (2.21) 
加12 台 台 T T y dau 
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Although the derivatives of l{6) with respect to the parameters are avail-
able, most of the structural equation modeling software cannot be used to find 
the estimates of /x and S . The existing packages mainly focus on estimating the 
correlation {p) between Yi and Y2. In Section (3.1), we will introduce how the 
Mx program can be used to find the parameter estimates of and S . 
2.3 The Two Approaches for Generalizing the 
Latent Normal Model for Analyzing Latent 
Growth Curve Model 
While existing Htriictiiral eqiuitioii modeling software for analyzing ordinal 
categorical data mainly focus on estimating the correlation between the under-
lying continuous variables, the focus in the latent growth curve modeling is on 
the moan, variance and covariancc of the variables. It. is therefore difficult to 
analyze ordinal categorical data in a latent growth curve model framework by 
using standard structural equation modeling programs. 
Ill the next chapter, we consider the development of procedures for ana-
lyzing latent growth curve model with ordinal categorical observations, which 
can be implemented in easily accessible structural equation modeling programs. 
Two approaches are discussed. The first one is the direct maximum likelihood 
method. A likelihood function that is derived from a model that integrates the 
latent growth curve model and the latent normal model for ordinal categorical 
variables will be maximized. The method of maximum likelihood is desirable 
because asymptotic properties of the maximum likelihood estimate (MLE) 6 of 
6 are optimal. It is well known that under mild regularity conditions, the A4LE 
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6 of 6 is (1) consistent and efficient, and (2) 6 is asymptotically normal with 
mean 6 and covariance matrix equals to the inverse of the information matrix. In 
Chapter 3, we will develop the model and examine how the maximum likelihood 
estimates can be obtained by making use of the Mx program. 
The second approach is a two-stage estimation method. The first stage is 
to obtain the estimates for the means and variances of the latent normal model 
that is summarized in Sections (2.2.1) and (2.2.2). These estimates can play the 
role of the sample mean and sample variance covariance matrix and be analyzed 
by readily available structural equation modeling programs. This approach will 
also be discussed in Chapter 3. 
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Chapter 3 
Latent Variable Growth Curve 
Modeling for Ordinal Categorical 
Data 
In this chapter, we examine how the latent growth curve model in Sec-
tion (2.1) and the latent normal model in Section (2.2) can be integrated to 
develop a latent growth curve model for analyzing ordinal categorical variables. 
As the means and variances of the underlying normal variables associated with 
the ordinal categorical variables are usually not estimated, the estimation of the 
proposed latent growth curve model with ordinal data cannot, be implemented 
in a straightforward manner in widely accessible structural equation modeling 
software. However, the procedure proposed in this thesis can be implemented 
in Mx that is developed by Neale et al. (1999). Mx is a well-known structural 
equation modeling program and it is widely used in the field of quantitative be-
haviour genetics. It has a built-in fit function for finding the maximum likelihood 
estimate of the underlying normal model for ordinal categorical data. Although 
Mx does not have a specific option for analyzing latent growth curve model with 
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ordinal data, the availability of matrix algebra tools enhances its flexibility and 
the proposed procedure can be implemented by making use of the matrix algebra 
tools. 
3.1 The Model and the Maximum Likelihood 
Estimation 
111 Section (2.2), the latent normal model is established to relate ordinal 
categorical variables and uiiderlyiiig continuous variables. The means and vari-
ances for the underlying contiiiuoiis variables are parameters that characterize 
the latent, iioriiitil model. By expressing these means and variances as functions 
of the baijic parameters in the latent, growth curve model, the parameters in the 
latent, growth curve model can be estimated directly by maximizing the likeli-
hood function that involves the ordinal categorical data. In other words, the 
latent growth curve model can be estimated directly by using the frequency data 
ill the contingency table. The optimization can be implemented by making use 
of Mx. 
3.1.1 The Two-factor Growth Curve Model with Ordinal 
Variables 
Suppose that one ordinal categorical variable is measured at two different 
time points and the outcomes are denoted by X i and X2 respectively. Let the 
number of categories be r. Given a sample of size n, the data can be organized 
into an r X r square contingency table. In order to analyze change, we adopt the 
two-factor latent variable growth curve model discussed in Section (2.1.1) and 
estimate the model based on the data in the contingency table. 
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Specifically, using the latent normal model introduced in Section (2.2), 
we assume that there is a relationship between the ordinal categorical variables 
( X = ( X i , ^ " 2 ) ' ) and the underlying continuous variables ( Y = ( Y i , 12)')- The rela-
tionship is given by equation (2.13), that is 
Xi = k if Qfc-i < Yi < ak 
for k = 1，2, ..., r and i = 1,2; where r is the number of categories of Xi and X2, 
oc 二 (n'l，.... n:r_i) is the vector of thresholds with oq = —00 and n:,. - 00, and 
the thresholds are the same for the two variables. It is further assumed that Y 
follows bivariate normal distribution with mean vector /x and covariance matrix 
S (see equation (2.14)), where 
/ ^ \ ( \ 
0 1 cri2 1 
/i, = and S = . 
、 时 y y (^2 
In order to assess the change of the ordinal categorical variable, we examine 
the change of the corresponding underlying variable. That is we analyze the 
trajectory as reflected by Yi and ¥2- Following the model summarized in Section 
(2.1), we assume that Yi and ¥2 follow the basic latent growth curve model that 
is represented by (see equation (2.2)), 
/ \ / \ / \ / \ 
f M 卜 0 H "1 ei 
= + . 
v v V' V V y V ( 2 y 
Based on the discussion in Section (2.1.3), the error terms are assumed to be 0 for 
identification purpose. As a result, equation (2.2) can bo written as the following 
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form: 
Yi 二 m , (3.1) 
= m + m- (3.2) 
From equation (3.1), Yi is equal to 7]i. From equations (2.8) and (2.10), 
the mean and variance of rji are equal to the mean and variance of Yi. As Yi 
is the reference variable and the mean and variance of Yi are fixed to 0 and 1 
respectively, the mean and variance of iji must be equal to 0 and 1 respectively. 
Therefore, using latent normal model for ordinal categorical variables for 
growth curve analysis, the mean of the intercept factor must be fixed to 0 and 
the variance of tlie inteiTe])t factor must be fixed to 1. Moreover, as 
"2 = E{Y2) = Eir),) + E{rj2) 
= " s 、 (3-3) 
0-2 = var{Y2) = var{r]i) + var( 772) + 2cov(rii,r}2) 
= 1 + 4 + 2^7/5, (3.4) 
o"i2 二 ccw(yi’ = var(r]i} + cov(j]i. /]2) 
= 1 + (7/5, (3.5) 
the log likelihood function in equation (2.17) becomes 
r r 
m = In L(/3) = + In , (3.6) 
i=l j=l 
where TTij is given by equation (2.15) with /x and S given by equation (2.14) 
and (3.3) to (3.5), and (5 二 (^ot, ps, • Maximum likelihood estimate 白 of 
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(3 can be obtained by maximizing equation (3.6)，and the optimization can be 
implemented in Mx. In the following section, an example is used to illustrate 
the implementat ion as well as the practicability and applicability of the proposed 
method. 
3.1.2 Implementation 
This example is taken from Agresti (1989). In a double-blind clinical trial, 
an active hypnotic drug and a placebo were randomly administrated to two in-
dependent samples of patients with iiisoninia. Each individual was asked at the 
start and at the end of a two-week treatment period t he question: "How quickly 
(lid you fall asleep after going to bed?". The responses were classified into one of 
the four categories: “<20”，“20-30”，“30-60”，">60" (in minutes). 
Follow-up occasion 
Treatment Init ial occasion <20 20-30 30-60 >60 
Active Drug <20 7 4 1 0 
20-30 11 5 2 2 
30-60 13 23 3 1 
>60 9 17 13 8 
Placebo <20 7 4 2 1 
20-30 14 5 1 0 
30-60 6 9 18 2 
>60 4 11 14 22 
Table 2. Time to fall asleep (minutes), by treatment and occasion 
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In this section, the real data in Table 2 is analyzed as an illustration of the 
proposed method. There are two groups of data for the two treatments. One 
group is the active drug treatment, and the other group is placebo. For each 
treatment, the data is arranged in a square table with comparable categories. In 
effect, the thresholds that determine the categories are the same in the initial 
and follow-up occasions. The data in Table 2 is ordinal categorical, we analyzed 
the data using the model proposed in Section (3.1.1). Two latent growth curve 
models are estimated, one for the active drug and one for the placebo. To facil-
itate comparison, in this particular example, we have also set the thresholds for 
the treatinent group the same as those for the placebo group. 
As Iheie are two independent groups, the likelihood equation aggregate two 
likelihood functions, each of the form (3.6). Mx program is used to maximize the 
aggregated function. 
The Mx input script for analyzing the data in Table 1 with the proposed 
method is provided in Appendix A. The statements behind '!' in the sample script 
are explanatory comments. The number of the cut-off thresholds (nthd=3), the 
number of the underlying continuous variables (nvar=2), the number of the la-
tent variables (nlat—2), the number of observations in the active drug treatment 
( i i l=119) and the number of observations in the placebo treatment (n2=120) 
arc first defined. The sample script consists of three groups. The first group is 
for defining the parameters which are to be estimated. The second group spec-
ifies the analysis for the active drug treatment group that is taken to be the 
reference group. The two-factor latent growth curve analysis of the active drug 
treatment is implemented by specifying the mean and the variance appropriately 
using the "threshold" and "covariance" command. The third group is the placebo 
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treatment and its latent growth curve is also obtained. Thresholds which are as-
sumed to be the same across two groups are unknown parameters. The unknown 
thresholds are stored in the matr ix T which is a rectangular (FULL) matrix with 
dimension 'nvar' by 'nlat ' . Since the thresholds of two treatment groups are as-
sumed to be the same, T matr ix is used in both active drug group and placebo 
group. The mean of the intercept factor is fixed to 0 and the mean of the slope 
factor is estimated for both groups. We used //.s^ and /iSj, to represent the slope 
factor means of active drug treatment and placebo treatment respectively. We 
used the matr ix K with dimension "nlat" by 1 to store the means of the intercept, 
and slope factor for the treatment group. That is, K = (0, //s„)- Similarly, G = 
(0， i^.Sj,) is used to store the means of those for the placebo group. The covariance 
matr ix of the intercept and slope factor of active drug and placebo treatiiients 
are stored in F and H rosportivcly. The variance of the intorrc^pt factor is fixed 
to 1，the variance of slope factor and ) and the covariance between the 
intercept and slope factors (cr/s-„ and cris,,) are estimated for both active drug and 
placebo groups. The error variance for active drug and placebo treatments are 
stored in E and D respectively. However, as there is not enough degrees of free-
dom to estimate the error variance in the two-factor latent growth curve model, 
those two matrices aro spccifiod as T ix ' matrices. They are both fixed at zero. 
The O matr ix is an operation matrix which converts the dimension of the mean 
vector for achieving the estimation of mean vector from the thresholds matrix T 
coircctly. The specification in Appendix A is very simple and straightforward, 
and can be handled by most practitioners. 
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The data in Table 2 is used to be the example for illustrating the perfor-
mance of the method. After implemented by Mx, the results are: 
Parameter Estimate Stcl Error Lower 95% C.I. Upper 95% C.I. 
-1.2732 0.1058 -1.4801 -1.0669 
Q2 -0.5555 0.0794 -0.7113 -0.3998 
0.2090 0.0811 0.0503 0.3677 
Active Drug Treatment Group 
fLs„ -0.9705 0.1049 -1.1761 -0.7649 
<4., 0.9396 0.1616 0.6229 1.2562 
(Tis,, -0.6480 0.0885 -0.8213 -0.4746 
Placebo Tieatnient Group 
IJ.S,, -0.5943 0.0936 -0.7777 -0.4109 
0.7782 0.1644 0.4560 1.1003 
(J/S-, -0.3773 0.1063 -0.5857 -0.1690 
Table 3. The estimated values of parameters in LGM for the two treatment groups 
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The difference score of a variable for the two points in t ime is given by 
Y2 — Y1. The intercept factor loadings are 1 for both Yi and >2, the slope factor 
loading relating "2 and Y\ is 0，and the one relating 772 and Y2 is 1. Therefore, the 
slope factor (7/2) can roprosont the difFcrcnce scores for two different t ime points. 
Latent Growth Curve of Active Drug and Placebo 
0 5 _ Variable 
‘ active drug 
placebo 
° 0.0- ^ 
I \ 
- \ 
3 -1.0- \ 
-1.5-
—I 1 1 1 1— 
-0.5 0.0 0,5 1.0 1,5 
Time 
Figure 2. The latent growth curve for active drug and placebo treatment 
The parameter estimates are presented in Table 3. From Table 3, the means 
of the intercept (771) and slope (772) factors are 0 and -0.9705 respectively for active 
drug treatment, and are 0 and -0.5943 respectively for placebo treatment. Since 
the value of 7/2 and gis are negative for both treatments and the magnitude of ctis 
in active drug treatment is greater than that of the placebo treatment, one can 
see from Table 1 that a patient who has a longer t ime to fall asleep before taking 
the treatment will have a greater decrease of the time to fall asleep if the patient 
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takes the active drug. The two latent growth curves are plotted in Figure 2. The 
results in Figure 2 provides evidence that active hypnotic drug can improve the 
quality of sleeping. 
3.2 The Two-Stage Estimation Method 
A two-stage approach can also be used to analyze the model in Section 
(3.1.1). The paramotors of the bivariato normal model are first estimated. Pre-
tending that, the resulting mean arid covariance matrix estimates are the sample 
mean and sample covariance matrix for Y , they are used to fit. the model in equa-
tion (2.2) to produce the parameter estimates in the latent growth curve model. 
This ( wo-stage method is employed to analyze the clinical trial example in Section 
(3.1.2). As the statistical properties of the mean and covariance matrix estimates 
arc different, from the sample moan and sample rovaxianrc matrix, the statistical 
properties of the produced estimates of the latent growth curve parameters may 
not be precise. 
3.2.1 Max imum Likelihood Estimation of the Latent Nor-
mal Method 
In this example, the measurement at the initial occasion is taken to be the 
reference variable Yi and its mean {fii) and variance (af) are assumed to be 0 and 
1 respectively, the follow-up occasion is taken to be the variable ¥2 for both active 
drug and placebo treatments. As it is reasonable to assume that Yi and Y2 share 
the same thresholds, the location and dispersion of Y2 can be estimated. Also, the 
covariance (cri2) between Yi and Y2 can be estimated. The maximum likelihood 
estimates of the parameters for the latent normal model can be obtained by using 
Mx to maximize the likelihood function in equation (2.4). The results are given 
28 
in Tables 4 and 5. 
Parameter Estimate Std Error Lower 95% C.I. Upper 95% C.I. 
ai -1.2732 0.1054 -1.4800 -1.0666 
a2 -0.5555 0.0794 -0.7112 -0.4000 
Q3 0.2090 0.0811 0.0501 0.3679 
IJ.2 -0.9705 0.1046 -1.1756 -0.7654 
(j| 0.6437 0.1590 0.3321 0.9552 
(712 0.3520 0.0884 0.1787 0.5254 
Table 4. The estimated values of parameters for active drug treatment 
Parameter Estimate Std Error Lower 95% C.I. Upper 95% C.I. 
Qi -1.2732 0.1054 -1.4800 -1.0666 
CV2 -0.5555 0.0794 -0.7112 -0.4000 
0.2090 0.0811 0.0501 0.3679 
IJ.2 -0.5943 0.0936 -0.7777 -0.4109 
1.0235 0.2451 0.5431 1.5038 
ai2 0.6227 0.1058 0.4152 0.8301 
Table 5. The estimated values of parameters for placebo treatment 
3.2.2 Two-factor Latent Growth Curve Model 
Since the data in Table 2 for active drug and placebo treatments are mea-
sured at two different t ime points, the two-factor latent growth curvc model for 
two time points can be used to analyze the data. Based on the estimation result 
of the latent normal model, the latent growth curve model is estimated. Pre-
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tending that the mean and covariance matrix estimates are the sample mean and 
sample covariance matrix for Y , they are used to fit the model in equation (2.2) 
to produce the parameter estimates in the latent growth curve model. It is wor-
thy of note that any structural equation modeling program that can be used to 
analyze latent growth curve model can be used in here. Similar as before, the 
mean and variance of intercept factor are denoted by ",/ and a"] respectively, the 
mean and variance of the slope factor are denoted by and rr! respectively, and 
the covariance of the two factors is denoted by gjs- AS discussed in Section (2.1), 
the model is just identified, hence it provides perfect fit to the data, and have 
used all available degrees of freedom. The estimation results are given in Tables 
6 and 7. 
Parameter Estimate Std Error Lower 95% C.I. Upper 95% C.I. 
Hi 0 0.0917 -0.1797 0.1797 
a] 1 0.1306 0.7439 1.2561 
lis -0.9705 0.0889 -1.1447 -0.7963 
a l 0.9396 0.1225 0.6994 1.1797 
a i s -0.6480 0.1073 -0.8584 -0.4375 
Table 6. The estimated values of parameters in LGM for active drug treatment 
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Parameter Estimate Std Error Lower 95% C.I. Upper 95% C.I. 
p./ 0 0.0913 -0.1789 0.1789 
a] 1 0.1297 0.7458 1.2542 
IJ.S -0.5943 0.0805 -0.7521 -0.4365 
crl 0.7782 0.1009 0.5803 0.9760 
(7/5 -0.3773 0.0880 -0.5497 -0.2049 
Table 7. The estimated values of parameters in LGM for placebo treatment 
From the above two tables, the values of the estimated parameters are the 
same as those obtained in Section (3.1). This is because the two-factor latent 
growth curve model is a perfect fit model, and is simply a reparameterization of 
the latent normal model. 
3.3 Misleading Result of Using Continuous 
Assumption for Ordinal Categorical Data 
As mentioned in Section (2.2), applying the standard statistical method 
with the continuous assumption for analyzing polytomous data directly may re-
sult to misleading conclusions. In this section, an example is used to illustrate 
the problem of the method in the context of two-factor growth curve model. 
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^ 
1 2 3 4 
1 106 22 7 17 
2 30 18 5 22 
3 15 8 10 49 
4 10 10 15 156 
Table 8. A 4 x 4 ordinal categorical contingency table 
Table 8 contains an artific ial clatasot of size 500 which is used to examine 
the issue. The ordinal data in Table 8 is obtained from Yi and >2 by equation 
(2.13) based on the threshold values in Table 9. Furthermore, and I2 are 
assumed to follow the two-factor latent growth curve model in Section (2.1) with 
the intercept (771) and slope (772) factors. The true values for the parameters in 
t.li parameter vector j3 = ( a , /j.s, cr|, <7/5)' are given in Table 9. 







Table 9. The true values of parameters 
3.3.1 Latent Growth Curve Modeling Method 
The method of latent growth curve modeling for ordinal categorical data 
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developed in Section (3.1) is used to analyze the data in Table 8. X i and X2 are 
considered to be the same observable ordinal variable measured in two different 
t ime points. After implemented by Mx, the results are given in Table 10. The 
parameter estimates are close to the true values. 
Parameter Estimate Std Error 
fvi -0.5274 0.0587 
Q2 -0.0826 0.0536 
Q3 0.2981 0.0564 
fis 0.2288 0.0738 
a | 1.2051 0.3232 
d is 0.2596 0.1433 
Table 10. The estimated values of parameters 
in LGM for the artificial data 
From the results above, the mean of the slope factor is 0.2288. That means 
the underlying continuous variable is increased by 0.2288 from the first time point 
to the second time point. 
3.3.2 Direct Continuous Assumption to the Ordinal 
Categorical Data 
Applying the continuous assumption to X i and X2 in Table 8 directly, which 
means that X i and X2 are assumed to follow the bivariate normal distribution. 
The sample mean vector X and sample covariance matrix S are given by 
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/ \ ( \ 
_ 2.624 1.6066 1.1297 
X = and S = . 
、2.728 y 、1.1297 1.8180 ^ 
The sample mean and sample covariance matrix can be input into any 
structural equation program and analyzed by the two-factor latent growth curve 
model. The estimated values of the means and covariances of the intercept and 
slope factor, and the covariance between the intercept and slope factors are pre-
sented in Table 11. 
Parameter Estimate Stcl Error 
fii 2.G240 0.0567 
a j 1.6066 0.1017 
Its 0.1040 0.0483 
cr| 1.1652 0.0738 
(7is -0.4769 0.0649 
Table 11. The estimated values of parameters 
ill LGM, use continuous data assumption 
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From Table 11 and equations (2.8)-(2.12), we get the following results: 
fii = = 2.624’ 
= E{X2)-E{Xi) = 0.m, 
aj = var{Xi) = 1.6066, 
4 = var{X2) + 霄r(Xi) — 2ccw(Xi，A、）= 1.1652, 
(jjs = cov{XuX2) 一 var{Xi) = -0.4769. 
3.3.3 Interpretation 
From Tables 10 and 11, we can see tliat the estimated values of parameters 
ill the latent growth curve modeling method are much closer to the true values. 
It is worthy of note that the true value of cr/5 is 0.4 that is positive, indicating 
that the intercept and slope factor are positively correlated. While the value of 
a j s in Table 9 is positive and close to the true value, the a js in Table 10 is neg-
ative, suggesting that the relationship between the intercept and slope factor is 
inversely related. In other words, the relationship between the two latent growth 
factor cannot be concluded correctly if the continuous assumption is applied di-
rectly to the ordinal categorical variable. Moreover, a discussed in Section (2.1.4), 
the slope factor can indicate the change of a variable between two time points. 
Therefore, we may conclude that there is 0.104 increased between the two time 
points from the results of Table 11. It is a misleading conclusion. In Table 11， 
the mean of slope factor is just equal to the difference between the mean of X i 
and X2. However, the mean of X i and X2 cannot reflect the characteristic of the 
ordinal variables from two different time points truly since the origin and unit 
of measurement of the ordinal categorical variables are not defined. Therefore, 
in the context of latent growth model, analyzing ordinal categorical variables by 
assuming that they are continuous may lead to misleading results. 
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3.4 Simulation Study 
A small-scale simulation study is conducted to assess the performance of 
the method that is introduced in Section (3.1). 
The design of the simulation study is based on the data in Table 2. Two 
4 x 4 contingency tables are generated and the thresholds of the two tables are 
assumed to be the same. Given the population parameter vector j3 — 
(Qi, a.2，a3, ,/6，i ’ ’ 0-/5, ’ ’ f^s,” o"/s’2)'，where (ci]，a,2，cvs) are the thresholds val-
ues for bot h contingency tables, (//s,, os^ ； are the parameters corresponding 
to the first contingency table and (/is.^, cts^- (^iSo) are the parainelers correspond-
ing to the second contingency table. Random samples of the first, contingency 
table is simulated from 
/厂 1 r "h 
iV \ 1 " 5 、 ， 
、 " S i cr|i y 
and the random samples of the second contingency table is simulated from 
/「 1 「 
iv ° ’ 1 - - . 
W i t h cvo = —oo and 0:4 = 00, the two contingency tables are constructed 
according to a = (a。，ai,a2’^3’0:4)'. The two contingency tables are then ana-
lyzed using the procedure proposed in Section (3.1). Three sample sizes, namely 
300, 500 and 1000 are considered. The number of replications is 100 for each 
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sample size. The simulation results are as follows: 
Parameter True Estimate R M S E 
a i -1 -0.9364 0.0913 
Q2 0 -0.0651 0.0832 
Q3 1 0.9141 0.1127 
/isi 1 0.9746 0.0943 
dis, 0.5 0.5267 0.1356 
(T5, 1 0.9704 0.1179 
fjs., 0.5 0.5181 0.0884 
aiso 0.7 0.7328 0.1360 
^75, 0.8944 0.8897 0.1344 
Table 12. ML estimates of latent growth curve model of ordinal 
categorical data based on 100 replications (n=300) 
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Parameter True Estimate RAISE 
Qi -1 -0.9291 0.0840 
a2 0 -0.0657 0.0809 
as 1 0.9082 0.1082 
1 0.9754 0.0976 
(7js, 0.5 0.5363 0.1179 
1 0.9684 0.0996 
Us； 0.5 0.5113 0.0669 
cr/5-o 0.7 0.7208 0.1070 
OS., 0.8944 0.8898 0.1005 
Table 13. ML estimates of latent growth curve model of ordinal 
categorical data based on 100 replications (n=500) 
Parameter True Estimate RMSE 
a i -1 -0.9348 0.0737 
a2 0 -0.0688 0.0741 
as 1 0.9077 0.0979 
MSi 1 0.9633 0.0668 
(7 IS, 0.5 0.5082 0.0795 
(J5i 1 0.9630 0.0784 
IIS2 0.5 0.5157 0.0478 
0-/S2 0.7 0.7042 0.0633 
(752 0.8944 0.8783 0.0659 
Table 14. ML estimates of latent growth curve model of ordinal 
categorical data based on 100 replications (n=1000) 
38 
Tables 12, 13 and 14 present the averages of the estimates over the 100 
replications and the root mean squared error. The average estimates are close to 
the true values, showing that the maximum likelihood estimate are quite close to 
the true values. 
The root mean square error (RMSE) of the parameters are sufficiently small. 
The R M S E of as and a js are comparatively larger than the R M S E of the other 
parameters. When compare R M S E to the average of parameter estimate, we ob-
serve from Table 12-14 that the ratios of RMSE to the average for as and a js 
are smaller that 17%, which is still acceptable. 





111 this thesis, the latent normal model has been integrated into the la-
tent growth curve model for analyzing square contingency table with ordered 
categories. The underlying continuous variable of one of the ordinal categori-
cal variables is assumed to have zero mean and unit variance, and the location 
and dispersion of the other variable is studied in a relatively sense. As a result, 
a, latent growth curve model that needs location and dispersion information of 
the variables can be formulated. Two approaches have been used to analyze the 
model. One is the maximum likelihood estimation approach and the other is a 
two-stage approach. In the context of two-factor latent variable growth curve 
model for two time points, both approaches will produce the same results. 
A data, set based on real data has been analyzed to illustrate the proposed 
method. The data set consists of two instead of one single group, and two latent 
growth curve models have been estimated respectively for the two groups. The 
example demonstrates not only the implementation of the proposed approach but 
also the application of the approach in multiple group analysis. 
The model in this thesis is developed under the assumption that all thresh-
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olds are unknown parameters. The proposed procedure can be applied similarly 
when thresholds are known constant. 
There are several advantages of the proposed method. Firstly, the latent 
growth curve modeling approach can be used to analyze ordinal categorical vari-
ables. Secondly, several contingency tables can be compared by comparing the 
corresponding growth curves. Finally, the proposed inaximum likelihood method 
can be iniplenienl.ecl in a straightforward manner in widely accessible software 
program, and can be applied very easily by practitioners. 
There are at least two major directions for further studies. The first is that 
variables may have been nieasiired at more than I wo time points, and the other is 
that more than one ordinal variable may have been measured at each time point. 
When variables are measured at more than two time points, nonlinear growth 
curve can be modeled. For example, a variable is measured at three different 
time points, three-dimensional contingency table has to be considered. There-
fore, computational problem arises when the proposed approach is generalized 
and the ordinal categorical variables are modeled as being related to underlying 
continuous variables. A multivariate longitudinal model is considered when more 
than one ordinal variable has been measured at each time point. In multivari-
ate longitudinal model, the relationships among parameters are very complicated 
in associative latent growth curve model. Two higher order latent growth curve 
modeling methods, the factor-of-curves model and the curve-of-factors model, are 
suggested by McArdle (1988) for conducting a multivariate analysis. The rela-
tionships among the parameters in these two models are much simpler than those 
in the associative latent growth curve model. The development of computational 
efficient methods for analyzing ordinal categorical data in the context of latent 
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growth curve model is a topic for further study. 
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Appendix A 
Sample Mx Input Script for 
Latent Growth Curve Analysis of 
Ordinal Categorical Data 
！ Sample Mx input program 
！ For the data set in Table 1 
#define nthd=3 ！ no of cut-off thresholds, invariant across groups 
#define nvar=2 ！ no of continuous variable 
#define nlat=2 ！ no of latent variable 
#define nl=119 ！ no of observation of the active drug treatment 
#define n2=120 ！ no of observation of the placebo treatment 
#NGroups 3 




T Full nvar nthd ！ the threshold matrix 
L Full nvar nlat ！ the factor loadings matrix 
K Full nlat 1 ！ the mean vector of latent 
variables (active drug) 
E Symm nvar nvar Fix 丨 the error variance (active drug) 
F Symm nlat nlat ！ the covariance matrix of latent 
variables (active drug) 
G Full nlat 1 ！ the mean vector of latent variables (placebo) 
D Symm nvar nvar Fix ！ the error variance (placebo) 
H Symm nlat nlat ！ the covariance matrix of latent 
variables (placebo) 
0 Full 1 nthd Fix ！ the operation matrix 
End Matrices； 
SPECIFY T 
1 2 3 





















- 1 0 1 
























1 1 1 
END 
Group 2: active drug 
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data NI=nvar NO=nl 
CTable 4 4 
7 4 1 0 
11 5 2 2 
13 23 3 1 





Group 3: placebo group 
data NI=nvar N0=n2 
CTable 4 4 
7 4 2 1 
14 5 1 0 
6 9 18 2 
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