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THE GEODESIC X-RAY TRANSFORM WITH MATRIX WEIGHTS
GABRIEL P. PATERNAIN, MIKKO SALO, GUNTHER UHLMANN, HANMING ZHOU
Abstract. Consider a compact Riemannian manifold of dimension ≥ 3 with strictly
convex boundary, such that the manifold admits a strictly convex function. We show
that the attenuated ray transform in the presence of an arbitrary connection and
Higgs field is injective modulo the natural obstruction for functions and one-forms.
We also show that the connection and the Higgs field are uniquely determined by the
scattering relation modulo gauge transformations. The proofs involve a reduction to
a local result showing that the geodesic X-ray transform with a matrix weight can
be inverted locally near a point of strict convexity at the boundary, and a detailed
analysis of layer stripping arguments based on strictly convex exhaustion functions.
As a somewhat striking corollary, we show that these integral geometry problems can
be solved on strictly convex manifolds of dimension ≥ 3 having non-negative sectional
curvature (similar results were known earlier in negative sectional curvature). We also
apply our methods to solve some inverse problems in quantum state tomography and
polarization tomography.
1. Introduction
Let (M, g) be a compact Riemannian manifold with boundary ∂M and dimension
n = dim(M) ≥ 2. We denote by SM the unit sphere bundle with canonical projection
π : SM → M given by (x, v) 7→ x. Given an invertible matrix-valued function W ∈
C∞(SM ;GL(N,C)), we consider the following weighted geodesic X-ray transform of a
smooth vector-valued function h ∈ C∞(SM ;CN),
(IWh)(γ) =
∫
W (γ(t), γ˙(t))h(γ(t), γ˙(t)) dt,
where γ runs over all unit speed finite length geodesics with endpoints on ∂M . We
shall study the invertibility of IW in two important particular instances:
(1) W arbitrary and h = f ◦ π, where f ∈ C∞(M,CN);
(2) the weight W arises from an attenuation given by a GL(N,C)-connection A
and a Higgs field Φ and h = f ◦ π + α, where f ∈ C∞(M,CN) and α is the
restriction of a smooth CN -valued 1-form on M .
In both cases we shall be able to prove that locally around a boundary point of strict
convexity and n ≥ 3, the ray transform IW is injective (up to the natural kernel in the
second case) and we will derive global results under a suitable convexity condition.
There are several motivations for considering the invertibility of IW , but the main
one driving the present paper is the following geometric inverse problem: given a
GL(N,C)-connection A on the trivial bundle M × CN , is it possible to determine A
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from the knowledge of the parallel transport along geodesics with endpoints in ∂M?
Let us describe this problem in more detail and state right away our main global result.
The geodesics going from ∂M into M can be parametrized by the set
∂±(SM) = {(x, v) ∈ SM ; x ∈ ∂M,±〈v, ν〉 ≤ 0}
where ν is the outer unit normal vector to ∂M . For any (x, v) ∈ SM we let t 7→ γ(t, x, v)
be the geodesic starting from x in direction v. We assume that (M, g) is nontrapping,
which means that the time τ(x, v) when the geodesic γ(t, x, v) exits M is finite for each
(x, v) ∈ SM .
Let A be a GL(N,C)-connection, this simply means that A is an N × N matrix
whose entries are smooth 1-forms with values in C.
Given a smooth curve γ : [a, b] → M , the parallel transport along γ is obtained by
solving the linear differential equation in CN :
(1.1)
{
s˙+ Aγ(t)(γ˙(t))s = 0,
s(a) = w ∈ CN .
The parallel transport along γ is the linear isomorphism PA(γ) : C
N → CN defined by
PA(γ)(w) := s(b). We may also consider the fundamental matrix solution U : [a, b] →
GL(N,C) of (1.1). It solves
(1.2)
{
U˙ + Aγ(t)(γ˙(t))U = 0,
U(a) = id.
Clearly PA(γ)(w) = U(b)w.
Given (x, v) ∈ ∂+(SM) we solve (1.2) along γ(t, x, v) on the interval [a, b] = [0, τ(x, v)]
and define a map CA : ∂+(SM)→ GL(N,C) by
CA(x, v) := U(τ(x, v)).
We call CA the scattering data of the connection and by the discussion above, it encap-
sulates the parallel transport information along geodesics connecting boundary points.
It is natural to incorporate a potential or Higgs field into the problem by considering
a pair (A,Φ), where A is a GL(N,C)-connection and Φ is a smooth map M → CN×N .
We can solve a transport equation along geodesics:{
U˙ + [Aγ(t)(γ˙(t)) + Φ(γ(t))]U = 0,
U(0) = id
and define scattering data CA,Φ as above. The inverse problem of recovering the pair
(A,Φ) from CA,Φ has a natural gauge equivalence: if u : M → GL(N,C) is smooth
and u|∂M = id then
CA,Φ = Cu−1du+u−1Au,u−1Φu.
Here is our main global result:
Theorem 1.1. Let (M, g) be a compact Riemannian manifold of dimension ≥ 3 with
strictly convex boundary, and suppose (M, g) admits a smooth strictly convex function.
Let (A,Φ) and (B,Ψ) be two pairs such that CA,Φ = CB,Ψ. Then there is a smooth
map u : M → GL(N,C) such that u|∂M = id, B = u−1du+ u−1Au and Ψ = u−1Φu.
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It is easy to see that the existence of a strictly convex function f implies that
(M, g) is nontrapping (and hence contractible). Section 2 provides several geometric
conditions that imply the existence of a strictly convex function, including in particular
manifolds of non-negative sectional curvature and simply connected manifolds without
focal points. The class of manifolds of non-negative curvature shows that, in contrast
to many earlier results, Theorem 1.1 allows for the metric g to have conjugate points.
Consider for instance a complete open manifold (N, g) of positive curvature (e.g. a
strictly convex hypersurface in Euclidean space, like the paraboloid z = x2 + y2). In
[14] it is shown that such a manifold admits a strictly convex function f : N → R that
is an exhaustion, i.e. for each c ∈ R, f−1(−∞, c] is a compact subset of N . Thus for
c > inf f , the manifolds M = f−1(−∞, c] ⊂ N provide examples to which Theorem
1.1 applies. Given a unit speed geodesic γ : R → N , [15, Lemma 1] shows that there
is τ > 0 such that γ|[−τ,τ ] has index greater than or equal to n − 1. Hence for c large
enough M will always have conjugate points.
It seems worthwhile to state the above case as a separate corollary.
Corollary 1.2. Let (M, g) be a compact Riemannian manifold of dimension ≥ 3 with
strictly convex boundary and non-negative sectional curvature. Let (A,Φ) and (B,Ψ)
be two pairs such that CA,Φ = CB,Ψ. Then there is a smooth map u : M → GL(N,C)
such that u|∂M = id, B = u−1du+ u−1Au and Ψ = u−1Φu.
Another virtue of Theorem 1.1 is that there is no restriction on the pair (A,Φ). In
previous works [12, 39, 33, 18] it was assumed that the structure group was the unitary
group. Exceptions are [11, 31, 49] but these only deal with flat backgrounds. The work
[18] is the only one that deals with complicated trapped geodesics and topology, but
(M, g) must be assumed negatively curved. One drawback of Theorem 1.1 is that it
does not apply to two-dimensional manifolds.
Theorem 1.1 is proved by introducing a pseudo-linearization that reduces the non-
linear problem to a linear one. This pseudo-linearization already appeared in [33] and
it is very similar in spirit to the one used in [40, 44] for the boundary rigidity problem
in which the role of CA,Φ is played by the scattering relation of g. A similar scenario
arises in polarization tomography [32] and quantum state tomography [22] and our
local results will have consequences for these two areas as well, see Section 8. All this
points to the fact that the hard result is the linear one and we now proceed to state
it. We begin by discussing the local linear problems, since the global ones will follow
from them together with a layer stripping argument also using the transport equation.
Let (M, g) be a compact Riemannian manifold with boundary ∂M and dimension
n ≥ 3. For an open set O ⊂ M , O ∩ ∂M 6= ∅, an O-local geodesic is a unit speed
geodesic segment in O with endpoints in ∂M ; we denote the set of these by MO.
Thus MO is an open subset of the set M of all maximal geodesics on M . Define the
local geodesic X-ray transform with matrix weight W of a function h as the collection
(IWh)(γ) of integrals of h along γ ∈MO, i.e. as the restriction of the weighted geodesic
X-ray transform to MO. The local question we wish to consider is the following:
Can we determine h|O, the restriction of h to the open set O, from the knowledge of
(IWh)(γ) for γ ∈MO?
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As mentioned before, in this paper we focus on the case when h is merely a function
on M plus a term induced by a 1-form. We embed M into some neighborhood M˜ and
extend the metric g smoothly onto M˜ , so γ ∈M is extended to a smooth geodesic on
M˜ . Let ρ ∈ C∞(M˜) be a defining function of ∂M , so that ρ > 0 in M\∂M ; ρ < 0 on
M˜\M , and ρ vanishes non-degenerately at ∂M .
We show invertibility results for the local weighted geodesic X-ray transform on
neighborhoods of a strictly convex boundary point p ∈ ∂M of the form {x˜ > −c}, for
sufficiently small c > 0, where x˜ is a function with x˜(p) = 0, dx˜(p) = −dρ(p). The
level sets of x˜ are concave near p relative to the neighborhoods.
We first consider the case when h is just a function on the base manifold M .
Theorem 1.3. Assume ∂M is strictly convex at p ∈ ∂M . There exists a function x˜ ∈
C∞(M˜) with Op = {x˜ > −c}∩M for sufficiently small c > 0, such that f ∈ L2(Op;CN)
can be stably determined by the weighted geodesic ray transform IW restricted to Op-
local geodesics in the following sense: for s ≥ 0, f ∈ Hs(Op;CN), the Hs−1 norm of f
restricted to any compact subset of Op is controlled by the H
s norm of IW f |MOp .
The control is uniform on compact subsets of Op that are uniformly away from
{x˜ = −c}. There is also a reconstruction formula similar to the one in [45, Theorem
4.15]. It is worth mentioning that Theorem 1.3 also works for a general family of curves,
see the appendix of [48].
There is a special type of weighted geodesic ray transforms called the attenuated
geodesic ray transform. Given a pair (A,Φ) we are interested in the case when the
weight W arises as a solution of the transport equation on SM :
(1.3) XW =WA, W |∂+SM = id,
where X is the generating vector field of the geodesic flow and A(x, v) := Ax(v)+Φ(x).
Note that even if ∂M is strictly convex at p, in general solutions to (1.3) are only
continuous on SOp (smooth in SOp\S(Op ∩ ∂M)), however this will not affect our
arguments (cf. Section 5).
We denote the weighted geodesic ray transform associated with a pair (A,Φ) by IA,
so the following corollary is a special case of Theorem 1.3.
Corollary 1.4. Assume ∂M is strictly convex at p ∈ ∂M . There exists a function
x˜ ∈ C∞(M˜) with Op = {x˜ > −c} ∩ M for sufficiently small c > 0, such that the
restriction of f ∈ L2(Op) on an arbitrary compact subset of Op can be stably determined
by the local attenuated geodesic ray transform IAf |MOp .
In order to prove Theorem 1.1 we need to consider functions h which have linear
dependence on the velocities, i.e. h(x, v) = αx(v) + f(x), where α is a 1-form. In this
case IA automatically exhibits a kernel: if h = (d+ A + Φ)p, where p vanishes on the
boundary, then IA(h) = 0. Hence the optimal local theorem is as follows:
Theorem 1.5. Assume ∂M is strictly convex at p ∈ ∂M . There exists a function
x˜ ∈ C∞(M˜) with Op = {x˜ > −c} ∩M for sufficiently small c > 0, such that for given
h = α + f ∈ L2(TOp;CN) ⊕ L2(Op;CN) with α linear in v there is p ∈ H1loc(Op;CN)
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with p|Op∩∂M = 0 such that h − (d + A + Φ)p ∈ L2loc(TOp;CN) ⊕ L2loc(Op;CN) can be
stably determined from IAh restricted to Op-local geodesics in the following sense: for
s ≥ 0, h ∈ Hs(TOp;CN)×Hs(Op;CN), the Hs−1 norm of h− (d+A+Φ)p restricted
to any compact subset of Op is controlled by the H
s norm of IAh|MOp .
As discussed in [48, 45], the local uniqueness results can be iterated to obtain global
results provided that (M, g) can be foliated by strictly convex hypersurfaces in a suit-
able way. One contribution of the present paper is a more detailed discussion on
conditions that allow this layer stripping argument to work. In particular we observe
that the foliation does not need to be adapted to the boundary. This is made precise
in the following definitions.
Definition. Let (M, g) be a compact manifold with strictly convex boundary.
(a) M satisfies the foliation condition if there is a smooth strictly convex function
f : M → R.
(b) A connected open subset U of M satisfies the foliation condition if there is a
smooth strictly convex exhaustion function f : U → R, in the sense that the
set {x ∈ U ; f(x) ≥ c} is compact for any c > infU f .
Clearly (a) is a special case of (b). If (b) is satisfied, then U ∩∂M 6= ∅, the level sets
of f provide a foliation of U by smooth strictly convex hypersurfaces (except possibly
at the minimum point of f if U = M), and the fact that f is an exhaustion function
ensures that the layer stripping can be continued to all of U . In Section 2 we provide
a number of sufficient conditions for (a) or (b) to hold.
We now state the main linear result that will imply Theorem 1.1.
Theorem 1.6. Let (M, g) be a compact manifold with strictly convex boundary and
dim(M) ≥ 3, and let U be a connected open subset of M that satisfies the foliation
condition. Let (A,Φ) be a pair in U and let h(x, v) = f(x)+αx(v) where f ∈ C∞(U,CN)
and α is a smooth CN -valued 1-form in U . If
(IAh)(γ) = 0 for any geodesic γ in U with endpoints on ∂M,
then
f = Φp and α = dp+ Ap in U
for some p ∈ C∞(U,CN) with p|∂M = 0. In particular, if (M, g) admits a smooth
strictly convex function, then this result holds with U =M .
The proofs of the local theorems use the groundbreaking ideas in [48] and further
exploited in [44, 45]. The approach to the problem is microlocal and we will set things
up so that a suitably localized version of I∗W IW fits into Melrose’s scattering calculus
[29], after conjugation by an exponential weight. As in the previous references, a key
ingredient is the introduction of an artificial boundary (x˜ = −c) which is a little bit less
convex than the actual boundary. To obtain the Fredholm property in this calculus,
one needs to prove that the boundary symbol is elliptic and this is what we do for the
case of invertible matrix weights. In the case of Theorem 1.5, ellipticity is achieved in a
particular gauge and some care is needed to deal with the pair (A,Φ), particularly when
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defining the appropriate localized version of I∗AIA. This is perhaps the most technically
challenging aspect of the paper. The proof of the global theorems combine in a novel
way the existence of a strictly convex exhaustion function and a regularity result for
the transport equation on nontrapping manifolds with strictly convex boundary.
There is a large literature on geometric inverse problems related to geodesic X-ray
transforms, and we mention here further relevant references (mostly for the scalar un-
weighted case). As discussed above, the present paper follows the microlocal approach
leading to local results in dimensions ≥ 3 initiated in [48] and developed in [44, 45].
Many earlier results were based on energy estimates pioneered in [30] and expounded in
[38]; see [34, 36] and the survey [35] for up-to-date accounts of this method which yields
global results on simple manifolds in dimensions ≥ 2. The recent work [16] extended
these results to negatively curved manifolds with nontrivial trapping behavior, using
methods from the microlocal analysis of flows. Another method, based on analytic
microlocal analysis, has been developed in [41, 42, 43] and also includes local results
on real-analytic simple manifolds [25, 26].
This paper is organized as follows. Section 2 discusses in detail the existence of
strictly convex functions; we felt that a thorough exposition was needed to be able to
appreciate the global consequences of the local results. Section 3 contains preliminaries
necessary for the two subsequent sections. Section 4 and 5 contain the technical core
of the paper and prove Theorems 1.3 and 1.5. Section 6 contains the proof of Theorem
1.6 stating global injectivity of the attenuated geodesic ray transform on functions
plus one-forms. Section 7 discusses the pseudo-linearization and proves also the local
version of Theorem 1.1. Finally, Section 8 discusses further applications to quantum
state tomography and polarization tomography.
Acknowledgements. GPP and HZ were supported by EPSRC grant EP/M023842/1.
MS was supported by the Academy of Finland (Finnish Centre of Excellence in Inverse
Modelling and Imaging, grant numbers 284715 and 309963) and by the European
Research Council under FP7/2007-2013 (ERC StG 307023) and Horizon 2020 (ERC
CoG 770924). GU was partly supported by NSF.
2. Strictly convex functions
In this section we will collect some facts related to strictly convex functions on
manifolds. Most of these facts may be found in the literature and many of them are
contained in [19] or [47], but we will supply some further details. The first main result
considers the existence of global smooth strictly convex functions. All manifolds are
assumed to be connected and oriented with smooth (= C∞) boundary.
Lemma 2.1. Let (M, g) be a compact manifold with strictly convex boundary and K
be the sectional curvature. There is a smooth strictly convex function on M if any one
of the following conditions holds:
(a) M is simply connected with K ≤ 0.
(b) M is simply connected with no focal points.
(c) K ≥ 0.
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(d) K ≥ −κ where κ > 0 and λ > √κ tanh(√κR), where λ is the smallest principal
curvature of ∂M and R = maxx∈M d(x, ∂M).
Moreover, if M admits a smooth strictly convex function f , then
• M is nontrapping and contractible;
• M contains no closed minimal submanifolds, or more generally there is no
smooth harmonic map from a closed manifold into M ;
• f has a unique local minimum point x0 in M and f attains its global minimum
there; and
• the set of critical points of f is either {x0} or the empty set.
Next we note that in two dimensions there is a complete characterization for the
existence of a strictly convex functions, based on using the mean curvature flow [5].
Unfortunately this does not lead to results for the X-ray transform, since the method
in this paper fails in two dimensions. The result is also special for two dimensions,
since [3] constructs a compact four-dimensional manifold with strictly convex boundary
satisfying (b) but not (a).
Lemma 2.2. Let (M, g) be a two-dimensional compact manifold with strictly convex
boundary. The following are equivalent:
(a) M is nontrapping.
(b) M has no closed geodesic in the interior.
(c) M admits a smooth strictly convex function.
We remark that there are results for curvature flows acting on strictly convex hy-
persurfaces in higher dimensional Riemannian manifolds [21], [1], but these seem to
require stronger conditions than those in Lemma 2.1.
We also consider the case where a neighborhood of M admits a suitable strictly
convex function. If the boundary is strictly convex, the size of such a neighborhood
may be estimated using curvature bounds as in [7], [19].
Lemma 2.3. Let (M, g) be a compact manifold with strictly convex boundary. Let
K ≥ −κ where κ > 0, let λ be the smallest principal curvature on ∂M , and let
R = maxx∈M d(x, ∂M).
(a) If λ >
√
κ tanh(
√
κR), there is a smooth strictly convex function in M .
(b) If λ <
√
κ tanh(
√
κR), there is a smooth strictly convex function f in Mt, where
Mt = {x ∈M ; d(x, ∂M) < t}
provided that
t <
1√
κ
artanh(
λ√
κ
).
The set {x ∈Mt ; f(x) ≥ c} is compact for any c > infx∈Mt f(x).
Parts (a) and (b) are related to the foliation conditions in Section 1. The various
foliation conditions formulated in [48], [44] in fact reduce to the ones in this paper. For
instance:
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Lemma 2.4. Let (M, g) be a compact manifold with smooth boundary, let a < b, and
assume that ρ : M → R is a smooth function with level sets Σt = ρ−1(t) so that Σt is
strictly convex when viewed from ρ−1((a, t]) and dρ|Σt 6= 0 for t ∈ (a, b]. Assume also
that Σb = ∂M . If
U = ∪t∈(a,b]Σt,
then any connected component of U satisfies the foliation condition.
Let us now give the proofs of the above results. The “no focal points” assumption
in Lemma 2.1 means that no geodesic segment in M has focal points. It is well known
that this implies that d( · , p)2 for fixed p is strictly convex. For more details on the
following equivalent condition and focal points of submanifolds, see [6], [8].
Definition. We say that (M, g) has no focal points if for any geodesic γ : [0, T ] →
M and for any nontrivial normal Jacobi field J(t) along γ with J(0) = 0, one has
d
dt
|J(t)|2 > 0 for t > 0.
Proof of Lemma 2.1. (a) follows from (b): if K ≤ 0 and if J is a nontrivial normal
Jacobi field along a geodesic γ with J(0) = 0, then d
dt
|J(t)|2∣∣
t=0
= 0 and
1
2
d2
dt2
|J(t)|2 = |DtJ |2 − 〈R(J, γ˙)γ˙, J〉 ≥ |DtJ |2
showing that d
2
dt2
|J(t)|2 ≥ 0 and d2
dt2
|J(t)|2|t=0 > 0. Thus M has no focal points.
(b) Fix any p ∈ M . We will show that f(x) = 1
2
d(x, p)2 is a smooth strictly convex
function in M . The manifold M is simply connected with strictly convex boundary
and has no conjugate points (since it has no focal points), thus (M, g) is simple and
hence diffeomorphic to a closed ball, and expp is a diffeomorphism onto M . This is
seen as follows: if (M, g) has no conjugate points, expp is a surjective covering map
(this is proved as in the classical Cartan-Hadamard theorem) and since M is simply
connected, expp becomes a diffeomorphism. The domain of expp is ball, hence M is a
ball too. Alternatively, the injectivity of expp may be derived from [17, Lemma 2.2].
The Hessian of the distance function r :M → R, r(x) = d(x, p) may be computed via
Jacobi fields, or via the second variation formula (see for instance [37]). Let x ∈M \{p}
and v ∈ SxM with v ⊥ ∇r, let γ : [0, T ] → M be the geodesic joining p to x, and let
J be the Jacobi field along γ with J(0) = 0 and J(T ) = v. Then
Hessx(r)(v, v) = 〈DtJ(T ), J(T )〉 = 1
2
d
dt
|J(t)|2
∣∣∣
t=T
.
Using the no focal points condition we get Hess(r)(v, v) > 0 whenever x 6= p, v ⊥ ∇r
and v 6= 0. Writing f(x) = h(r(x)) with h(t) = 1
2
t2, we have f ∈ C∞(M) and
Hess(f) = h′(r)Hess(r) + h′′(r)dr ⊗ dr.
Since Hess(r)(W,∇r) = 1
2
W (|∇r|2) = 0 for any W , we see that f is strictly convex.
(c) This is proved in [9], and also follows from (d).
(d) This will follow from Lemma 2.3.
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Finally, assume that (M, g) is compact with strictly convex boundary and that f :
M → R is a smooth strictly convex function. If γ is a unit speed geodesic, then by
strict convexity
d2
dt2
f(γ(t)) = Hess(f)(γ˙(t), γ˙(t)) ≥ c > 0 for all t.
Now if γ : [0,∞) → M would be a trapped geodesic, one would have f(γ(t)) ≥
f(γ(0)) + c
4
t2 for t large, contradicting the fact that f is bounded. This shows that
M is nontrapping. By [46], any compact nontrapping manifold with strictly convex
boundary is contractible. If Σ were a closed minimal submanifold contained in M ,
then for any Σ-geodesic η with η˙(0) = Y one would have
HessΣ(f |Σ)(Y, Y ) = d
2
dt2
f(η(t))
∣∣∣
t=0
= Hess(f)(Y, Y ) + 〈∇f,∇η˙η˙〉|t=0.
Since η is a Σ-geodesic, the Gauss formula gives ∇η˙η˙|t=0 = Π(Y, Y ) where Π is the
second fundamental form of Σ. If {E1, . . . , Ek} is a local orthonormal frame of TΣ,
the fact that Σ is minimal (i.e.
∑
Π(Ej , Ej) = 0) implies that
∆Σ(f |Σ) =
k∑
j=1
Hess(f)(Ej, Ej) > 0
using strict convexity. Thus f |Σ would be subharmonic in the closed manifold Σ, which
is not possible. More generally, if Φ : Σ→M were a smooth harmonic map from some
closed manifold Σ into M , then Φ∗f : Σ → R would be subharmonic [2, Proposition
10.4], which is again not possible.
Now let p, q ∈ M be two distinct local minimum points of f . Since ∂M is strictly
convex, there is a smooth unit speed geodesic γ : [0, T ] → M joining p and q (see for
instance [4]). The smooth function h(t) = f(γ(t)) satisfies h′(0) ≥ 0, h′(T ) ≤ 0 but
h′′(t) > 0, which is a contradiction. Thus f has at most one local minimum point.
Since M is compact f attains a global minimum at some x0 ∈ M . This is the unique
local minimum point and the only possible critical point, since by strict convexity any
critical point is a local minimum. 
Remark. Lemma 2.1 (a) and (b) fail without the simply connectedness assumption,
since negatively curved strictly convex manifolds with trapped geodesics (such as a
piece of the catenoid) do not admit a smooth strictly convex function.
Proof of Lemma 2.2. Clearly (a) implies (b). It is proved in [5] that (b) implies (c).
The idea is to construct a strictly convex function by evolving the strictly convex
hypersurface ∂M via mean curvature flow. Finally, (c) implies (a) in any dimension as
discussed in Lemma 2.1. 
We proceed to Lemma 2.3. The convex functions there are constructed from the
distance function to the boundary. This function is only smooth up to the boundary cut
locus, and hence we will need to consider strictly convex functions that are continuous
in M . We follow [9] and employ convexity in the barrier sense (see [28] for relations
between the barrier, viscosity and distributional definitions of convexity).
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Definition. Let (M, g) be a compact manifold. We say that a continuous function
f : M → R is ε-convex if for any x ∈ M and any η < ε there is a support function
fx,η (that is, a smooth function near x with fx,η ≤ f and fx,η(x) = f(x)) such that
Hess(fx,η)(v, v) ≥ η|v|2 near x. We say that f : M → R is strictly convex if it is
ε-convex for some ε > 0.
As discussed in [9], a smooth function is ε-convex if and only if Hess(f)(v, v) ≥ ε|v|2,
and the above notion of strict convexity is the same as in [14].
We recall some facts on boundary normal coordinates, see [24], [23], [27]. Let (M, g)
be a compact manifold with smooth boundary. If x ∈ M , we consider the distance to
the boundary
d(x, ∂M) = min
z∈∂M
d(x, z).
For any x ∈M , there exists z ∈ ∂M such that
x = γz,n(s)
where s = d(x, ∂M) = d(x, z) and γz,n is the normal geodesic starting at z in the inner
normal direction n of ∂M . If z ∈ ∂M define the boundary cut value
τ∂M(z) = sup{t ; γz,n|[0,t] is the unique shortest geodesic from γz,n(t) to ∂M}.
Then τ∂M is a Lipschitz continuous positive function on ∂M . The boundary cut locus
is defined by
ω∂M = {γz,n(τ∂M(z)) ; z ∈ ∂M}.
This set has zero measure in M , and d( · , ∂M) is smooth in M \ ω∂M . Observe also
that
M \ ω∂M = {γz,n(t) ; z ∈ ∂M, t ∈ [0, τ∂M(z))},
M = {γz,n(t) ; z ∈ ∂M, t ∈ [0, τ∂M(z)]}
and that boundary normal coordinates exp−1∂M : (z, t) 7→ γz,n(t) extend as a diffeomor-
phism onto M \ ω∂M .
Proof of Lemma 2.3. Write r(x) = d(x, ∂M). Note that r is a distance function, i.e.
|∇r| = 1, and ∇r(γz,n(t)) = γ˙z,n(t) for t < τ∂M(z). Since r ≥ 0 in M and ∂M = {r =
0} has principal curvatures ≥ λ > 0, for z ∈ ∂M one has
Hess(r)z(v, v) ≤ −λ|v|2 when 〈v, n(z)〉 = 0.
Also, at any point in M \ ω∂M and for any vector field W , we have
Hess(r)(W,∇r) = 〈∇W∇r,∇r〉 = 1
2
W (〈∇r,∇r〉) = 0.
Now fix z ∈ ∂M , fix an orthonormal basis {E1, . . . , En−1} of Tz∂M , and parallel
transport this basis along γz,n to obtain an orthonormal frame {E1(t), . . . , En(t)} on
γz,n|[0,τ∂M (z)) with En(t) = γ˙z,n(t). Consider the symmetric matrix
A1(t) = (Hess(r)γz,n(t)(Eα(t), Eβ(t))
n−1
α,β=1.
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The curvature equation ∇∂rS + S2 + R∂r = 0 [37], where S is Hess(r) written as a
(1, 1)-tensor and R∂r(V,W ) = R(V, ∂r, ∂r,W ), implies that
A′1(t) + A1(t)
2 +R1(t) = 0
in a maximal interval [0, t1) where (R1)αβ(t) = R(Eα(t), ∂r, ∂r, Eβ(t)). We compare
A1(t) with the solution of
A′2(t) + A2(t)
2 +R2(t) = 0,
A2(0) = −λId
in a maximal interval [0, t2) where R2(t) = −κId. Now one has R1(t) ≥ R2(t) and
A1(0) ≤ A2(0), so the matrix Riccati comparison principle [10] implies that t1 ≤ t2
and A1(t) ≤ A2(t) in [0, t1).
Now one has A2(t) = α(t)Id where
α′ + α2 − κ = 0, α(0) = −λ.
The solution is given by
α(t) =

√
κ coth(
√
κ(t− t0)), λ >
√
κ,
−√κ, λ = √κ,√
κ tanh(
√
κ(t− t0)), λ <
√
κ
where
t0 =
{
1√
κ
artanh(
√
κ
λ
), λ >
√
κ,
1√
κ
artanh( λ√
κ
), λ <
√
κ.
The maximal time of existence is t2 = t0 if λ >
√
κ and t2 =∞ otherwise.
Let us assume for now that λ >
√
κ tanh(
√
κR). By the previous discussion one has
Hessx(r)(v, v) ≤ α(r(x))|v|2 when x ∈M \ ω∂M , 〈v,∇r〉 = 0.
where −∞ < α(r) < 0 for r ∈ [0, R]. To deal with the normal directions we write
f(x) = h(r(x)) where h(t) = −t + t2
4R
. Then we have
Hess(f) = h′(r)Hess(r) + h′′(r)dr ⊗ dr = (−1 + r
2R
)Hess(r) +
1
2R
dr ⊗ dr.
Since r ≤ R and Hess(r)(W,∇r) = 0 for any W , there is ε > 0 so that
Hess(f)x(v, v) ≥ ε|v|2 when x ∈M \ ω∂M .
It remains to show that f is ε-convex also at any point x ∈ ω∂M . We argue as
in [9] and construct a support function using a suitable support hypersurface. Let
x = γz,n(t
′) for some z ∈ ∂M with t′ = τ∂M(z) = r(x). For any µ < λ let S¯ be a
small piece of a hypersurface through z with unit normal N¯ satisfying N¯(z) = n(z),
and with all principal curvatures equal to µ. It follows that
〈Dvn, v〉 ≤ −λ|v|2 < −µ|v|2 = 〈DvN¯, v〉, v ⊥ n(z),
and by [9, Lemma 3.1] the first focal point of S¯ along γz,n comes after the first focal
point of ∂M . Thus if S¯ is chosen small enough then r¯ = d( · , S¯) is smooth near x with
r(x) = r¯(x) and r ≤ r¯. Writing f¯ = h(r¯) we obtain a smooth function f¯ near x with
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f¯ ≤ f and f¯(x) = f(x). Also, repeating the matrix Riccati comparison argument with
λ replaced by µ and κ replaced by κ′ > κ (related to an extension of M to a larger
manifold), we obtain
Hess(f¯)x(v, v) ≥ η|v|2
where η < ε can be chosen arbitrarily close to ε, by taking µ close to λ, κ′ close to κ,
and S¯ small. Thus f is ε-convex in all of M .
We have shown that if λ >
√
κ tanh(
√
κR), then f = −r + r2
4R
is a continuous
strictly convex function in M where r = d( · , ∂M). Since f is smooth near ∂M , we
may extend f to a slightly larger manifold M ′ so that f remains strictly convex in
M ′. The smoothing procedure of Greene-Wu [14] then yields a smooth strictly convex
function in M . Finally, if we assume instead that λ <
√
κ tanh(
√
κR), then we may
repeat the above argument in Mt2 whenever t < t1 < t2 <
1√
κ
artanh( λ√
κ
) to obtain a
smooth strictly convex function in Mt1 , and the restriction f of this function to Mt has
the property that {x ∈ Mt ; f(x) ≥ c} is compact for c > infx∈Mt f(x). 
Remark. Let (M, g) be compact with strictly convex boundary, let r(x) = d(x, ∂M),
and let t > 0. We note that the strict convexity of the function f = −r + r2
4R
in Mt
could also be characterized in terms of ∂M-Jacobi fields [6], since the Hessian of r can
be expressed in terms of ∂M-Jacobi fields similarly as in the proof of Lemma 2.1(b).
Finally we consider the case where a subset U of M satisfies the foliation condition
in Section 1. The next result gives further information on the associated exhaustion
function.
Lemma 2.5. Let U be a connected open subset of M , and assume that f : U → R is
a smooth strictly convex exhaustion function.
(1) If f(x0) = inf f for some x0 ∈ U , then U = M , f is a smooth strictly convex
function on M , and x0 is the unique minimum point and the only possible
critical point of f .
(2) If f does not attain its infimum in U , then f has no critical points in U .
Moreover, f(U) = (a, b] where −∞ ≤ a < b < ∞, f attains its maximum b
on (and only on) ∂M , and f(xj) → a when xj → x for any x ∈ ∂U \ ∂M . In
particular, U ∩ ∂M 6= ∅.
Proof. (1) Let a = inf f , and assume that f(x0) = a for some x0 ∈ U . If x is any point
in U , then x0 and x can be connected by a smooth unit speed geodesic γ : [0, T ]→M
since (M, g) is strictly convex (see [4]). We next show that this geodesic must stay in
U . For if not, the set {t ∈ [0, T ] ; γ(t) /∈ U} would be nonempty with infimum t0 > 0,
and then γ(t) ∈ U for t < t0. The function h(t) = f(γ(t)) would satisfy
h(t) = a+ h′(0)t+
1
2
h′′(c(t))t2, t ∈ [0, t0),
for some c(t) ∈ [0, t]. But since f ≥ a in U one must have h′(0) ≥ 0, and strict
convexity of f implies that h′′(t) > 0 for t ∈ [0, t0). Thus h(t) is strictly increasing in
[0, t0) and for some ε > 0 the set {γ(t) ; t ∈ [ε, t0)} is contained in the compact set
{x ∈ U ; f(x) ≥ a + cε2} where c > 0, thus γ(t0) ∈ U which is a contradiction.
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We have shown that if f attains its infimum at some x0 ∈ U , then any point in
U can be connected to x0 by a geodesic in U . Now let Sε = {x ∈ M ; d(x, x0) < ε}
where ε > 0 is so small that Sε ⊂ U and normal coordinates at x0 exist near Sε. If
x ∈ U \ Sε and if γ : [0, T ] → U is a geodesic joining x0 and x, the argument in the
previous paragraph shows that f(γ(t)) ≥ a+ cε2 for t ∈ [ε, T ]. This shows that
U = Sε ∪ {x ∈ U ; f(x) ≥ a + cε2}.
Thus U is compact as the union of two compact sets. Since U is also open, one must
have U = M by connectedness. The remaining conclusions follow from Lemma 2.1.
(2) Now assume that f does not attain its infimum in U . Note first that if x0 ∈ U
were a critical point, then the argument in (1) (with h′(0) = 0) would show that
U = M , and f would necessarily attain its minimum. Thus f has no critical points.
Let a = inf f and b = sup f , where a < b since otherwise f could not be strictly
convex. If xj ∈ U satisfy f(xj) → b, then {xj}j≥j0 is contained in the compact set
{x ∈ U ; f(x) ≥ c} for some j0 and some c > a, hence (xj) has a subsequence converging
to some x0 ∈ U . Then f(x0) = b, which shows that b < ∞. By strict convexity it
is not possible for f to attain its maximum in M int, so f can only reach (and does
reach) its maximum over U on ∂M . By connectedness f(U) is an interval, which must
be of the form (a, b] since f does not attain its infimum. Finally, if x ∈ ∂U \ ∂M , if
xj ∈ U satisfy xj → x, and if f(xj) does not converge to a, then there is c > a so
that (after taking a subsequence) f(xj) ≥ c for all j. Thus {xj}∞j=1 is contained in the
compact set {x ∈ U ; f(x) ≥ c} which implies that x ∈ U , contradicting the fact that
x ∈ ∂U \ ∂M . 
Proof of Lemma 2.4. Given the function ρ, we define
f : U → R, f(x) = h(ρ(x))
where h : (a, b]→ R is a smooth function that will be determined later. Then
Hess(f)(w,w) = h′(ρ)Hess(ρ)(w,w) + h′′(ρ)〈w,∇ρ〉2.
Thus, writing w = v + sN where N = ∇ρ/|∇ρ| and 〈v,N〉 = 0, we obtain
Hess(f)(w,w)
= h′(ρ)
[
Hess(ρ)(v, v) + 2sHess(ρ)(v,N) + s2
[
h′′(ρ)
h′(ρ)
|∇ρ|2 +Hess(ρ)(N,N)
]]
.
The strict convexity of Σt means that for x ∈ ρ−1((a, b]),
Hess(ρ)x(v, v) > 0 when 〈v,N〉 = 0 and v 6= 0.
Let λ1(x) be the smallest eigenvalue of Hess(ρ)x restricted to N(x)
⊥. Since ρ is smooth,
λ1 is Lipschitz continuous and positive in ρ
−1((a, b]). It follows that
Hess(f)(w,w)
≥ h′(ρ)
[
λ1
2
|v|2 + s2
[
h′′(ρ)
h′(ρ)
|∇ρ|2 +Hess(ρ)(N,N)− 2
λ1
|Hess(ρ)(v/|v|, N)|2
]]
.
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We want to choose h so that h′ > 0 and the s2 term is positive. More precisely, define
c(t) = inf
x∈Σt,v⊥N(x)
|∇ρ|−2
[
Hess(ρ)(N,N)− 2
λ1
|Hess(ρ)(v/|v|, N)|2
]
and note that
Hess(f)(w,w) ≥ h′(ρ)λ1
2
|v|2 + s2|∇ρ|2 [h′′(ρ) + c(ρ)h′(ρ)] .
If c˜ is some smooth function with c˜ < c in (a, b], we choose h as a solution of h′′(t) +
c˜(t)h′(t) = 0 in (a, b] with h′ > 0. With this choice of h, the function f is smooth
and strictly convex in U and f−1(s) = Σh−1(s) for s ∈ (h(a), h(b)]. Let now U1 be any
component of U . If c > a one has {x ∈ U ; f(x) ≥ c} = {x ∈ M ; ρ(x) ≥ h−1(c)} and
the latter set is compact, hence also {x ∈ U1 ; f(x) ≥ c} is compact and f |U1 is an
exhaustion function in U1. 
3. Geometric setting for the inverse problem
This section provides the necessary geometric preparation for the analysis in Sections
4 and 5, see [48, 44, 45] for more details.
We start with the defining function x˜ of the neighborhood introduced in the main
theorems. Define the function for ǫ > 0
x˜(z) = −ρ(z) − ǫ|z − p|2
near p, so x˜(p) = 0, here | · | is the Euclidean norm. Observe that since we are
dealing with a local problem, one can choose an initial local chart (U, ϕ) near p with
ϕ : U ⊂ M˜ → Rn, then |z − p| := |ϕ(z) − ϕ(p)| is well-defined near p. Then there is
ǫ0 > 0 such that for ǫ ∈ (0, ǫ0),
d2
dt2
(x˜ ◦ γp,v)(0) ≥ c0/2
at v ∈ SpM˜ when ddt(x˜◦γp,v)(0) = 0. Hence for c0 > 0 sufficiently small (corresponding
to ǫ0), by shrinking U the function x˜ is defined on a neighborhood U0 of p with concave
level sets (from the side of the super-level sets of x˜), such that for 0 ≤ c ≤ c0,
Oc = {x˜ > −c} ∩ {ρ ≥ 0}
has compact closure in U0 ∩ M˜ (Here Oc is exactly the Op in Theorem 1.3).
We remark that the actual boundary ρ = 0 only plays a role at the end since ellipticity
properties only hold in U0 and the function h we are transforming is supported in ρ ≥ 0
to ensure localization. Thus for most of the following discussion we completely ignore
the actual boundary.
For fixed c ∈ [0, c0] we work with x = x˜+ c, which is the boundary defining function
of the region {x ≥ 0}. We complete x to a coordinate system (x, y) on a neighborhood
U1 ⊂ U0 of p; we are interested in those γ = γz,v with unit tangent vector v =
k(λ∂x + ω∂y), k(x, y, λ, ω) > 0, ω ∈ Sn−2 and λ relatively small.
Now, consider geodesics γ = γx,y,kλ,kω with γ(0) = (x, y), γ˙(0) = k(λ∂x + ω∂y)
(where ω ∈ Sn−2 and λ relatively small) that are parameterized by arclength, as k is a
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smooth positive function of (x, y, λ, ω) in the region of interest, we can totally omit k
in the following arguments. From now on we use (x, y, λ, ω), instead of (x, y, kλ, kω),
to parameterize the geodesics γ for sufficiently small λ.
Remark 3.1. Indeed by removing k, we are doing a reparametrization of the curve γ
and it has (non-constant) speed 1/k under the new parameter (we denote the curve
under the new parameter by γ˜). Consequently, the weighted geodesic X-ray transform
IW is converted to a new weighted X-ray transform IW˜ whose weight W˜ is invertible
too. So our argument below is actually proving the invertibility of IW˜ . However, since
(IWh)(γ) = (IW˜h)(γ˜), this implies the invertibility of the original transform IW .
Given (x, y, λ, ω) and γ = γx,y,λ,ω, we define
κ(x, y, λ, ω, t) :=
1
2
d2
dt2
(x ◦ γ)(t).
By the convexity assumption, we have
κ(x, y, 0, ω, 0) =
1
2
d2
dt2
(x ◦ γ)(0) > 0.
The basic geometric feature we need is that for x ≥ 0 and for λ sufficiently small,
depending on x, the curves γx,y,λ,ω will stay in Op before exiting from ∂M . In particular
for x = 0, only λ = 0 is allowed.
Our inverse problem is recovering h from weighted integrals (we also extend the
weight W to an invertible weight on SM˜ , which is still denoted by W )
(IWh)(x, y, λ, ω) =
∫
W (γx,y,λ,ω(t), γ˙x,y,λ,ω(t))h(γx,y,λ,ω(t), γ˙x,y,λ,ω(t)) dt.
Notice that we are interested in h supported in the compact manifold M , so the above
integral indeed is over a finite interval. However, we may assume the extended metric
on M˜ is complete, then the above integral is well-defined on R.
4. Local invertibility for functions
In this section we will prove Theorem 1.3. The presentation will rely heavily on [48],
but we will explain the main points and refer to specific parts of [48] whenever needed.
A general reference to the microlocal scattering calculus is [29], except that we will use
the order convention in [48, Section 2].
In the following, we will use the notation from Section 3. For f ∈ C∞(M ;CN), and
for a fixed number F > 0, we consider the the following operator for x > 0
(4.1)
(NFf)(x, y) = x
−2e−F/x
∫
R
∫
Sn−2
W ∗(x, y, λ, ω)(IWeF/xf)(x, y, λ, ω)χ(λ/x) dλdω,
where W ∗ is the conjugate transpose matrix of W and χ is a smooth, even, non-
negative, compactly supported (for sufficiently small x) function on R. Thus when x is
small, only (IWe
F/xf)(x, y, λ, ω) with λ sufficiently small (which is exactly the case we
expect) will contribute to the operator. We can allow χ to depend smoothly on y and
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ω; over compact sets such a behavior is uniform. If we show that NF is invertible as a
map between proper spaces of functions supported near x = 0, we obtain an estimate
for f in terms of IWf .
As mentioned in [48, Section 3], the maps (notice that we may assume M˜ to be
complete)
Γ+ : SM˜ × [0,∞)→ [M˜ × M˜ ; diag], Γ+(z, v, t) = (z, γz,v(t))
and
Γ− : SM˜ × (−∞, 0]→ [M˜ × M˜ ; diag], Γ−(z, v, t) = (z, γz,v(t))
are diffeomorphisms near SM˜ × {0}. Here by denoting z′ := γz,v(t), [M˜ × M˜ ; diag] is
the blow-up of M˜ along the diagonal z = z′, which essentially means introducing the
polar coordinates around the diagonal, so that Γ±(z, v, 0) 6= Γ±(z, v′, 0) if v 6= v′. In
particular, for |t| sufficiently small, the local (polar) coordinates
z, |z′ − z|, z
′ − z
|z′ − z|
are valid on the image of Γ±, where | · | is the Euclidean norm.
Recall the local coordinates (x, y) near the strictly convex boundary point p, we
write z = (x, y) and z′ = (x′, y′), then similar to [48], it is convenient to use
(4.2) x, y, |y′ − y|, x
′ − x
|y′ − y| ,
y′ − y
|y′ − y|
as the local coordinates on the image of Γ± for |t| small, when |y′− y| is large relative
to |x′ − x|, i.e. in our region of interest.
On the other hand, our analysis is carried out on the region Ω = {x ≥ 0}, which
can be viewed as a manifold with boundary x = 0. The operator NF , which is defined
in the interior of Ω at this point, will act on functions that could be non-zero near the
boundary x = 0, thus the standard pseudodifferential calculus does not work. This is
where the scattering calculus comes in.
Ω×Ω is a manifold with corner ∂Ω×∂Ω, in addition to blowing up the diagonal, one
also blows up the corner. In particular, the blow-up of the intersection of the diagonal
with (the interior of) the front face of the blown up corner gives the scattering front
face (of Melrose’s scattering double space). Near the interior of the scattering front
face, there are natural scattering coordinates (see also [48, Section 2])
x, y,X =
x′ − x
x2
, Y =
y′ − y
x
,
(so x = 0 defines the scattering front face) under which (4.2) becomes
(4.3) x, y, x|Y |, xX|Y | , Yˆ
with Yˆ = Y|Y | .
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Given a curve γ = γx,y,λ,ω with (γ, γ˙) = (x
′, y′, λ′, ω′), we have near t = 0
x′ = x+ λt+ κt2 +O(t3), y′ = y + ωt+O(t2),
λ′ = λ+ 2κt+O(t2), ω′ = ω +O(t),(4.4)
recall that κ = κ(x, y, λ, ω, t) defined in Section 3 is proportional to the second de-
rivative of x′ with respect to t. By (4.4) and the diffeomorphisms Γ±, we have near
t = 0,
t ◦ Γ−1± = ±|y′ − y|+O(|y′ − y|2),
λ ◦ Γ−1± = ±
(x′ − x)− κ|y′ − y|2
|y′ − y| +O(|y
′ − y|2), ω ◦ Γ−1± = ±
y′ − y
|y′ − y| +O(|y
′ − y|),
λ′ ◦ Γ−1± = ±
(x′ − x) + κ|y′ − y|2
|y′ − y| +O(|y
′ − y|2), ω′ ◦ Γ−1± = ±
y′ − y
|y′ − y| +O(|y
′ − y|).
Then applying (4.3),
t ◦ Γ−1± = ±x|Y |+O(x2),
λ ◦ Γ−1± = ±x
X − κ|Y |2
|Y | +O(x
2), ω ◦ Γ−1± = ±Yˆ +O(x),
λ′ ◦ Γ−1± = ±x
X + κ|Y |2
|Y | +O(x
2), ω′ ◦ Γ−1± = ±Yˆ +O(x).
(4.5)
The coefficients in the remainder terms are all smooth under the coordinates (4.3).
Thus
(4.6) (Γ−1± )
∗dt dλ dω = x2|Y |1−nJ±(x, y, x|Y |, xX|Y | , Yˆ ) dXdY
with smooth positive density functions J±, J±|x=0 = 1.
Now by (4.5) and (4.6), we obtain the Schwartz kernel of the integral operator NF
KF (x, y,X, Y ) =
∑
•=+,−
e−
FX
1+xX |Y |−n+1χ(λ ◦ Γ
−1
•
x
)W ∗(x, y, λ ◦ Γ−1• , ω ◦ Γ−1• )
W (x+ x2X, y + xY, λ′ ◦ Γ−1• , ω′ ◦ Γ−1• )J•(x, y, x|Y |,
xX
|Y | , Yˆ ).
(4.7)
Note that on the blow-up of the scattering diagonal (or the lifted diagonal), {X =
0, Y = 0}, in the region |Y | > ǫ|X|, thus on the support of χ,
x, y, |Y |, X|Y | , Yˆ
are valid coordinates. In particular, |Y | becomes the defining function of the front
face of the lifted diagonal. Similar to the discussion after [48, equation (3.16)] one can
check that χ, W andW ∗ are smooth on the blow-up space, then due to the exponential
weight, the Schwartz kernel KF is smooth in (x, y) up to the scattering front face x = 0
with values in functions Schwartz in (X, Y ) for (X, Y ) 6= 0, conormal to the diagonal
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(X, Y ) = 0. Thus NF is a scattering pseudodifferential operator of order (−1, 0) on
Ω, i.e. NF ∈ Ψ−1,0sc (Ω), in the sense of Melrose’s scattering calculus, see [48, Section 2]
and [29].
Let scT ∗Ω be the scattering cotangent bundle over Ω whose basis is {dx
x2
, dy
x
} with dy
x
a short notation for (dy1
x
, · · · , dyn−1
x
). We denote the dual space, the scattering tangent
bundle, by scTΩ with the basis {x2∂x, x∂y}. We are interested in the asymptotic
behavior of the principal symbol of NF acting on (z, ζ) ∈ scT ∗Ω, z = (x, y). We will
show that NF , as a scattering pseudodifferential operator, is (fully) elliptic in the sense
that its principal symbol is positive definite at both the fiber infinity of scT ∗Ω, i.e. when
|ξ| is sufficiently large, and the finite points of scT ∗Ω, in particular when x is sufficiently
close to 0, while |ξ| is relatively small comparing with x−1. Since the Schwartz kernel
KF is smooth in (x, y) down to x = 0, it suffices to investigate the principal symbol
at x = 0. Once we show the full ellipticity at x = 0, by smoothness on x, the same
result holds in an open neighborhood of O = Ω∩M in Ω assuming that c > 0 is small
enough.
Notice that the two terms with respect to Γ+ and Γ− in (4.7) have the same contri-
bution to the Fourier transform of KF , so we can ignore Γ−. We have thus proved the
following result.
Lemma 4.1. The Schwartz kernel of NF in the interior of the scattering front face
x = 0 equals
(4.8)
KbF (y,X, Y ) = e
−FX |Y |−n+1(W ∗W )(0, y, 0, Yˆ )χ
(
X − κ(0, y, 0, Yˆ )|Y |2
|Y | , y, Yˆ
)
.
From now on we denote (X − κ|Y |2)/|Y | by S and X/|Y | by S˜.
We denote the principal symbol of NF at fiber infinity by σp(NF ) and the principal
symbol at finite points by σsc(NF ).
Proposition 4.2. Suppose χ ∈ C∞c (R), χ ≥ 0 with χ > 0 near 0, then NF is elliptic
at fiber infinity of scT ∗Ω.
Proof. To study the principal symbol at fiber infinity, we need to evaluate the Fourier
transform of the Schwartz kernel in (X, Y ) as |ζ | → ∞ with ζ = (ξ, η) the Fourier
dual variables of (X, Y ), see also the proof of [48, Proposition 3.3]. In particular
it is of conormal singularity at the diagonal (X, Y ) = 0. Changing the coordinates
(X, Y )→ (|Y |, S˜, Yˆ ), in view of the compact support of χ, the leading order behavior
of the Fourier transform as |ζ | → ∞ is encoded in the integration of the restriction of
the Schwartz kernel to the front face of the blow-up of the diagonal (by inserting a cutoff
function in |Y | concentrating around 0 without affecting the principal symbol) along the
orthogonal equatorial sphere corresponding to ζ , i.e. those (S˜, Yˆ ) with ξS˜ + η · Yˆ = 0.
Notice that the singular factor |Y |−n+1 in the kernel is canceled after the coordinates
change. Moreover, since the front face of the lifted diagonal is defined by |Y | = 0, the
extra vanishing factor κ|Y | in S = S˜ − κ|Y | can be dropped at the front face.
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The above analysis implies the principal symbol is essentially the following matrix
(4.9) |ζ |−1
∫
ζ⊥∩(R×Sn−2)
(W ∗W )(0, y, 0, Yˆ )χ(S˜) dS˜dYˆ .
SinceW is invertible, W ∗W χ is a positive semi-definite Hermitian matrix-valued func-
tion. In particular, under our assumption on χ and n > 2 we can always find some
(S˜, Yˆ ) orthogonal to ζ such that χ(S˜) > 0, i.e. there exists (S˜, Yˆ ) orthogonal to ζ such
that for any non-zero f = (f1, · · · , fN)T ,(
σp(NF )f, f
)
=
∫
ζ⊥∩(R×Sn−2)
∣∣∣W (0, y, 0, Yˆ )f ∣∣∣2χ(S˜) dS˜dYˆ > 0,
in other words the principal symbol σp(NF ) is positive definite. Therefore the operator
NF is elliptic at fiber infinity. 
Then we study the principal symbol of NF at finite points of
scT ∗Ω. The exponential
weights and properly chosen cut-off function χ can help us eliminate possible issues of
the principal symbol near the zero section of scT ∗Ω. In particular, we show that the
boundary principal symbol matrix is bounded below in absolute value by c〈(ξ, η)〉−1,
some c > 0.
Proposition 4.3. For F > 0 there exists χ ∈ C∞c (R), χ ≥ 0, χ(0) = 1, such that NF
is elliptic at finite points of scT ∗Ω.
Proof. In order to find a suitable χ to make NF elliptic at finite points, we make use
of the strategy of [48] and its appendix, namely we first do the calculation for χ(s) =
e−s
2/(2F−1κ) with F > 0 (here we need the positivity of κ), so χˆ(·) = c√F−1κe−F−1κ|·|2/2
for appropriate c > 0. The Fourier transform of KbF in X , FXKbF (y, ξ, Y ), is a non-zero
multiple of
(4.10) |Y |2−n(W ∗W )(0, y, 0, Yˆ )(F−1κ) 12 e−F−1(ξ2+F 2)κ|Y |2/2,
where κ = κ(0, y, 0, Yˆ ).
Now we use polar coordinates to compute the Fourier transform of (4.10) in Y up
to some non-zero multiple. We denote F
−1(ξ2+F 2)
2
by b, then
FY (FXKbF )(y, ξ, η)
≃
∫
e−iη·Y |Y |2−n(W ∗W )(0, y, 0, Yˆ )κ1/2e−bκ|Y |2 dY
=
∫ +∞
0
∫
Sn−2
e−iη·Yˆ |Y ||Y |2−n(W ∗W )(0, y, 0, Yˆ )κ1/2e−bκ|Y |2|Y |n−2 d|Y |dYˆ
≃
∫
Sn−2
b−1/2(W ∗W )(0, y, 0, Yˆ )e−|η·Yˆ |
2/4bκ dYˆ ,
here ≃ means equal up to some multiple.
We denote (ξ2 + F 2)1/2 by 〈ξ〉, then σsc(NF )(y, ξ, η) is a constant multiple of
〈ξ〉−1
∫
Sn−2
(W ∗W )(0, y, 0, Yˆ )e−|
η
〈ξ〉
·Yˆ |2/2F−1κ(0,y,0,Yˆ ) dYˆ .
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Under our assumption κ(0, y, 0, Yˆ ) > 0, thus there exist positive c1, c2 that depend on
y and are locally uniform such that 0 < c1 ≤ κ ≤ c2. We denote the smallest eigenvalue
of W ∗W by σmin, since W ∗W is a positive definite Hermitian matrix, similar bounds
hold for σmin. It is easy to see that the symbol is elliptic. Moreover, we study the joint
(ξ, η)-behavior of σsc(NF )(y, ξ, η).
When |η|〈ξ〉 is bounded from above, then 〈ξ〉−1 is equivalent to 〈(ξ, η)〉−1 in this region
in terms of decay rates,(
(
∫
Sn−2
W ∗W (0, y, 0, Yˆ )e−|
η
〈ξ〉
·Yˆ |2/2F−1κ(0,y,0,Yˆ )
dYˆ )f, f
)
≥
∫
Sn−2
(
σmin(0, y, 0, Yˆ )|f |2
)
e−c|
η
〈ξ〉
|2 dYˆ
≥
(∫
Sn−2
C ′e−C
′′
dYˆ
)
|f |2 = C|f |2.
Thus (σsc(NF )(y, ξ, η)f, f) ≥ C〈ξ〉−1|f |2 ≃ C〈(ξ, η)〉−1|f |2.
When |η|〈ξ〉 is bounded from below, in which case 〈(ξ, η)〉−1 is equivalent to |η|−1 in
terms of decay rates, we write Yˆ = (Yˆ ‖, Yˆ ⊥) according to the orthogonal decomposition
of Yˆ relative to η|η| , where Yˆ
‖ = Yˆ · η|η| , and dYˆ is of the form a(Yˆ ‖)dYˆ ‖dθ with
θ = Yˆ
⊥
|Yˆ ⊥| , a(0) = 1. Then(
(
∫
Sn−2
W ∗W (0, y, 0, Yˆ )e−|
η
〈ξ〉
·Yˆ |2/2F−1κ(0,y,0,Yˆ ) dYˆ )f, f
)
≥
∫
Sn−2
(
σmin(0, y, 0, Yˆ )|f |2
)
e−c|
η
〈ξ〉
·Yˆ |2 dYˆ
≥C ′
(∫
R
∫
Sn−3
e−c(Yˆ
‖ |η|
〈ξ〉
)2a(Yˆ ‖) dθdYˆ ‖
)
|f |2
=C ′
(〈ξ〉
|η|
∫
R
{ |η|
〈ξ〉e
−c(Yˆ ‖ |η|
〈ξ〉
)2
}
a(Yˆ ‖) dYˆ ‖
∫
Sn−3
dθ
)
|f |2.
(4.11)
Since |η|〈ξ〉e
−c(Yˆ ‖ |η|
〈ξ〉
)2 → δ0 in distributions as |η|〈ξ〉 → ∞, the last term in (4.11) is equal
to C ′ 〈ξ〉|η|
∫
Sn−3
dθ = 2C 〈ξ〉|η| (for some C > 0) modulo terms decaying faster as
|η|
〈ξ〉 → ∞.
In particular, there is K > 0, such that
C ′
∫
R
{ |η|
〈ξ〉e
−c(Yˆ ‖ |η|
〈ξ〉
)2
}
a(Yˆ ‖) dYˆ ‖
∫
Sn−3
dθ ≥ C
for |η|〈ξ〉 ≥ K. (Note that the integral on Sn−3 uses very strongly the assumption n ≥ 3;
when n = 3, dθ is the point measure.) Thus (σsc(NF )(y, ξ, η)f, f) ≥ C 1〈ξ〉 〈ξ〉|η| |f |2 =
C|η|−1|f |2 ≃ C〈(ξ, η)〉−1|f |2.
Therefore we deduce that σsc(NF )(y, ξ, η) is bounded below by c〈(ξ, η)〉−1 for some
c > 0, i.e. the ellipticity claim for the case that χ is a Gaussian. Now we pick a
sequence χk ∈ C∞c (R) which converges to the Gaussian in Schwartz functions, then
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the Fourier transforms χˆk converge to χˆ. One concludes that for some large enough
k, if we use χk to define the operator NF , then the Fourier transform of K
b
F , i.e. the
boundary principal symbol, still has lower bounds c′〈(ξ, η)〉−1, c′ > 0, as desired. 
The full ellipticity implies Fredholm properties of NF between appropriate Sobolev
spaces Hs,rsc (Ω) corresponding to the scattering structure, see [48, Sections 2.1, 2.2]. As
discussed in [48, Section 2.4], for our case, NF is fully elliptic in an open neighborhood
U ofO in Ω, then there is a local parametrix P ∈ Ψ1,0sc (Ω) ofNF such that PNF = Id+R
with R ∈ Ψ0,0sc (Ω), locally smoothing (i.e. in Ψ−∞,−∞sc ) over some open subset U ′ of U
with compact closure, containing O.
Proof of Theorem 1.3. By Proposition 4.2 and Proposition 4.3, we have that NF ∈
Ψ−1,0sc is elliptic both in the sense of the standard principal symbol (fiber infinity), and
the scattering principal symbol (finite points). Then we can apply the argument of
[48, Section 3.7]. Concretely, by the Fredholm properties of NF , the space of elements
of the kernel of NF supported in O, KerNF ∩ {f ∈ Hs,rsc (Ω) : supp f ⊂ O}, is of finite
dimension. The result is uniform in c small, by the arguments in [48, Section 2.5], the
operator PNF = Id+R is indeed invertible on elements of the kernel of NF supported
in O for sufficiently small c, i.e. this subspace of the kernel of NF is actually trivial, and
further the following stability estimate holds on the space {f ∈ Hs,rsc (Ω) : supp f ⊂ O}
‖f‖Hs,rsc (Ω) ≤ C‖NFf‖Hs+1,rsc (Ω).
Finally, when supp f is uniformly away from x = 0, so supp f ∩ ∂Ω = ∅, the weighted
Sobolev norms in the above estimate can be replaced by the usual Sobolev norm (i.e.
Hs(O)), thus in view of (4.1) (taking x ≥ c′ > 0 for some c′ < c, so due to the cutoff
χ the integration in λ in (4.1) is on a finite interval)
‖f‖Hs(O) ≤ C1‖e−F/xf‖Hs(O) ≤ C2‖NFe−F/xf‖Hs+1(O) ≤ C3‖IWf‖Hs+1(MO).
This completes the proof of the local invertibility of IW on functions. 
5. Local invertibility for the attenuated ray transform IA
Now we consider the matrix weighted geodesic ray transform of combinations of 1-
forms α and functions f in the particular case that W corresponds to the attenuation
by a connection A and a Higgs field Φ
IA
(
α
f
)
(γ) := IA(α+ f)(γ) =
∫
W (γ, γ˙)(αγ(γ˙) + f(γ)) dt,
where α(γ˙(t)) = αi(γ(t))γ˙
i(t) in local coordinates. As we mentioned in the introduc-
tion,W is only continuous on SOp (smooth in SOp\S(Op∩∂M)), however this is easily
fixed as follows. By extending the metric and (A,Φ) to M˜ (a neighbourhood of M) we
can consider a new solution W˜ to the transport equation (1.3) in M˜ . Its restriction to
SM will be smooth. Since IW (f) = 0 if and only if IW˜ (f) = 0 in what follows we may
just proceed as if W was smooth.
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As before, we denote Ω = {x ≥ 0}. Defining
Q :=
(
IdN×N 0
0 x−1IdN×N
)
,
we consider the following conjugated operator with χ the same as in Section 4 and
even
NF
(
α
f
)
(x, y)
=Q−1e−F/x
∫
R
∫
Sn−2
(
gsc(λ∂x + ω∂y)IdN×N
x−2IdN×N
)
W ∗χ(λ/x)IAeF/xQ
(
α
f
)
(x, y, λ, ω) dλdω
=
(
N11 N10
N01 N00
)(
α
f
)
(x, y),
with
N11α(x, y) = e
−F/x
∫ ∫
gsc(λ∂x + ω∂y)W
∗χ(λ/x)(IAeF/xα)(x, y, λ, ω) dλdω,
N10f(x, y) = e
−F/x
∫ ∫
gsc(λ∂x + ω∂y)W
∗χ(λ/x)(IAeF/xx−1f)(x, y, λ, ω) dλdω,
N01α(x, y) = x
−1e−F/x
∫ ∫
W ∗χ(λ/x)(IAeF/xα)(x, y, λ, ω) dλdω,
N00f(x, y) = x
−1e−F/x
∫ ∫
W ∗χ(λ/x)(IAe
F/xx−1f)(x, y, λ, ω) dλdω.
Here gsc is the scattering metric which locally has the form x
−4dx2 + x−2h(x, y) where
h is a metric on the level sets of x.
Similar to the analysis of [45, Section 3] and the arguments for Lemma 4.1, applying
(4.5) one can get
Lemma 5.1. The Schwartz kernel of NF in the interior of the scattering front face
x = 0 has the form
KbF = e
−FX |Y |−n+1χ(S)
(
K11 K10
K01 K00
)
with
K11 = (S
dx
x2
+ Yˆ
dy
x
)(W ∗W )(0, y, 0, Yˆ )((S + 2κ|Y |)(x2∂x) + Yˆ (x∂y)),
K10 = (S
dx
x2
+ Yˆ
dy
x
)(W ∗W )(0, y, 0, Yˆ ),
K01 = (W
∗W )(0, y, 0, Yˆ )((S + 2κ|Y |)(x2∂x) + Yˆ (x∂y)),
K00 = (W
∗W )(0, y, 0, Yˆ ),
where S = X−κ|Y |
2
|Y | with κ > 0.
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In the above lemma, we use scT ∗Ω×sc TΩ for the endomorphism bundle over scT ∗Ω,
thus each entry of K11 (matrix-valued) is a smooth section of the endomorphism bundle
over scT ∗Ω.
Notice that each Nij , i, j = 0, 1 is a scattering pseudodifferential operator of order
(−1, 0) under the coordinates (x, y, S˜, Yˆ , |Y |), so is NF . As mentioned in Section 4,
the Schwartz kernel of NF is smooth in (x, y) up to x = 0. By choosing c (notice
that the definition of Ω depends on c > 0) sufficiently small, we want to show that
up to some proper gauge, the operator NF is fully elliptic in some neighborhood of
Op = Ω ∩M = {x ≥ 0, ρ ≥ 0} in Ω with compact closure.
We define
dA :=
(
d+ A
Φ
)
.
The natural elements in the kernel of IA are
{dAp : p ∈ C∞(M ;CN), p|∂M = 0}.
It is not difficult to see that dA is elliptic with trivial kernel under the zero Dirichlet
boundary condition. Consider δA the adjoint of dA under the scattering metric gsc, so
δA =
(
δ + A∗ Φ∗
)
. We define the following Witten-type solenoidal gauge
(5.1) e2F/xδAQ−1e−2F/xQ−1
(
α
f
)
= 0.
If we denote eF/xδAQ−1e−F/x by δA,F and Q−1e−F/x
(
α
f
)
by
(
α
f
)
F
, then (5.1) becomes
δA,F
(
α
f
)
F
= 0.
Before moving to the proof of the ellipticity, we compute the principal symbols of the
gauge term δA,F and dA,F , here dA,F = e−F/xQ−1dAeF/x. Let Diff
1,0
sc denote the space
of scattering differential operators of order (1, 0), which has a local basis {x2∂x, x∂y}.
Lemma 5.2. The operator dA,F ∈ Diff1,0sc (Ω;Hom(CN , (scT ∗Ω)N ⊗ CN)) has principal
symbol ξ + iFη⊗
0
 ;
The operator δA,F ∈ Diff1,0sc (Ω;Hom((scT ∗Ω)N ⊗ CN ,CN)) has principal symbol(
ξ − iF ιη 0
)
.
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Proof. Notice that under the scattering cotangent basis {dx
x2
, dy
x
}, we have d = (x2∂x, x∂y).
Consider D := (x2(−i∂x), x(−i∂y)) = (x2Dx, xDy) and A = x2Ax dxx2 + xAy dyx , so
e−F/xQ−1
(
D + A
Φ
)
eF/x =
x2Dx + iF + x2AxxDy + xAy
xΦ

=
x2Dx + iFxDy
0
+ x
xAxAy
Φ
 .
Thus dA,F is a scattering differential operator of order (1, 0) with principal symbolξ + iFη⊗
0
 .
Now the principal symbol of δA,F is given by the adjoint of the one of dA,F under the
inner product of gsc, i.e.
(
ξ − iF ιη 0
)
, which is of order (1, 0) too. 
We analyze the ellipticity of NF at finite points and infinity of
scT ∗Ω when restricted
to the kernel of the principal symbol of δA,F .
Proposition 5.3. NF is elliptic at fiber infinity of
scT ∗Ω when restricted to the kernel
of the principal symbol of δA,F .
Proof. This part is similar to the proof of [45, Lemma 3.4] and Proposition 4.2. By
Lemma 5.1 we get that the principal symbol is essentially the following matrix
(5.2) |ζ |−1
∫
ζ⊥∩(R×Sn−2)
χ(S˜)
 S˜Yˆ
Id
 (W ∗W )(0, y, 0, Yˆ ) (S˜ 〈Yˆ , ·〉 Id) dS˜dYˆ ,
with S˜ = X/|Y |. We want to show that (5.2) is invertible (positive definite) acting on
the kernel of the principal symbol of δA,F .
Now given a non-zero (v, f), with v = (v0, v′), in the kernel of the standard principal
symbol of δA,F , i.e. v0j ξ + v
′
j · η = 0 for j = 1, · · · , N , we need to show that(
σp(NF )(y, ξ, η)
v0v′
f
 ,
v0v′
f
)
=|ζ |−1
∫
ζ⊥∩(R×Sn−2)
χ(S˜)
∣∣∣W (0, y, 0, Yˆ )(S˜v0 + Yˆ · v′ + f)∣∣∣2 dS˜dYˆ > 0.
Note that
(S˜v0 + Yˆ · v′ + f) =
 S˜v
0
1 + Yˆ · v′1 + f1
...
S˜v0N + Yˆ · v′N + fN
 .
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Since W is invertible, it suffices to show that there exists (S˜, Yˆ ) with χ(S˜) > 0 and
ξS˜ + η · Yˆ = 0, such that S˜v0 + Yˆ · v′ + f 6= 0.
We argue by contradiction. Assume that S˜v0 + Yˆ · v′ + f = 0 for all such (S˜, Yˆ ).
Since χ is even, we get −S˜v0 − Yˆ · v′ + f = 0 too, which implies that S˜v0 + Yˆ · v′ = 0
and f = 0. On the other hand, since f = 0, we must have (v0, v′) non-zero and thus
there exists some 1 ≤ j ≤ N with (v0j , v′j) is non-zero. Since the dimension n is at
least 3 and (ξ, η) 6= 0, we can find n − 1 linearly independent vectors from the set
{(S˜, Yˆ ) : ξS˜ + η · Yˆ = 0, χ(S˜) > 0} such that S˜v0j + Yˆ · v′j = 0 for these vectors.
Notice that the above set might be empty if n = 2. Now taking into account the fact
ξv0j+η ·v′j = 0, by linear algebra, this implies that (v0j , v′j) = 0, which is a contradiction.
Thus the principal symbol (5.2) is positive definite, i.e. NF is elliptic at fiber infinity
when restricted on the kernel of the principal symbol of δA,F . 
Proposition 5.4. NF is elliptic at finite points of
scT ∗Ω when restricted to the kernel
of the principal symbol of δA,F .
Proof. This part is similar to the proof of [45, Lemma 3.5] and Proposition 4.3. Similar
to the case of functions, we will start with χ being a Gaussian function.
Let χ(s) = e−s
2/(2F−1κ), following the calculation in [45] and the function case above,
we get the (X, Y )-Fourier transform of KbF , σsc(NF ), is a non-zero multiple of
(ξ2 + F 2)−1/2×∫
Sn−2
−β(Yˆ · η)Yˆ
Id
W ∗W (0, y, 0, Yˆ ) (−β(Yˆ · η) 〈Yˆ , ·〉 Id) e− |η·Yˆ |22F−1(ξ2+F2)κ dYˆ ,
(5.3)
where β = ξ−iF
ξ2+F 2
.
Given a non-zero (v0, v′, f) in the kernel of the scattering principal symbol of δA,F ,
i.e. v0j (ξ − iF ) + v′j · η = 0 for j = 1, · · · , N , we want to show that
(
σsc(NF )(y, ξ, η)
v0v′
f
 ,
v0v′
f
)
=c (ξ2 + F 2)−1/2×∫
Sn−2
∣∣∣W (0, y, 0, Yˆ )(−β(Yˆ · η)v0 + Yˆ · v′ + f)∣∣∣2e− |η·Yˆ |22F−1(ξ2+F2)κ dYˆ > 0.
Now the argument is similar to that of Proposition 5.3. We only need to show that
there exists Yˆ ∈ Sn−2 such that −β(Yˆ · η)v0 + Yˆ · v′ + f 6= 0. Assume that −β(Yˆ ·
η)v0+ Yˆ · v′+ f = 0 for all Yˆ . Then β(Yˆ · η)v0− Yˆ · v′+ f = 0 too, which implies that
−β(Yˆ · η)v0 + Yˆ · v′ = 0 and f = 0. Now since (v0, v′, f) 6= 0 but f = 0, we see that
(v0, v′) is non-zero and thus there exists some 1 ≤ j ≤ N with (v0j , v′j) non-zero. Since
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v0j (ξ − iF ) + v′j · η = 0 and F 6= 0,
(5.4) 0 = −β(Yˆ · η)v0j + Yˆ · v′j =
1
ξ2 + F 2
(η · v′j)(Yˆ · η) + Yˆ · v′j
for all Yˆ . Let Yˆ ⊥ η, (5.4) implies Yˆ · v′j = 0, i.e. v′j = cη for some c ∈ R. If η = 0,
then v′j = 0 too. If η 6= 0, let Yˆ = η/|η|, then (5.4) implies c ξ
2+F 2+|η|2
ξ2+F 2
|η| = 0. Now
both ξ
2+F 2+|η|2
ξ2+F 2
and |η| are non-zero, we conclude that c = 0, i.e. v′j = 0. Consequently
v0j = −(ξ− iF )−1(v′j ·η) = 0, so (v0j , v′j) = 0, which is a contradiction. This implies that
the scattering principal symbol (5.3) is positive definite when restricted to the kernel
of the principal symbol of δA,F .
Moreover, by applying an argument similar to Proposition 4.3, it is not difficult to
see that (
σsc(NF )(y, ξ, η)
v0v′
f
 ,
v0v′
f
) ≥ C〈(ξ, η)〉−1∣∣∣
v0v′
f
∣∣∣2,
for some C > 0. This is the desired bound for ellipticity.
Now by a similar approximation argument, we can find a smooth, even χ with
compact support such that for this specific χ the operator NF is elliptic at finite points
of the bundle scT ∗Ω when restricted to the kernel of the principal symbol of δA,F . 
We combine Propositions 5.3 and 5.4 to achieve the following ellipticity result, its
proof is quite straightforward.
Proposition 5.5. There exist a neighborhood O˜ of Op in Ω, a cutoff function χ ∈
C∞c (R) and an operator P ∈ Ψ−3,0sc (Ω) such that
NF + dA,FPδA,F ∈ Ψ−1,0sc (Ω; (scT ∗Ω)N ⊗ CN , (scT ∗Ω)N ⊗ CN)
is elliptic in O˜.
Proof. Note that in Propositions 5.3 and 5.4, the analysis of the principal symbol of
NF is at ∂Ω = {x = 0}, thus by the smooth dependence on (x, y) the ellipticity of NF
(up to the solenoidal gauge) holds in some small neighborhood O˜ of ∂Ω ∩ ∂M in Ω,
with compact closure. In particular by taking c > 0 sufficiently small, we can make O˜
contain Op.
Let P be a scattering pseudodifferential operator with the scattering principal symbol
(ξ2 + F 2 + |η|2)−3/2, thus P has positive principal symbol and P ∈ Ψ−3,0sc (Ω). We
use σ⋆ to represent both the standard and scattering principal symbols, given any
h = (v0, v′, f), assume that(
σ⋆(NF + dA,FPδA,F )h, h
)
= (σ⋆(NF )h, h) + σ⋆(P )|σ⋆(δA,F )h|2 = 0.
Since (σ⋆(NF )h, h) is non-negative, we get that (σ⋆(NF )h, h) = 0 and σ⋆(δA,F )h = 0.
Now the proof of Propositions 5.3 and 5.4 implies h = 0. Therefore NF + dA,FPδA,F is
elliptic. 
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Similar to Theorem 1.3, the ellipticity result of Proposition 5.5 gives the following
stable invertibility of IA under the solenoidal gauge. Its proof is similar to the one of
Theorem 1.3, so we omit it.
Corollary 5.6. For sufficiently small c > 0 and any F > 0, s ≥ 0, given h = α+ f ∈
Hs(TOp;C
N)⊕Hs(Op;CN) with α a 1-form, if δA,FhF = 0 in Op, then the Hs−1 norm
of h restricted to any compact subset of Op is controlled by the H
s norm of IAh|MOp .
Finally we need to rephrase the above invertibility result in a gauge free way, the
argument is a direct modification of the one for the standard tensor tomography from
[45, section 4]. Recalling from the argument there, one needs to consider the ‘solenoidal
Witten Laplacian’ ∆A,F = δA,FdA,F on various regions U in Ω with Op ⊂ U , ∂U =
∂Ω∪∂intU , where ∂intU is the part of the boundary of U contained in the interior of Ω,
i.e. the interior boundary, so U are manifolds with corners. In particular, ∂intU could
be ∂M or another further away hypersurface in Ω\M .
If ∆A,F is invertible with Dirichlet boundary condition imposed on ∂intU , we can
decompose hF :=
(
α
f
)
F
into
hF = SA,FhF + PA,FhF ,
where PA,F = dA,F∆−1A,F δA,F . Thus we denote PA,FhF by dA,FpF = Q−1e−F/xdAp with
p|∂Op∩∂M = 0, then given h =
(
α
f
)
IAh = IA(eF/xQhF ) = IA(eF/xQ(hF − dA,FpF )) = IA(eF/xQSA,FhF ).
Notice that δA,F (SA,FhF ) = 0, by Corollary 5.6 if IAh = 0 we have SA,FhF = 0, i.e.
hF = dA,FpF or h = dAp for some function p with p|∂Op∩∂M = 0 which is exactly the
natural kernel of IA. So one just needs to show that ∆A,F is invertible with Dirichlet
boundary condition imposed on the interior boundary, however this is immediate from
the argument of [45, Section 4]. Note that as stated in Lemma 5.2, dA,F , δA,F has
similar principal symbols as the ones of dsF and δ
s
F in [45] respectively, thus ∆A,F and
∆F = δ
s
Fd
s
F have the same principal symbol. It was already shown in [45] that ∆F is
invertible. Moreover the stable determination arguments of [45, Section 4] work in a
similar way for our X-ray transform IA, i.e. h − dAp is stably controlled by IAh on
any compact subsets of Op, with a reconstruction formula, this completes the proof of
Theorem 1.5. 
6. Proof of the global result for IA
We will now give the proof of Theorem 1.6. If U is a connected open subset ofM and
f : U → R is a smooth strictly convex exhaustion function, we will use the notation
U≥t = {x ∈ U ; f(x) ≥ t},
U>t = {x ∈ U ; f(x) > t}, etc.
The following simple lemma will be useful in gluing local constructions to global ones.
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Lemma 6.1. Let (M, g) be compact with strictly convex boundary, let U ⊂ M be a
connected open set, and let f : U → R be a smooth strictly convex exhaustion function.
Given x0 ∈ U , any geodesic γ in M satisfying γ(0) = x0 and df(γ˙(0)) ≥ 0 stays in the
set U≥f(x0) and reaches ∂M in finite time.
Proof. Let x0 ∈ U , let v0 ∈ Sx0M satisfy df(v0) ≥ 0, and let γ : [0, T ] → M be the
geodesic with γ(0) = x0 and γ˙(0) = v0 where T is the first time when γ reaches the
boundary (if it does not, set T =∞). Then h(t) = f(γ(t)) satisfies
h(t) = h(0) + h′(0)t+
1
2
h′′(c(t))t2
where c(t) ∈ [0, t]. Since h′(0) ≥ 0 and h′′ > 0, h is strictly increasing. Therefore
f(γ(t)) ≥ f(x0) for any t ∈ [0, T ], which implies that γ(t) stays in the set U≥f(x0).
It remains to show that T < ∞. If f(x0) > inf f the set U≥f(x0) is compact and by
strict convexity h(t) ≥ h(0)+ ct2 for some c > 0, showing that γ reaches the boundary
in finite time (otherwise f would not be bounded from above, contradicting Lemma
2.5). On the other hand, if f(x0) = inf f then Lemma 2.5 shows that U = M , f is
strictly convex in M , and any geodesic reaches the boundary in finite time. 
We will next establish the following result. It only differs from Theorem 1.6 by
recovering h up to gauge in the set U>a, which may be slightly smaller than U .
Proposition 6.2. Let (M, g) be a compact manifold with strictly convex boundary and
dim(M) ≥ 3, let U be a connected open subset of M , and let f : U → R be a smooth
strictly convex exhaustion function with a = infU f . Let (A,Φ) be a GL(N,C)-pair
in U and suppose h(x, v) = f(x) + αx(v) where f ∈ C∞(U,CN) and α is a smooth
CN -valued 1-form in U . If
(IAh)(γ) = 0 for any geodesic γ in U with endpoints on ∂M,
then
f = Φp and α = dp+ Ap in U>a
for some p ∈ C∞(U>a,CN) with p|∂M = 0.
Proof. By Lemma 2.5, f has no critical points in U>a. Let b = supU f and consider
the set
I = {t ∈ (a, b) ; h|U≥t = (X + A+ Φ)vt for some vt ∈ C∞(U≥t,CN)
with vt|U≥t∩∂M = 0}.
We will show that
(1) (b− ε, b) ⊂ I for some ε > 0;
(2) if c ∈ I, then (c− ε, c) ⊂ I for some ε > 0;
(3) if (c, b) ⊂ I for some c > a, then c ∈ I.
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These facts imply that I = (a, b) by connectedness. It follows that for any t ∈ (a, b)
there is vt ∈ C∞(U≥t,CN) with h|U≥t = (X + A + Φ)vt and vt|U≥t∩∂M = 0. If s ≤ t,
then vs − vt satisfies
(X + A+ Φ)(vs − vt) = 0 in U≥t, vs − vt|U≥t∩∂M = 0.
Lemma 6.1 ensures that for any z ∈ U≥t there is a geodesic in U≥t connecting z to
∂M . On this geodesic the equation (X + A + Φ)(vs − vt) = 0 becomes an ODE, and
uniqueness of solutions implies that (vs − vt)(z) = 0. Thus vs = vt in U≥t whenever
s ≤ t. Defining a function p ∈ C∞(U>a,CN) by p|U≥t = vt for t > a, it follows that
h = (d+ A + Φ)p in U>a, p|U>a∩∂M = 0.
It remains to show (1)–(3).
Proof of (1). We note that f−1(b) = U≥b is compact, nonempty by Lemma 2.5, and
f−1(b) ⊂ ∂M since f cannot attain a maximum at an interior point by strict convexity.
The local uniqueness result, Theorem 1.5, shows that for any p ∈ f−1(b) there exists a
neighbourhood Op in M and a function vp ∈ C∞(Op) satisfying
h|Op = (X + A+ Φ)vp, vp|Op∩∂M = 0.
Possibly after shrinking the neighbourhoods, we may assume that each Op is of the
form {γz(t) ; z ∈ Γ, t ∈ [0, ε)} for some open Γ ⊂ ∂M and some ε > 0 where γz is the
inner normal geodesic to ∂M through z.
By compactness f−1(b) ⊂ V where V = ∪mj=1Opj for some p1, . . . , pm ∈ f−1(b). Now
if Opj ∩ Opk 6= ∅, then
(X + A+ Φ)(vpj − vpk) = 0 in Opj ∩ Opk , vpj − vpk |(Opj∩Opk )∩∂M = 0.
Evaluating the equation along normal geodesics shows that vpj = vpk in Opj ∩ Opk .
Thus there exists v ∈ C∞(V ) with
h|V = (X + A+ Φ)v, v|V ∩∂M = 0.
Since U≥b−ε ⊂ V for some ε > 0, we have (b− ε, b) ∈ I. This proves (1).
We observe that the argument proving (1) also gives the following stronger result
(using that U≥t ∩ ∂M is compact):
(1’) For any t > a there exists a neighbourhood V of U≥t ∩ ∂M in U and a function
v ∈ C∞(V,CN) such that
h|V = (X + A+ Φ)v, v|V ∩∂M = 0.
Proof of (2). Let c ∈ I, which implies that there is v˜ ∈ C∞(U≥c,CN) so that
h|U≥c = (X + A+ Φ)v˜, v˜|U≥c∩∂M = 0.
By (1’), for any p ∈ f−1(c)∩∂M there exists a neighborhood Op and vp ∈ C∞(Op,CN)
so that
h|Op = (X + A+ Φ)vp, vp|Op∩∂M = 0.
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We wish to glue the functions v˜ and vp together. Since (d + A + Φ)(v˜ − vp) = 0 in
Op ∩ U≥c with zero boundary values on ∂M , one has v˜ − vp|Op∩U≥c = 0 provided that:
(6.1) For any x ∈ Op ∩ U≥c, some smooth curve in Op ∩ U≥c connects x to ∂M .
To arrange this, extend (M, g) and f smoothly near p, let (x′, xn) be semigeodesic
coordinates for f−1(c) near p, and define
Op = {(x′, xn) ; |x′| < δ, |xn| < δ} ∩M.
If δ > 0 is small enough, the set
Op ∩ U≥c = {(x′, xn) ; |x′| < δ, 0 ≤ xn < δ} ∩M
will be connected, showing that (6.1) holds. Thus we can glue the functions v˜ and vp to
obtain a smooth extension, also denoted by v˜, to U≥c∪V where V is some neighborhood
of f−1(c) ∩ ∂M , so that
h|U≥c∪V = (X + A + Φ)v˜, v˜|(U≥c∪V )∩∂M = 0.
Now we consider the case where p ∈ f−1(c)∩M int. For any such p, the manifold U≤c
has a smooth and strictly convex boundary near p since df(p) 6= 0. If η is any short,
close to tangential, geodesic in U≤c near p, then strict convexity and Lemma 6.1 show
that η can be uniquely extended as a geodesic γ : [0, T ] → M so that, for some t1, t2
with 0 < t1 < t2 < T ,
γ|[0,t1] goes from ∂M to f−1(c) in U≥c,
γ|[t1,t2] is a reparametrization of the short geodesic η in U≤c, and
γ|[t2,T ] goes from f−1(c) to ∂M in U≥c.
Since γ stays in U , we have (IAh)(γ) = 0 by assumption. Choose an arbitrary smooth
extension of v˜ to M , and also denote this extension by v˜. Then trivially (IA((X +A+
Φ)v˜))(γ) = 0 for all such γ. It follows that
(IA(h− (X + A+ Φ)v˜))(γ) = 0
for any γ generated by a short geodesic η in U≤c near p. Since h−(X+A+Φ)v˜|U≥c = 0,
this implies that
(I
(c)
A (h− (X + A+ Φ)v˜|U≤c))(η) = 0
for any short geodesic η near p, where I
(c)
A is the attenuated ray transform in U≤c near
p. The conditions of the local result, Theorem 1.5, are satisfied. Thus the local result
implies that for any p ∈ f−1(c) ∩M int there exists a neighborhood Op in U≤c and a
function vp ∈ C∞(Op) such that
h− (X + A+ Φ)v˜|Op = (X + A+ Φ)vp, vp|Op∩f−1(c) = 0.
If (x′, xn) are semigeodesic coordinates for f−1(c) near p, after possibly shrinking Op
we may assume that Op is of the form {(x′, xn) ; |x′| < δ, −δ < xn ≤ 0} for some δ > 0.
Write wp = v˜ + vp in Op, and consider the function
vˆ =
{
v˜ in U≥c ∪ V ,
wp in Op with p ∈ f−1(c) ∩M int.
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If we can show that vˆ is well defined in the overlaps and smooth, (2) will follow since
then vˆ is a smooth function in some neighborhood W of U≥c in U>a and satisfies
h|W = (X + A+ Φ)vˆ, vˆ|W∩∂M = 0.
Let p ∈ f−1(c) ∩M int. Writing (x′, xn) for semigeodesic coordinates for f−1(c) near p,
it follows that
∂xnwp + (A(∂xn) + Φ)wp = h(x, ∂xn), xn < 0,
∂xn v˜ + (A(∂xn) + Φ)v˜ = h(x, ∂xn), xn > 0,
wp|xn=0 = v˜|xn=0.
Inductively we see that ∂jxnwp|xn=0 = ∂jxn v˜|xn=0 for all j ≥ 0. This shows that vˆ will be
smooth across f−1(c) away from ∂M . It remains to show that if p ∈ f−1(c)∩M int ∩V ,
then wp = v˜ in Op ∩ V . But since Op is of the form {|x′| < δ, −δ < xn ≤ 0} in
semigeodesic coordinates and since V was constructed as described after (6.1), we can
connect any x ∈ Op∩V to f−1(c) by a smooth curve in Op∩V . Thus wp and v˜ solve the
same ODE along this curve with matching boundary values on f−1(c), which finally
shows that vˆ is well-defined and smooth. This concludes the proof of (2).
Proof of (3). Suppose that (c, b) ⊂ I where c > a. The gluing procedure described
after the conditions (1)–(3) ensures that there is w ∈ C∞(U>c,CN) so that
h = (d+ A+ Φ)w in U>c, w|U>c∩∂M = 0.
It is enough to show that w has an extension w˜ ∈ C∞(U≥c,CN). Denote by W the
solution of
XW −W (A+ Φ) = 0 in Ec, W |Ec∩∂(SM) = id
where Ec = {(x, v) ∈ SM ; x ∈ U≥c, df |x(v) ≥ 0}. By Lemma 6.1, W is smooth in
Ec \ S(∂M). Since X(Ww) =W (X + A+ Φ)w =Wh in SU>c ∩ Ec, it follows that
w(x) = −W (x, v)−1
∫ τ(x,v)
0
(Wh)(ϕt(x, v)) dt, x ∈ U>c, df |x(v) ≥ 0.
Denote by w˜(x) the right hand side evaluated at (x, v) = (x, Y (x)) where Y is a
smooth vector field in U≥c with df(Y ) ≥ 0 and Y |∂M nontangential (one can take
Y = ∇f/|∇f | away from ∂M and apply a partition of unity). Then w˜ ∈ C∞(U≥c,CN)
satisfies w˜|U>c = w, giving the required extension. 
Proof of Theorem 1.6. Let U ⊂M be a connected open set, let f : U → R be a smooth
strictly convex exhaustion function, and assume that (IAh)(γ) = 0 for any geodesic γ
in U having endpoints on ∂M . Let a = inf f and b = sup f .
Now Proposition 6.2 proves the theorem if U>a = U . By Lemma 2.5 the only other
possible scenario is the case where U = M , f is smooth and strictly convex in M , and
U>a = M \{z0} where z0 is the unique minimum point of f . Now M is nontrapping by
Lemma 2.1; since ∂M is strictly convex too, the fact that IAh = 0 and the regularity
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result [33, Proposition 5.2] show that there exists u ∈ C∞(SM) satisfying the transport
equation
(6.2) (X + A + Φ)u = −h in SM, u|∂SM = 0.
Also by Proposition 6.2 there is p ∈ C∞(M \ {z0}) with
(X + A + Φ)p = h in S(M \ {z0}), p|∂M\{z0} = 0.
Thus u+ p satisfies
(X + A+ Φ)(u+ p) = 0 in S(M \ {z0}), u+ p|∂S(M\{z0}) = 0.
By Lemma 6.1, for any z ∈M \{z0} there is a smooth geodesic in M \{z0} connecting
z to the boundary. The equation for u+ p then implies that
u+ p = 0 in S(M \ {z0}).
Finally, since p only depends on x, the same is true for u in S(M \ {z0}). Since u is
smooth in SM we obtain that u ∈ C∞(M), and returning to (6.2) gives that
h = (d+ A+ Φ)p˜ in M, p˜ ∈ C∞(M), p˜|∂M = 0
with p˜ = −u. 
7. Nonlinear problem for connections and Higgs fields
Now we consider the nonlinear problem of determining a connection and a Higgs
field from the corresponding scattering relation. Theorem 1.1 follows from Theorem
1.6 by introducing a pseudo-linearization. The argument is carried out in detail in [33,
Section 8]. Instead of repeating it here, we shall explain how to use it to prove the
following nonlinear local problem.
Theorem 7.1. Assume ∂M is strictly convex at p ∈ ∂M . Let A and B be two
connections, let Φ and Ψ be two Higgs fields, and write A = A + Φ and B = B + Ψ.
If CA = CB near Sp∂M , then there exist a neighborhood Op of p in M and a smooth
U : Op → GL(N,C) with U |Op∩∂M = id such that B = U−1dU + U−1AU in Op.
Proof. Let A = A + Φ and B = B + Ψ be two pairs of connections and Higgs fields,
and consider the matrix weights WQ, Q = A, B, which satisfy XWQ = WQQ with
WQ|∂+SM = id. We define U = W−1A WB, it is easy to check that U satisfies the
following transport equation
(7.1)
 XU +AU − UB = 0,U |∂+SM = id,
U |∂−SM = C−1A CB.
We rewrite the above transport equation as
X(U − id) +A(U − id)− (U − id)B = B −A,
and define a new connection Aˆ as Aˆ(W ) = AW −WB and a new Higgs field Φˆ as
Φˆ = ΦW −WΨ for any W ∈ C∞(SM ;CN×N). Then for the pair Aˆ = Aˆ+ Ψˆ
X(U − id) + Aˆ(U − id) = B −A.
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Now take into account that CA = CB near Sp∂M , thus (U − id)(x, v) = 0 for (x, v) ∈
∂SM near Sp∂M . This implies that∫
Wˆ (γ(t), γ˙(t))(B −A)(γ(t), γ˙(t)) dt = 0
for γ ∈MOp, where Wˆ is the matrix attenuation associated with Aˆ.
Note that the entries of B−A are pairs of 1-forms and functions. Thus by Theorem
1.5, there exists V ∈ C∞(Op;CN×N) with V |Op∩∂M = 0, such that B −A = dV + AˆV
in Op. This implies that
(X + Aˆ)(U − id− V ) = 0 in SOp, U − id− V |SOp∩∂M = 0.
Consequently U− id = V only depends on x in Op, and by (7.1), B = U−1dU+U−1AU
with U |Op∩∂M = id. 
We can give an alternative proof of the previous theorem using a pseudo-linearization
approach as in [40, 44], which ends up giving the same types of integrals. Given a
geodesic γ : [0, T ] → M , let φ(t) = (γ(t), γ˙(t)) be the corresponding geodesic flow on
SM . Define the matrix-valued function
F (t) =WB(φ(t))W−1A (φ(t)).
Thus
F ′(t) =WB(φ(t))(B(φ(t))−A(φ(t)))W−1A (φ(t)).
By the fundamental theorem of calculus
F (T )− F (0) =
∫ T
0
WB(φ(t))(B(φ(t))−A(φ(t)))W−1A (φ(t)) dt.
By the assumption for γ ∈ MOp, WA(φ(T )) = WB(φ(T )), i.e. F (T ) = F (0) = id, so
we get ∫
γ
WB(φ(t))(B(φ(t))−A(φ(t)))W−1A (φ(t)) dt = 0.
We define the linear transformation (matrix) Wˆ by
WˆU = WBUW−1A , U ∈ C∞(SM ;CN×N ).
Then Wˆ is smooth near Sp∂M and the above integrals over γ actually state that the
following weighted geodesic ray transform of B −A vanishes:∫
γ
Wˆ (B −A) dt = 0, γ ∈MOp.
Now to prove Theorem 7.1, we only need to show that Wˆ is associated with some
connection. First by the definition of Wˆ , it is obvious that Wˆ |∂+SM = id. Given a
matrix-valued function U we have
(XWˆ )U + Wˆ (XU) = X(WBUW−1A ) = WBBUW−1A +WB(XU)W−1A −WBUAW−1A ,
which implies that
(XWˆ )U = Wˆ (BU − UA).
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If we define Aˆ by AˆU = BU − UA, we get exactly XWˆ = Wˆ Aˆ. Theorem 1.5 then
finishes the proof.
8. Further applications
8.1. Quantum state tomography. First we discuss an application of our results
to quantum state tomography [22]. Roughly speaking, quantum state tomography is
concerned with the determination of a quantum mechanical Hamiltonian H (a smooth
function defined on the phase space and taking values in CN×N) from the knowledge of
time evolution of coherent quantum mechanical states through the quantum mechanical
system. It has potential applications in geophysical imaging with neutrinos. Let (M, g)
be a compact Riemannian manifold with smooth boundary and γ : [0, T ] → M be a
geodesic. A point particle moving along the geodesic γ is associated with a quantum
mechanical state Ψγ(t) ∈ CN . The time evolution of the states is governed by the
Schro¨dinger equation
i∂tΨ
γ(t) = H(γ(t), γ˙(t))Ψγ(t).
Then there is a time evolution operator (nondegenerate, matrix-valued) UγH associated
with the Hamiltonian H along γ such that
Ψγ(t2) = U
γ
H(t2, t1)Ψ
γ(t1), t1, t2 ∈ [0, T ],
in particular UγH(t, t) = idN×N . If γ is a geodesic connecting boundary points, i.e.
γ(0), γ(T ) ∈ ∂M , we take all possible initial states Ψγ(0) in CN and measure the
corresponding final states Ψγ(T ), then one can uniquely determine the time evolution
matrix UγH(T, 0). Note that for this case, we can also define the time evolution operator
as
UH(γ(t), γ˙(t)) := U
γ
H(t, 0),
and UH |∂+SM = idN×N . For the sake of simplicity we assume that we have enough data
and we can measure these quantum states individually to determine the time evolution
operator. Our result is about the local unique recovery of the Hamiltonian H from the
time evolution operator UH . We restrict ourselves to the case where H is a combination
of matrix-valued functions and 1-forms on M .
Theorem 8.1. Assume that dim(M) ≥ 3 and ∂M is strictly convex at p ∈ ∂M .
Let H1 = A + Φ and H2 = B + Ψ, where A,B ∈ C∞(TM ;CN×N ) are linear in
v and Φ,Ψ ∈ C∞(M ;CN×N ), be two Hamiltonians with UH1(x, v) = UH2(x, v) for
(x, v) ∈ ∂−SM near Sp∂M . Then there is a neighborhood Op of p in M and a smooth
U : Op → GL(N,C) with U |Op∩∂M = Id such that H2 = U−1dU + U−1H1U in Op.
The proof of Theorem 8.1 is almost identical to that for Theorem 7.1. If one replaces
A by a Hamiltonian H , then UH gives the corresponding ”scattering relation” for H .
Similarly a global determination result holds under the foliation condition.
A related more realistic problem was considered in [22] for the case that H is a
function in a domain in Euclidean space. Our approach generalizes some results of [22]
to the Riemannian setting and to more general Hamiltonians.
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8.2. Polarization tomography. Another application of our main results is related to
polarization tomography. This inverse problem arises in optical tomography of slightly
anisotropic media, and it consists of recovering the anisotropic part of a quasi-isotropic
medium from polarization measurements made around the boundary. The anisotropic
part is represented by a complex matrix function f . We consider the problem in the
Riemannian setting, and f ∈ TC1,1M is a complexified (1, 1) tensor on a Riemannian
manifold (M, g) with boundary. Locally f can be viewed as a complex matrix function
whose size is n× n with n = dimM .
Now given f ∈ TC1,1M , we consider the following equation of a complex vector field
η ∈ TCM along a maximal geodesic γ : [0, T ]→ M ,
Dtη(t) = (Pγ(t),γ˙(t)f)η(t),
where Dt is the covariant derivative along γ(t) and Pz,vf = πz,vfπz,v with πz,v the
orthogonal projection onto the subspace of TCz M perpendicular to v. Given the initial
vector η(0) = η0, we measure the value at the endpoint η(T ). The inverse problem is
to recover f from the polarization measurements η(T ) for all possible γ and η0.
Similarly as in quantum state tomography, we may reformulate the problem by
introducing a time evolution operator U on SM which satisfies the transport equation
XU(z, v) = (Pz,vf)U(z, v), U |∂+SM = id.
It is convenient to consider U as a (1, 1) tensor field that depends on (z, v) ∈ SM , so
locally
U(z, v) = U ij(z, v)∂zi ⊗ dzj ,
which can be viewed as a matrix function on SM . We call U |∂−SM the polarization
data, so the problem can be formulated as recovering f from U |∂−SM . Notice that
the above problem is also a nonlinear inverse problem, in particular the dependence of
Pz,v on v is also nonlinear. This problem has been studied in [32, 38, 20] by pseudo-
linearizations as in Section 7. However, in dimension 3 there is a natural obstruction
to the unique determination of the global problem, see [32]. Here we only consider the
local problem in the case where dim(M) ≥ 5.
By pseudo-linearization, given f1, f2 ∈ TC1,1M and the values of corresponding U1, U2
at ∂−SM , we have the following integral identity for any geodesic γ = γz,v and T ∈
[0, τ(z, v)] with (z, v) = (γ(0), γ˙(0)) ∈ ∂+SM and τ(z, v) the positive exit time of γz,v
U−12 U1(γ(T ), γ˙(T ))− id
=
∫ T
0
Υγt,T
[
U−12 (γ(t), γ˙(t))(Pγ(t),γ˙(t)(f1 − f2))(γ(t))U1(γ(t), γ˙(t))
]
dt
where Υγt1,t2 is the parallel transport of tensors along the geodesic γ from γ(t1) to γ(t2).
This reduces the nonlinear problem to inverting the weighted geodesic ray transform
IU1, U2f(γ) :=
∫
γ
Υγt,τ(z,v)
[
U−12 (γ(t), γ˙(t))(Pγ(t),γ˙(t)f)(γ(t))U1(γ(t), γ˙(t))
]
dt,
see also [32, Section 3]. The microlocal properties of the normal operator NU1, U2 =
I∗U1, U2 ◦ IU1, U2 were studied in [20]. On simple manifolds, NU1, U2 is a pseudodifferential
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operator of order −1, in particular it is elliptic if dim M ≥ 4. As in the nonlinear
problem, IU1, U2 has a nontrivial kernel in dimension 3.
Define W (z, v) = Υ
γz,v
0,τ(z,v)
[
U−12 (z, v)(Pz,v · )U1(z, v)
]
on SM , we consider the follow-
ing operator similar to (4.1) near a strictly convex boundary point:
(NFf)(x, y) = x
−2e−F/x
∫
R
∫
Sn−2
W ∗(x, y, λ, ω)(IU1, U2e
F/xf)(x, y, λ, ω)χ(λ/x) dλdω.
So NF is a scattering pseudodifferential operator of order (−1, 0). Recall the proof
of Proposition 4.2 and 4.3, we want to prove the ellipticity of NF , since U1 and U2
are invertible, it suffices to show that for an arbitrary covector (ξ, η), non-zero f and
v ∈ TCx,yM with f(v) 6= 0 there exists some Yˆ ∈ η⊥ ∩ Sn−2 such that (Px,y,0,Yˆ f)v 6= 0.
Now if the dimension satisfies n ≥ 5, we can always find Yˆ ∈ η⊥ ∩ Sn−2 such that
(0, Yˆ ) ⊥ span {v, f(v)} so
(Px,y,0,Yˆ f)v = πx,y,0,Yˆ fπx,y,0,Yˆ (v) = f(v) 6= 0,
which proves the ellipticity. We thus obtain the following local result for polarization
tomography.
Theorem 8.2. Assume dim(M) ≥ 5 and ∂M is strictly convex at p ∈ ∂M . Let f1 and
f2 be complex matrix-valued functions on M with U1(z, v) = U2(z, v) for (z, v) ∈ ∂−SM
near Sp∂M . Then there exists a neighborhood Op of p in M such that f1 = f2 in Op.
We can also prove a global theorem in this direction (we omit the proof).
Theorem 8.3. Let (M, g) be a compact Riemannian manifold of dimension ≥ 5 and
strictly convex boundary. Suppose (M, g) admits a smooth strictly convex function. Let
f1 and f2 be two complex matrix-valued functions on M with the same polarization
data, i.e. U1(x, v) = U2(x, v) for (x, v) ∈ ∂−(SM). Then f1 = f2.
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