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-4bstract 
Vanden Berghe, G., M. Van Daele and H. De Meyer, A five-diagonal finite-difference method based on 
mixed-type interpolation for computing eigenvalues of fourth-order two-point boundary-value problems, 
Journal of Computational and Applied Mathematics 41 (1992) 359-372. 
A modified finite-difference method based on mixed-type interpo!ation is derived and applied for computing 
eigenvalues of fourth-order two-point boundary-value problems. A parallelized version of the resulting 
algorithm is discussed and implemented on a Helios-based parallel processing transputer system. Some 
numerical experiments are performed. 
Keywords: Eigenvalues; fourth-order two-point boundary-value problem; mixed interpolation; finite-difference 
method. 
i. Iutroduction 
Two-point boundary-value problems involving a fourth-order differential equation and an 
eigenvalue A: 
y(“‘-[Aq(t)-r(t)]y(t)=O, a<t<b, 
y(a) =y(b) =y’(a) =y’(b) = 0, 
(1.1) 
where 9(t), u(t) E C[a, b], 9(t) > 0 and r(t) 2 0 on [a, b], are of certain interest in applied 
mathematics. This differential eigenvalue problem is known to possess real and positive 
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eigenvalues. The analytical solution of the system ( 1.1) for all cl(t) and r(t) cannot be found. 
&cause of the difficulty associated with solving system ( 1.1) analytically one mostly resorts to 
numerical methods for obtaining an approximate solution for the eigenvalues of the problem. 
Many finite-difference methods of orders 2, 4 and 6 for the solution of a two-point boundary- 
value problem associated with a fourth-order linear differential equation have been developed 
analysed in the past by Usmani [11,13-E] who has also developed methods of order 2 and 
4 via quintic and sextic spline functions [12]. For the determination of the eigenvalues 
themselves of equations of the type (1.1) Chawla and Katti [3] and Chawla [2] have presented 
symmetric five-diagonal and seven-diagonal difference methods of respective order 2 and 4. 
The obtained matrix eigenvalue problems have symmetric and positive-definite coefficient 
matrices. This fact ensures that the difference methods correctly approximate the real and 
positive eigenvalues of (1.1). Higher-order symmetric difference methods for equations of the 
type (1.1) have not been derived so far. In [3], for a positive integer N, N 2 4, h = (b - a)/N, t, 
= a + ph. p = 0,. . . , N, and setting yP = y( t,), for p = 2,. . . , N - 2, the differential equation 
( 1.1) is discretized by a so-called central formula 
yJJ-z -4yP-, +6v,-4yP+, +~,+~-h’yj,~‘=t~(h), (1 2) . 
where t,(h)= gh )p L 6 w + o(h9. For t. the following discretization is introduced (begin formula): 
-4y,, -I- 7Y* - 4Yz +Y, - 2iy; - h’yi4’= t,(h), (13) . 
where t,(h) = $h”yf’ + 0(h5). Note that the local truncation error t,(h) has a leading term 
proportional to h’ while for the central formula the local truncation error t,(h) is in first 
instance governed by a h6 term. This large difference in the power of h occurring in t,(h) and 
@I follows from the requirement to work with a symmetric coefficient matrix. For the point 
t,_ 1 one obtains the discretization by writing (1.3) backwards from tN (the so-called end 
form&). Considering (1.21, the begin and end formulae, the method for computing approxima- 
tions A of A of (1.1) is then expressed as a generalized symmetric-matrix eigenvalue problem of 
the form 
(A + h’R)Y - AhJQY = 0, (14) . 
where 
Q1.1 =aN-l&l = 7, ali,k=6, k=2 ,_.., N-2, 
ak.&l= -4, k=l,..., N-2, 2 ,..., N-l, 
%.k -+ z= 1, k=l,..., N-3, 3 ,..., N-l, 
R=diag(r ,,..., rm_,), &=diag(q,,...,q,_,), 
y= (Y:,...,Y,_*)‘. 
In a similar light Chawla [2] has described a symmetric seven-diagonal fourth-order method, 
which has the following form: 
I 
Z I ( - ~,,+,+yp-A+ 12(~,+~+~,-2)-39(~,,, +~&+56~,] 
- h”y;” = t,,(h), (1 5) . 
with t,(h) = -(&$h8y~” + OM”‘). For the points t, and t, the following two discretizations 
were introduced: 
+[-45y,+76y,- 42y, -I- 12y, - y4] - 4hy,‘, + bh4yh4’ - h4yi4’ = t 1( h), (16) . 
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I 27 r, g,, - Qy, + yy2 - 3ciy, + Sy, - y,] + $2~6 - $h”y:4’ - h4yr’ = t2(h), [ (1 7) . 
where 
t,(h) = - &h’yr’ + O(hh), t*(h) = $h’y$‘) + 0( h6). 
Note again the difference by a factor h” between the leading terms in t,(h) and t,(h). The 
discretizations for the points t,_, and tN_2 are obtained from (1.6) and (1.7) by writing these 
backwards from t,. The above discretizations written in matrix form then yield the eigenvalue 
problem 
(B+hjR)Y--Zh4QY=0, (1 8) . 
where 
b 1.1 =bN-l,N_,=$ bz,Z=bN_,N_2=+, bk,A=y, k=3 ,..., N-3, -9 
b 1.2 = b,,, =b,_, N_2=bN_I,N_I = -7, b 
3 ,..., N-2, ’ 
k.k+l = -+, k=2 ,..., N-3, 
b k.k f2 =2, k=l,..., N-3, 3 ,..., N-l, bkk+3=-& k=l,..., N-4, . - 
4 ,...,N- 1, 
and R, Q, Y have the same meaning as in (1.4). All the above formulae are derived by using 
Taylor series expansion methods. 
The aim of the present paper is to construct a new five-diagonal finite-difference scheme 
where the eigenvector solution has some periodic or exponential behaviour, which is not known 
explicitly. For the derivation of the coefficients in this scheme we do not lean upon Taylor’s 
series expansion, but start from a mixed interpolation theory. We consider a mixed type of 
interpolation, introduced in [4], which is not only exact for algebraic polynomials up to degree 
q - 2, but also for trigonometric polynomials of first order with respect to a frequency k. (That 
is, a linear combination of the functions sin kt and cos kt; note that in the case that k is a 
purely imaginary value the last two functions are replaced by ekr and e?) Since the error is 
known at interpolation level [5], the local truncation error of the corresponding difference 
method can be derived easily. To illustrate the strength of the introduced method and 
especially the importance of the knowledge of the error term, a numerical experiment is given. 
It will be shown that an implementation of the proposed algorithm on a parallel computer 
system built up with transputers can lead to a severe amount of time saving. 
2. Derivation of the method 
We recall that the central formula of the method proposed [3] for problems of the type (1.1) 
can be derived from the following identity: 
y(x+2b)-4y(x+b)r6y(x)-4y(x-b)+y(x-2b) 
1 =- 
6 / 
x+2b 
3 (4) (x+2b-t) y (t)dt-$ / 
x+b 
(xi-b - t)“y’“‘(t) dt 
. . __ 
4 -- 
h /,-'(x -b - t)3y’4’(t) dt + $/,-“(x - 2b - t)3y’4’(t) dt. 
X X 
(2 1) . 
This way of working is inspired by the methods described by Lambert [lo] and Henrici tgl for 
first- and second-order differential equations. For rederiving Chawla’s results (1.2) and (1.3) 
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one can choose s = t,, b = iz (h being the steplength) and replace y% 1 by a suitable 
inte lation polynomial of degree (I, using the equidistant points tp, t,_ ,, . . . , tp_+, i.e., 
y@“(t) = 5 (- lf=( ;;,s)vn1y;4), (2 2) . 
m=O 
where 
s= 
t - t, 
h l 
By introducing the above discretizations and the interpolation polynomial in (2.2), it is 
straightforward to derive that 
(I 
Yp* - 4yP, 1 + 6~5, - 4yp_ 1 +J+ = h3 c a,v”~;~‘, (2 3) . 
with 
m=O 
am = $[j’(--5+2J3[( ;‘)+(;)I ds-4/ol(-s+l)‘[( is)+(;)] ds]. 
0 
(2 4) . 
By introducing the generating function 
V(t) = E t&P 
m=O 
and taking into account the definition for cy,, one can easily prove that 
log4(l -t) 1 
t“ 
v(t)= (1_t)” 
By equating similar powers of t on both sides of the above relation one finds 
cyo= 1, a,=o. a,=$, (Y3=t ,... . 
It is quite clear that the central formula of [3] corresponds either to the case 4 = 0 or to the 
case 4 = 1. It is evident that the begin and the end formulae given in [3] can also be derived in 
an analogous way. Since the symmetric methods described in the previous section deliver a 
limited accuracy due to the local truncation errors in begin and end formulae, we prefer here to 
give the derivation of other begin and end formulae whose local truncation errors are 0(h6) 
and which gives rise to 2 xxsymr~etric algebraic eigenvalue problem. We are of course aware 
of the fact that such a scheme will L t provide a priori real and positive eigenvalues. However, 
numerical experiments show that this is the fact in all tested cases and that the numerical 
eigenvalues are good approximations for the eigenvalues of (1.1). Here we start from the 
following identity: 
- yy(x) + 9y(x + b) - ;y(x + 2b) +y(x + 36) 
= 3by'( x) + ;jx+b (x + b - t)3y’4’( t) dr 
X 
3 -- 
4 /x+2b(x + 26 - t)3y’4’(t) dt + ;,(x+3b(x + 36 - t)3y’4’(t) dt. 
X x 
(2 5) . 
G. Vanden Berghe et al. / Finite-difference methods for boundar),-t*ahte problems 363 
Choosing x = t,), b = h, and 
y(Q(t) = i (;)dmy”‘(l,), 
111 =0 
with 
(2 6) . 
t - t, 
S =- 
h ’ 
one obtains 
with 
(I 
- YY, + 9y, - ;y2 +Y, = 3hy;, +h3 c &,@-Y;~), 
tn=O 
(2 7) . 
P,,, = s /I( -s + I)‘( ;) ds - $(-s + 2)“(h) ds + ;i3( -s + 3)3( ;) ds. 
0 
Defining the generating function 
X(t) = i &t”‘, 
tn =o 
one can easily derive the following relation, from which the p-values can be obtained: 
!og4(1 + t) i &P = -3 log(l + t) - y + 9(1 + t) - ;<1 + t)2 + (1 + ?)3. 
!I1 = 0 
The first $-values are 
PO=;, p,=;, Pz=&, 83=-&i, P4=&+* l 
For q = 1 one obtains the begin formula 
11 -- zy,+9y,-~y2+y~=3hy;,+h4(-~y:4’+~yj4’)+i;(h), 
with 
W) = $h6yP) + O(h’). 
(2 8) . 
Again the discretizations in f,__, are obtained from (2.8) by writing this backwards from C,. 
Combining (2.7) with (2.3) for q = 1 leads to the following matrix asymmetric eigenvalue 
problem: 
(C + h4R)Y - Th4QY = 0, (2 9) . 
where 
10 
Cl.1 = CN- l.N- 1 = 10, Cl,2 = C/+1,+2 = - 5 7 Cl.3 =+-l,N-3 = 79 
~~,~=6, k=2 ,..., N-2, Ck,k+l = -4, k=2 ,..., N-2, 
c~,~+~=L k=2 ,..., N-3, 3 ,..., N-2, 
and R, Q, Y have the same meaning as in (1.4). Analogous five-diagonal finite-difference 
schemes have been derived in [6,7]. Their derivation is based upon suitably truncated central- 
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ce formulae for the fourth-order derivative. In that sense the way of deriving (2.9) can 
new. 
of using now the interpolation polynomials of type (2.2) and (2.6) we propose to use 
interpolation function 
q-2 
a cos(kt) + b sin(k) + C Citis (2.10) 
i=o 
en studied in detail by two of the authors [4], and where k is for the moment still a 
ter. It has been proved that this function can be written either in a Newtonian 
forward form of the type (2.2) and (2.61, corrected by two additional terms [4]. By 
can be approximated either by 
- k’+,( t - t, + qh)V”- ‘y;? 
still with 
- k +,, ,( t - t, + qh)Vq$4’- 
t - tp 
s= 
h - 
or by 
rl 
*“Q(t) =: a ; )Amyf2'( to) - k’&q( t - t,,)Aq-‘y~4’ 
m=C 
- k’&q+ ,( t - to + h)Aqyh4’, 
with 
The function &(t Z is defined by the recursion relation 
1 t/h- 1 
i 1 
1 
kR(t) = k’ a-1 = 4 sin*‘~ ~,-Z(’ - h)’ z 
with 8 = hk, and 
2 
W) = F tan 46 sin kt, 
1 
4,(t)= j-p l- 
cos( kt - $0) 
cos +e . 
The above approximations are valid under the condition 
(2.11) 
(2.12) 
(2.13) 
IT 
VI E E: 8 f Iv or equivalently k f h. 
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Moreover, it is also shown in [4,5] that if qkh < T, the error related to (2.11) and (2.12) can be 
written as 
E,(f, t) = h4-1&q(u)[ k2y19+3’(&) +y’9+5’(~)], (2.14) 
with a = t - t, + qh and tp_4 < 6 < t, for the backward formula and Q = t and t, < 5 < t, for 
the forward formula. Substituting (2.11) and (2.14) into (2.1) for the case q = 1 and after the 
straightforward derivation of the four integrals, one obtains the following modified central 
formula: 
16h4 
yP+2 - 4yP+ 1 + 6yP - 4yP_, +Y~+~ = 7sin4@Yb4) + t;(h, k), (2.15) 
where 
It;(h, k)l < h6 I F,(h, k) I I k’yf4’(rl) +y’“‘(rl) 1, (2.16) 
with t p _ 2 < q < t, + 2. The explicit form of F,( h, k ) is for the further discussion of no relevance. 
In an analogous way, by introducing (2.12) and (2.14) into (2.5) and carrying out the integra- 
tions, one obtains t,.re modified begin formula 
Yi4) + t;(h, k), (2.17) 
where 
It;@, k)l G h6 IF,(h, k) I I k%‘“‘(q) +y(')(-q) I, (2.18) 
with t, < q < t2. Again the explicit form of F,(h, k) is irrelevant for the further discussion. The 
end formula is derived by rewriting (2.17) backwards from t,. The boundaries for the error 
terms tJh, k) and t;(h, k) follow from the in troduction of (2.14) under the integral signs 
occurring in the right-hand side of (2.1) (6 = h and x = t,) and (2.5) (b = h and x = toI. Notice 
that in the limit k + 0 w 8 --) 0, (2.15) and (2.17) reduce respectively to the classical relations 
(1.2) and (2.8). 
Combining the central, begin and end formulae results in the following matrix form: 
(C(e)+h4R)Y-fh4QY=0, (2.19) 
where 
Cl.1 = c N-l,N-I =9G, Cl.2 =cN__l N-2= -;G, . Cl.3 = cN- l,N-3 =G, 
Ck,k = 6H, k = 2,. . . , N - 2, Ck,k+l = -4H, k=2 ,..., N-2, 
Ck,k*z=H, k=2 ,..., N-3, 3 ,..., N-2, 
-1 
- 3 - 2 sin2% - 2 16 sin4+ 2 9 H= he4 sin-4:0, 
and R, Q, Y have the same meaning as in (1.4). 
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To illustrate our method (2.19) and in order to compare it with the previously introduced 
classical methods of Chawla ((1.4) and (1.8)) and with the method (2.9) we consider the 
following eigenvalue problem: 
(3 1) . 
with 
y(l) =y’(l) =y(e) =y’(e) = 0. (3 2) . 
In the papers of Chawla [2,3] only the value of the lowest-lying eigenvalue has been mentioned 
with a limited number of digits. In order to compare for the five lowest eigenvalues the 
approximated values based on finite differences with the most accurate eigenvalue data 
available, we have solved th f above fourth-order boundary-value problem as far as possible in 
an analytical manner. Although the techniques used in the further derivation are classical and 
in a sense trivial, we found it worthwhile to present them in a concise way. We have made the 
following subsitution: 
t =e” or x=log t. 
This gives rise to a more easily solvable fourth-order differential equation, i.e., 
3r -@) _ Q(3) + lly!‘) _ (jy’ _ ky = 0, 
resulting in the following solution for the eigenvectors: 
y(t)=At”~+Bt”+Ct”-‘+Dt”~, 
with 
P*(A) = ? 
p,(A) = /y. 
Expressing the boundary conditions (3.2) gives rise to the following set of equations in A, B, C, 
D and A: 
A+B+C+D=O, 
(B -4P,(A) + (D - C)P*(A) = 0, 
A e -Pi + B ePl(A) + C e-/MA) + D ed*) = 0, 
(B ePl(A) -A e-PI(*) )pl( A) + (D epz(*) - C e-p~(A))pz( A) - 0 . 
Eliminating A, B, C and D out of these four equations and defining 
o,(A) = - iP,(Ah 
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with i* = - 1 and 
one obtains after straightforward but lengthy calculations two independent equations in A, i.e., 
[u,(A) cos( $a,( A)) - u2( A) sin( &( A))] eOziA)/* 
- [a,(A) cos( $a,( A)) + c2( A) sin( $o,( A))] e-Uz(A)/2 = 0 (3 3) . 
and 
[ u2( A) cos( !a,( A)) + a,( A) sin( $,( A))] e”z(A)/2 
+ [ -CG( A) cos( :a,( A)) + q(A) sin( :a,( A))] e-crz(ai)/2 = 0. (3 4) . 
BY using one of the classical root-finding algorithms, equation (3.4) results in the following 
smallest values for A: 
531.836 459 064, 148654293298 and 89795.9545147, 
while the smallest roots of (3.3) are 
3919.16273370 and 40373.3097672. 
We have solved now (3.1) with the two methods described by Chawla, i.e., (1.4) and (1.8). 
Similarly we have applied the nonsymmetric method (2.9) and our modified method (2.191, 
which is based on the mixed interpolation technique. In order to find the relevant k-values for 
the modified method (2.19), we firstly solve the classical counterpart (2.9). I3yy an iterative 
procedure one can easily construct for each eigenvalue rl_, i = 1, 2,. . . , the corresponding 
eigenvector Y;,, i = 1, 2,. . . . For the determination of more accurate eigenvalues we attribute to 
k’ a numerical value ki, which makes that the expression 
k;yq4’( fp) + y'h'( fp) 
vanishes. For the derivation of y(‘)( fp) we differentiate the given equation (1.1) twice. These 
sixth-order derivatives are then expressed in terms of the functions r!i 1, q( t ) and their first- 
and second-order derivatives and in terms of y(t), y’(t) and y “i t). The occurring first and 
second derivatives of y(t) are approximated by the following central formulae and begin 
formulae [ 1,6-81: 
p - 2h) - 8y(t, -h)+8y(t,+h)-y(t,+2h)] +O(h4), - (3 6) 
p = 2,. . . , N - 2, 
1 
YVl) = --[ -25y(t,) + 48y(t, + h) - 36y(tl -!- 2h) + 16y(t, + 3h) - 3y(t, + W] 
+ 0(h4), (3 7) . 
1 
y”(‘P) = ~ [ -YP, -2h)+16y(t,-h)-30y(r,)+l6y($,+h)-~($,+2h)] 
+ 0(h4), p-=2 ,..., N - 2, (3.8) 
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y”(t*) = -+45y(r,) - 154y(t, +It) f 214y(r, + 2h) - 156y(t, + 3h) 
12h” 
+61y(r, + 411) - lOy(z, + M)] + O(h”). (3 9) . 
The end formulae are obtained by using (3.7) and (3.9) with /z and t, respectively replaced by 
-12 and t,_ r. The occurring y( x,1 are approximated by the numerically derived components of 
eigenvectors Y. In this way the boundaries (2.16) and (2.18) of the error terms become 
roximately zero: this ansatz does not exclude negative values for the kp” values. In that case, 
p becomes a purely imaginary slumber. In order to keep all function arguments in (2.19) real, 
sufficient to replace systematically all trigonometric functions by hyperbolic ones and to 
t some signs. Since in i31e evaluation of k, one does not use the exact y,-values, but the 
mations Y, one stiil can expect for the eigenvalues fP, determined with these variable 
values of k,, a step-dependent error. It is clear that the described k,-determination can be 
applied iteratively several times. However, i 1 most of the cases considered this iterative 
procedure does not improve the accuracy of the calculated eigenvalues dramatically. Let us 
remark tliat with this way of working for each eigenvalue a different algebraic eigenvalue 
problem of the type (2.19) has to be diagonalized. This substantially increases the amount of 
computation in a sequential environment if many eigenvalues are wanted. 
In Table 1 we give for M = 128 the relative errors for each of the methods considered with 
respect to the five accurate eigenvalues obtained as roots of (3.3) and (3.4). For the step-depen- 
dent method (2.19) the k,-determination has been applied once. From the table it is clear that 
the nonsymmetrical classical method (2.9) delivers more accurate results than the symmetri\*al 
one (1.4). Our modified method (2.19) gives for all eigenvalues considered better results than 
the seven-diagonal fourth-order method (1.8) of Chawla [2]. It was obvious from the start that 
the symmetric methods only can deliver the eigenvalues with a limited accuracy. However, 
these methods guarantee undoubtedly that the calculated A-values simulate the eigenvalues of 
( 1.1). Note that these values can be improved by using the so-called deferred-approach to the 
limit of [6,7]. The asymmetric methods (2.9) and (2.19) applied to problem (3.11, (3.2) produce 
only real and positive eigenvalues. l3y construction, the obtained values must be more accurate 
Table 1 
The relative errors for each of the methods considered with respect to the five accurate eigenvalues obtained as 
roots of (3.3) and (3.4); in all calculations we have taken M = 128 
1 -- A 
Al 
formula (I -4) 
0.595. IO-” 
0.252. 143 lo-? 1o-z 
0.386. lo-’ 
0.545. lo-’ 
1-z 
formuia (2.9) 
o-103- lo-” 
0.117. 5 31o-3 lo-’ 
0.209. lo-’ 
0.326. IO-’ 
2, 
l-- 
II 
formula ( 1 .S) 
0.805. lo-’ 
0.740. c1.3 7* 1o-5 0 h
0.868. 1o-5 
0.197. lo-” 
1-C 
A, 
rbrmula (2.19) 
0.225*10-’ 
0.8?7* o 282.10-6 lo-’ 
0.805. lo-” 
0.549. 1o-5 
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Table 2 
The calculated values of the k-parameter for each of the five cigenvalues (I = 1, 2.. . . ,5) in the grid point t, for 
N=64 
P I=1 I=2 1=3 I= 4 1=5 
1 45.277 * 43.465 * 41.513 * 3! .423 * 37.286 * 
2 18.687 * 16.302 * 13.17’; * 8.395 * 6.643 
3 9.472 * 5.690 * 5.821 10.531 14.106 
4 4.157 * 5.171 * 8.9C9 11.912 14.629 
5 2.837 6.616 9.35 1 
7 4.544 6.791 8.786 
4’ 4.511 6.256 7.711 
13 3.816 4.825 2.625 
17 3.064 2.656 14.712 
21 2.342 4.881 * 8.03 1 
25 1.566 13.250 6.078 
29 0.288 * 6.138 3.574 
33 1.554 * 4.622 13.959 * 
37 2.198 * 3.634 7 354 
1 
1.813 14.083 
0.532 11.561 
9.907 13.743 * 
6.305 13.424 
9.907 7.693 
6.359 13.125 
4.872 9.711 
8.659 6.104 * 
6.757 10.593 
2.222 8.323 
41 2.777 * 2.676 5.566 10.007 5.040 
45 3.420 * 1.132 4.434 6.874 10.497 
49 4.273 * 2.5G5 a 3.08 1 5.496 7.59 1 
53 5.634 * 4.445 * 2.237 * 3.625 5.918 
57 8.431 * 7.567 * 6.437 * 4.810 * 1.501 * 
61 18.510 * 17.856 * 17.14’3 * 16.340 * 15A42 * 
63 53.644 * 53.067 * 52.478 * 51.866 * 51.232 * 
The numbers with a *-sign have to be interpreted as purely imaginary ones. 
than the ones obtained by Chawla. These facts are confirmed by the obtained data. In Table 2 
we give the calculated values of k, in several grid points for the five eigenvalues considered. 
The numbers with a *-sign are purely imaginary. It is worthwhile to mention that these values 
L e varying over the entire interval, whiie real as well as pure imaginary values have been 
Table 3 
The relative errors of the five considered eigenvalues after applying the classical method (2.9’ (number of 
Iteration = 0) and after s (S = 1,2,. . . , 5) successive applications of the modified algorithm (2.19) 
Number of 
iteration 1-z 
I=1 1=2 1=3 1=4 1=5 
0 0.413. 1o-3 0.205. lo-’ 0.469. 1O-2 0.834.50-’ 0.130. lo- ’ 
1 0.2 ;4. lo-” C.722.10+ 0.269. 1O-5 0.888. 1o-5 0.251. lo-” 
2 0.106.10-6 -0.225.10~’ -0.238. lo-” 0.838. lo-’ -C.175~10-~ 
3 O.1O6.1O-b - 0.226 -10 - ‘, -0.241.10-” -0.828.10-” -0.169m10-4 
4 0.106. lo_6 - 0.226. lo-’ -0.241. 1O-5 -0.828.10 -’ -0.168. 1o-4 
5 0.106.10+ -0.226. lo-’ -0.241. lo-’ -0.828.10-5 -o.168.10-4 
370 G. Vantien Be&e et al. / Finite-difference xethods for bounciaryraltre problems 
obtained. This is quite normal since the exact eigenvectors for the eigenvalues considered (see 
Section 3) are deviating quite seriously from a cosine or sine function. 
In order to show that the k, determination can be done several times, in fact every time with 
more accurate numerical eigenvectors Y, we give in Table 3 for N = 64 the relative errors for 
the five lowest lying eigenvalues as obtained after zero iteration (this means the classical 
non metrical method (2.9)) and after applying the eigenvector and k-determination several 
times. It is evident that after four iterations one cannot improve the accuracy anymore. The 
order of magnitude obtained after two iterations remains constant. 
4. ParaileIization of the algorithm 
Since for the application of the modified method (2.19) one has to apply firstly a classical 
method, while aftenvards for each eigenvalue of interest the method (2.19) has to be used at 
least once, it is evident that, although one obtains more accurate data than with comparable 
classical methods, the amount of computation will increase quite drastically. However, if one 
has a parallel computer system available, it is feasible to reduce the time required. In this paper 
the time savings will be discussed when the above is implemented on a Helios-based parallel 
processing transputer system. The trznsputer network used consists of 20 nodes, i.e., 16 nodes 
with a TSOO/20MHz transputcr equipped with 1 Mb external memory and 4 nodes with a 
/2OMHz transputer each with 4 Mb memory and each with host interface capability. All 
communication licks allow data transfers at a speed of 20 Mbit/s. Three of the interfaces are 
hosted in a K-AT equipped with an Intel 80286 microprocessor with a speed of 8 MHz; the 
fourth sne is hosted in a server station with an Intel 80386 microprocessor and a Winchester 
disk of 330 Mb. These PCs are interconnected via an Ethernet LAN using the above cited 
server as file server. For our application we have considered a physical network consisting of 6 
nodes. One of these nodes operates as a root processor. The operating system Helios provides 
the environment which enables more than onz task to be running at any time, either all running 
on the same transputer or distributed amongst many processors. In our application the tasks 
will be compiled FORTRAN codes. In order to distribute the different tasks over the available 
network of five slave transputers, the high level distribution language CDL (Component 
Distribution Language) available under Helios is used. For the full CDL syntax we refer to [16]. 
The communication between the several tasks will be done by posix-level I/O calls [16]. For the 
considered problem we have defined a ring topology. 
In order to compare execution time, !w;e have first run a sequential program on one 
transputer and afterwards we have traustormed this program into a controller master program 
and a slave program which b- - -*as been distributed over the available network. The sequentiai 
program consists of a main part and a rath er large number of subprograms. In the main 
program the dimension n ot’ tile algebraic eigenvaiue problems (2.9) and (2.19) is inputted and 
the step h is calcu!ated. Afterwards many of the subroutines are called by which the classical 
algebraic problem (2.9) is constructed and solved. All eigenvalues TX_, k = 1,. . . , n, are deter- 
mined and sorted in increasing order by a sorting subroutine. After writing out the first five 
values & of interest, a loop is started in which for every eigenvalue /i, k = 1, 2,. . . ,5, the 
following actions are taken: 
- _- ---- .__ G,, C.5 0 
- the corresponding eigenvector is derived by determining the Yk in (2.9) for every considered 
rk; 
- by minimizing for each fk value (3.5) which is expressed with the help of (3.6)-(3.9) whereby 
the eigenvector yk is replaced by the vector Yk, the k,-values in each of the grid points t,, are 
calculated; 
- the matrices occurring in the algebraic eigenvalue problem (2.19) are constructed; 
- the eigenvalues of (2.19) are determined; 
- the obtained eigenvajues are sorted in increasing order; 
- the kth eigenvalue & k = I, 2,. . . , 5, is kept as the one predicted by the modified method. 
After finishing the loop, all eigenvalues selected are printed out._From the above it is clear 
that one can expect that the time to determine five eigenvalues rk by using this sequential 
approach is approximately equal to five times the determination of one eigenvalue. 
Evidently the above problem can be seen as a task force consisting of a controller and a 
number of workers. The controller is responsible for the interaction with the user (input of the 
dimension of the algebraic problem, output of the uncorrected and corrected eigenvalues), the 
determination of the sorted eigenvalues of (2.9) and for setting up the workers. The workers 
are each responsible for the construction of one eigenvector and one corrected eigenvalue by 
solving problems of the type (2.19). The CDL script to implement a ring topology is 
eigc.exe( > ( I[51 eigs.exe) 
where the controller eigc.exe and the worker eigs.exe are two compiled and linked FORTRAN 
codes wherein the subroutines and functions developed for the sequential program are 
redistributed. The first step to start up the pipeline is to determine the number of worker 
components and to initialize every worker so that it knows its position in the pipeline and the 
length of it. This mechanism is described in [16]. In the second place the control component has 
to transfer to the start of the worker’s pipeline all necessary information, i.e., the dimension of 
the algebraic problem, the steplength, the matrix diagonalized in (2.9), all eigenvalues of 
interest of (2.9); after the determination by each worker of its appropriate eigenvalue, this 
eigenvalue is sent into the pipe, so that it reaches finally the controller again. These transfers 
are settled by posix I/O calls. In the sequentia! program as well as in the parallelized version 
the time is measured for the determination of the corrected eigenvalues f& 
To show the time savings of the parallelized version of the algorithm with respect to the 
sequential program we have determined the computer run time for the determination of the 
five lowest-lying eigenvalues of (2.19) for N = 64 following the above-described techniques. The 
times are expressed in clock ticks (CLK-TCK). For our system 1 CLK-TCK equals 0.01 seconds. 
For the sequential algorithm, running on one transputer, we found a time necessary for 
diagonalizing the matrix in (2.9j equal to 890 CLK-TCK. For the calculation of the five first 
eigenvalues of (2.19) 4919 CLK-TCK are measured, which is indeed a little bit more than the 
time needed for five separate eigenvalue determinations. In the parallelized version 1005 
CLK-TCK are spent for the evaluation of the same five eigenvalues. This is approximately the 
time needed for the diagonalization of one matrix augmented with the necessary communica- 
tion time, which shows that the efficiency is nearby optimal. Clearly the introduced coarse 
grained parallelism of the so-called farming type is very easy to implement since, apart from a 
few supplementary posix I/O calls, the source code is completely the same as in the sequential 
environment. 
372 G. Vunden Be&e et al. / Finite-dijjerence methods for botutduty-t altie problems 
5. Conclusion 
In the present paper a new method has been introduced for generating finite-difference 
ulae for fourth-order differential equations. A modified method based on mixed-type 
ation has been derived and by a suitable choice of an occurring parameter this method 
accurate approximations for the lower-lying eigenvalues. For each eigenvalue of 
t, one or more matrix diagonalizations are required, but it has been shown that in a 
1 environment the execution time can be reduced considerably. 
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