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In search of new prospects for thermoelectric materials, using ab-initio calculations and semi-
classical Boltzmann theory, we have systematically investigated the electronic structure and trans-
port properties of 18-valence electron count cobalt based half-Heusler alloys with prime focus on
CoVSn, CoNbSn, CoTaSn, CoMoIn, and CoWIn. The effect of doping on transport properties has
been studied under the rigid band approximation. The maximum power factor, S2σ, for all systems
is obtained on hole doping and is comparable to the existing thermoelectric material CoTiSb. The
stability of all the systems is verified by phonon calculations. Based on our calculations, we sug-
gest that CoVSn, CoNbSn, CoTaSn, CoMoIn and CoWIn could be potential candidates for high
temperature thermoelectric materials.
I. INTRODUCTION
Thermoelectric (TE) materials have seen a huge up-
surge in recent years owing to their potential applica-
tions in power generation from waste heat1,2. However,
the low efficiency of TE materials has been the prime ob-
struction in replacing the traditional methods of power
generation3,4. The efficiency of the TE material is given
by a dimensionless quantity called the figure of merit ZT,
given by ZT = S2σT/κ, where S is Seebeck coefficient,
σ is electrical conductivity, T is absolute temperature,
and κ is thermal conductivity. The thermal conductivity
comprises of two parts, κ = κe + κl, where κe repre-
sents thermal conductivity from electrons and κl from
the lattice. With recent advances in synthesis methods,
characterization techniques and powerful computational
tools, the ZT value has seen a progressive increment
but is yet to meet the threshold value for commercial
applications5,6.
The foremost criterion for the choice of TE materi-
als is a narrow band gap semiconductor7–10. Also, the
viable application of thermoelectric materials requires
high temperature sustainable, low cost, and non-toxic
materials11–14. One important class of TE materials,
which meets the above criteria, is half-Heusler (hH) al-
loys. The growing interest in hH alloys is partly driven by
their robust properties, viz. thermal stability, mechani-
cal strength, low cost, non-toxicity, and semiconducting
behavior15–19.
One remarkable property which makes hH alloys par-
ticularly interesting, as mentioned before, is the narrow
band gap semiconducting behavior of 18-valence elec-
tron count (VEC) ternary hH alloys20–23. Generally, the
18-VEC hH alloys are found to be in agreement with
the Slater-Pauling Rule, i.e. M = Nv – 18, where Nv
= valence electrons and M is the magnetic moment24.
Most evidently, cobalt based 18-VEC hH alloys follow the
Slater Pauling Rule, i.e. non-magnetic semiconductors25.
For instance, CoTiSb has Nv = 18, M = 0, and is a non-
magnetic semiconductor24,26–28. In the past two decades,
a large number of hH alloys have been reported to exhibit
substantial TE properties comparable to conventional
Bi2Te3 and PbTe based materials
29–36. S. J. Poon et al.
reported that the n-type Hf0.6Zr0.4NiSn0.995Sb0.005 hH
alloy and p-type Hf0.3Zr0.7CoSn0.3Sb0.7/nano-ZrO2 com-
posites achieved ZT = 1.05 and 0.8 near 900 – 1000 K,
respectively5. In another work, Joshi et al. reported a
high ZT value of ∼1 at 700◦ C for a nanostructured p-
type Nb0.6Ti0.4FeSb0.95Sn0.05 composition
6.
More recently, Zunger and coworkers, with the aid of
first-principles calculations, systematically investigated
the cobalt, rhodium, and iridium based 18-VEC hH al-
loys and revealed some new thermodynamically stable
systems37. In addition, for the first time, they experi-
mentally realized the CoTaSn system. This is the moti-
vation to search for the missing 18-VEC hH alloys. Till
now, a large number of hH alloys have been documented
in Inorganic Crystal Structure Database (ICSD) and still
there exists a wide horizon to search for new potential hH
candidates38. In the quest of the same, we start screening
the cobalt based 18-VEC hH alloys. To the best of our
knowledge, CoTiSb, CoZrSb, CoHfSb, CoVSn, CoNbSn,
and CoTaSn are well explored in theory and experiment.
However, the credibility of CoVSn and CoTaSn for a po-
tential TE material is yet to be tested. From the reported
literature so far, we discovered that the CoCrIn, CoMoIn,
and CoWIn are still missing from the timeline of TE ma-
terials.
The subject of the present work is to systematically in-
vestigate the thermodynamic stability, dynamical stabil-
ity, and explore the electronic transport properties of new
plausible cobalt based hH alloys in both cubic (F4¯3m)
and hexagonal (P63/mmc) space groups with the help of
first-principles calculations. The idea behind the hexag-
onal crystal structure stems from the earlier work of Y.
Noda and F. Casper. F. Casper et al. searched for the
hexagonal analogues of half-metallic hH XYZ alloys39.
In another work, Y. Noda et al. studied a phase tran-
sition from cubic-CoVSb to hexagonal-CoVSb on apply-
ing a high pressure of 5 GPa40. The cubic-hexagonal
2phase transition is somewhat analogous to a diamond-
graphite phase transition. Here, the diamond like tetra-
hedral environment of XZ collapses into graphite like
honey-comb sub-lattice (Fig. 1). The pressure induced
cubic-hexagonal phase transition may have pronounced
effect on the nature of chemical bonding, structural, and
electronic properties of materials. For instance, on the
application of pressure, insulators may become metallic
or vice versa41. The complete redistribution of structural
and electronic properties may be useful for improving the
efficiency of existing TE materials.
The present work is categorized into three parts: i)
Computational Details: This section includes a brief de-
scription of the computational tools utilized for carrying
out present work. ii) Results: Within this section, we
will explain the crystal structure of hH alloys, structural
optimization of CoYZ systems (Y = Ti, Zr, Hf, V, Nb,
Ta, Cr, Mo, W & Z = Sb, Sn, In) in F4¯3m and P63/mmc
space group, nature of band gap, crystal structure sta-
bility (phonon calculations), electronic structure (Band
and DOS) calculations, and finally transport properties
and their behavior with doping concentration at different
temperatures. iii) Discussion and Conclusions: Here, we
will discuss the importance of doping in hH alloys and
emphasize on the interplay of theory and experiment for
designing new potential TE materials.
II. COMPUTATIONAL DETAILS
In the present work, we use a combination of two dif-
ferent first-principles density functional theory (DFT)
codes: the full-potential linear augmented plane wave
method (FLAPW)42 implemented in WIEN2k43 and the
plane-wave pseudopotential approach implemented in
Quantum ESPRESSO package44. The former is used to
obtain equilibrium lattice constants, electronic structure,
and transport properties, and the latter method to con-
firm the structure stability by determining the phonon
spectrum.
The FLAPW calculations are performed using a modi-
fied Perdew-Burke-Ernzerhof (PBEsol correlation)45 im-
plementation of the generalized gradient approximation
(GGA). For all the calculations, the scalar relativistic
approximation is used. The muffin-tin radii (RMTs) are
taken in the range 2.3-2.6 Bohr radii for all the atoms.
RMT x kmax = 7 is used as the plane wave cutoff. The
self-consistent calculations were employed using 64000 k -
points in the full Brillouin zone. The energy and charge
convergence criterion was set to 10−6 and 10−5, respec-
tively. Calculations are done for different volumes in the
cubic structure (F4¯3m), as well as in the hypothetical
hexagonal structure (P63/mmc).
The electronic transport properties are calculated us-
ing the Boltzmann theory46 and relaxation time approx-
imation as implemented in the BoltzTraP code47. The
electrical conductivity and power factor (PF) are calcu-
lated with respect to time relaxation, τ , the Seebeck co-
(a) (b)
Figure 1. Crystal structure of XYZ hH alloy (a) in F4¯3m sym-
metry and (b) in P63/mmc symmetry. White, black, and grey
spheres represent X, Y, and Z, respectively. X-Z crystallizes
in zinc-blende type sub-lattice in (a) and planar honeycomb
sublattice in (b).
efficient is independent of τ . The relaxation time was
calculated by fitting the available experimental data with
theoretical data. We have used this approach in evaluat-
ing the electronic transport properties of our systems.
In the plane-wave pseudopotential approach, we use
scalar-relativistic, norm-conserving pseudopotentials for
a plane-wave cutoff energy of 100 Ry. The exchange-
correlation energy functional was evaluated within
the generalized gradient approximation (GGA), using
the Perdew-Burke-Ernzerhof parametrization48, and the
Brillouin zone is sampled with a 20×20×20 mesh of
Monkhorst-Pack k -points. The calculations are per-
formed on a 2×2×2 q-mesh in the phonon Brillouin zone.
III. RESULTS
In order to exploit the overlying transport properties
of any material, one must have the better understanding
of the underlying crystal structure and electronic struc-
ture. Therefore, in the coming sub-section, we focus on
the detailed analysis of crystal structure and structural
optimization of 9 Co-based hH alloys (CoTiSb, CoZrSb,
CoHfSb, CoVSn, CoNbSn, CoTaSn, CoCrIn, CoMoIn,
and CoWIn) under investigation. In the following sub-
sections, we will discuss the electronic structure of above-
mentioned systems and transport properties of the se-
lected systems.
A. Crystal Structure
The family of hH alloys, XYZ (X and Y = transition
metals and Z = main group element) crystallizes in non-
centrosymmetric MgAgAs type structure (Space Group
F4¯3m) (Fig. 1). The crystal structure can be visualized
as the XZ zinc-blende structure in a diamond like net-
work, stuffed with Y atoms. The X atoms form two
identical tetrahedra, both with Y and Z, respectively.
However, Y and Z both form an octahedra with each
other and a tetrahedra with X, respectively. Another
3view point of the crystal structure can be regarded as
the stuffed combination of a rock-salt type (NaCl) struc-
ture and zinc-blende (ZnS) type structure. The most
electropositive transition element Y (Ti, Zr, Hf, V, Nb,
Ta, Cr, Mo, In) and the most electronegative main group
element Z (Sb, Sn, In) crystallizes in rock-salt type sub-
lattice, whereas the intermediate electronegative transi-
tion element X (Co) and most electronegative transition
element Z crystallizes in zinc-blende type sub-lattice.
The strong covalent character between X and Z is consid-
ered to be the prima facie for semiconducting band gap in
18-VEC hH alloys39. The Wyckoff positions for X, Y, and
Z are (1/4, 1/4, 1/4), (0, 0, 0), and (1/2, 1/2, 1/2), re-
spectively. The remaining (3/4, 3/4, 3/4) sites are vacant
which makes hH alloys favorable for doping7,22–24,39,49–54.
B. Structural Optimization
From here onwards, we classify CoTiSb, CoZrSb, Co-
HfSb as Ti-group; CoVSn, CoNbSn, CoTaSn as V-group;
and CoCrIn, CoMoIn, CoWIn as Cr-group. In order to
establish the ground state properties, we optimized all
9 systems in both cubic and hexagonal framework. We
minimized the total energy as a function of volume, fitted
with Birch-Murnaghan equation55, for cubic systems in
F4¯3m symmetry. And for hexagonal systems, we mini-
mized the energy as a function of volume and c/a param-
eter in P63/mmc symmetry. The calculated lattice pa-
rameters for both cubic and hexagonal systems are listed
in Table I. The calculated lattice parameters for cubic
Ti-group and V-group are in good agreement with ex-
perimental values in parenthesis. The reliability of our
calculations lies in the fact that the discrepancy between
calculated and experimental lattice parameters lies in the
range of 0.69-1.01%, except for CoVSn system (4.3%).
However, the calculated lattice parameter for CoVSn by
M. Hichour et al.56 and M. Ameri et al.57 also showed the
same discrepancy. The trend to be followed for Ti-group
and V-group, from Table I, is the increase in lattice pa-
rameter on going from 3d to 4d element (Ti to Zr and
V to Nb) and subsequent decrease on going from 4d to
5d element (Zr to Hf and Nb to Ta). The correspond-
ing increase in lattice parameter in going from first to the
second member of the same family is quite apparent. But
the increase in lattice parameter, in going from CoZrSb
to CoHfsb and CoVSn to CoNbSn, can be attributed to
lanthanide contraction58,59. However, a regular increase
in lattice parameter was observed for the Cr-group. We
find that GGA interestingly underestimates the lattice
parameter on average by 1%.
From the view-point of stability, all but CoVSn and
CoTaSn cubic systems are found to be more stable than
their hexagonal counterparts. To our surprise, present
calculations reveal that hexagonal-CoVSn is more stable
than cubic-CoVSn by 0.68 eV and hexagonal-CoNbSn is
more stable than cubic-CoNbSn by 0.59 eV per formula
unit. However, there is no experimental evidence for the
Compound F 4¯3m P63/mmc
a (A˚) Eg (eV) B0 (GPa) a (A˚) c (A˚)
CoTiSb 5.82 (5.8818) 1.11 (0.19) 156.4 4.344 5.509
CoZrSb 6.03 (6.0676) 1.08 (0.14) 148.6 4.394 6.072
CoHfSb 5.99 (6.0383) 1.14 (0.07) 154.8 4.394 5.958
CoVSn 5.73 (5.9800) 0.66 (0.75) 166.5 4.330 5.205
CoNbSn 5.90 (5.9559) 1.02 (1.00) 170.6 4.427 5.518
CoTaSn 5.89 (5.9400) 1.06 (1.30) 180.4 4.415 5.536
CoCrIn 5.68 (-) 0.00 (-) 161.5 4.339 4.946
CoMoIn 5.80 (-) 0.04 (-) 178.4 4.444 5.150
CoWIn 5.80 (-) 0.51 (-) 193.7 4.429 5.214
Table I. Optimized cell parameters, band gap, and bulk mod-
ulus for CoYZ hH alloys in cubic symmetry and optimized cell
parameters for CoYZ hH alloys in hexagonal symmetry. The
corresponding experimental values are given in parentheses.
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Figure 2. (a-f) shows phonon dispersion curves for CoVSn,
CoNbSn, CoTaSn, CoCrIn, CoMoIn, and CoWIn, respec-
tively in F4¯3m symmetry.
same, yet. Here, we predict that CoVSn and CoNbSn
could be synthesized in hexagonal symmetry under cer-
tain conditions.
The prototype structure of hexagonal counterpart of
XYZ is ZrBeSi (P63/mmc) structure (Fig. 1). As dis-
cussed before, few cubic 18-VEC hH alloys like CoVSb
and FeVSb are found to exist in this space group under
4certain conditions. Here, X and Z form planar graphite
like honey-comb sub-lattice. The Wyckoff positions for
X, Y and Z are (1/3, 2/3, 3/4), (0, 0, 0), and (1/3, 2/3,
1/4), respectively39,60.
The calculated band gaps of all cubic systems, except
CoCrIn, shows semiconducting behavior and are listed
in Table I. The band gap values for cubic systems lies in
the range of 0.03 - 1.13 eV which is good for TE materi-
als. The calculated band gap values for Ti-group and V-
group are in good agreement with previously calculated
values. However, the experimental band gap values for
CoTiSb (0.19 eV) and CoHfSb (0.14 eV) are very small
in comparison to calculated values. The possible expla-
nation, as suggested by T. Sekimoto et al., could be the
deviation from stoichiometric composition and anti-site
disordering61. There was no previous evidence of calcu-
lated band gap for CoZrSb and experimental band gap for
V-group. In Cr-group, CoMoIn and CoWIn show narrow
band gap whereas CoCrIn is metallic in nature. All sys-
tems in hexagonal symmetry also show metallic behavior,
i.e. insulator to metallic transition on applying hydro-
static pressure to the cubic system. Since the metallic
systems are not good choices for TE materials, we discard
the cubic-CoCrIn and all hexagonal systems for further
evaluation. For further study, we select CoVSn, CoNbSn,
CoTaSn, CoMoIn, and CoWIn systems.
The bulk modulus, listed in Table I, gives the idea of
the stiffness of the material. The calculated bulk modulus
of all the systems is comparable to that of steel and is an
indication of a strong material. From Table I, it is easy
to notice the strength of CoTaSn, CoMoIn, and CoWIn.
The stiffness of these systems is a good indication since
the hH alloys are desired to work under robust conditions.
C. Phonon Calculations
The most stable structures obtained from the opti-
mization were tested by examination of their dynamic
stability with phonon calculations. We performed a two-
step phonon calculation. First, we optimized the crys-
tal structure of V-group and Cr-group by using Quan-
tum ESPRESSO, based on DFT and plane-wave pseudo-
potential method. The optimized results were in good
agreement with our WIEN2k calculations. Next, we cal-
culated the phonon dispersion by using the density func-
tion perturbation theory (DFPT) implemented in Quan-
tum ESPRESSO. The calculations were performed on a
2×2×2 mesh in the phonon Brillouin zone, and force con-
stants in real space derived from this input are used to
interpolate between q-points and to obtain the continu-
ous branches of the phonon band structure.
Phonons can be considered as normal modes or quan-
tum of vibrations in crystal and serve the purpose of
crystal structure stability. Phonon stability lies in the
fact that the frequency for each phonon should be a
real quantity and not imaginary62,63. As can be seen
from Fig. 2, there are no imaginary frequencies through-
out the Brillouin Zone for V-group and Cr-group, except
CoWIn, where imaginary frequencies are observed along
W-direction. However, the imaginary frequencies up to
10 cm−1 are not of much concern and can be removed
by employing anharmonic approximations64. Thus, we
ensure the dynamic stability of V-group and Cr-group
alloys and proceed next to see how the electronic struc-
ture behaves in these systems.
D. Electronic Structure
In the present section, we discuss the electronic struc-
ture of V-group and Cr-group. The band structure and
DOSs are shown in Fig. 3 and Fig. 4. Taking transport
properties into account, some gross features from band
structure and DOSs plot are discussed here.
i) The states (not shown for clarity) participating at
valence band maxima (VBM) and conduction band min-
ima (CBM) for all the systems, mostly originates from
the d-d mixing between X and Y atoms, along with
some low lying p-states of Z atom. The d-d mixing may
vary depending on the combination of X-Y. ii) The inter-
play of degeneracy and dispersion of bands at VBM plays
an important role in transport properties. The VBM of
V-group, except for CoNbSn, lies at L-point and is 2-
fold degenerate. The VBM of CoNbSn lies at L- and
W-points. Here, both L- and W-points can contribute
towards charge carrier transition, thereby enhancing the
TE properties. The flat bands in L-Γ region are reflective
of d-d mixing betweenX-Y atoms. 2-fold degeneracy and
flat band correspond to the heavier mass of charge carri-
ers which enhances Seebeck coefficient. However, heavy
charge carriers at VBM lead to a reduction in electrical
conductivity. The contribution towards electrical con-
ductivity may come from low lying bands below VBM,
having low effective mass of charge carriers. The VBM
of Cr-group lies at X-point and is also 2-fold degenerate.
The flatter bands in this group appear in X-W region and
are less dispersed as compared to V-group, indicative of
low thermopower, S 65–68. iii) The nature of band gap
of V-group is indirect (L-X) whereas that of Cr-group is
direct at X-point. In the case of indirect band-gap, the
VBM and CBM occur at different wave vector (k) and
hence, a change in momentum is required for charge car-
rier transition. This change in momentum is provided
by the crystal lattice in the form of phonons, thereby,
increasing the thermal conductivity69. Since in most hH
alloys, the lattice thermal conductivity part dominates
electronic thermal conductivity; a significant reduction
in ZT value is expected17. Therefore, the direct band
gap semiconductors provided small total thermal con-
ductivity, are better candidates for achieving higher ZT.
The bulk modulus, dynamic thermal stability, and direct
band gap nature, collectively support the TE potential
of CoMoIn and CoWIn. Thus, it would be interesting to
see how their transport properties will respond.
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Figure 3. (a-c) shows calculated electronic structures for
CoVSn, CoNbSn, and CoTaSn, respectively in F4¯3m sym-
metry. The top of the valence band is taken as zero on the
energy axis.
E. Transport Properties
In this section, using rigid band approximation (RBA),
semi-classical Boltzmann theory, and constant relaxation
time (τ), we calculate transport properties and predict
the optimal doping concentrations for attaining maxi-
mum PF. This would encourage the experimentalists to
choose a narrow range for varying doping levels. The
RBA assumes that on doping a system, the Fermi level
moves up or down without any alteration in band struc-
ture. Therefore, a single band structure calculation is suf-
ficient for all doping concentrations. The validity of RBA
holds good for low doping levels and has been widely used
by many groups47,66,70–72. Fig. 5 and Fig. 7 shows the
calculated transport properties for CoTiSb (in compar-
ison with experiment) and V-group and Cr-group, re-
spectively. Before discussing individual systems, first,
we discuss the common features of transport properties
of CoTiSb, V-group, and Cr-group. Seebeck coefficient of
all the systems is maximum when the Fermi level is close
to the middle of the band gap and drops almost expo-
nentially with doping. However, exactly opposite trend is
observed for electrical conductivity. Electrical conductiv-
ity is very low when Fermi level is close to the band gap
but increases rapidly on doping. When Fermi level shifts
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5 10 15 20
5 10 15 20
W           L           Γ X           W           K       -3
-2
-1
0
1
2
3
En
er
gy
(eV
)
W           L           Γ X           W           K       -3
-2
-1
0
1
2
3
En
er
gy
(eV
)
W           L           Γ X           W           K       -3
-2
-1
0
1
2
3
En
er
gy
(eV
)
(a)
(b)
(c)
Figure 4. (a-c) shows calculated electronic structures for
CoCrIn, CoMoIn, and CoWIn respectively in F4¯3m symme-
try. The top of the valence band is taken as zero on the energy
axis.
towards the VBM or CBM, the density of states increases
at the Fermi level, thereby increasing the electrical con-
ductivity and lowering the Seebeck coefficient66–68.
As per Mott equation73,74, for heavily doped systems,
Seebeck coefficient decreases with increasing carrier con-
centration. Therefore, a TE material should be tuned in
such a way that it maintains a high Seebeck coefficient
without any significant reduction in electrical conductiv-
ity. The combined effect of the dependence of Seebeck
and electrical conductivity on doping reflects that the
maximum PF is obtained when the Fermi level is near
the band edge. Next, we proceed to discuss the individ-
ual systems.
First, to check the reliability of our calculations, we
compare our results with the well-known CoTiSb system.
We choose CoTiSb as the reference since our interest is
in unreported CoYZ systems. Also, out of 9 CoYZ sys-
tems, CoTiSb is most studied in theory and experiment
by different groups24,61,75–81. The calculated transport
properties for CoTiSb are shown in Fig. 5(a-d). Fig. 5(a)
shows the behavior of calculated and experimental PF/τ
with temperature. In order to compare the theory with
experiment, one has to multiply the calculated PF by re-
laxation time, τ . Here, we employed the reverse approach
and divided the reported PF by τ to obtain the experi-
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Figure 5. (a) shows the comparison of calculated and experi-
mental power factor as a function of temperature for CoTiSb,
along with calculated power factor for CoZrSb and CoHfSb.
(b-d) shows the trend of power factor, Seebeck coefficient, and
electrical conductivity on doping CoTiSb at 300 K, 700 K, and
900 K, respectively. Power factor and electrical conductivity
are plotted with respect to relaxation time.
mental PF/τ . Since there have been no prior calculated
τ values for CoTiSb, we resorted to reported electrical
conductivity values. In a crude approximation, we have
taken τ = σexp/σcal and found that τ is of the order
of 10−16 s. Incorporating an average value of τ = 2 x
10−16 into PF, reported by Sekimoto et al.61 and Birkel
et al.76, we obtain a nice agreement between calculated
and reported PF/τ (Fig. 5(a)). This encourages us to
study the CoTiSb with different doping concentrations,
and compare with previously calculated and experimen-
tal values.
Fig. 5(b) shows PF/τ for different doping concentra-
tions at 300 K, 700 K and 900 K, respectively. We have
chosen high temperatures because the practical applica-
bility of hH alloys requires high-temperature sustainabil-
ity. For all temperatures, PF increases substantially on
both electron and hole doping and then drops at higher
doping levels. However, hole doping dominates for all
temperatures. The improvement in PF for both n- and
p-type doping in CoTiSb has already been reported by
many groups75,77–81. The peak value of calculated PF/τ
at 300 K is obtained for 0.12 hole doping, at 700 K for
0.20 hole doping, and at 900 K for 0.22 hole doping per
unit cell. These doping concentrations are quite prag-
matic and could be realized experimentally. For instance,
the 0.12 hole doping for 300 K could be realized by sub-
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Figure 6. shows the calculated power factor, with respect to
relaxation time, as a function of temperature for V-group and
Cr-group, along with experimental power factor for CoNbSn.
stituting 12% Sb by Sn or 12% Co by Fe. This is in
stark agreement with previously calculated and reported
values. J. Yang et al. calculated that 15% hole doping
could lead to maximum PF at 300 K67. T. Wu et al.
reported a maximum PF of 23 µW/K2 cm at 850 K for
Co0.85Fe0.15TiSb
78. In our calculations, the maximum
calculated PF/τ is 2 × 1016 µW/K2 cm s at 900 K for
0.22 hole doping per unit cell. The corresponding See-
beck coefficient, S, and electrical conductivity with re-
spect to relaxation time, σ/τ , are 173 µV/K and 0.63 ×
1018 S/cm s, respectively. The value of Seebeck coeffi-
cient lies well in the range of reported Seebeck coefficient
for hole doped CoTiSb78,80,81.
Once we established that our calculated transport
properties for CoTiSb are in accordance with reported
work, we proceed next to V-group and Cr-group. As per
our findings, CoVSn, CoNbSn, and CoTaSn are reported
in theory and experiment. However, the transport prop-
erties of CoVSn and CoTaSn are yet to be studied in de-
tail. Before exploring the transport properties of CoVSn,
CoTaSn, and Cr-group, we begin with analyzing our cal-
culated transported properties of CoNbSn with reported
values.
Fig. 6 shows the PF/τ as a function of temperature
for V-group, Cr-group, and reported CoNbSn. Once
again, to correlate the calculated and reported values, we
adopted the same strategy and employed τ = σexp/σcal.
The approximation provides the relaxation time of the
order of 10−16 s. Incorporating the calculated τ values
at different temperatures into PF reported by R. He et
al.82, a close agreement in the range of 300 - 700 K could
be seen between calculated and reported PF/τ (Fig. 6).
However, at higher temperatures, the reported PF/τ de-
viates from our calculated values. But this is not a matter
of concern since the trend of PF/τ is more important for
us. Unfortunately, the PF/τ for Cr-group is almost half
of the order of V-group. Nevertheless, we establish a nice
agreement between our calculated and reported values for
CoTiSb and CoNbSn system and noticed an appreciable
7enhancement in TE properties on doping. This motivates
us to consider the importance of doping for V-group and
Cr-group also. Thus, we proceed to the systems of our in-
terest and explore the transport properties as a function
of doping.
F. Effects of doping and temperature on transport
properties
Fig. 7 shows the transport properties of V-group and
Cr-group at 700 K and 900 K, respectively. The trend
of Seebeck coefficient and electrical conductivity is ex-
plained before. For all the systems at 700 K and 900 K,
Seebeck coefficient tends to fall whereas electrical con-
ductivity tends to improve at higher doping levels. The
behavior of Seebeck coefficient is in quite good agreement
with Mott equation and improving the carrier concentra-
tion will definitely enhance the electrical conductivity.
Fig. 7(c) and Fig. 7(f) show the PF/τ as a function of
doping at 700 K and 900 K, respectively. Again, the
trend of PF/τ is same for all the systems. For all the
temperatures, PF/τ increases substantially on both elec-
tron and hole doping and then drops at higher doping
levels. However, hole doping dominates for all the sys-
tems. The maximum PF/τ is obtained near the band
edge in all cases, owing to high Seebeck coefficient when
the Fermi level is near the band edge. Table II lists the
doping concentration (at which maximum PF/τ is ob-
tained), maximum PF/τ , and corresponding Seebeck co-
efficient and electrical conductivity at 900 K. It is easy
to see that the PF/τ for V-group is of the order of Co-
TiSb whereas the PF/τ of Cr-group is almost half as
that of the CoTiSb. In fact, our calculations suggest
that at varying doping levels, the PF/τ of V-group sur-
passes the PF/τ of CoTiSb. The maximum PF/τ is ob-
tained for CoNbSn, closely followed by CoTaSn, and then
CoVSn. Till now, experimentalists have focused on n-
type doping in CoNbSn and there is no available exper-
imental evidence for p-type doping. Recently in 2016,
R. He et al., while exploring the TE properties for n-
type CoNbSn, broadly hinted that higher TE properties
could be expected for p-type doping82. Here, we pro-
pose that CoNbSn could be a potential TE material on
p-type doping and is in agreement with previous theo-
retical prediction67. We also predict that the recently
discovered member of the hH family, CoTaSn, could be a
promising p-type TE material. The experimental realiza-
tion of CoTaSn37 and our theoretical predictions provide
an interesting platform for experimentalists. CoVSn also
shows promising TE properties on p-type doping. Re-
cently, David J. Singh and group also predicted the high
TE performance of the p-type doped CoVSn83. C. S.
Lue et al. synthesized CoVSn with partial atomic dis-
ordering and suggested that CoVSn could be stable and
can be produced at least with partial disordering84. But
unfortunately, there has been no study on CoVSn since
then.
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Figure 7. (a-c) shows the trend of Seebeck coefficient, elec-
trical conductivity, and power factor as a function of doping
at 700 K whereas (d-f) shows the trend of Seebeck coeffi-
cient, electrical conductivity, and power factor as a function
of doping at 900 K. Power factor and electrical conductivity
are plotted with respect to relaxation time.
The Cr-group exhibits minimum PF/τ and this can
be attributed to their band structure. The VBM of Cr-
group is somewhat non-dispersed as compared to dis-
persed bands in VBM of V-group. Flat bands are an in-
dication of weak interactions between atoms. The charge
carriers in flat band region are acted upon by two or more
atoms, thereby reducing their mobility. This leads to the
heavier effective mass of charge carriers and high Seebeck
coefficient.
Note that our calculated PF values for different doping
concentrations depend highly on relaxation time. The
approximate value of relaxation time for CoTiSb, τ =
2 × 10−16 s, which we used to compare the calculated
PF/τ with reported PF/τ , cannot be utilized for doped
CoTiSb. This is because the relaxation time may vary on
doping the system. To validate our point, we have com-
pared our calculated PF at 900 K for CoTiSb at 0.22 hole
doping with T. Wu’s work78. In this work, a maximum
PF of 23 µW/K2 cm at 850 K for CoTiSb at 0.15 hole
doping was reported. Once again, employing the same
strategy as before, we have approximated the relaxation
time for doped CoTiSb of the order of 10−15 s. Using
this relaxation time, we obtain PF = 20.2 µW/K2 cm
8Compound Doping S2σ/τ (×1016- S σ/τ (×1018-
(e/u.c.) µW/K2 cm s) (µ V/K) S/cm s)
CoTiSb 0.22 2.02 179 0.63
CoVSn 0.26 2.10 175 0.69
CoNbSn 0.21 2.33 170 0.81
CoTaSn 0.23 2.24 169 0.80
CoMoIn 0.03 1.16 136 0.61
CoWIn 0.03 1.52 170 0.54
Table II. shows the optimum doping concentration at 900 K
for CoTiSb, V-group, and Cr-group at which maximum power
factor is obtained. Also at optimum doping concentration,
power factor, Seebeck coefficient, and electrical conductivity
are shown. Power factor and electrical conductivity are shown
with respect to relaxation time.
at 900 K for 0.22 hole doping. This is close to the max-
imum PF ever achieved for doped CoTiSb system. We
expect that the actual relaxation time for the V-group
and Cr-group on hole doping would be of the same order
i.e. 10−15 s. Assuming τ = 10−15 s for doped V-group
and Cr-group, we propose PF of 21, 23, 22, 11, and 15
µW/K2 cm for CoVSn (at 0.26 p-type doping), CoNbSn
(at 0.21 p-type doping), CoTaSn (at 0.23 p-type dop-
ing), CoMoIn (at 0.03 p-type doping), and CoWIn (at
0.03 p-type doping), respectively.
IV. DISCUSSION AND CONCLUSIONS
Till now, the main focus in 18 valence electron count
(VEC) half-Heusler alloys is centered on MNiSn and
MCoSb, where M = Ti, Zr, Hf. The emphasis is on
tailoring the properties of existing materials. However,
the ZT value is yet to see the progressive increment. This
motivates finding new plausible 18-VEC hH alloys along
with improving the TE properties of existing materials.
The interplay between theory and experiment had been
fruitful in designing new materials. In the present work,
we utilized the similar theoretical approach for predicting
new Co-based hH alloys and exploring the TE properties
of existing ones. However, the theoretical prediction of
new materials is relatively easier as compared to exper-
imental realization. The manifesting challenges for ex-
perimentalists are to synthesize the ordered compositions
and the vulnerability of hH alloys for anti-site disorder.
The partial disordering and anti-site disorder may affect
the properties significantly.
Here, we have systematically investigated nine 18-VEC
CoYZ systems in F4¯3m and P63/mmc symmetry. All 9
systems were found to be metallic in P63/mmc symme-
try and semiconductors, except CoCrIn, in F4¯3m sym-
metry. The V-group was found to have indirect band-gap
whereas Cr-group possesses direct band-gap. Hence, Co-
MoIn and CoWIn are expected to possess low thermal
conductivity than the other systems on the basis of di-
rect band gap. The stability of V-group and Cr-group
was confirmed by phonon calculations. The transport
properties of V-group and Cr-group were found to be
more promising on hole doping. We propose that the
hole doped CoNbSn system could be a more promising
thermoelectric material than the existing electron doped
CoNbSn systems. Also, CoVSn, CoNbSn, and CoTaSn,
at 900 K, shows higher power factor than the well-known
CoTiSb on 0.26, 0.21, and 0.23 hole doping per unit cell,
respectively. The values of thermopower for hole doped
V-group and Cr-group ranges from 136 to 175 µV/K at
900 K. Through this work, we hope to motivate exper-
imentalists to synthesize CoVSn, CoMoIn, CoWIn, and
improve the TE properties of existing CoNbSn and Co-
TaSn by doping.
V. ACKNOWLEDGEMENT
MZ is thankful to CSIR for granting senior research fel-
lowship. Computations were performed on HP cluster at
the Computer Center for Scientific Computing (ICC), IIT
Roorkee and at IFW Dresden, Germany. We thank Ul-
rike Nitzsche and Navneet Gupta for technical assistance.
HCK gratefully acknowledge finanical support from the
FIG program of IIT Roorkee (Grant CMD/FIG/100596).
1 L. E. Bell, Science, 321, 1457 (2008).
2 C. Fu, S. Bai, Y. Liu, Y. Tang, L. Chen, X. Zhao, and
T. Zhu, Nat. Commun., 6:8144, 1 (2015).
3 K. Biswas, J. He, I. D. Blum, C.-I Wu, T. P. Hogan,
D. N. Seidman, V. P. Dravid, and M. G. Kanatzidis, Na-
ture, 489, 414 (2012).
4 L.-D. Zhao, S.-H. Lo, Y. Zhang, H. Sun, G. Tan, C. Uher,
C. Wolverton, V. P. Dravid, and M. G. Kanatzidis, Nature,
508, 373 (2014).
5 S. J. Poon, D. Wu, S. Zhu, W. Xie, T. M. Tritt, P. Thomas,
and R. Venkatasubramanian, J. Mater. Res., 26, 2795
(2011).
6 G. Joshi, R. He, M. Engber, G. Samsonidze, T. Pantha,
E. Dahal, K. Dahal, J. Yang, Y. Lan, B. Kozinsky, and
Z. Ren, Energy Environ. Sci., 7, 4070 (2014).
7 T. Graf, C. Felser, and S. S. P. Parkin, Progr. Solid State
Chem., 39, 1 (2011).
8 G. J. Snyder and E. S. Toberer, Nat. Mater., 7, 105 (2008).
9 J.-W. G. Bos and R. A. Downie, J. Phys. Condens. Matter,
26, 433201 (2014).
10 T. M. Tritt, Annu. Rev. Mater. Res., 41, 433 (2011).
11 N. Wang, H. Chen, H. He, W. Norimatsu, M. Kusunoki,
and K. Koumoto, Sci. Rep., 3:3449, 1 (2013).
912 G. Tan, S. Hao, J. Zhao, C. Wolverton, and
M. G. Kanatzidis, J. Am. Chem. Soc., 139, 6467 (2017).
13 G. Cerretti, M. Schrade, X. Song, B. Balke, H. Lu,
T. Weidner, I. Lieberwirth, M. Pantho¨fer, T. Norby, and
W. Tremel, J. Mater. Chem. A, 5, 9768 (2017).
14 Z.-H. Ge, L.-D. Zhao, D. Wu, X. Liu, B.-P. Zhang, J.-F. Li,
and J. He, Mater. Today, 19, 227 (2016).
15 D. K. Misra, A. Bhardwaj, and S. Singh,
J. Mater. Chem. A, 2, 11913 (2014).
16 S. J. Poon, Recent Trends in Thermoelectric Materials
Research II, Semiconductors and Semimetals, edited by
T. M. Tritt (Academic, New York, 70, pp 37, 2001).
17 S. Chen and Z. Ren, Mater. Today, 16, 387 (2013).
18 L. Huang, Q. Zhang, B. Yuan, X. Lai, X. Yan, and Z. Ren,
Mater. Res. Bull., 76, 107 (2016).
19 W. Xie, A. Weidenkaff, X. Tang, Q. Zhang, J. Poon, and
T. M. Tritt, Nanomaterials, 2, 379 (2012).
20 D. P. Young, P. Khalifah, R. J. Cava, and A. P. Ramirez,
J. Appl. Phys., 87, 317 (2000).
21 S. R. Culp, J. W. Simonson, S. J. Poon, V. Ponnambalam,
J. Edwards, and T. M. Tritt, Appl. Phys. Lett., 93, 022105
(2008).
22 F. Casper, T. Graf, S. Chadov, B. Balke, and C. Felser,
Semicond. Sci. Technol., 27, 063001 (2012).
23 F. Casper, R. Seshadri, and C. Felser, Phys. Status Solidi
A, 206 (5), 1090 (2009).
24 I. Galanakis, P. H. Dederichs, and N. Papanikolaou,
Phys. Rev. B, 66, 174429 (2002).
25 G. H. Fecher, H. C. Kandpal, S. Wurmehl, and C. Felser,
J. Appl. Phys., 99, 08J106 (2006).
26 I. Galanakis, Ph Mavropoulos, and P. H. Dederichs,
J. Phys. D, 39, 765 (2006).
27 J. Ku¨bler, Physica B, 127, 257 (1984).
28 C. Felser, G. H. Fecher, and B. Balke,
Angew. Chem. Int. Ed., 46, 668 (2007).
29 T. Fang, S. Zheng, T. Zhou, L. Yan, and P. Zhang,
Phys. Chem. Chem. Phys., 19, 4411 (2017).
30 X. Zhang, Y. Wang, Y. Yan, C. Wang, G. Zhang, Z. Cheng,
F. Ren, H. Deng, and J. Zhang, Sci. Rep., 6:33120, 1
(2016).
31 C. Yu, T.-J. Zhu, R.-Z. Shi, Y. Zhang, X.-B. Zhao, and
J. He, Acta Mater., 57, 2757 (2009).
32 G. Joshi, X. Yan, H.Z. Wang, W.S. Liu, G. Chen, and
Z.F. Ren, Adv. Energy Mater., 1, 643 (2011).
33 X. Yan, W. Liu, H. Wang, S. Chen, J. Shiomi, K. Esfar-
jani, H. Wang, D. Wang, G. Chen, and Z. Ren, Energy
Environ. Sci., 5, 7543 (2012).
34 S. Sakurada and N. Shutoh, Appl. Phys. Lett., 86, 082105
(2005).
35 W. Li, G. Yang, and J. Zhang, J. Phys. D, 49, 195601
(2016).
36 T. Fang, S. Zheng, H. Chen, H. Cheng, L. Wang, and
P. Zhang, RSC Adv., 6, 10507 (2016).
37 A. Zakutayev, X. Zhang, A. Nagaraja, L. Yu,
S. Lany, T. O. Mason, D. S. Ginley, and A. Zunger,
J. Am. Chem. Soc., 135, 10048 (2013).
38 FIZ Karlsruhe, Inorganic Crystal Structure Database,
(ICSD), http://www2.fiz-karlsruhe.de/icsd home.html.
39 F. Casper, C. Felser, R. Seshadri, C. P. Sebastian, and
R. Po¨ttgen, J. Phys. D, 41, 035002 (2008).
40 Y. Noda, M. Shimada, and M. Koizumi, Inorg. Chem., 18
(11), 3244 (1979).
41 F. J. Manjon and D. Errandonea, Phys. Status Solidi B,
246 (1), 9 (2009).
42 D. J. Singh and L. Nordstrom, Planewaves, Pseudopoten-
tials and the LAPW Method (Springer, Berlin, 2006).
43 P. Blaha, K. Schwarz, G.K.H. Madsen, D. Kvasnicka, and
J. Luitz, WIEN2k, An Augmented Plane Wave + Local
Orbitals Program for Calculating Crystal Properties, Karl-
heinz Schwarz Technical University, Wien (2001).
44 P. Giannozzi, S. Baroni, N. Bonini, M. Calandra, R. Car,
C. Cavazzoni, D. Ceresoli, G. L. Chiarotti, M. Cococcioni,
I. Dabo, A. D. Corso, S. de Gironcoli, S. Fabris, G. Fratesi,
R. Gebauer, U. Gerstmann, C. Gougoussis, A. Kokalj,
M. Lazzeri, L. M.-Samos, N. Marzari, F. Mauri, R. Maz-
zarello, S. Paolini, A. Pasquarello, L. Paulatto, C. Sbrac-
cia, S. Scandolo, G. Sclauzero, A. P. Seitsonen, A. Smo-
gunov, P. Umari, and R. M. Wentzcovitch, J. Phys. Con-
dens. Matter, 21, 395502 (2009).
45 J. P. Perdew, A. Ruzsinszky, G. I. Csonka, O. A. Vydrov,
G. E. Scuseria, L. A. Constantin, X. Zhou, and K. Burke,
Phys. Rev. Lett., 100, 136406 (2008).
46 P. B. Allen, Boltzmann theory and resistivity of metals in
Quantum Theory of Real Materials, edited by J. R. Che-
likowsky and S. G. Louie (Kluwer, Boston, 1996).
47 G. K. H. Madsen and D. J. Singh, Comput. Phys. Com-
mun., 175, 67 (2006).
48 J. P. Perdew, K. Burke, and M. Ernzerhof,
Phys. Rev. Lett., 77, 3865 (1996).
49 H. C. Kandpal, C. Felser, and R. Seshadri, J. Phys. D, 39,
776 (2006).
50 H. Nowotny and K. Bachmayer, Montash. Chem., 81, 488
(1950).
51 L. Offernes, P. Ravindran, and A. Kjekshus, J. Alloys
Compd., 439, 37 (2007).
52 D. Jung, H.-J. Koo, and M.-H. Whangbo,
J. Mol. Struct. Theochem, 527, 113 (2000).
53 J. Tobola and J. Pierre, J. Alloys Compd., 296, 243 (2000).
54 J. Pierre, R. V. Skolodra, J. Tobola, S. Kaprzyk, C. Horde-
quin, M. A. Kouacou, I. Kalra, R. Currat, and E. L.-Berna,
J. Alloys Compd., 262-263, 101 (1997).
55 F. Birch, Phys. Rev., 71, 809 (1947).
56 M. Hichour, D. Rached, R. Khenata, M. Rabah, M. Mer-
abet, A. H. Reshak, S. B. Omran, and R. Ahmed,
J. Phys. Chem. Solids, 73, 975 (2012).
57 M. Ameri, A. Touia, R. Khenata, Y. A.-Douri, and H. Bal-
tache, Optik, 124, 570 (2013).
58 C. E. Housecroft and A. G. Sharpe, Inorganic Chemistry
(Prentice Hall, 2004).
59 F. A. Cotton and G. Wilkinson, Advanced Inorganic Chem-
istry (Wiley, 1988).
60 J. W. Bennett, K. F. Garrity, K. M. Rabe, and D. Vander-
bilt, Phys. Rev. Lett., 109, 167602 (2012).
61 T. Sekimoto, K. Kurosaki, H. Muta, and S. Yamanaka, J.
Alloys Compd., 394 122 (2005).
62 R. S. Eliott, N. Triantafyllidis, and J. A. Shaw,
J. Mech. Phys. Solids, 54, 161 (2006).
63 A. Togo and I. Tanaka, Scr. Mater., 108, 1 (2015).
64 O. Hellman, I. A. Abrikosov, and S. I. Simak, Phys. Rev. B,
84, 180301 (2011).
65 M. K. Yadav and B. Sanyal, J. Alloys Compd., 622, 388
(2015).
66 M.-S. Lee, F. P. Poudeu, and S. D. Mahanti, Phys. Rev. B,
83, 085204 (2011).
67 J. Yang, H. Li, T. Wu, W. Zhang, L. Chen, and J. Yang,
Adv. Funct. Mater., 18, 2880, (2008).
68 D. Parker and D. J. Singh, Phys. Rev. B., 82, 035204
(2010).
10
69 N. W. Ashcroft and N. D. Mermin, Solid State Physics
(Cengage Learning, pp 567, 2014).
70 G. K. H. Madsen, J. Am. Chem. Soc., 128, 12140 (2006).
71 L. Chaput, P. Pe´cheur, J. Tobola, and H. Scherrer,
Phys. Rev. B, 72, 085126 (2005).
72 L. Jodin, J. Tobola, P. Pecheur, H. Scherrer, and
S. Kaprzyk, Phys. Rev. B, 70, 184207 (2004).
73 J. P. Heremans, V. Jovovic, E. S. Toberer, A. Sara-
mat, K. Kurosaki, A Charoenphakdee, S. Yamanaka, and
G. J. Snyder, Science, 321, 554 (2008).
74 M. Cutler and M. F. Mott, Phys. Rev., 181, 1336 (1969).
75 M. Zhou, L. Chen, C. Feng, D. Wang, and J.-F. Li,
J. Appl. Phys., 101, 113714 (2007).
76 C. S. Birkel, W. G. Zeier, J. E. Douglas, B. R. Let-
tiere, C. E. Mills, G. Seward, A. Birkel, M. L. Snedaker,
Y. Zhang, G. J. Snyder, T. M. Pollock, R. Seshadri, and
G. D. Stucky, Chem. Mater., 24, 2558 (2012).
77 S. Ouardi, G. H. Fecher, C. Felser, M. Schwall,
S. S. Naghavi, A. Gloskovskii, B. Balke, J. Hamrle,
K. Postava, J. Piˇstora, S. Ueda, and K. Kobayashi,
Phys. Rev. B, 86, 045116 (2012).
78 T. Wu, W. Jiang, X. Li, Y. Zhou, and L. Chen,
J. Appl. Phys., 102, 103705 (2007).
79 M. Zhou, C. Feng, L. Chen, and X. Huang, J. Alloys
Compd., 391, 194 (2005).
80 T. Sekimoto, K. Kurosaki, H. Muta, and S. Yamanaka,
J. Alloys Compd., 407, 336 (2006).
81 T. Wu, W. Jiang, X. Li, S. Bai, S. Liufu, and L. Chen,
J. Alloys Compd., 467, 590 (2009).
82 R. He, L. Huang, Y. Wang, G. Samsonidze, B. Kozinsky,
Q. Zhang, and Z. Ren, APL Mater., 4, 104804 (2016).
83 H. Shi, W. Ming, D. S. Parker, M.-H. Du, and D. J. Singh,
Phys. Rev. B, 95,195207 (2017).
84 C. S. Lue, Y. O¨ner, D. G. Naugle, and Jr. H. Ross, IEEE
Trans. Magn., 37, 2138 (2001).
