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PROJECTIVE METRIC NUMBER THEORY
ANISH GHOSH AND ALAN HAYNES
Abstract. In this paper we consider the probabilistic theory of
Diophantine approximation in projective space over a completion
of Q. Using the projective metric studied in [5] we prove the
analogue of Khintchine’s Theorem in projective space. For finite
places and in higher dimension, we are able to completely remove
the condition of monotonicity and establish the analogue of the
Duffin-Schaeffer conjecture.
1. Introduction
The subject of metric Diophantine approximation is concerned with
estimating the size of sets with prescribed Diophantine properties. A
foundational theorem is due to Khintchine. Let ψ : R+∪{0} → R+∪{0}
be a decreasing function. Then the set of “ψ-approximable numbers,”
namely those for which the inequality
|x− p/q| < ψ(|q|)
holds for infinitely many p, q ∈ Z, has zero or full measure according
to whether
∞∑
q=1
qψ(q)
converges or diverges. The result generalizes naturally to higher di-
mensions. Probably the most important open problem in classical
metric Diophantine approximation is the Duffin-Schaeffer conjecture
([9]) which asks to what extent the monotonicity condition on ψ can
be relaxed. It is known by work of Pollington and Vaughan [16] that
in dimensions greater than 1, monotonicity is not essential, i.e. the
higher dimensional Duffin-Schaeffer conjecture is true. The problem
in dimension 1 is more delicate and has been studied in several recent
works (cf. [14], and [13]).
The purpose of this paper is to investigate projective analogues of
these theorems. First we establish the projective Duffin-Schaeffer con-
jecture in higher dimensions for finite places of Q. Subsequently we
show how to use existing results on the distribution of rational points
of bounded height in projective space, coupled with ubiquitous sys-
tems, to establish a projective analogue of Khintchine’s theorem in
AH supported by EPSRC grant EP/J00149X/1. AG supported by EPSRC.
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any dimension and for both finite and infinite places. The motivation
for our work comes from [7] where K. Choi and J. Vaaler established a
projective version of Dirichlet’s theorem in Diophantine approximation
for number fields.
Let k be a number field and kv its completion at the place v. Let
‖ ‖ be an absolute value from v which extends the Euclidean absolute
value on kv if v | ∞ and the p-adic absolute value if v|p. If d = [k : Q]
and dv = [kv : Qv] are the global and local degrees of the extension
then for x ∈ kv define the normalized absolute value
|x|v := ‖x‖
dv/d
v .
The normalized absolute values then satisfy the usual product formula.
Next for n ∈ N and x ∈ knv define
‖x‖p :=


max{‖xi‖v, 1 ≤ i ≤ n} if v lies over a finite prime,
(
∑n
i=1 ‖xi‖
2
v)
1/2
if v|∞,
and let |x|v := ‖x‖
dv/d
v .
Projective metric Diophantine approximation aims to quantify the
density of Pn−1(k) in Pn−1(kv). For this we need a metric and a height
function. For non-zero vectors x,y ∈ knv we define
δv(x,y) :=
|x ∧ y|v
|x|v|y|v
. (1.1)
Then δv defines a metric on P
n−1(kv) which induces the usual quotient
topology ([17]). For example it is easy to check for k = Q and v = ∞
that δ∞(x,y) = | sin(θ)| where θ is the angle between x and y. We
define the height of a point x ∈ Pn−1(k) by
H(x) :=
∏
v
|x|v, (1.2)
and we note that this is well defined over projective space because of
the product formula. We are now ready to state Choi and Vaaler’s
projective version of Dirichlet’s theorem (Theorem 1 in [7]).
Theorem 1.1. Let x ∈ Pn−1(kv), let τ ∈ kv with |τ |v ≥ 1. Then there
exists y ∈ Pn−1(k) such that
(1) H(y) ≤ ck(n)|τ |
n−1
v , and
(2) δv(x,y) ≤ ck(n)(|τ |vH(y))
−1.
Here
ck(n) = 2|∆k|
1/2d
∏
v|∞
rv(n)
dv/d, (1.3)
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∆k is the discriminant of k, and
rv(n) =


pi−1/2Γ(n
2
+ 1)1/n if v is real,
(2pi)−1/2Γ(n + 1)1/2n if v is complex.
A corollary of Theorem 1.1, is that for every x ∈ Pn−1(kv)\P
n−1(k),
there exist infinitely many distinct y ∈ Pn−1(k) such that
δv(x,y) ≤ ck(n)
n/(n−1)H(y)−n/(n−1).
In order to state our results we will work with probability measures
on Pn−1(kv), originally defined and studied by Choi [6]. First we specify
natural measures βnv on k
n
v . If v is an infinite place then β
n
v is the usual
n-fold Lebesgue measure on Rn or Cn, while if v is a finite place then
βnv is the n−fold Haar measure normalized so that
βv(Ov) = ‖Dv‖
dv/2
v ,
where Ov is the ring of integers of kv and Dv is the local different of k
at v. Next let φ : knv \ {0} → P
n−1(kv) be the quotient map and define
the σ-algebraM of measurable sets in Pn−1(kv) to be the collection of
sets M ⊆ Pn−1(kv) such that φ
−1(M) lies in the σ−algebra of Borel
sets in knv . Then define measures µv on (P
n−1(kv),M) by
µv(M) =
βnv (φ
−1(M) ∩ B(0, 1))
βnv (B(0, 1))
.
To simplify the exposition from here on we will specialize to the case
when k = Q. The case of a general number field is still interesting
but more technical, and we leave its treatment to a later paper. Given
ψ : R+ ∪ {0} → R+ ∪ {0} let Wv(ψ, k, n) be the set of x ∈ P
n−1(Qv)
for which there exist infinitely many y ∈ Pn−1(Q) such that
δv(x,y) ≤ ψ(H(y)).
Then it is a straightforward consequence of the Borel-Cantelli lemma
that µp(Wv(ψ, k, n)) = 0 whenever
∞∑
q=1
qn−1ψ(q)(n−1) (1.4)
converges. In particular this implies that the power −n/(n − 1) in
Theorem 1.1 is generically best possible. Our first result establishes
the projective p-adic version of the Duffin-Schaeffer conjecture in all
dimensions greater than 1.
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Theorem 1.2. Assume that p is a finite place, that n > 2, and that
ψ(q) = 0 whenever p|q. Then Wp(ψ,Q, n) has full measure whenever
(1.4) diverges.
Now we allow arbitrary primes and dimensions at the cost of mono-
tonicity. Our second result is therefore the complete projective version
of Khintchine’s theorem.
Theorem 1.3. Assume that ψ is decreasing and let p be a (finite or in-
finite) place of Q. Then µp(Wp(ψ,Q, n)) = 1 whenever (1.4) diverges.
We note that it is not difficult to show that the monotonicity assump-
tion in Theorem 1.3 can be removed when n = 2 if and only if the
Duffin-Schaeffer conjecture is true (see [9], [14], and [13] for more de-
tails concerning this conjecture). We will demonstrate in §2.2 that
the condition that ψ(q) = 0 whenever p|q turns out to be a natural
one, since without it there is not even a zero-one law in general. In
other words without this condition it is possible to choose ψ so that
0 < µp(Wp(ψ)) < 1. Our method could easily be extended to deal with
this more general case without introducing any new ideas, but for sim-
plicity and elegance of the proofs we impose the extra condition.
Finally we remark that the version of Theorem 1.2 for infinite places
essentially follows from Gallagher’s proof of [11, Theorem 1], albeit
with some modifications. Also Theorems 1.2 and 1.3, when combined
with the Mass Transference Principle of Beresnevich and Velani [3],
yield Hausdorff measure and dimension analogues of Khintchine’s the-
orem. Since the application of mass transference is for the most part
straightforward we omit the details. The interested reader can see [13,
Section 6] for an example of how the Hausdorff dimension arguments
proceed.
Acknowledgements. AG thanks the ESI, Vienna for hospitality. AH
thanks Simon Kristensen for helpful conversations concerning the proof
of Theorem 2.3.
2. Projective Duffin-Schaeffer Conjecture
2.1. Basic setup. First we demonstrate the proof of Theorem 1.2. If
ψ(q) ≥ 1 for infinitely many q then the statement of the theorem is
trivial to verify, since δp(x,y) ≤ 1 for all x,y ∈ P
n−1(Qp). Therefore
by a straightforward application of the Borel-Cantelli lemma we may
restrict our attention to the situation when ψ takes values only in the
set {0} ∪ {p−k : k ∈ N}.
For 1 ≤ i ≤ n define Ei ⊆ P
n−1(Qp) by
Ei := φ
({
x ∈ Znp : |xi|p ≥ |xj |p for 1 ≤ j ≤ n
})
,
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and for each q ∈ N define Aq,i(ψ) ⊆ P
n−1(Qp) by
Aq,i(ψ) :=
⋃
y∈Znvis
H(y)=yi=q
Bδ(φ(y), ψ(q)), (2.1)
where
Znvis = {y ∈ Z
n : gcd(y1, . . . , yn) = 1}.
If we let
Wp,i(ψ) := lim sup
q→∞
Aq,i(ψ)
then we have that
Wp(ψ) =
n⋃
i=1
Wp,i(ψ). (2.2)
A basic observation which is useful to us is the following characteriza-
tion of balls in Pn−1(Qp).
Proposition 2.1. For any k ∈ N and y ∈ Znp with |y|p = 1,
Bδ(φ(y), p
−k) = φ
(
{x ∈ Znp : |x− y|p ≤ p
−k}
)
. (2.3)
Proof. First suppose that x ∈ Znp satisfies |x − y|p ≤ p
−k. Then it
follows that |x|p = 1 and
δp(φ(x), φ(y)) = max
1≤j<j′≤n
|xjyj′ − xj′yj|p ≤ p
−k.
For the other direction suppose that x′ ∈ Bδ(φ(y), p
−k) and choose
x ∈ φ−1(x′) with |x|p = 1. Since |y|p = 1 we can choose 1 ≤ i ≤ n so
that |yi|p = 1. We cannot have that xi = 0 mod p since (2.3) would
then imply that
xj = 0 mod p for all 1 ≤ j ≤ n,
contradicting our assumption that |x|p = 1. Therefore, by multiplying
x by yix
−1
i , we can assume that x ∈ φ
−1(x′) has been chosen so that
|x|p = 1 and xi = yi. Then (2.3) implies that |x− y|p ≤ p
−k. 
An immediate consequence of this is that if k ∈ N, y ∈ Znp , and |y|p =
|yi|p = 1 then Bδ(φ(y), p
−k) ⊆ Ei. Therefore, under the assumption
that ψ(q) = 0 whenever p|q, we have for each i and q that Aq,i(ψ) ⊆ Ei
and thus Wp,i(ψ) ⊆ Ei.
2.2. Zero-one law. First we will show that there is not a zero-one law
without the assumption that ψ(q) = 0 whenever p|q.
Proposition 2.2. For the function
ψ(q) =
{
p−1 if p|q,
0 otherwise,
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we have that
Wp(ψ) = φ
({
x ∈ Znp : |x|p = 1 and min
1≤i≤n
|xi|p ≤ p
−1
})
.
Therefore in this case
µp(Wp(ψ)) = 1−
(p− 1)n
pn − 1
.
Proof. First suppose that y ∈ Znvis has H(y) = yi and p|yi. Then if
x ∈ Znp satisfies |x− y|p ≤ p
−1 we must have |x|p = 1 and |xi|p ≤ p
−1.
By Proposition 2.1 this shows that
Wp(ψ) ⊆ φ
({
x ∈ Znp : |x|p = 1 and min
1≤i≤n
|xi|p ≤ p
−1
})
.
For the other inclusion suppose that x ∈ Znp satisfies |x|p = 1 and
|xi|p ≤ p
−1 for some 1 ≤ i ≤ n. For any q ∈ N with p|q we can
choose a point y ∈ Znvis with H(y) = q and φ(x) ∈ B(φ(y), p
−1), by
requiring that yi = q and for j 6= i that yj be the least non-negative
representative for xj mod p. Since q ∈ pN is arbitrary it follows that
φ(x) ∈ Wp(ψ).
For the measure calculation we have that
Wp(ψ)
c = φ
(
{x ∈ Znp : |x1|p = · · · = |xn|p = 1}
)
and therefore
µp(Wp(ψ)) = 1− β
n
p
(
φ−1(Wp(ψ)
c)
)
= 1−
∞∑
i=0
βnp ({x ∈ Z
n
p : |x1|p = · · · = |xn|p = p
−i})
= 1−
∞∑
i=0
(
p− 1
pi+1
)n
= 1−
(p− 1)n
pn − 1
.

In light of this example we will assume in all of what follows that
ψ(q) = 0 whenever p|q. In this case we have the following theorem.
Theorem 2.3. For any choice of ψ satisfying ψ(q) = 0 whenever p|q
we have that µp(Wp(ψ)) = 0 or 1.
In our proof we will reduce the problem to a problem about limsup
sets in Zn−1p by using the bijective maps ηi : Z
n−1
p → Ei, 1 ≤ i ≤ n,
defined by
ηi(x1, . . . , xn−1) = (x1, . . . , xi−1, 1, xi, . . . , xn−1).
This will position us to apply a known zero-one law from [13], from
which Theorem 2.3 will follow from the following proposition.
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Proposition 2.4. If M ⊆ Zn−1p is measurable then for 1 ≤ i ≤ n,
µp (ηi(M)) =
pn − pn−1
pn − 1
· βn−1p (M).
Proof. For notational convenience let us simply prove the case when
i = n. Notice that
φ−1(ηn(M)) ∩ Z
n
p = {z(x, 1) : x ∈M, z ∈ Zp}
=
∞⋃
ℓ=0
pℓ · {u(x, 1) : x ∈M,u ∈ Up},
where Up denotes the group of units in Zp. Therefore we have
µp (ηn(M)) =
∞∑
ℓ=0
p−nℓ · βnp ({u(x, 1) : x ∈M,u ∈ Up})
=
∞∑
ℓ=0
p−nℓ
∫
Up
∫
Z
n−1
p
χu−1M(x) dβ
n−1
p (x)dβp(u)
=
∞∑
ℓ=0
p−nℓ
∫
Up
βn−1p (u
−1M) dβp(u).
For any u ∈ Up we have that β
n−1
p (u
−1M) = βn−1p (M), which gives
µp (ηn(M)) = β
n−1
p (M)βp(Up)
∞∑
ℓ=0
p−nℓ
=
pn − pn−1
pn − 1
· βn−1p (M).

Proof of Theorem 2.3. Recall that for each i we have Wp,i(ψ) ⊆ Ei.
It is also clear by the symmetry of the definitions that µp(Wp,i(ψ)) =
µp(Wp,j(ψ)) for all i, j. We will now show that, under the hypotheses
of our theorem,
βn−1p (η
−1
n (Wp,n(ψ))) = 0 or 1. (2.4)
To see this, suppose that 0 < ψ(q) < 1 and that y ∈ Znvis has H(y) =
yn = q. Then it follows from Proposition 2.1 that
η−1n (Bδ(φ(y), ψ(q)))
=
{
x ∈ Zn−1p :
∣∣∣∣xi − yiq
∣∣∣∣
p
≤ ψ(q) for 1 ≤ i ≤ n− 1
}
. (2.5)
Therefore a point x ∈ Zn−1p belongs to η
−1
n (Wp,n(ψ)) if and only if
max
1≤i≤n−1
∣∣∣∣xi − yiq
∣∣∣∣
p
≤ ψ(q)
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for infinitely many q ∈ N and (y1, . . . , yn−1) ∈ Z
n−1 satisfying |yi| ≤ q
for each i and gcd(y1, . . . , yn−1, q) = 1. By a minor modification of the
proof of [13, Lemma 1] we conclude that (2.4) holds.
Remark: To alleviate any doubt about this last sentence, the only
modification necessary in using [13, Lemma 1] is to justify that the
proof of that lemma still works with the difference in our gcd conditions
(i.e. in [13] it deals with the case where gcd(yi, q) = 1 for all i). However
the gcd condition only comes up in one place in the proof, and it causes
no problems for our setup.
Finally we will combine (2.4) with Proposition 2.4. On one hand if
βn−1p (η
−1
n (Wp,n(ψ))) = 0 then we have that µp(Wp,i(ψ)) = 0 for all i
and (2.2) gives that µp(Wp(ψ)) = 0.
On the other hand if βn−1p (η
−1
n (Wp,n(ψ))) = 1 then for each i we have
that
µp(Wp,i(ψ)) =
pn − pn−1
pn − 1
= µp(Ei).
Then since
Wp(ψ)
c =
n⋃
i=1
(
Wcp,i ∩ Ei
)
it follows that
µp (Wp(ψ)
c) ≤
n∑
i=1
µp
(
Wcp,i ∩ Ei
)
= 0,
and µp(Wp(ψ)) = 1. 
2.3. Proof of Theorem 1.2. We remind the reader that we are as-
suming that n > 2 and that ψ(q) takes values only in the set {0}∪{p−k :
k ∈ N}, with ψ(q) = 0 whenever p|q. First we point out that the di-
vergence of the sum (1.4) is equivalent to the divergence of
∞∑
q=1
µp(Aq,n(ψ)). (2.6)
To see this note that if ψ(q) ≤ q−1 then by Proposition 2.1 the right
hand side of (2.1) is a disjoint union. Therefore in this case
µp(Aq,n(ψ)) = µp (Bδ(1, ψ(q))) ·#{y ∈ Z
n
vis : H(y) = yn = q}
Now it is easy to verify that
µp (Bδ(1, ψ(q))) =
ψ(q)n−1
1− p−n
DIOPHANTINE APPROXIMATION 9
and
#{y ∈ Znvis : H(y) = yn = q} =
∑
y
′∈Zn−1
0<‖y′‖∞≤q
∑
d|q,y1,...,yn−1
µ(d)
=
∑
d|q
µ(d)
∑
y
′∈Zn−1
0<‖y′‖∞≤q/d
1
= (2q)n−1
∑
d|q
µ(d)
dn−1
≍ qn−1,
where ‖ · ‖∞ denotes the sup norm. Thus we have
µp(Aq,n(ψ)) ≍ q
n−1ψ(q)n−1
for all q with ψ(q) ≤ q−1, and it is clear from this that (1.4) diverges if
and only if (2.6) does. Furthermore if we define ψ′ by
ψ′(q) =
{
ψ(q) if ψ(q) ≤ q−1,
q−1 otherwise,
then the convergence or divergence of (1.4) is the same with ψ replaced
by ψ′. Since Wp(ψ
′) ⊆ Wp(ψ), this shows that it is sufficient to prove
Theorem 1.2 under the additional hypothesis that ψ(q) ≤ q−1 for all q.
For simplicity we make this assumption for the rest of the proof.
Now suppose that q, r ∈ N are distinct and that ψ(q) ≤ ψ(r) = p−k.
Then we have the upper bound
µp(Aq,n(ψ) ∩Ar,n(ψ)) ≤ µp (Bδ(1, ψ(q))) · S(q, r),
with
S(q, r) = #{x,y ∈ Znvis : H(x) = xn = q,H(y) = yn = r,
δp(x,y) ≤ ψ(r)}.
By Proposition 2.1 we obtain
S(q, r) ≤
∑
x
′∈Zn−1
0<‖x′‖∞≤q
∑
y
′∈Zn−1
0<‖y′‖∞≤r
qy′−rx′=0 mod pk
1,
where we have used the fact that gcd(x1, ..., xn) = gcd(y1, ..., yn) = 1
to exclude the terms in the sums corresponding to x′ or y′ = 0. This
guarantees that the sums are empty whenever pk > 2qr, therefore we
can safely say that
S(q, r)≪
(
qr
pk
)n−1
.
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Substituting this above gives
µp(Aq,n ∩ Ar,n)≪ (ψ(q)ψ(r)qr)
n−1 ≪ µp(Aq,n)µp(Ar,n).
Finally by a standard variance argument (e.g. [12, Lemma 2.3]) we
have under the divergence of (2.6) that
µp(Wp,n) ≥ lim sup
Q→∞
(
Q∑
q=1
µp(Aq,n)
)2( Q∑
q,r=1
µp(Aq,n ∩ Ar,n)
)−1
> 0,
and by Theorem 2.3 it follows that µp(Wp(ψ)) = 1.
3. Projective Khintchine Theorem
In the proof of Theorem 1.3, we will use the notion of ubiquitous sys-
tems. Ubiquitous systems are a modern avatar of regular systems which
originated in the work of A. Baker and W. M. Schmidt [1]. Subse-
quently, they were developed by Dodson, Rynne and Vickers [8] and
others and have proved to be a valuable tool in investigating problems
in metric Diophantine approximation. We refer the reader to the work
of Berenevich, Dickinson, and Velani [2] for a very readable account of
the history, a modern, improved version which we will use, as well as
a wealth of applications. We begin with the definition of a ubiquitous
system, following §2 of [2] and using their notation. Let (Ω, d) be a
compact metric space equipped with a probability measure m on the
corresponding Borel σ−algebra. Let R = {Rα : α ∈ J} be a family of
subsets Rα (called resonant sets) of Ω indexed by an infinite countable
set J . Let β : J → R+ and for δ > 0 and A ⊂ Ω define ∆(A, δ) to be
the δ neighborhood of A,
∆(A, δ) := {x ∈ Ω : d(x,A) < δ}.
Let ρ : R+ → R+ denote a function such that limr→∞ ρ(r) = 0, and
let l = {ln} and u = {un} be positive increasing sequences such that
ln < un for all n and limn→∞ ln = limn→∞ un =∞. Define
∆ul (ρ, n) :=
⋃
α∈Ju
l
(n)
∆(Rα, ρ(βα)),
where
Jul := {α ∈ J : ln < βα ≤ un}.
We assume that the cardinality of Jul (n) is finite for every n and denote
by Λ(ρ) the set lim supn→∞∆
u
l (ρ, n).
We say that (R, β) is locally m-ubiquitous relative to (ρ, l, u) if both
of the following conditions are satisfied:
(1) There exist r0, κ > 0 such that for any r ≤ r0 and any ball
B = B(x, r),
m(B ∩∆ul (ρ, n)) ≥ κm(B) for n ≥ n0(B). (3.1)
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(2) There exists constants 0 ≤ γ ≤ dimΩ and 0 < c1 < 1 < c2,
such that for any α ∈ J with βα ≤ un, c ∈ Rα, 0 < λ ≤ ρ(un)
and large enough n:
(a) m(B(c, 1
2
ρ(un)) ∩∆(Rα, λ)) ≥ c1m(B(c, λ))
(
ρ(un)
λ
)γ
.
(b) m(B ∩B(c, 3ρ(un)) ∩∆(Rα, 3λ)) ≤ c2m(B(c, λ))
(
r(B)
λ
)γ
,
where r(B) denotes the radius of B.
We will refer to the conditions in (2) of this definition as the intersection
conditions. We say that (R, β) is globally m-ubiquitous relative to
(ρ, l, u) if both of the above conditions are satisfied with B = Ω.
We need two more notions from [2]. A measure m on Ω is said to
satisfy condition (M2) if there exist positive constants δ, r0, a, b such
that for any x ∈ Ω and r ≤ r0
arδ ≤ m(B(x, r)) ≤ brδ.
A function f is called u-regular for a sequence u as above, if there exists
a positive constant λ < 1 for which
f(un+1) ≤ λf(un).
The following is [2, Corollary 2].
Theorem 3.1. Let Ω be a compact metric space equipped with a prob-
ability measure m satisfying condition (M2). Suppose that (R, β) is
a globally m-ubiquitous system relative to (ρ, l, u) and that ψ is a de-
creasing function. Assume that δ > γ, that either ψ or ρ is u-regular
and that
∞∑
n=1
(
ψ(un)
ρ(un)
)δ−γ
=∞. (3.2)
Then m(Λ(ψ)) > 0. In addition, if any open subset of Ω is measurable
and (R, β) is locally m-ubiquitous relative to (ρ, l, u), then m(Λ(ψ)) =
1.
Now suppose that p is a finite or infinite prime and let Ω = Pn−1(Qp)
and J = Pn−1(Q). For α ∈ J let βα := H(α) and Rα = α, so the
resonant sets are rational points. Take li+1 = ui = 2
i and ρ(r) =
r−n/n−1. Let I be a ball in Pn−1(Qp). Note that since the function ψ
in Theorem 1.3 is decreasing, it is u-regular. Moreover the choice of ρ
means that if we take γ = 0 and δ = n − 1 then (3.2) coincides with
(1.4). Therefore to prove Theorem 1.3 it is sufficient to establish the
following proposition.
Proposition 3.2. The system (R, β) is locally µp-ubiquitous with re-
spect to (ρ, l, u).
Proof. First note that the intersection conditions are satisfied with γ =
0. By Theorem 1.1 after rescaling the metric appropriately, we have
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that for every x ∈ I and Q ≥ 1 there exists y ∈ Pn−1(Q) such that
δp(x,y) ≤
1
QH(y)
(3.3)
and
H(y) ≤ Qn−1. (3.4)
We set Q = ui and use the fact that the measure of a ball of radius r in
Pn−1(Qp) is ≍ r
(n−1). We will also need results of Schanuel ([18]) and
Choi ([6]) on the distribution of rational points. For every T > 0, there
are finitely many y ∈ I ∩ Pn−1(Q) with H(y) ≤ T and it an important
problem in arithmetic geometry to understand the behaviour of the
counting function as T →∞. From loc. cit. we have that
#{y ∈ I ∩ Pn−1(Q) : H(y) ≤ T} ≍ T nµp(I) (3.5)
We can now calculate
µp

I ∩ ⋃
y∈I
H(y)≤2i(n−1)−1
B
(
y,
1
H(y)2i
)
≤
∑
y∈I
H(y)≤2i(n−1)−1
(
1
H(y)2i
)(n−1)
≤
1
2i(n−1)
∑
y∈I
H(y)≤2i(n−1)−1
1
H(y)(n−1)
≤
µp(I)
2i(n−1)
i(n−1)−1∑
j=1
(
1
2j
)n−1
2jn
(
1−
1
2n
)
≤
µp(I)
2i(n−1)
(
1−
1
2n
) i(n−1)−1∑
j=1
2j
≤
(
1−
1
2n
)
µp(I)
2i(n−1)
2(2i(n−1)−1 − 1)
≤
(
1−
1
2n
)
µp(I).
We therefore have that
µp

I ∩ ⋃
y∈I
2i(n−1)−1<H(y)≤2i(n−1)
B
(
y,
1
22i
) ≥ µp(I)−
(
1−
1
2n
)
µp(I) ≥
µp(I)
2n
thereby completing the proof of the proposition. 
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