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Threshold phenomena in epidemic theory
Abstract
The threshold theorem for deterministic epidemics in mixing populations can usually be rewritten in
such a form that a large epidemic results from trace infection if and only if $R_0>1$, where $R_0$ can
be interpreted as a basic reproduction ratio for an associated population model. The Whittle stochastic
threshold theorem replaces certainty with probability: if $R_0\leq 1$, a large epidemic is highly unlikely
to result from the introduction of one or two infectives, whereas, if $R_0>1$, the probability of having a
significant epidemic is no longer trivial. In this paper, the Whittle approximation to a model for parasitic
infection in a mixing population is analysed. A feature of the model is that $R_0$ is well defined, but
for certain parameter values the threshold is not at $R_0=1$. Thus to have $R_0=1$ as threshold for
epidemics in mixing populations is by no means a universal rule. A related birth and death process with
drift is also investigated.
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Abstract. The threshold theorem for deterministic epidemics in mixing populations can usually
be rewritten in the form that a large epidemic results from trace infection if and only if R0 > 1,
where R0 can be interpreted as a basic reproduction ratio for an associated population model.
The Whittle stochastic threshold theorem replaces certainty with probability: if R0 ≤ 1, a large
epidemic is highly unlikely to result from the introduction of one or two infectives, whereas, if
R0 > 1, the probability of having a significant epidemic is no longer trivial. In this paper, the
Whittle approximation to a model for a parasitic infection in a mixing population is analyzed. A
feature of the model is that R0 is well–defined, but for certain parameter values the threshold is
not at R0 = 1. Thus to have R0 = 1 as threshold for epidemics in mixing populations is by no
means a universal rule. A related birth and death process with drift is also investigated.
1. Introduction
The most celebrated theorem in the mathematical theory of epidemics is the threshold
theorem of Kermack and McKendrick (1927). It can broadly be stated as follows. If the rate
of contact between members of a community is below a certain critical level, a small amount
of infection introduced into the community leads to no appreciable spread of infection. If, on
the other hand, the contact rate is above this critical level, a substantial epidemic results, with
a positive proportion of the community eventually contracting the disease.
The threshold theorem can be illustrated in the context of the following three ordinary
differential equations, which constitute one of the simplest systems used to model the course
of an epidemic:
ds/dt = −αsi; di/dt = αsi− βi; dr/dt = βi. (1.1)
Here, s = s(t) denotes the proportion of the population that are susceptible at time t, i = i(t)
the proportion that are infectious and r = r(t) the proportion that have been removed by
recovery, isolation or death: s+i+r = 1. α denotes the average number of potentially infectious
contacts made by an individual per unit time, and β is the removal rate, in the sense that 1/β
represents the average length of time that an infective circulates in the community before being
removed. The differential equations can be thought of as a (deterministic) approximation to
This work was supported in part by Schweizerischer NF Projekt Nr 20–31262.91, and was partly undertaken
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the average behaviour of an underlying random model, in which the basic elements are the
counts of susceptible, infective and removed individuals, which actually change in unit jumps.
s(t) might, for instance, approximate the expected proportion of susceptibles at time t.
Kermack and McKendrick’s threshold theorem for (1.1) can be expressed in the following
way. If trace infection is introduced (s(0) = 1− ε, i(0) = ε for ε small), the total proportion of
the population ever infected is of order ε if α < β, whereas if α > β a non–trivial proportion
becomes infected. This can be seen directly from (1.1), since, so long as 1 − s ≤ η for η
small but such that η  ε, the product si in (1.1) is well approximated by i (to relative order
η). Thus, initially, the quantity i(t) develops almost exactly like the solution of the linear
differential equation di/dt = (α − β)i, and hence, during the initial stages, i(t) ≈ i(0)e(α−β)t.
Hence infection rapidly dies out if α < β, and takes hold if α > β.
Thus, for the simple model (1.1), the critical level for the contact rate is exactly the removal
rate. Alternatively, the threshold condition can be expressed by comparing the ratio R0 =
α/β to 1. Since an infected individual remains infectious for an average length of time 1/β,
during which he makes (potentially) infectious contacts at rate α, the quantity R0, the basic
reproduction ratio, can be interpreted as the average number of new infections caused by
a single infected individual, under the ideal conditions that every contact he makes is with
a susceptible (as is almost the case in the initial stages). The quantity R0 is well known
from population ecology, where the requirement that R0 exceed 1 for a population to become
established is intuitively reasonable: see Heesterbeek (1992) for an excellent discussion of the
topic.
As already observed, the model (1.1) only has a meaning as an approximation to some
underlying jump process. It is therefore natural to ask whether there really are any such
models for which (1.1) gives a good approximation. In a large community of size N , the
system (1.1) can be shown to give a good first approximation to the Markovian model on
{N−1 6 6 +}3 specified by the transition rates
(s, i, r) −→ (s−N−1, i+N−1, r) at rate Nαsi (infection)
(s, i, r) −→ (s, i−N−1, r +N−1) at rate Nβi (removal)
(1.2)
when Ns(t) and Ni(t) are both large: see, for example, Kurtz (1981), Chapter 9. However,
the context relevant to threshold theorems is that in which Ni(0) is not large, but takes a
value such as 1, and here the appropriate approximation was introduced by Whittle (1955).
He observed that, for as long as 1 − s(t) ≤ η, where η = ηN is small, the transition rate for
infections is approximated by Nαi to relative order η, so that the initial stages of the process
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I(t) = Ni(t) are well approximated by a linear birth and death process Z with birth rate α
and death rate β. For this process,
IP[ lim
t→∞Z(t) = 0 |Z(0) = i(0)] =
{
1 if α < β
(β/α)i(0) if α > β,
which can be interpreted as a stochastic threshold result: if α < β, the epidemic (with over-
whelming probability for N large) only involves a few people, whereas, if α > β, a large
epidemic involving O(N) people occurs with probability approximately 1 − (β/α)i(0) and a
small epidemic involving only O(1) people with probability approximately (β/α)i(0). Thus the
condition R0 > 1 is again the condition for a large epidemic to be possible, but now chance is
also involved in determining whether a large epidemic indeed takes place.
Both deterministic and stochastic threshold results have similar formulations when more
categories of individual are involved. To illustrate the point, suppose that there are J types of
infective, and that an infective of type j has contact rate αj and removal rate βj . Then one
can write down equations analogous to (1.1) in the form
ds
dt
= −s
J∑
j=1
αjij ;
dij
dt
= s
J∑
r=1
αrirpirj − βjij , 1 ≤ j ≤ J ; dr
dt
=
J∑
j=1
βjij , (1.3)
where pirj denotes the probability that infection of a susceptible by a type r infective results
in a new type j infective:
∑J
j=1 pirj = 1 for 1 ≤ r ≤ J . A corresponding Markovian model in
the spirit of (1.2) would be given by transition rates
s→ s−N−1, ij → ij +N−1 at rate Ns
J∑
r=1
αrirpirj ;
ij → ij −N−1, r → r +N−1 at rate Nβjij ,
(1.4)
for each 1 ≤ j ≤ J . Each model can be approximated, in the early stages following the
introduction of a small amount of infection, by replacing s by 1 in the infinitesimal rates. In
the deterministic version, the initial evolution is then governed by the behaviour of the linear
system di/dt = Mi, where the J × J matrix M is given by Mrj = αrpirj − δrjβj (Kronecker
δ), and the Whittle approximation to the stochastic version is a J–type linear Markov birth
and death process with infinitesimal mean matrix M . In either version, a large epidemic
cannot occur as a result of trace infection if the largest eigenvalue ν of M is negative. On
the other hand, under a mild irreducibility condition, if ν > 0 the deterministic formulation
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always develops into a large epidemic, and the Markov model gives rise to a large epidemic
with probability 1 −∏Jj=1 qij(0)j , where the probabilities qj are all less than 1. These results
directly generalize those for the case of a single type of infective.
Here also, there is an equivalent interpretation of the threshold condition µ > 0 in terms of
a basic reproduction ratio R0. Define a non–negative matrix L by setting Lrj = β−1r αrpirj ,
the average number of new type j infectives resulting from a single type r infective during its
entire infectious period. In population terms, Lrj can be thought of as the average number of
type j offspring of a single type r individual. Then, from the Perron–Frobenius theorem, if L
is irreducible, it has a unique largest positive eigenvalue ρ, and Ln ∼ ρnvuT , where uT and v
are the corresponding left and right eigenvectors of L, chosen to satisfy uT 1 = 1 and uT v = 1.
Interpreting Ln as a matrix describing the mean numbers of n-th generation descendants of
0-th generation ancestors, it follows that the average population decays if ρ < 1 and grows if
ρ > 1, with on average exactly ρn individuals in the n-th generation, if there is a single ancestor
whose type is chosen at random from the distribution assigning probability uj to type j. Thus
ρ is the right quantity to be defined as the basic reproduction ratio R0, with R0 > 1 being the
condition for an epidemic to be possible: not surprisingly, the condition R0 > 1 turns out to
be precisely equivalent to the condition ν > 0.
R0 = 1 has widely been found to be the right threshold for distinguishing growth from
decay in population models, and large outbreaks from small in epidemic models for mixing
populations: once again, see Heesterbeek (1992). However, the restriction to mixing, or mean
field models is important: in spatial models with short range interactions, such as lattice
percolation, local dependence typically makes a branching–like approximation to the initial
stages inappropriate. Nevertheless, it comes as something of a surprise that there are also
epidemic models for mixing populations in which the threshold condition does not take the
form R0 = 1. The remainder of the paper is concerned with exploring a particular model with
this property. The broader implication is that, for R0 = 1 to be the threshold condition, a
certain degree of independence between the individuals in a population is required, and that
the aggregation of parasites in hosts may already entail enough dependence to change the form
of the threshold.
2. A model with atypical threshold
In this section, we discuss the Whittle approximation to the initial stages of a model for
parasitic diseases, which is presented in detail in Barbour and Kafetzaki (1993). The Whittle
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approximation to this model can be thought of as a Markov branching processX with countably
many types. Let Xj(t), j ≥ 1, denote the number of hosts with a burden of j parasites at time
t. The parasites have independent lifetimes, negative exponentially distributed with mean 1/µ.
Each infected individual makes contacts with uninfected (in the Whittle limit) individuals at
rate λ, and the result of a contact is to establish a newly infected individual with a random
number S of parasites. If the infecting individual happens to have j parasites, S is the sum
of j independent and identically distributed copies of a random variable whose distribution
has mean θ and variance σ2 < ∞. Thus the Markovian structure can be summarized by the
transition rates
X −→ X − ej + ej−1 at rate jµXj , j ≥ 2;
X −→ X − e1 at rate µX1;
X −→ X + ek at rate λ
∑
j≥1
Xjpjk, k ≥ 1,
where
∑
k≥0 pjk = 1 for each j and
∑
k≥1 kpjk = jθ: el denotes the l-th coordinate vector in
IR∞.
As a population model, X should be considered from the point of view of the parasites.
Each parasite, no matter how many others share the same host, has a negative exponentially
distributed lifetime with mean 1/µ. During its lifetime, its host makes contacts at rate λ,
at each of which the parasite transmits an independent number of offspring with mean θ.
Hence the mean number of next generation parasites descended from a single parasite is λθ/µ,
whatever the host’s total parasite load. Thus the basic reproduction ratio R0 is naturally
defined to be λθ/µ. Traditional considerations would now suggest that the parasite population
should die out if R0 < 1, and should have some probability of substantial growth if R0 > 1.
This is not necessarily the case.
X
Theorem 2.1. Define R0 = λθ/µ. Suppose that 1 ≤
∑
j≥1Xj(0) <∞.
(1) If θ ≤ e, then IP[limt→∞
∑
j≥1Xj(t) = 0] = 1 if and only if R0 ≤ 1.
(2) If θ > e, then IP[limt→∞
∑
j≥1Xj(t) = 0] = 1 if and only if λe log θ/µ ≤ 1.
Xr
Remark 2.2. Thus R0 = 1 is the threshold condition only if θ ≤ e: if θ > e, it is possible for
λ, µ and θ to be such that R0 > 1, but yet IP[limt→∞
∑
j≥1Xj(t) = 0] = 1. Note also that the
set {X ∈ IN∞ : ∑j≥1 jXj ≤ M} is finite for each M , so that, because each X ∈ IN∞ \ {0}
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is transient, limt→∞
∑
j≥1 jXj(t) is almost surely either 0 or ∞. Thus either the parasites
eventually die out entirely, or their number tends to infinity.
Proof: We first establish the conditions under which IP[limt→∞
∑
j≥1Xj(t) = 0] = 1. Define
Mα(t) =
∑
j≥1
jαXj(t); cα(X) =
∑
j≥1
jµXj{(j − 1)α − jα}+ λ
∑
k≥1
∑
j≥1
Xjpjkk
α,
and
Wα(t) = Mα(t)−Mα(0)−
∫ t
0
cα(X(u)) du.
Then, arguing as in the proof of Barbour and Kafetzaki (1993), Lemma 3.5, Wα is a martingale
for each 0 < α ≤ 1. In particular, for R0 ≤ 1, taking α = 1, we obtain the inequality
IE{M1(t) | Fs} = M1(s) +
∫ t
s
(λθ − µ)IE{M1(u) | Fs} du ≤M1(s)
for any 0 < s < t, so that M1(t) is a non–negative supermartingale. Hence, by the mar-
tingale convergence theorem, IP[limt→∞M1(t) = 0] = 1, implying that, whenever R0 ≤ 1,
IP[limt→∞
∑
j≥1Xj(t) = 0] = 1 .
Observe further that, for 0 < α ≤ 1, cα(X) ≤ (−αµ+ λθα)Mα, giving
IE{Mα(t) | Fs} = Mα(s) +
∫ t
s
IE{cα(X(u)) | Fs} du ≤Mα(s)
whenever α−1θα ≤ µ/λ. For θ > e, α−1θα takes its minimum with respect to α at 0 < α1 =
1/ log θ < 1, attaining there the value e log θ. Hence, if θ > e and λe log θ/µ ≤ 1, Mα1(t) is a
non–negative supermartingale, and thus IP[limt→∞
∑
j≥1Xj(t) = 0] = 1 as before.
To obtain the converse results, think in terms of a discrete generation branching process
with types j = 1, 2, . . . . At each generation, each individual dies, an individual of type j being
replaced either by one of type j − 1 (death of a parasite) with probability 1− εj , or by one of
type j and another of type k (infection) with probability εjpjk: εj = λ/(λ + jµ) and type 0
individuals are not counted. Then, if
q(n)(j) = IP[extinction by generation n |X(0) = ej ],
consideration of the first generation shows that q(n+1) = Tq(n), where
(Tf)(0) = 1; (Tf)(j) = (1− εj)f(j − 1) + εjf(j)IEf(Sj), j ≥ 1,
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where Sj =
∑j
i=1 Yi and the Yi are independent and identically distributed with mean θ and
variance σ2: IP[Sj = k] = pjk. Clearly, q(0)(0) = 1 and q(0)(j) = 0 for j ≥ 1, and
q(n)(j) ↑ q(j) = IP[eventual extinction |X(0) = ej ].
We wish to show that q(j) < 1 for j ≥ 1 under the conditions stated in the theorem.
First observe that, if f ≥ g in the sense that f(j) ≥ g(j) for all j ≥ 0, then Tnf ≥ Tng for
all n ≥ 1 also. Hence, if we can find any f such that f ≥ q(0) and Tf ≤ f , it will follow that
f ≥ q also. If, in addition, f(j) < 1 for all j ≥ 1, the same must be true of q. The remainder
of the proof consists of finding a suitable function f .
The inequality Tf ≤ f states that, for all j ≥ 1,
(Tf)(j)
f(j)
= (1− εj)f(j − 1)
f(j)
+ εjIEf(Sj)
= 1 + (1− εj)
(f(j − 1)
f(j)
− 1− λ
jµ
(1− IEf(Sj))
)
≤ 1,
or, equivalently, that
f(j − 1)
f(j)
− 1 ≤ λ
jµ
(1− IEf(Sj)), j ≥ 1. (2.1)
We begin with a heuristic based on trying f(j) = (1 + jδ)−1, j ≥ 0, for suitably chosen δ. The
left hand side of (2.1) then becomes δ1+(j−1)δ , to be compared with a right hand side of
λ
jµ
δjθ
1 + δjθ
=
R0δ
1 + δjθ
,
if IEf(Sj) is close to f(IESj) = f(jθ). Now, if R0 > 1,
δ
1 + (j − 1)δ <
R0δ
1 + δjθ
(2.2)
for all j < (R0 − 1)/(θδ), a large range of j if δ is chosen to be small, and (2.2) holds for all j
if, in addition, λ > µ and δ is small enough. Under these additional conditions, we make the
heuristic precise: the proof when λ ≤ µ and R0 > 1 we return to afterwards.
The key step is to justify that IEf(Sj) ≈ f(jθ). However, for any x, y ≥ 0,
1
1 + δx
− 1
1 + δy
=
δ(y − x)
(1 + δx)2
− δ
2(y − x)2
(1 + δx)2(1 + δy)
≥ δ(y − x)
(1 + δx)2
− δ
2(y − x)2
(1 + δx)2
,
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so that
1− f(y) ≥ δx
1 + δx
+
δ(y − x)
(1 + δx)2
− δ
2(y − x)2
(1 + δx)2
.
Hence, taking y = Sj and x = jθ, it follows that
1− IEf(Sj) ≥ δjθ1 + δjθ −
δ2jσ2
(1 + δjθ)2
=
δjθ
1 + δjθ
{
1− δσ
2
θ(1 + δjθ)
}
.
Thus (2.1) is satisfied provided that
λ
jµ
δjθ
1 + δjθ
{
1− δσ
2
θ(1 + δjθ)
}
≥ δ
1 + (j − 1)δ for all j ≥ 1.
If θ ≤ 1, it is thus enough to pick δ such that R0(1 − δσ2/θ) > 1 + θδ, achieved if δ <
(R0−1)/{θ(1 +σ2/θ2)}. If θ > 1 and λ > µ, δ is chosen small enough to satisfy θδ < (θ−1)/2
and R0(1− δσ2/θ) > θ, as is the case whenever
δ < min
{θ − 1
2θ
,
θ
σ2
(λ
µ
− 1
)}
.
Thus, if R0 > 1 and either θ ≤ 1 or θ > 1 and λ > µ, choosing f(j) = (1 + jδ)−1 for δ small
enough yields a function f such that f ≥ q(0), Tf ≤ f and f(j) < 1 for all j ≥ 1, implying
that IP[limt→∞
∑
j≥1Xj(t) = 0] < 1, as required.
There remains the case of R0 > 1 and λ ≤ µ, for which the initial heuristic breaks down
because (2.2) is no longer satisfied for jδ large. This suggests trying an f which decays more
slowly. If we start with f(j) = (1 + δjα)−1 for some 0 < α < 1, the left hand side of (2.1) is
about j−1α for δjα large, and the right hand side is about λ/jµ, with the inequality satisfied
for α < λ/µ: thus, for α small enough, jδ large brings no problems. However now, for j = 1,
the left hand side of (2.1) is δ and the right hand side about δλθα/µ, with (2.1) only satisfied
if λθα > µ, i.e. if α > log(µ/λ)/ log θ. Thus, for smaller j, too large an α may be needed. This
leads to the following idea. Instead of keeping α fixed, define
f(j) = (1 + δjα(j))−1, j ≥ 0, (2.3)
where α(j) = 1 for 0 ≤ j ≤ K, for a suitably chosen large K, and then reduce α(j) very slowly
to a value α∗ < λ/µ, choosing δ so small that the transition to α(j) < λ/µ takes place while jδ
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is still small. Then, roughly speaking, for j near 1, the comparison is as for f(j) = (1 + jδ)−1,
and all is well if R0 > 1; for j such that jδ is big, the comparison is as for f(j) = (1 + δjα∗)−1
with α∗ < λ/µ, and all is well; and for intermediate values of j and α = α(j), the comparison
is essentially between δαjα−1 and δλθαjα−1/µ, which is always the right way round if R0 > 1
and θ ≤ e, but for θ > e requires that λe log θ/µ > 1, in order to preserve the inequality in the
worst case of α = α1 = 1/ log θ.
So define f as in (2.3), with δ yet to be chosen but small, and with α given by
α(x) =
{ 1 if x ≤ K;
1− (1− α∗)
(
1− log logKlog log x
)2
if x > K,
where α∗ < λ/(3µ) and K is yet to be chosen but large. Note that α(x) log x increases with x
and that α and f are decreasing. Note also that, for any c, x > 1,
1 ≥ xα(cx)−α(x) = exp{log x(α(cx)− α(x))}
≥ exp
{
log x
( −2(c− 1)x
x log x log logK
)}
≥ 1− 2(c− 1)
log logK
,
(2.4)
since α′(x) = 0 for x ≤ K, and
0 ≤ −α′(x) ≤ 2
x log x log logK
, x ≥ K. (2.5)
Furthermore, direct computation shows that there is a constant k > 2 such that
f ′′(x) ≤ kδxα(x)−2, (2.6)
uniformly in x > 0, δ ≤ 1 and K ≥ ee3 .
We use this information to show that 1− IEf(Sj) ≈ 1− f(jθ). To do this, take any X, and
consider the parabola
z(x) = (1− f(X))− (x−X)f ′(X)− 12 (x−X)2skδXα(X)−2,
for an s yet to be determined: we show that z(x) ≤ 1 − f(x) for all x, if s = s(k) is chosen
large enough, independently of the choice of X. The smaller root of z(x) = 0 is at least as
large as
X1 = X −
√
2(1− f(X))
skδXα(X)−2
≥ X −
√
2X2
sk
= X
(
1−
√
2
sk
)
,
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and f ′′(x) ≤ kδXα(X1)−21 for all x ≥ X1, so that z(x) ≤ 1− f(x) for all x if
kδX
α(X1)−2
1 ≤ skδXα(X)−2. (2.7)
Pick any s such that sk ≥ 8: then X1 ≥ X/2, and hence, from (2.4),
1 ≥ Xα(X)−α(X1) ≥ Xα(X)−α(X/2) ≥ 1− 2
log logK
≥ 1
3
,
uniformly in X > 0, provided that K > ee
3
. Then, for (2.7) to hold, it is enough that
(
1−
√
2
sk
)α(X1)−2
≤ s
3
,
which is satisfied if (
1−
√
2
sk
)2
≥ 3
s
,
as can be arranged by picking s = s(k) larger if necessary. For this choice of s,
1− f(x) ≥ 1− f(X)− (x−X)f ′(X)− 12 (x−X)2ks(k)δXα(X)−2, (2.8)
whatever the values of x and X.
Now take X = jθ and x = Sj in (2.8). This yields
1− f(Sj) ≥ 1− f(jθ)− (Sj − jθ)f ′(jθ)− 12 (Sj − jθ)2ks(k)δ(jθ)α(jθ)−2,
and hence
1− IEf(Sj) ≥ 1− f(jθ)− 12jσ2ks(k)δ(jθ)α(jθ)−2
≥
( δ(jθ)α(jθ)
1 + δ(jθ)α(jθ)
){
1− ks(k)σ
2
θ2j
}
if δ(jθ)α(jθ) ≤ 1.
(2.9)
δ is then to be chosen so small that, for j satisfying δ(jθ)α(jθ) > 1, α(j) ≤ 2α∗ < 2/3, and
hence, for such j,
1− IEf(Sj) ≥
( δ(jθ)α(jθ)
1 + δ(jθ)α(jθ)
)
{1−O(j−1/3)}. (2.10)
Thus, from (2.9) and (2.10), IEf(Sj) can be replaced by f(jθ) with only small impact, if j is
large.
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However, for X < K, f ′′(X) ≤ 2δ2(1 + δX)−3 ≤ 2δ2, so that supx f ′′(x) ≤ kδ/K if
δ ≤ k/(2K). Thence
1− f(x) ≥ 1− f(X)− (x−X)f ′(X)− 12 (x−X)2kδ/K
for all x and X, yielding, for jθ ≤ K, the inequality
1− IEf(Sj) ≥ 1− f(jθ)− 12jσ2kδ/K ≥
δjθ
1 + δjθ
{
1− σ
2k
Kθ
}
. (2.11)
We now return to (2.1) with λ ≤ µ and R0 > 1. For 1 ≤ j ≤ K/θ we have
f(j − 1)
f(j)
− 1 ≤ δ
and, using (2.11),
λ
jµ
(1− IEf(Sj)) ≥ R0δ1 + δjθ
{
1− σ
2k
Kθ
}
,
which exceeds δ if K is chosen so big that
R0
{
1− σ
2k
Kθ
}
> (R0 + 1)/2,
and then δ so small that δK < (R0 − 1)/2. For K/θ < j ≤ J + 1, with J = J(K) such that
α(J) ≤ 2α∗, choosing δ smaller, if necessary, to ensure that δθJ ≤ 1/K, we have
f(j − 1)
f(j)
− 1 ≤ δ(jα(j) − (j − 1)α(j−1)) ≤ δα(j − 1)(j − 1)α(j−1)−1,
and, from (2.9),
λ
jµ
(1− IEf(Sj)) ≥ λ
jµ
( δ(jθ)α(jθ)
1 + δ(jθ)α(jθ)
)
{1−O(K−1)} ≥ λδ
µ
θα(jθ)jα(jθ)−1{1−O(K−1)}.
From (2.4) and (2.5), and because α(x) ≥ α∗ > 0 for all x, it now follows that
λ
jµ
(1− IEf(Sj))
/(f(j − 1)
f(j)
− 1
)
≥ λθ
α(j)
µα(j)
{1−O((log logK)−1)} ≥ 1,
provided that infα∗<α<1(λθ
α/µα) > 1 and K is large enough, forcing δ even smaller, if neces-
sary: thus, if θ > e, the extra condition λe log θ/µ > 1 is needed here. Finally, for j > J + 1,
use
f(j − 1)
f(j)
− 1 ≤
( δ(j − 1)α(j−1)
1 + δ(j − 1)α(j−1)
)α(j − 1)
(j − 1) ,
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and, from (2.10),
λ
jµ
(1− IEf(Sj)) ≥ λ
jµ
( δ(jθ)α(jθ)
1 + δ(jθ)α(jθ)
)
{1−O(K−1/3)},
so that, since α(x) log x is increasing,
λ
jµ
(1− IEf(Sj))
/(f(j − 1)
f(j)
− 1
)
≥ λ
2α∗µ
{1−O(K−1/3)} ≥ 3
2
{1−O(K−1/3)} ≥ 1,
if K is large enough. So, when λ ≤ µ, θ ≤ e and R0 > 1, or when λ ≤ µ, θ > e and
λe log θ/µ > 1, choosing K big enough and then δ small enough leads to a function f defined
in (2.3) with the properties that f ≥ q(0), Tf ≤ f and f(j) < 1 for all j ≥ 1, implying that
IP[limt→∞
∑
j≥1Xj(t) = 0] < 1 in this case also, and completing the proof of the theorem.
Pr
Remark 2.3. Note that the only assumption concerning the variability of Sj that is actually
used in the proof of Theorem 2.1 is that VarSj ≤ jσ2. The same proof also works under
the weaker condition that VarSj ≤ cj2−ε for some c, ε > 0, if α∗ is chosen smaller than
1
3 min(λ/µ, ε) in the case λ ≤ µ, R0 > 1. The independence of the numbers of offspring of the
different parasites at an infection is not required.
3. A birth and death process with drift
When θ > e and λe log θ/µ < 1 < R0, the expected number of parasites IE
(∑
j≥1 jXj(t)
)
increases with t, but, for α = 1/ log θ, IE
(∑
j≥1 j
αXj(t)
)
tends to zero. This suggests that
the expected number of parasites is in this case dominated by the possibility of having a few
individuals with very large parasite burdens. Thus, to understand why λe log θ/µ = 1 emerges
as a threshold, we consider what happens to individuals infected by large numbers of parasites.
As time goes by, the number of parasites carried by such an individual decreases almost exactly
exponentially at rate µ, and from time to time, at rate λ, he causes new infections, each of which
starts with almost θ times as many parasites as he currently carries. Thus, on a logarithmic
scale, his parasite burden decreases almost linearly towards zero at rate µ, and each of those he
infects behaves in similar fashion, but with initial burden having a value almost log θ greater
than his current burden.
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This motivates the following definition of a branching process Y with drift. Y (t) describes
the positions in IR+ of a random number of particles. Each particle drifts steadily at rate µ
towards 0, and is annihilated upon reaching 0. Until this time, it gives birth to further particles
according to a Poisson process of rate λ, independently of all other particles. If a particle is
born to a parent at position x, it is initially placed at position x+log θ, and it thereafter behaves
according to the same rules governing drift, annihilation and reproduction, independently of
all other particles. We are interested in the distribution of NY ≤ ∞, the total number of
particles ever in existence. By scaling, we can equivalently take λ′ = 1 and µ′ = 1, then setting
d = λ log θ/µ for the translation at birth. Clearly, the larger the value of d, the larger the
values to be expected of NY . Let IPs denote the distribution conditional on starting with a
single particle at position s.
Y
Theorem 3.1. If d ≤ 1/e, IPs[NY < ∞] = 1 for all s, and IEdNY ≤ e. If d > 1/e, IPs[NY <
∞] < 1 for all s.
Yr
Remark 3.2. The change at the critical value of d is quite abrupt. When d takes the value 1/e,
not only is NY almost surely finite, but its mean is also finite (and equal to e under IPd),
although, for any d > 1/e, there is a positive probability that NY = ∞. Note that d =
1/e represents λe log θ/µ = 1 in the notation of the original problem. This suggests the
interpretation that, for λe log θ/µ ≤ 1, the few individuals with large numbers of parasites are
unable to support the growth of X, but that when λe log θ/µ > 1 they can.
Proof: For 0 < z < 1 and s > 0, let φ(z, s) = IEszNY . Then, conditioning on the time of the
first birth and using the independence of particles,
φ(z, s) = ze−s +
∫ s
0
e−ug(φ(z, s− u)) du, (3.1)
where g(w) = wψ(w) and ψ(w) = φ(w, d): this last, because a particle born at time u at
position s − u + d in the course of time gives rise to a random number N ′Y of particles that
reach position s − u, with N ′Y distributed as NY under IPd. Standard manipulation of (3.1)
reformulates it for each fixed z as the ordinary differential equation
dφ
ds
+ φ = g(φ),
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with initial condition φ(z, 0) = z. Integrating, it follows that φ(z, s) satisfies
s =
∫ z
φ(z,s)
dw
w(1− ψ(w)) , (3.2)
and hence ψ(z) solves
d =
∫ z
ψ(z)
dw
w(1− ψ(w)) . (3.3)
To determine the properties of the solution of (3.3), consider the recursion ψn+1 = Tψn,
where T : H → H is defined implicitly by
d =
∫ z
(Tf)(z)
dw
w(1− f(w)) ,
and H is the set of increasing functions f : (0, 1) → [0, 1) such that 0 ≤ f(z) ≤ z for all z: ψ
is a fixed point of T in H. If f, h ∈ H are such that f ≥ h, it follows that
1
w(1− f(w)) ≥
1
w(1− h(w)) for all 0 < w < 1,
and hence that Tf ≥ Th also. So start with ψ−0 (z) = 0 for all z, the smallest element of H:
then ψ−1 = Tψ
−
0 solves
d =
∫ z
ψ(z)
dw/w = log{z/ψ(z)},
giving ψ−1 (z) = ze
−d ≥ ψ−0 (z) = 0 for all z, implying as a result that the sequence ψ−n = Tnψ−0
is increasing. Likewise, starting with ψ+0 (z) = z for all z, the largest element of H, we obtain
ψ+1 = Tψ
+
0 as the solution of
d =
∫ z
ψ(z)
dw
w(1− w) ,
implying that ψ+1 (z) < z = ψ
+
0 (z) for 0 < z < 1. Hence ψ
+
n = T
nψ+0 is a decreasing sequence.
Let the corresponding limits be denoted by ψ− ≤ ψ+. It is easy to see that both ψ− and ψ+
are fixed points of T . We now show that ψ− = ψ+, so that, by monotonicity, T has a unique
fixed point ψ− = ψ+ in H, which is therefore also ψ.
Since ψ− and ψ+ are fixed points of T ,
d =
∫ z
ψ+(z)
dw
w(1− ψ+(w)) =
∫ z
ψ−(z)
dw
w(1− ψ−(w)) .
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Thus, taking the difference,
0 =
∫ ψ+(z)
ψ−(z)
dw
w(1− ψ−(w)) −
∫ z
ψ+(z)
(ψ+(w)− ψ−(w))
w(1− ψ−(w))(1− ψ+(w)) dw. (3.4)
The first integral in (3.4) is at least as big as
∫ ψ+(z)
ψ−(z)
z−1dw = z−1(ψ+(z)− ψ−(z)), (3.5)
since ψ− ≥ 0 and ψ+(z) ≤ z. The second integral in (3.4) is at most
‖ψ+ − ψ−‖z
1− z
∫ z
ψ+(z)
dw
w(1− ψ+(w)) =
d‖ψ+ − ψ−‖z
1− z , (3.6)
where ‖f − h‖z = sup0≤w≤z |f(w)− h(w)|. Hence, for any z ≤ z0,
|ψ+(z)− ψ−(z)| ≤ zd
(1− z)‖ψ
+ − ψ−‖z ≤ z0d(1− z0)‖ψ
+ − ψ−‖z0 .
Thus also
‖ψ+ − ψ−‖z0 ≤
z0d
(1− z0)‖ψ
+ − ψ−‖z0 ,
implying that ψ+(z) = ψ−(z) for all z such that dz/(1− z) < 1: that is, for all z < 1/(d+ 1).
Let z∗ = inf{z : ψ+(z) > ψ−(z)}. If z∗ < 1, pick any z0 such that z∗ < z0 < 1. Then, for
any z∗ < z < z0, it follows from (3.5) that
z−1(ψ+(z)− ψ−(z)) ≤
∫ z
ψ+(z)
(ψ+(w)− ψ−(w))
w(1− ψ−(w))(1− ψ+(w)) dw
≤
∫ z
z∗
(ψ+(w)− ψ−(w))
w(1− ψ−(w))(1− ψ+(w)) dw ≤
‖ψ+ − ψ−‖z0
z∗(1− z0)2 (z − z
∗),
because, if ψ+(z) < z∗, the contribution to the integral from ψ+(z) < w < z∗ is zero. Thus it
follows that
‖ψ+ − ψ−‖z0 ≤
z0
z∗(1− z0)2 ‖ψ
+ − ψ−‖z0(z0 − z∗),
and hence that ‖ψ+ − ψ−‖z0 = 0 for all z0 such that z0(z0 − z∗) < z∗(1 − z0)2. But this
contradicts the definition of z∗, and so z∗ < 1 is impossible. Thus indeed ψ+ = ψ− = ψ.
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We now deduce the differentiability of ψ as z ↑ 1 when d ≤ 1/e from the fact that ψ = ψ+.
Suppose f ∈ H satisfies limz↑1(1− f(z))/(1− z) = l. Then
d =
∫ z
(Tf)(z)
dw
w(1− f(w)) =
∫ z
(Tf)(z)
1 + ε(w)
l(1− w) dw,
where ε(w)→ 0 as w ↑ 1. Thus, given any η > 0, there exists zη < 1 such that, for all z ≥ zη,∣∣∣ 1
dl
log
(1− (Tf)(z)
1− z
)
− 1
∣∣∣ ≤ η.
Hence
lim
z↑1
1− (Tf)(z)
1− z = e
dl. (3.7)
This suggests that ψ, if differentiable at z = 1, has derivative l satisfying l = edl. This equation
has no solutions if d > 1/e, has a single solution x1(1/e) = e for d = 1/e, and has two solutions
1 < x1(d) < e < x2(d) if 0 < d < 1/e.
Consider first the case d ≤ 1/e. Then limz↑1(1 − ψ+0 (z))/(1 − z) = 1, and hence ln =
limz↑1(1−ψ+n (z))/(1− z) exists for all n, and satisfies l0 = 1 and ln = exp{dln−1}, from (3.7).
Hence, because x < edx for 1 ≤ x < x1(d), ln ↑ x1(d) as n→∞. On the other hand, if f ∈ H
satisfies 1− f(z) ≤ x1(d)(1− z) for all z,
d =
∫ z
(Tf)(z)
dw
w(1− f(w)) ≥
∫ z
(Tf)(z)
dw
x1(d)(1− w) =
1
x1(d)
log
(1− (Tf)(z)
1− z
)
,
showing that 1− (Tf)(z) ≤ (1− z)edx1(d) = x1(d)(1− z) also. Thus, since 1−ψ+0 (z) = 1− z <
x1(d)(1− z) for all z, it follows that 1− ψ+n (z) ≤ x1(d)(1− z) for all z and n, and hence also
1− ψ(z) ≤ x1(d)(1− z) for all z. Thus
1− ψ+n (z)
1− z ≤
1− ψ(z)
1− z ≤ x1(d) for all 0 < z < 1,
and letting z ↑ 1 gives
ln ≤ lim inf
z↑1
1− ψ(z)
1− z ≤ lim supz↑1
1− ψ(z)
1− z ≤ x1(d),
for all n, and hence ψ′(1) = x1(d) ≤ e. Thus, if d ≤ 1/e, NY is finite IPd–almost surely, and
IEdNY = x1(d) ≤ e. Clearly, IEsNY ≤ IEdNY whenever s < d, and a simple conditioning yields
IEs+dNY = IEdNY IEsNY , so that IEsNY <∞ when d ≤ 1/e for all s.
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For d > 1/e, write u(w) = 1 − ψ(1 − w), noting that u is concave and that it satisfies
1 > u(w) > w for all 0 < w < 1. We wish now to show that limw↓0 u(w) > 0. To do so, fix any
α such that u−1(α) > 0. Then
d =
∫ u(t)
t
dw
u(w)(1− w) ≤
∫ u(t)
t
dw
u(w)(1− α) for all 0 < t ≤ u
−1(α).
Hence, since u is concave, writing u2 for the second iterate of u, we have
(1− α)d ≤
∫ u(t)
t
(u(t)− t)
u(t){u(t)− w}+ u2(t)(w − t) dw
=
∫ u(t)
t
(u(t)− t)
{u2(t)− tu2(t)}+ w{u2(t)− u(t)} dw
=
( u(t)− t
u2(t)− u(t)
)
log
{{u2(t)− tu2(t)}+ u(t){u2(t)− u(t)}
{u2(t)− tu2(t)}+ t{u2(t)− u(t)}
}
=
( u(t)− t
u2(t)− u(t)
)
log
(u2(t)
u(t)
)
(3.8)
for all 0 < t ≤ u−1(α).
Suppose, if possible, that limw↓0 u(w) = 0. Since d > 1/e, we can pick α such that (1−α)de >
1. Define τn = u−n(α) for n ≥ 1, noting that τn is a strictly decreasing sequence. Then let
cn = inf
0<t≤τn
(
1− t
u(t)
)
=
(
1− τn
τn−1
)
> 0,
the last equality because u is concave. Then, from (3.8), for all 0 < t ≤ τn+1,
(1− α)d ≤
(
1− t
u(t)
)
log
(u2(t)
u(t)
)(u2(t)
u(t)
− 1
)−1
≤
(
1− t
u(t)
)
log{1/(1− cn)}(1− cn)/cn,
because the function log x/(x − 1) is decreasing in x ≥ 1 and, from the definition of cn,
u2(t)/u(t) ≥ 1/(1 − cn) in 0 < t ≤ τn+1. Hence, since also −x log x ≤ 1/e in x ≥ 0, it follows
that
1− t
u(t)
≥ (1− α)dcn
(1− cn) log{1/(1− cn)} ≥ (1− α)decn
for all 0 < t ≤ τn+1, so that cn+1 ≥ (1− α)decn. Hence, from the definition of cn and because
(1− α)de > 1, we have
1 ≥ lim
t→0
(
1− t
u(t)
)
≥ cn →∞ as n→∞,
which is impossible. Hence limw↓0 u(w) > 0, and so IPd[NY = ∞] > 0. The extension to IPs
for arbitrary s is straightforward.
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