This research presents a numerical model and the experimental validation of the anode crater formation in electrical discharge machining (EDM) process. The modeling is based on the theory that the material removal process in EDM is composed of two consecutive phases: the plasma heating phase in which intensive thermal energy density is applied locally to melt the work-material and the bubble collapsing phase in which the fluidic impact expels the molten material. A mathematical heat source model with Gaussian distributed heat flux and time variant heating area is applied in the plasma heating phase. Standard modules of a commercial computational fluid dynamics software, FLUENT, are adapted to model the crater formation in EDM. The material melting is simulated using transient heat transfer analysis and an enthalpy balance method. The volume of fraction (VOF) method is used to tackle the multiphase interactions in the processes of bubble compression and collapsing and molten material splashing and resolidification. Crater and debris geometries are attained from the model simulation and validation experiments are conducted to compare the crater morphology. The simulation and experiment results at different discharge conditions show good agreement on crater diameter suggest that the model is able to describe the mechanism of EDM crater formation.
Introduction
In electrical discharge machining (EDM), the material removal is realized by rapidly reoccurring electrical discharges. In an individual electrical discharge, the plasma channel exerts intensive thermal and power density on the discharge spot to induce the work-material melting and expulsion, and then leave a crater on the surface [1] . The consecutive discharges yield continual material removal and produce a machined surface composed of numerous overlapped discharge craters. This study aims to model the crater formation process, including the material melting, expulsion and resolidification during an individual electrical discharge. The model can provide insights to the material movement during the electrical discharge process.
The negative polarity, i.e., workpiece as anode, is usually used in EDM finishing process. The negative polarity setup produces low cathode electrode tool wear at short discharge duration (<3 ls) [2] and smooth crater morphology on the anode surface [3] . Individual discharge craters are observed as dominant feature on the machined surface on anode in EDM finishing process. Even though both the anode and cathode experience rapid temperature rise and resultant material melting, they are found to have distinct material expulsion mechanisms and different crater morphologies [4] . An example is shown in Fig. 1 . The model developed in this study will be able to estimate the anode material behavior in a discharge for the EDM finishing process.
The anode crater formation during electrical discharge is composed of two phases: plasma heating and bubble collapsing. The plasma heating phase starts after the dielectric fluid break-down with the formation of a plasma channel. The plasma heats the electrode with high thermal density, melts the anode material, and forms a melt pool [1] . The temperature at the center of the plasma channel measured by spectrometer is very high, ranging from 4000 to 8000 K [5] . The plasma channel is filled with gaseous mixture and expands as the discharge power input continues [6] .
Together with the channel expansion, high pressure is built up inside the plasma channel. At the end of the discharge, the power input is ceased. The plasma, which is in the form of gaseous bubble, is compressed by the surrounding fluid and starts to collapse. The collapsing of the bubble exerts impact on the melt pool and causes the splashing of the molten liquid [1] . Some molten liquid is ejected into the surrounding dielectric fluid and flushed away. The remainder resolidifies and becomes part of a discharge crater.
Considerable studies have been conducted to model the plasma heating and material removal phases in a discharge. DiBitonto et al. [1] modeled the cathode material melting using a point heat source model. Patel et al. [7] proposed an expanding heat source model where a Gaussian distributed heat flux with time variant heating area was implemented as the heat source in melting the anode material. Eubank et al. [6] developed a variable mass model capable of calculating the temperature and pressure in a plasma bubble. The expanding heat source model [7] has been adopt in finite element analysis (FEA) to simulate the work-material melting, thermal stress, deformation and microstructure change caused by electrical discharge [8] [9] [10] [11] . In this research, the expanding heat source model [7] is also adopted. The heat input can be applied to predict the melting of electrode-and work-material.
Shervani-Tabar et al. [12] conducted numerical analysis on the discharge bubble dynamics and showed the bubble was squeezed at the end of the discharge by the surrounding dielectric fluid and impinged on the melt pool. Hockenberry and Williams [13] experimentally studied the discharge bubble dynamics using a highspeed photography and suggested that the material removal was induced by the impingement of the liquid dielectric jets at the end of the discharge. Klocke et al. [14] measured the force of the discharge and concluded that the bubble collapsing created a dominating impact force. Eckman and Williams [15] theoretically derived the discharge bubble dynamics using the Navier-Stokes equation. Tohi et al. [16] measured the discharge force using the Hopkinson bar method and achieved good match with Eckman and Williams' theoretical results [15] .
To the best of our knowledge, there is not yet a model incorporating both the plasma heating phase and the bubble collapsing phase to simulate the discharge crater formation. This study develops a model that includes material melting, bubble compression and collapsing, and molten material splashing and resolidification. The model is constructed based on a commercial computational fluid dynamics software, FLUENT. For the plasma heating phase, the model can simulate the melting process and track the migrating melt fronts. The latent heat effect, which was not considered in previous research [7] [8] [9] [10] and was first implemented by Lasagni et al. [11] , is also included in this research. For the bubble collapsing phase, processes of multiphase interaction, liquid splashing and liquid-solid transformation are simulated to analyze the EDM material removal using the modules of volume of fraction (VOF) and melting and solidification in FLU-ENT. Das et al. [10] had similar attempt to model the material removal and they used a feature, called damage, in the commercial software, DEFORM, which is a mathematically defined quantity with preset threshold crossing which material failure is deemed and the element is removed from the model simulation. Their material removal is manually enforced depending on the mathematical expression of damage and its threshold setting, which was not discussed in detail in Ref. [10] . The present methodology is fundamentally different because it simulates the material removal in a more realistic manner, providing detailed information, including molten material protrusion, its interaction with surrounding dielectric fluid and debris formation, which are not available in Ref. [10] .
The model is utilized to simulate and compare the discharge and crater formation in wet EDM with liquid kerosene and those in near-dry EDM with kerosene-air mixture dielectric fluid. Different levels of discharge pulse energy are also studied by the model. In the following sections, the modeling approach will be explained in detail. The simulation results will be presented and crater geometry is compared with experimental measurements. Parametric study on the bubble initial pressure is carried out to improve the model accuracy on crater geometry.
Modeling Approach
The modeling of the plasma heating phase and bubble collapsing phase is introduced in the following two sections.
Plasma Heating Phase
2.1.1 Energy Input. The energy for heating up the anode workpiece, E a , comes from the discharge pulse energy, E d , and is expressed as
where i e is the discharge current, u e is the discharge voltage, t i is the pulse duration, and g is the energy partition factor to the anode. In this study, g ¼ 0.39 used by Yeo et al. [9] is utilized. The power input for heating up the anode, Q a (t), can be expressed as
The i e and u e are experimentally measured. Three EDM finishing conditions, as shown in Fig. 2 , are studied and are denoted as I, II, and III in descending order of their discharge energy.
Heat Flux Distribution.
Based on the expanding heat source model [7] , the heat flux has a Gaussian distribution in the plasma channel, as shown in Fig. 3 . The time variant heat flux, q a (r, t), at a distance, r, from the center of the plasma column is expressed as q a ðr; tÞ ¼ q max ðtÞ exp À3 r r p ðtÞ 2 " #
where q max (t) is the maximum heat flux (at r ¼ 0), r p (t) is the radius of the plasma heating area on the anode surface, and the exponential coefficient, À 3, is selected from Murali and Yeo's study [8] where the micro-electrodischarge condition has energy levels very close to our study. Assuming a column-shaped plasma, r p (t) is equivalent to the radius of the plasma. r p (t) grows with time and is given by [7] r p ¼ 0:788t
The integration of the heat flux, q a (r, t), over the plasma heating area is the total power input for heating the anode, Q a (t)
Since r p (t) and Q a (t) are known for a specific time, t, q a (r, t) can be solved.
Model Schematics and
Initial and Boundary Conditions. The axisymetric schematics of the model are shown in Fig. 4 . The plasma heating phase modeling only includes the region of the anode workpiece, DFHG region in Fig. 4 . The anode region is 100 and 80 lm along the r and z directions, respectively. This region is divided into 0.05 by 0.05 lm grids (cells). The initial temperature, T i , of the workpiece is equal to the 300 K ambient temperature, T 0 , at t ¼ 0 for the entire anode region.
At t > 0, the heat source is applied on the anode surface, line DF. The heat flux boundary condition can be expressed as
where k is the thermal conductivity of the workpiece material. The boundary condition at lines FH and GH (see Fig. 4 ) away from the discharge region is assumed at a constant temperature T 0 .
Melting and Solidification.
The melting and solidification module in FLUENT is utilized to simulate the rapid heating and cooling of the material during a discharge. The enthalpy-porosity method [17] is applied to tackle the energy balance and viscosity change in the melting process. The melt interface is not tracked explicitly. Instead, a quantity called the liquid fraction, b, which indicates the fraction of the cell volume that is in liquid form, is computed based on an enthalpy balance. The total enthalpy of the material, H, is composed of the sensible enthalpy, h, induced by the material temperature change, and the latent heat, DH, induced by the phase change
where h ref is the reference enthalpy, T ref is the reference temperature, C p is the specific heat at constant pressure, L is the latent heat of the material, and b is the liquid fraction. The workmaterial, AISI H13 tool steel, is an alloy material. The melting involves the mushy zone [17] and b can be expressed as
2.1.5 Material Properties. Tables 1 and 2 summarize the material properties of H13 tool steel. For the temperature-dependant properties, the linear interpolation is applied at the temperature level that is not prescribed by the tables.
Bubble Collapsing Phase

Model Schematics and Initial and Boundary
Conditions. Figure 4 shows the axisymetric schematics of the bubble collapsing model. In addition to the anode region DFHG As part of the initial conditions for the bubble collapsing phase, the temperature profile, and melt pool geometry in the anode region DFHG are imported from the plasma heating phase. The cathode, line AC, is simplified as a rigid and adiabatic boundary with the same temperature distribution as that on the anode surface (line DF). The vertical distance between the cathode and anode surfaces, i.e., the discharge gap distance in Fig. 4 , is 20 lm and is determined experimentally by measuring the actual depth of cut and tool wear of the die-sinking EDM. The variation is less than 10% for all the investigated discharge conditions.
The column-shape bubble, region ABED, is adjacent to the anode melt pool. The initial radius of the bubble is equal to the plasma radius at the end of the plasma heating phase, which is determined by Eq. (4). The bubble is filled with kerosene vapor, which is modeled as compressible ideal gas with properties listed in Table 3 .
The initial temperature in the bubble is set at 5000 K [5] . The initial bubble pressure of 200 MPa, which falls into the estimated range according to the previous studies [6, 15] , is used in the first set of simulations. Since large variation is encountered in the bubble pressure estimation [6, 15] , the second set of simulations study the effect of initial bubble pressure at four levels, 20 MPa, 200 MPa, 2 GPa, and 20 GPa, on the crater geometry.
The region BCFE is filled with dielectric fluid. Liquid kerosene and kerosene-air mixture (20% kerosene and 80% air [21] ) are used for the wet and near-dry EDM simulations, respectively. Both liquid kerosene and kerosene-air mixture are modeled as incompressible phase and properties are in Table 3 . The initial temperature in the dielectric fluid region is assumed to have an exponential decaying distribution. At the bubble and dielectric fluid interface (line BE), 5000 K is assigned to the dielectric fluid and it exponentially drops to the ambient temperature, 300 K, at the boundary line CF. The exponential temperature distribution in dielectric fluid is hypothesized as an exponential temperature distribution is observed on the anode material at the end of the plasma heating phase. Even though Lasagni et al. [11] assumed that the ambient temperature occurred at an infinite distance away from the heat source, the 100 lm distribution distance is considered appropriate for current study because the simulation does not yield significant difference when extending the simulation region beyond 100 lm. In fact, since the contacting metal electrode 40 lm away from the heat source is at ambient temperature and of high thermal conductivity, any temperature differential between the dielectric fluid and electrode is brought to equilibrium, around ambient temperature, immediately after the simulation starts. Therefore, for the sake of computation efficiency, the distribution distance is set at 100 lm which is an approximation but manages to yield reasonable results. The boundary line CF is set as a pressure inlet with the flow direction perpendicular to the line CF. The initial pressure of boundary CF is set equal to the initial bubble pressure and is assumed to decay exponentially with a time constant of 10 À8 s once the bubble is collapsed.
VOF Modeling.
Since five phases, kerosene vapor, air, kerosene liquid, molten steel and solid steel co-exist in the bubble collapsing model, the VOF module is applied to analyze their interactions. The VOF models immiscible fluids (or phases) by solving a set of momentum equations and tracking the volume fraction of each of the phases [17] . The five phases are not interpenetrating in the model. For each phase, q, in the model, a variable, a q , the phase volume fraction in the computational cell, is assigned to the phase. The volume fraction of phase q in the cell can be described by one of the following three conditions: a q ¼ 0, if the cell is empty of phase q; a q ¼ 1, if the cell is full of phase q; 0 < a q < 1, if the cell contains the interface between phase q and one or more other phases.
Based on the local value of a q , the properties, such as density, q, and viscosity, l, of the cell are approximated with a volumeaveraged manner [17] , i.e.,
The momentum equation is solved throughout the computational cell, and the resulting velocity vector, v * , is shared among the phases. The momentum equation is dependant on the volumeaveraged density, q, and viscosity, l, within the cell. The moment equation is [17] 
where k eff is the volume-averaged effective thermal conductivity and S h is the volumetric heat sources. The energy, E, and temperature, T, are treated as mass-averaged variables [17] E ¼ RaE q Ra(15)
2.2.3 Liquid, Solid, and Mushy Region Modeling. Additional effort is needed to model the phases of liquid, solid and mushy zone, which co-exist at the alloy melting stage. It is difficult to incorporate both fluid and solid together in the same analysis domain since they are constructed with different principles. In this study, both liquid and solid phases are modeled using fluid type cell. Methods of temperature-dependant viscosity proposed by Li et al. [22] and enthalpy-porosity technique built in FLUENT [17] are adopted to make the modeling of solid phase possible. In the temperature-dependant viscosity method, the element of temperature lower than the solidus temperature is assigned a very high viscosity (100-2000 N s/m depending on the simulation stability) to mimic the solid status. In this way, the flow or movement of the solid work-material is very small and its influence on the modeling accuracy is limited. If the material temperature is higher than the liquidus temperature, the material is in the liquid phase and the viscosity value listed in Table 1 is assigned.
Between the solidus and liquidus temperatures, i.e., in the mushy zone, an intermediate viscosity could be used to simulate the solidus status. FLUENT's enthalpy-porosity method is more effective to handle the transition between liquid and solid. It treats the mushy region as a porous medium [17] . The porosity is set equal to the liquid fraction in that cell. Thus, higher portion of the liquid fraction induces less stagnancy to dissipate the momentum of the fluid flow, i.e., the relative motion between the liquid and solid in the mushy zone. The momentum dissipation, M * d , in the mushy zone is [17] 
where b is the liquid fraction, e is a small number to prevent division by zero for fully solidified case, v * p is the vector of solid velocity due to entire movement of the domain, and A mush is the dimensionless mushy zone constant. Higher A mush causes large energy dissipation. In this study, A mush equals to 10 7 [17] is used.
Simulation Results
Plasma
Heating Phase. Figure 5 shows the simulation results of the temperature distribution on the anode work-material and solid fraction during the 0.5 ls plasma heating phase in discharge condition III (Fig. 2) . It is observed that the heated area on the anode increases with the duration of the plasma heating. The peak temperature reaches 10900 K at 0.1 ls and drops to 3400 K at 0.5 ls. The drop of the peak temperature is mainly due to the expansion of the plasma channel, which reduces the discharge power density, and the dissipation of energy to the surrounding area.
The second row of plots in Figure 5 shows the solid fraction of the work-material representing its melting and solidification status. At the start (0.0 ls), the anode work-material (bottom portion in Fig. 5 ) has 100% solid phase. The upper portion is the nonsolid phase, which can contain both the molten liquid and other liquid phases, including the bubble and surrounding dielectric fluid. There is a thin transition band between the solid and liquid phases used in FLUENT to avoid abrupt change of phases and the associated computational problem. The transition band, about 1 lm thick, exists in all diagrams of phase fraction results. As the temperature rises, the anode workpiece starts to melt and a cavity formed on top indicates the formation of melt pool. The size of melt pool reaches the maximum at about 0.4 ls. After that, the growth stops. The size of melt pool at 0.5 ls is slightly smaller than that at 0.4 ls. This is related to the temperature drop during the plasma heating phase. The expansion of the plasma channel reduces the heating power density to such a level that the heat dissipation, mainly induced by conduction, surpasses the thermal input. The shrinkage of melt pool size during the plasma heating phase is a waste of discharge energy. Therefore, the modeling of plasma heating phase can potentially be applied to optimize the discharge power and duration to improve the material removal rate and energy efficiency.
Bubble
Collapsing Phase. Figure 6 shows the simulation results of the bubble collapsing phase in wet EDM of discharge condition III. The plots of bubble fraction, work-material fraction and solid fraction are displayed at simulation time steps of 0.0, 0.12, 0.22, 0.32, 0.42, and 0.52 ls to describe the crater formation process.
As shown in the bubble fraction, the initial bubble column is 15 lm in diameter and 20 lm in height at 0.0 s. The bubble is compressed rapidly due to the quick temperature drop and the high pressure of the surrounding dielectric fluid. At 0.12 ls, the bubble is compressed to less than 5 lm in diameter. The bubble collapses at around 0.22 ls when the dielectric fluid penetrates the bubble and breaks it into small pieces. The collapsing of bubble exerts an impact on the melt pool and causes splashing of the molten work-material.
In the plots of the work-material fraction, the bottom portion represents the anode work-material. At 0.12 ls, before the collapsing of the bubble, the molten part of the work-material deforms slightly. At 0.22 ls, as the bubble collapses, the impact causes a dimple at the center of the melt pool. The molten liquid is agitated and displaced toward the side of the melt pool at 0.32 ls. Part of the material starts to detach from the melt pool at 0.42 ls. The detached material solidifies into small droplets and becomes ejected debris particles. The remainder molten material does not attain enough momentum from the impact, resolidifies, and becomes the crater and part of the recast layer on the EDM surface.
In the plots of the solid fraction, the bottom portion is the solid (unmelt) work-material and a cavity of the melt pool in liquid phase can be identified. Before the bubble collapsing at 0.22 ls, solidification of the molten pool is observed from the reduction of the cavity size. The impact induced by the bubble collapsing displaces the molten material and induces strong convection in the melt pool. The ejected molten material starts to solidify at 0.32 ls and becomes debris droplet at 0.42 ls. The final formation of the crater is at 0.52 ls when the profiles of the work-material fraction and solid fraction become identical indicating the complete solidification of the molten material.
3.4 Crater Formation Simulation. The crater geometry, represented by the work-material fraction after the material solidification for near-dry and wet EDM under discharge conditions I, II, and III, is shown in Fig. 7 . The initial bubble pressure was set at 2 Â 10 8 Pa. The predicted crater geometry will be compared to the experimentally measured craters for model validation.
Corresponding to discharge conditions I, II, III, the crater diameter is estimated to be 23.0, 13.4, and 11.0 lm for near-dry EDM and 20.1, 13.2, and 10.5 lm for wet EDM, respectively. In general, the near-dry EDM has slightly larger crater diameter than that of the wet EDM. The opposite trend is observed for the crater depth, i.e., near-dry EDM has shallower crater depth than that of wet EDM. The crater geometry is affected by density, viscosity, and thermal conductivity of the dielectric fluid. The high density and viscosity of the kerosene liquid in wet EDM yields larger momentum when compressing the bubble and causes stronger impact at the bubble collapsing. The molten material is agitated and ejected deeper from the molten pool; therefore, the crater is deeper and has smaller diameter in the wet EDM. Transactions of the ASME
The crater diameter and depth is observed to reduce with the decrease of discharge energy in discharge conditions I-III. With lower discharge energy to melt less material, a smaller size of the melt pool is generated and the size of the final crater is reduced.
Experimental Crater Generation and Measurement
Experiments were performed to create discharge craters. The size and shape of the crater are measured using an atomic force microscope (AFM) (NanoScope IIIa) with a J-type scanner head at tapping mode, 0.4 Hz scanning rate and 0.07 lm resolution. The measured crater geometry is compared with the model prediction.
Discharge craters can be generated under different discharge conditions. The EDM process creates overlapping craters, as illustrated in Fig. 1(a) , and it is difficult to accurately measure individual crater geometry. A single discharge process can be utilized [23, 24] but the discharge gap is small [23] which is different from that in the actual EDM process. A new method called sparsely continual discharge (SCD) is used.
In SCD, the workpiece is first polished to a mirror finish to make sure the small discharge craters can be distinguished from the original surface. For a 10 mm Â 10 mm area with H13 anode work-material and copper electrode, the discharge gap distance is around 20 lm, which is the same as the gap distance in the continual discharge condition. The discharge condition is preset and controlled by the EDM machine (Sodick Model Model AQ55L) and the discharge wave form is monitored using oscilloscope (Agilent Infiniium 54833 A digital oscilloscope) connected directly to the electrodes. The discharges are reasonably consistent to the preset output on i e , u e , and t i . After about 2-3 s of discharge, a cluster of sparsely distributed craters can be observed on the surface for analysis. Figure 8 shows an example of the crater cluster for near-dry EDM using discharge condition II. Craters with reasonable consistency in size and shape are attained. Since minority of abnormal discharges and craters can be easily distinguished and excluded from analysis, an arbitrary normal discharge waveform and crater is used for analysis, which we consider is representative thanks to the high consistency of the discharge pulse and crater geometry. Figure 9 shows the optical micrograph, AFM 3D image, and cross section of craters generated under wet and near-dry EDM with discharge conditions I, II, and III. The optical micrograph and AFM 3D image are for visual assessment of the crater morphology. The crater cross section is obtained from AFM data and applied to measure the crater diameter and depth.
As seen in Fig. 9 , from conditions I to III, the crater size reduces with the decrease of the discharge energy. When the discharge energy is 130, 30, and 10 lJ, the crater diameter is around 20, 13, and 10 lm and the peak crater depth is around 2.0, 0.4, and 0.1 lm, respectively. From condition I to conditions II and III, the reduction of the crater depth is significant. For crater under discharge conditions II and III, a bulged bottom is observed at the center of the crater. It is most obvious for the crater generated by near-dry EDM with condition II and can be identified simply from the 3D image. The cross section profiles show that a similar bulged bottom exists in discharge conditions II and III. For condition III, the bulged center can even raise above the original surface level causing a slightly negative depth. This is effective to make a flattened crater and achieve fine surface finish on the machined surface in EDM finish machining.
The melt pool is considered to burst from the center and the molten material is pushed toward the edge of the pool. Portion of the molten material solidifies on the edge forming a crest 0.1-0.5 lm above the original level surface. The solidified crater center is quite smooth as a consequence of the surface tension of the molten liquid.
Wet and near-dry EDM processes generate different crater, especially in the high discharge energy case, condition I. The near-dry EDM crater has larger diameter (23 lm versus 18 lm) and smaller depth (1.8 lm versus 2.3 lm). Under the same EDM condition, a relatively flat crater is created in near-dry EDM, which is more suitable for finishing EDM [25] . The crater diameter and depth are related to different dielectric fluid properties. The kerosene-air mixture used in near-dry EDM has lower viscosity and density because of the dilution by air. It generates less momentum when compressing the bubble and consequently smaller bubble collapsing impact force. Transactions of the ASME As the pulse energy decreases, the differences in crater geometry between the near-dry and wet EDM become less obvious. For condition II, the crater generated by near-dry EDM is slightly shallower, around 0.3 lm, in depth. No significant difference of crater geometry is observed between near-dry and wet EDM for condition III. The smaller discharge energy reduces the bubble collapsing impact force. The molten material thus attains less momentum to overcome the surface tension of the melt pool. As the surface tension plays a larger role, the effect of impact force on material removal becomes less significant, which diminishes the difference of crater geometry between wet and near-dry EDM when the pulse energy is reduced. Figure 10 compares the diameter and depth of the model predicted and experimentally measured discharge craters. The model provides good prediction on the crater diameter with less than 10% deviation from the mean value of the experiments for all six discharge conditions. It captures characteristics of actual crater formation. Both modeled and real craters in Figs. 8 and 9 , respectively, show features of ridge and bulged crater bottom. The model distinguishes the craters generated by near-dry and wet EDM and predicts the trend of decreasing crater size with the reduction of discharge energy. However, the model is not able to accurately estimate the shallow crater depth in conditions II and III.
Comparison and Discussion
The model tends to overestimate the crater depth. For condition I, which has relatively high pulse energy, 130 lJ, the simulated crater depth is in the upper range of experimental variation. As the discharge energy drops to 30 and 10 lJ for conditions II and III, respectively, the experimentally measured crater depth reduces to less than 1 lm and some bulged part of the crater even rises above the original surface level. In these cases, the simulated craters are all deeper than 1.2 lm.
The overestimation of the crater depth can be attributed to several reasons. First, the specific volume of the solidified metal can increase, i.e., the material volume expands, if the cooling rate exceeds a critical value [26] . The cooling rate encountered during the discharge crater formation is higher than 10 9 K/s as estimated by the simulation. This rapid cooling rate has surpassed the critical value, generally 10 5 K/s [26] , for metallic alloys. The steel work-material is thus expected to expand during solidification after the discharge. The expanded volume occupies more space in the crater and reduces the crater depth.
Second, the plasma heating phase model probably overestimates the melt pool depth in the first part of the simulation. The actual melt pool depth can be roughly estimated by summing up the measured crater depth and the recast layer thickness. The measured crater depth is less than 0.9 and 0.4 lm for conditions II and III, respectively. The recast layer thickness measured after continual EDM is generally less than 1.7 and 1.5 lm in conditions II and III, respectively, although there is a possibility of overestimation due to overlapping of multiple recast layers in continual EDM. The deduced actual melt pool depth is 2.6 and 1.9 lm for conditions II and III, respectively, which is still smaller than the simulation results (2.7 and 2.2 lm for conditions II and III, respectively). Therefore, a more accurate plasma heating phase model is needed to fit the specific condition of low discharge energy level (less than 100 lJ).
Third, the initial bubble pressure in the simulation may not be accurate. In the simulation, the initial bubble pressure was 2 Â 10 8 Pa for all discharge conditions. Since the build-up of the bubble pressure is related to the discharge pulse energy, the actual pressure will vary. Higher energy is expected to expand the bubble more violently, resulting in a higher initial bubble pressure and consequently stronger compression at the end of the discharge. To overcome the absence of accurate bubble pressure, a study is conducted in the next section to investigate the effect of initial bubble pressure on the crater formation.
Effect of Initial Bubble Pressure
The simulation is conducted at four levels of initial bubble pressure, 2 Â 10 7 , 2 Â 10 8 , 2 Â 10 9
, and 2 Â 10 10 Pa, in near-dry EDM with discharge conditions I, II, and III. Results are shown in Fig. 11 .
In Fig. 11 , the simulated crater diameter increases with the rise of the initial bubble pressure. For conditions I, II, and III, when the initial bubble pressure is increased from 2 Â 10 7 to 2 Â 10 10 Pa, the percentages of crater diameter and depth increases are 14%, 9% and 5% and 26%, 50%, and 30%, respectively. The variation of initial bubble pressure has a larger effect on the crater depth. Also, the material ejection appears more violent in the high pressure case with wider spread debris droplets.
Comparing the simulated and real craters, the initial bubble pressure of 2 Â 10 8 Pa provides the closest prediction on crater diameter and depth for conditions I and II. For condition III, the pressure of 2 Â 10 7 Pa yields a good match in the simulated and real crater profiles (Fig. 9 , near-dry EDM with condition III). In both profiles, the periphery slightly slides downward while the center bulges up and rises above the original surface level. No material ejection happens in that simulation. The prediction of the crater depth does not improve by varying the initial bubble pressure in discharge conditions I and II. The bubble pressure is not a major factor for the crater depth overestimation by the model. The other two factors, material volume expansion and overestimation of the melt pool depth, discussed in Sec. 5 are inferred as the major problems that should be solved to improve the model accuracy.
The model improvement can be expected as follows. First, model parameters in the plasma heating phase, which have used the literature values in the current study, should be revised to better fit the low discharge energy (less than 100 lJ) case. Second, the factor of material expansion at high cooling rate needs to be included by implementing an empirical data base correlating the change of material specific volume with its cooling rate. Also, another potential advancement is to incorporate the modeling of bubble expansion. With that, a more accurate bubble pressure can be utilized instead of using the literatures values. The challenge is that the bubble expansion modeling requires two compressible flows, one for vapor bubble and the other for surrounding dielectric fluid. Currently, this condition is not possible for FLUENT and other CFD software.
Concluding Remarks
This study has developed a model for the discharge crater formation on anode electrode. Advancing based on the plasma heating model [7] , the model developed here can handle the material melting and solidification by taking the latent heat into consideration. This model further incorporated the bubble collapsing phase to simulate the multiphase interactions among dielectric fluid, bubble, molten material, and solid workpiece. The modeling of discharge crater formation process using FLUENT software was proven feasible by comparing with experimentally measured crater diameter and depth.
The experimental validation was conducted using sparsely continual discharge which can better imitate the practical EDM process. The simulation generated realistic crater morphology, such as build-up crest and bulged bottom. The model provided good prediction on the crater diameter. Both the experiment and simulation suggested that the near-dry EDM using kerosene-air generates larger but shallower discharge craters than wet EDM using liquid kerosene. The model traced the trend of reducing crater size with the decrease of discharge energy. The initial bulb pressure influenced the simulation accuracy to some extent. The initial bubble pressure ranging from10 7 to 10 8 Pa was found appropriate to simulate the crater geometry that can match with the experiments. Lower initial bubble pressure was found associated with the lower discharge pulse energy.
The model was found to overestimate the crater depth. The reason was identified as the inaccurate initial bubble pressure input, the overestimation of the melt pool depth and the ignorance of the material volume expansion under high cooling rate. The model could be improved by revising the plasma heating phase model to better estimate the melt pool size and by incorporating the cooling rate effect on the material specific volume.
