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1. Introduction
We begin by recalling the notion of an oscillatory sequence in the sense introduced by the author
in [23]. Let {an}∞n=1 be any nontrivial sequence of complex numbers. If the numbers are all real, then
calling the sequence oscillatory means merely that there exist inﬁnitely many n such that an > 0 and
inﬁnitely many n such that an < 0. More generally, we call the complex sequence {an}∞n=1 oscillatory
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Geometrically, this means that no matter how we slice the plane with a straight line going through
the origin, there will always be inﬁnitely many terms of the sequence on either side of the line, unless
all the terms are on the line itself. In the latter case, which can happen for at most one slice, there
must be inﬁnitely many terms on either open ray emanating from the origin.
In this work we shall exploit repeatedly the following result established in [23], itself largely a
marriage of work found in [13] and [14].
Main Lemma. Let F (s) =∑∞n=1 aneλns be a nontrivial general Dirichlet series which converges somewhere. Here
the coeﬃcient sequence {an}∞n=1 is complex, and the exponent sequence {λn}∞n=1 is real and strictly increasing
to ∞. If the function F is holomorphic on the whole real line and has inﬁnitely many real zeros, then {an}∞n=1
is oscillatory.
Note that “the function F ” refers to the analytic continuation (assuming it exists) of the function
deﬁned originally by the series. Below we apply the Main Lemma to a variety of different Dirichlet
series arising in number theory.
2. Applications
There is no shortage of fascinating arithmetic functions encountered in the vast expanse of au-
tomorphic forms. We supply a few key examples to illustrate the utility of the Main Lemma. For
succinctness we shall label the function associated with a nontrivial general Dirichlet series as EZ if it
is entire and has inﬁnitely many real zeros.
2.1. General L-functions
Recall the following abstract notion as presented in the work of Iwaniec and Kowalski [6, Chap-
ter 5]. A function L of a complex variable s is called an L-function if it possesses the following:
(i) An ordinary Dirichlet series L(s) =∑∞n=1 a(n)ns which converges absolutely for Re(s) > 1. The
coeﬃcients a(n) are complex numbers normalized so that a(1) = 1.
(ii) An Euler product L(s) =∏p(1− α1(p)ps )−1 · · · (1− αd(p)ps )−1, of degree d  1, extended over
prime numbers p, which converges absolutely for Re(s) > 1. The complex numbers α j(p), j = 1, . . . ,d,
are the local parameters of L at p, and they satisfy |α j(p)| < p for all p.
(iii) A complete L-function Λ(s) = qs/2γ (s)L(s) which admits an analytic continuation to the whole
s-plane as a meromorphic function of order 1, with at most poles at s = 0 and s = 1. Here q, the
conductor of L, is a positive integer such that α j(p) = 0 for p  q and j = 1, . . . ,d. Also, γ (s) =
π−ds/2
∏d
j=1 Γ (
s+κ j
2 ) is a gamma factor, and the complex numbers κ j are the local parameters of L
at inﬁnity. These are either real or occur in conjugate pairs, and they satisfy Re(κ j) > −1.
(iv) A functional equation Λ(s) = 
 Λ(1− s) where 
 , the root number of L, is a complex number
with |
| = 1.
Clearly the product of two L-functions is also an L-function. Note that all L-functions are con-
jectured to satisfy the Grand Riemann Hypothesis. (This asserts that the zeros of L that are in the
critical strip 0 < Re(s) < 1 are in fact on the critical line Re(s) = 12 .) For information concerning this
consult [6], where many explicit examples are given, and [26], where the automorphic cuspidal rep-
resentation point of view is explained.
Now, what can we say with regard to the coeﬃcient sequence {a(n)}∞n=1? By exploiting the trivial
zeros of L, we establish the following.
Theorem 1. Consider an L-function of the type described above. If L is analytic at s = 1, then {a(n)ni Im(κ j)}∞n=1
is oscillatory for j = 1, . . . ,d. In particular, if L has at least one real local parameter at inﬁnity, then {a(n)}∞n=1
is oscillatory.
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ﬁnitely many real zeros arising from the Γ -function associated with κ j . This means that L(s− i Im(κ j))
is EZ. So {a(n)ni Im(κ j)}∞n=1 is oscillatory by the Main Lemma. 
Remarks. (i) If d is odd, then {a(n)}∞n=1 is oscillatory. (ii) The proof of Theorem 1 does not rely on the
existence of an Euler product for L. The point here (and below) is merely to illustrate the applicability
of the Main Lemma to a rather important class of functions.
What if we drop the assumption that L is analytic at s = 1?
Theorem 2. Consider an L-function of the type described above. If L has a nonreal local parameter at inﬁnity,
say κ , then {a(n)ni Im(κ)}∞n=1 is oscillatory.
Proof. Note that L(s − i Im(κ)) is holomorphic on the whole real line and has inﬁnitely many real
zeros arising from the Γ -function associated with κ . Hence {a(n)ni Im(κ)}∞n=1 is oscillatory by the Main
Lemma. 
It is not diﬃcult to generalize the above results. For example, we record the following.
Theorem 3. Let L, L˜ be L-functions of possibly different degrees, with coeﬃcients a(n), a˜(n) and local param-
eters at inﬁnity κ , κ˜ , respectively. If either both L and L˜ are analytic at s = 1 or both κ and κ˜ are nonreal, then
{c1a(n)nκ + c2a˜(n)nκ˜ }∞n=1 is oscillatory. Here c1 and c2 are arbitrary complex numbers such that c1 + c2 = 0.
Proof. Apply the Main Lemma to the function c1L(s − κ) + c2 L˜(s − κ˜). 
Analogous results hold for the Selberg class of L-functions, which was introduced in [28]. In fact,
any L-function (of Iwaniec and Kowalski type) that satisﬁes both the Ramanujan–Petersson Conjecture
(that for any j, |α j(p)| = 1 for unramiﬁed p and |α j(p)| 1 otherwise) and the Generalized Selberg
Conjecture (that for any j, Re(κ j) 0), and does not have a pole at the origin, must be in the Selberg
class. For much more on these functions, see [7].
2.2. Entire forms on discrete subgroups of SL(2,R)
Let Γ be a discrete subgroup of SL(2,R) which has a fundamental region that is not compact but
has ﬁnite hyperbolic area. For convenience assume that Γ contains −I . Hence Γ is a double cover of
a ﬁnitely generated Fuchsian group of the ﬁrst kind possessing parabolic motions. Recall that if q is
a parabolic cusp of Γ and A = [ ∗ ∗γ δ ] is any matrix in SL(2,R) such that q = A−1∞, then there exists
a minimal positive real number λ such that the translation matrix Sλ =
[ 1 λ
0 1
]
is in the conjugate
group AΓ A−1. (We refer to λ = λq,A as the “width of q in Γ with respect to A.”) It follows that
Γq = {M ∈ Γ : Mq = q}, the stabilizer of q in Γ (also known as the isotropy subgroup of Γ at q), is
generated by the parabolic matrix P = A−1SλA and −I . (Note that P = Pq does not depend upon the
choice of A.) Now, let f be an entire form on Γ of real weight k and multiplier system υ . This means
(among other things) that f possesses a “Fourier expansion at q with respect to A” of the type
f (z) = (γ z + δ)−k
∞∑
n=0
aq,A(n)e
2π i(n+κ)Az/λ, (1)
where z ∈ H, the complex upper half-plane, aq,A(n) = aq,A(n, f ), and κ = κq is a parameter pre-
scribed by υ(P ) = e2π iκ , 0  κ < 1. What can we say in connection with the coeﬃcient sequence
{aq,A(n)}∞n=0? We begin by focusing on an important special case.
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of f at ∞ with respect to I is given by
f (z) =
∞∑
n=0
a(n)e2π i(n+κ)z/λ, (2)
where z ∈ H and a(n) = a∞,I (n, f ). We shall require estimates on the order of magnitude of these
coeﬃcients. By using his own variant of the circle method, Lehner [15] improved slightly upon some
of the work of Petersson [21] by showing that, as n → ∞,
a(n) =
⎧⎨
⎩
O (nk/2) if 0< k < 2,
O (n logn) if k = 2,
O (nk−1) if k > 2.
(3)
In each case the implied constant depends upon f . (Of course, if k < 0, then f vanishes identically.
The same conclusion holds if k = 0 and υ ≡ 1. Finally, if k = 0 and υ ≡ 1, then f is a constant
function.) We are now prepared to state the following preliminary result.
Theorem 4. Let f be a nontrivial entire form on Γ of real weight k and multiplier system υ . Assume that Γ
contains translationmatrices and suppose that f vanishes at the parabolic cusp∞, where its Fourier expansion
with respect to I is given by (2). If f also vanishes at the ﬁnite parabolic cusp r, then {a(n)e2π inr/λ}n+κ>0 is
oscillatory. (Here λ = λ∞,I is the width of ∞ in Γ with respect to I .) In particular, if 0 is a parabolic cusp of Γ
and f vanishes at 0, then {a(n)}n+κ>0 is oscillatory.
Proof. Consider the general Dirichlet series
ϕ(s, f ; r) =
∑
n+κ>0
a(n)e2π i(n+κ)r/λ
(n + κ)s ,
which converges for Re(s)  0. (In fact, the estimates in (3) imply that the series converges abso-
lutely for Re(s) >max{k/2+ 1,k}.) We claim that ϕ(s, f ; r) has an analytic continuation to the whole
s-plane. From our hypothesis it follows that f (r+ iy) decays exponentially as y → ∞ and as y → 0+ .
An easy argument tells us that the Mellin transform
Φ(s, f ; r) =
∞∫
0
f (r + iy)ys−1 dy
is entire and that
Φ(s, f ; r) =
(
2π
λ
)−s
Γ (s)ϕ(s, f ; r)
for Re(s)  0. This implies that ϕ(s, f ; r) is EZ, and therefore by the Main Lemma {a(n)e2π inr/λ}n+κ>0
is oscillatory. 
Remarks. (i) Obviously, Theorem 4 applies to any nontrivial cusp form on Γ . (ii) The parabolic cusp r
is allowed to be equivalent to ∞. (iii) The last statement in Theorem 4 extends the two principal
results found in [9] beyond the context of cusp forms. Additionally, it lifts the restrictions on Γ that
are imposed in [9] when the coeﬃcient sequence {a(n)}n+κ>0 is not real.
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tomorphic forms. We proceed under the deﬁnitions and assumptions made in the opening paragraph
of this subsection. Thanks to Petersson (see, for example, [20, p. 191]), it is well known that, for any
M = [ ∗ ∗c d
] ∈ SL(2,R), the transformed function
fM(z) = f (Mz)(cz + d)−k
is an entire form on the conjugate group Γ ′ = M−1Γ M of weight k and induced multiplier sys-
tem υ ′M , where
υ ′M
(
L′
)= υ(L) σk(L,M)
σk(M, L′)
.
Here L ∈ Γ , L′ = M−1LM ∈ Γ ′ , and σk is the factor system of weight k. That is,
σk(M1,M2) = (c1M2τ + d1)
k(c2τ + d2)k
(c3τ + d3)k ,
where M j =
[ ∗ ∗
c j d j
] ∈ SL(2,R), for j = 1,2, and M1M2 = [ ∗ ∗c3 d3
]
. Note that σk has modulus 1 and does
not depend upon τ ∈ H. For basic properties of factor systems, consult [20, p. 178], [25, Section 3.2],
[5, Section 2.6], and [22, pp. 344–345]. A rather useful identity [25, p. 76] is
σk
(
M1RM
−1
1 ,M1M
−1
2
)= σk(M1M−12 ,M2RM−12 ), (4)
with M1,M2 as before and R =
[ ρ ∗
0 1/ρ
] ∈ SL(2,R), ρ > 0. Now, because q = A−1∞ is a parabolic cusp
for Γ , we know that q′ = M−1q = (AM)−1∞ is a parabolic cusp for Γ ′ . Let A′ = AM = [ ∗ ∗γ ′ δ′ ] and
observe that Γ ′q′ = M−1ΓqM is generated by P ′ = M−1PM = A′−1SλA′ and −I . From this and the
welcome fact that υ ′M(P ′) = υ(P ), it follows that both λ and κ remain unaltered. (That σk(P ,M) =
σk(M, P ′) can be shown directly by using (4).) This implies that fM has a Fourier expansion at q′
with respect to A′ of the type
fM(z) =
(
γ ′z + δ′)−k
∞∑
n=0
aq′,A′(n, fM)e
2π i(n+κ)A′z/λ,
where z ∈ H. It follows readily that
aq′,A′(n, fM) = σ−k(A,M) · aq,A(n, f ).
This key equality provides easy passage from one scenario to another. The signiﬁcant case M = A−1
tells us that
a∞,I (n, f A−1) = 
k(A) · aq,A(n, f ), (5)
where

k(A) = σ−k
(
A, A−1
)=
{
e2π ik if γ = 0, δ < 0,
1 otherwise.
(Note that for a nonzero complex number we choose its argument in [−π,π).) Observe that 
k(A) = 1
is only possible if q = ∞ and k /∈ Z. As an aside, we mention that (5), when used in conjunction
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positive weight k:
aq,A(n) =
⎧⎨
⎩
O (nk/2) if 0< k < 2,
O (n logn) if k = 2,
O (nk−1) if k > 2.
Note that in each case the implied constant depends upon f and A.
We are ﬁnally ready to present the following extension of Theorem 4.
Theorem 5. Let f be a nontrivial entire form on Γ of real weight k and multiplier system υ . Suppose that f
vanishes at the parabolic cusp q = A−1∞, where its Fourier expansion with respect to A is given by (1). If f
also vanishes at the parabolic cusp r = q, then {aq,A(n)e2π inAr/λ}n+κ>0 is oscillatory. (Here λ = λq,A is the
width of q in Γ with respect to A.)
Proof. The discussion above tells us that f A−1 (z) is an entire form on Γ
′ = AΓ A−1 of weight k and
multiplier system υ ′
A−1 . By hypothesis we know that f A−1 vanishes at both Aq = ∞ and Ar, two
distinct parabolic cusps for Γ ′ . The Fourier expansion of f A−1 at ∞ with respect to I is
f A−1(z) =
∑
n+κ>0
a∞,I (n, f A−1)e2π i(n+κ)z/λ,
where z ∈ H. Now, Theorem 4 implies that {a∞,I (n, f A−1 )e2π inAr/λ}n+κ>0 is oscillatory. The desired
conclusion follows instantly from (5). 
Observe that Theorem 5 is rather general. It is often the case that a normalization is made with
regard to the choice of A. If q = ∞ is a parabolic cusp for Γ , then the obvious choice for A is I . This
situation is already handled by Theorem 4. For a ﬁnite parabolic cusp q, the usual choice for A is
Aq =
[ 0 −1
1 −q
]
. Then the expansion of f at q with respect to Aq is given by
f (z) = (z − q)−k
∞∑
n=0
aq(n)e
−2π i(n+κ)
λ(z−q) , (6)
where z ∈ H and aq(n) = aq,Aq (n, f ). These considerations lead us to the following immediate conse-
quence of Theorem 5.
Theorem 6. Let f be a nontrivial entire form on Γ of real weight k and multiplier system υ . Suppose that f
vanishes at the ﬁnite parabolic cusp q, where its Fourier expansion with respect to Aq is given by (6). If f also
vanishes at the parabolic cusp r = q, then {aq(n)e
2π in
λ(q−r) }n+κ>0 is oscillatory. (Here λ = λq,Aq is the width of q
in Γ with respect to Aq.) In particular, if ∞ is a parabolic cusp of Γ and f vanishes at ∞, then {aq(n)}n+κ>0
is oscillatory.
For additional information pertaining to multiplier systems and automorphic forms of arbitrary
real weight, see [16] and [8].
2.3. Rankin–Selberg convolutions on Γ0(N)
Recall that for any integer N  1, Γ0(N) =
{[ ∗ ∗
c ∗
] ∈ SL(2,Z): c ≡ 0 (mod N)} is the Hecke con-
gruence group of level N . Let f , g be nontrivial entire forms on Γ0(N) of integer weights k,  with
Nebentypus χ f , χg , respectively. Here the multiplier systems are merely unitary characters of Γ0(N)
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character must match the parity of the corresponding weight; otherwise the nontriviality condition
for multiplier systems is not satisﬁed. Then f , g have the Fourier expansions at ∞ of the type
f (z) =
∞∑
n=0
a(n)e2π inz, g(z) =
∞∑
n=0
b(n)e2π inz, (7)
where z = x+ iy ∈ H. (Note that in this setting λ = 1 and κ = 0, where the meaning of these symbols
is explained in the previous subsection.) Assume that at least one of f , g is a cusp form. This implies
that a(0)b(0) = 0. (Of course, the converse fails unless N = 1.) What can we say about the sequence
{a(n)b(n)}∞n=1? Prior to addressing this question, we prove an auxiliary result concerning a related
sequence.
We begin by recalling the deﬁnitions of some fundamental functions. For n  1 normalize the
Fourier coeﬃcients of f , g by setting
α(n) = a(n)
n
k−1
2
, β(n) = b(n)
n
−1
2
, (8)
and consider the naive Rankin–Selberg convolution of f and g
L(s, f × g) =
∞∑
n=1
α(n)β(n)
ns
,
which converges for Re(s)  0. Furthermore, deﬁne the modiﬁed Rankin–Selberg convolution of f
and g
L(s, f ⊗ g) = L(2s,χ f χ g)L(s, f × g).
Here L(·,χ) denotes the Dirichlet L-function associated to the Dirichlet character χ . (Note that
L(s, f ⊗ g) need not be an L-function in the sense described in Subsection 2.1.) By means of Dirichlet
convolution, we know that for Re(s)  0
L(s, f ⊗ g) =
∞∑
n=1
γ (n)
ns
,
where
γ (n) =
∑
d|n
d square
χ f χ g(
√
d )α
(
n
d
)
β
(
n
d
)
. (9)
Lastly, consider the function
Λ(s, f ⊗ g) =
(
2π√
N
)−2s
Γ
(
s + |k − |
2
)
Γ
(
s + k + 
2
− 1
)
L(s, f ⊗ g).
Below we review brieﬂy the favorable analytic properties enjoyed by Λ(s, f ⊗ g).
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the papers by Ogg [19] and Li [17]) reveals that for Re(s)  0
Λ(s, f ⊗ g) = ck,
∫ ∫
RΓ0(N)
y
k+
2 f (z)g(z)G∗(Nz, s) dxdy
y2
, (10)
where RΓ0(N) is a fundamental region for Γ0(N) and ck, = (4π)
k+
2 −1. (Alternatively, this constant
may be absorbed into L(s, f × g) by rescaling α(n), β(n).) Here
G∗(z, s) = π−sΓ
(
s + |k − |
2
)
G(z, s),
where
G(z, s) = 1
2
∑′
m,n∈Z
χ f χ g(n)
(
mz + n
|mz + n|
)k−( y
|mz + n|2
)s
,
Re(s) > 1, is a nonanalytic Eisenstein series. The prime on the summation means that (m,n) = (0,0).
Now, it is well known that G∗(z, s) is an entire function of s unless k =  and χ f = χg . Moreover, if
both of these conditions are met, then G∗(z, s) is entire except for a simple pole at s = 1 (and also at
s = 0 if N = 1). It is crucial to recall that the residue of the pole at s = 1 (and at s = 0 if N = 1) is
independent of z. (All these properties concerning G∗(z, s) follow without diﬃculty from the Fourier
expansion of G(z, s). See, for example, [18, pp. 284–287].) These facts combined with (10) imply that
Λ(s, f ⊗ g) is entire unless k =  and χ f = χg and 〈 f , g〉 = 0. As usual, orthogonality is determined
with respect to the Petersson inner product
〈 f , g〉 =
∫ ∫
RΓ0(N)
yk f (z)g(z)
dxdy
y2
.
The above preamble enables us to establish the following peripheral result.
Proposition 7. Let f , g be nontrivial entire forms on Γ0(N) of integer weights k,  with Nebentypus χ f , χg ,
respectively. Assume that at least one of them is a cusp form and that their Fourier expansions are given by (7).
If k =  or χ f = χg or 〈 f , g〉 = 0, then {c(n)}∞n=1 is oscillatory or trivial. Here
c(n) =
∑
d2|n
dk+−2χ f χ g(d)a
(
n
d2
)
b
(
n
d2
)
.
Proof. Assume that L(s, f ⊗ g) is nontrivial (otherwise the conclusion is obvious). The hypothesis that
k =  or χ f = χg or 〈 f , g〉 = 0 ensures that Λ(s, f ⊗ g) is entire. This implies that L(s, f ⊗ g) is EZ,
with zeros at
s = −|k − |
2
,−|k − |
2
− 1,−|k − |
2
− 2, . . .
and
s = −k +  + 1,−k +  ,−k +  − 1, . . . .
2 2 2
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(8), is oscillatory. Since c(n) = n k+2 −1γ (n), the desired conclusion is achieved. 
We next present three ﬁndings concerning the sequence {a(n)b(n)}∞n=1, beginning with the case
k = . Note that, because g∗(z) = g(−z) is an entire form on Γ0(N) of integer weight  with Neben-
typus χ g , it is easy to formulate analogs (of Theorems 8, 9, and 10) for {a(n)b(n)}∞n=1.
Theorem 8. Let f , g be nontrivial entire forms on Γ0(N) of integer weight k with Nebentypus χ f , χg , re-
spectively. Assume that at least one of them is a cusp form and that their Fourier expansions are given by (7).
Furthermore, suppose the following:
(i) χ f = χg or 〈 f , g〉 = 0;
(ii) L(2s,χ f χ g) has at most a simple zero at s = 0 (or at most a double zero there if k = 1) and does not
vanish on the real segment 0< s < 12 .
Then {a(n)b(n)}∞n=1 is oscillatory or trivial.
Proof. Assume that L(s, f × g) is nontrivial (otherwise the conclusion is rather evident). Hypothesis
(i) implies that Λ(s, f ⊗ g) is entire, and so L(s, f ⊗ g) is EZ with zeros at
s = 0,−1,−2, . . .
and
s = −k + 1,−k,−k − 1, . . . .
Hypothesis (ii) coupled with rudimentary facts pertaining to L(2s,χ f χ g) (in particular that it has a
simple zero at each negative integer but vanishes at no other negative real number—note that χ f χ g
is even) implies that
L(s, f × g) = L(s, f ⊗ g)
L(2s,χ f χ g)
is holomorphic on the real line and has inﬁnitely many real zeros. By the Main Lemma {α(n)β(n)}∞n=1
is oscillatory. Clearly, so is the original sequence {a(n)b(n)}∞n=1. 
Remarks. (i) What is the order of vanishing of a Dirichlet L-function at the origin? Let χ be any
Dirichlet character modulo N and denote by r0(χ) the order of the zero of L(s,χ) at s = 0. If χ∗ is
the primitive character inducing χ , then it is well known that r0(χ) = r0(χ∗) + ω(χ), where ω(χ)
is the number of distinct prime divisors p of N such that χ∗(p) = 1. (Observe that if χ is primitive,
then ω(χ) = 0.) Let χ0 be the principal Dirichlet character modulo N and note that ω(χ0) = ω(N),
the number of distinct prime divisors of N . Further familiar facts tell us that
r0(χ) =
⎧⎨
⎩
ω(N) if χ = χ0,
1+ ω(χ) if χ = χ0 is even,
ω(χ) if χ is odd.
(11)
Now, in the context of Theorem 8, χ f χ g is even. Hence, if χ f = χg , then L(2s,χ f χ g) has at most
a simple zero at s = 0 if ω(N)  1 (that is, N = 1 or N is a power of a prime), and at most a dou-
ble zero at s = 0 if ω(N)  2 (that is, N is divisible by at most two distinct primes). If χ f = χg ,
then L(2s,χ f χ g) has at most a simple zero at s = 0 if ω(χ f χ g) = 0 and at most a double zero
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zero at the origin. (ii) For any Dirichlet character χ , it is expected that L(s,χ) = 0 on the real seg-
ment 0 < s < 1. This conjecture is attributed to Chowla, who made the speculation in the special
case of quadratic characters. (In general, it suﬃces to consider only primitive characters since, for any
s such that Re(s) = 0, L(s,χ) = 0 if and only if L(s,χ∗) = 0.) If χ = χ0, then it is certainly true,
since χ0 is induced by the trivial character and the Riemann zeta-function ζ(s) < 0 for 0 < s < 1. If
χ = χ0, however, it appears to be a diﬃcult problem. Nonetheless, by the lovely work of Conrey and
Soundararajan [2], Chowla’s Conjecture holds for a positive proportion of all quadratic Dirichlet char-
acters. Although they focus on fundamental discriminants in a speciﬁc arithmetic progression, they
state that their methods would apply to the fundamental discriminants in any arithmetic progression.
To explain this, let d be an odd, square-free integer and denote by χ8d the Kronecker symbol (
8d
n ).
Then χ8d is a real, primitive character of modulus 8|d| such that χ8d(−1) = sign(d). Now, Conrey and
Soundararajan explicitly work out the case d < 0 (which produces odd characters), but their approach
also applies to the case d > 0 (which gives even characters). Lastly, note that by the computational
work of Chua [1], Chowla’s Conjecture holds for all real, primitive, even Dirichlet characters of modu-
lus N  200000.
What if k = ? We offer two theorems in this setting.
Theorem 9. Let f , g be nontrivial entire forms on Γ0(N) of integer weights k,  with Nebentypus χ f , χg ,
respectively. Assume that at least one of them is a cusp form and that their Fourier expansions are given by (7).
Furthermore, suppose that |k − | = 1 and that L(2s,χ f χ g) does not vanish on the real segment 0 s < 12 .
Then {a(n)b(n)}∞n=1 is oscillatory or trivial.
Proof. Assume that L(s, f × g) is nontrivial and (without loss of generality) that  = k + 1. This
guarantees that Λ(s, f ⊗ g) is entire, and hence L(s, f ⊗ g) is EZ with zeros at
s = −1
2
,−3
2
,−5
2
, . . .
and
s = −k + 1
2
,−k − 1
2
,−k − 3
2
, . . . .
The hypothesis concerning L(2s,χ f χ g) along with basic facts about this function (namely that it has
a simple zero at each negative half-integer but vanishes at no other negative real number—note that
χ f χ g is odd here) means that L(s, f × g) is holomorphic on the real line, where it has inﬁnitely
many zeros. By the Main Lemma {a(n)b(n)}∞n=1 is oscillatory. 
Remarks. (i) As mentioned above, χ f χ g is odd in the context of Theorem 9. Hence, by (11) we
know that L(2s,χ f χ g) does not vanish at s = 0 if ω(χ f χ g) = 0. This holds, for example, if χ f χ g is
primitive. (ii) For comments pertaining to the validity of Chowla’s Conjecture, please read remark (ii)
following Theorem 8. By the numerical investigation of Watkins [29], it is known to hold for all real,
primitive, odd Dirichlet characters of modulus N  300000000.
We conclude with a modest result concerning certain entire forms on the full modular group
Γ (1) = SL(2,Z).
Theorem 10. Let f , g be nontrivial entire forms on Γ (1) of even integer weights k, , respectively, with trivial
Nebentypus. Assume that at least one of them is a cusp form and that their Fourier expansions are given by (7).
If |k − | = 2, then {a(n)b(n)}∞n=1 is oscillatory or trivial.
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is entire, and L(s, f ⊗ g) is EZ with zeros at
s = −1,−2,−3, . . .
and
s = −k,−k − 1,−k − 2, . . . .
Observe that
L(s, f × g) = L(s, f ⊗ g)
ζ(2s)
.
Since ζ(2s) has a simple zero at each negative integer but vanishes at no other real number,
L(s, f × g) is holomorphic on the real line and has inﬁnitely many real zeros. So {a(n)b(n)}∞n=1 is
oscillatory. 
Remarks. On Γ (1) a nontrivial modular form with an expansion of the type (7) must have a trivial
Nebentypus and be of even integer weight.
For another theorem stemming from the analysis of Rankin–Selberg convolutions, see the inter-
esting recent paper by Kohnen and Sengupta [12]. There they consider two normalized cusp forms
on Γ0(N) of distinct even integer weights (with trivial Nebentypus) and Fourier coeﬃcients that are
totally real algebraic numbers. Kohnen and Sengupta establish that, up to the action of a Galois au-
tomorphism, the corresponding coeﬃcients of these cusp forms must have the same sign inﬁnitely
often and the opposite sign inﬁnitely often. We note that our Main Lemma may be applied to provide
an alternative route for the end of their proof.
We mention that there are many other Rankin–Selberg convolutions, including those involving
Maass forms. For the classical scenario on GL(2), see [5, Chapter 13] and [6, pp. 132–133]. For a nice
treatment of the case GL(n)×GL(n′), 2 n n′ , see the work of Goldfeld [4, Chapter 12]. For the case
of Siegel cusp forms, see, for instance, [30].
2.4. Cuspidal Hecke eigenforms and spinor zeta-functions on Γ2
Let Γ2 = Sp(4,Z) be the Siegel modular group of genus two. (This consists of all four by four sym-
plectic matrices with integer entries.) Now, let F be a cuspidal Hecke eigenform of integer weight k
on Γ2 with Hecke eigenvalues λ(n), n ∈ Z+ . What can be said concerning the sequence {λ(n)}∞n=1?
Below we provide a new proof of an oscillation theorem due to Kohnen [10].
We record some deﬁnitions and basic facts, all of which are given in [10]. Consider the Dirichlet
series
DF (s) =
∞∑
n=1
λ(n)
ns
,
which converges for Re(s)  0. Note that the λ(n) are real since the Hecke operators Tn are self-
adjoint with respect to the Petersson inner product. Furthermore, recall that the spinor zeta-function
of F is
Z F (s) = ζ(2s − 2k + 4)DF (s),
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Z∗F (s) = (2π)−2sΓ (s)Γ (s − k + 2)ZF (s).
By the work of Andrianov, Z∗F has a meromorphic continuation to the whole complex plane and
satisﬁes a functional equation. However, we shall not require this latter fact.
In [10] Kohnen established the following result.
Theorem 11. Let F be a cuspidal Hecke eigenform of integer weight k on Γ2 with Hecke eigenvalues λ(n),
n ∈ Z+ . Assume that either k is odd or k is even and F is in the orthogonal complement of the Maass subspace
S∗k (Γ2). Then {λ(n)}∞n=1 is oscillatory.
Proof. The hypothesis ensures that Z∗F (s) is an entire function. (This follows from the work of Ev-
dokimov and Oda. For references, please see [10].) Hence Z F (s) is EZ with zeros at
s = 0,−1,−2, . . .
and
s = k − 2,k − 3,k − 4, . . . .
By the Main Lemma the sequence of coeﬃcients of the spinor zeta-function of F is oscillatory. (The
interested reader may ﬁnd this sequence by using Dirichlet convolution.) Because ζ(2s − 2k + 4) has
simple zeros at k − 3,k − 4,k − 5, . . . (and vanishes at no other real number), DF (s) is holomorphic
on the real line and has inﬁnitely many real zeros. So by the Main Lemma {λ(n)}∞n=1 is itself oscilla-
tory. 
Remarks. (i) The original proof invokes Weissauer’s Theorem on the validity of the Ramanujan–
Petersson Conjecture (concerning the modulus of the Satake p-parameters) for F as in Theorem 11.
(ii) Modulo a normalization, the spinor zeta-function Z F is a degree four L-function of the type dis-
cussed in Subsection 2.1. Hence, the result (mentioned in the proof of Theorem 11) pertaining to the
oscillation of the coeﬃcient sequence of Z F is implied already by Theorem 1. (iii) As pointed out
in [10], it is known from the work of Breulmann that if k is even, then a cuspidal Hecke eigenform is
in S∗k (Γ2) if and only if λ(n) > 0 for all n.
For a nice description of Siegel modular forms of degree two (including the Maass subspace and
the Saito–Kurokawa lifting), consult [3, pp. 72–81].
3. Concluding comments
The results presented in this work date back to 2007. This paper focuses on a (rather biased)
sample of arithmetic functions. Observe that all the pertinent functions (deﬁned originally by Dirichlet
series) encountered in the previous section have an inﬁnitude of real zeros arising from (at least one
copy of) the Γ -function. Obviously, the Main Lemma may be employed in more general situations,
such as those described already in [23, Section 3].
It is also not diﬃcult to secure results of a somewhat different nature that would apply to all the
functions (represented initially by, say, ordinary Dirichlet series) that have been examined thus far.
For instance, we could formulate a proposition (along the lines of Theorem 3) that considers suitable
linear combinations of these functions. On the one hand, we do not bother to record such a result.
On the other hand, for the sake of illustration and speciﬁcity, we mention the following.
Proposition 12. Let F (s) =∑∞n=1 a(n)ns be a nontrivial ordinary Dirichlet series with complex coeﬃcients which
converges somewhere. If the function Γ (s)F (s) is holomorphic on the whole real line, then each of the se-
quences indexed by the following nth terms is oscillatory:
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∑
d|n a(d)a(nd );
(ii)
∑
d|n a(d)a(nd );
(iii)
∑
d|n d ja(d), where j ∈ Z+;
(iv)
∑
d|n(−1)d−1a(nd );
(v)
∑
d|n μ(d)a(nd ), where μ(·) is the Möbius function;
(vi)
∑
d|n χ(d)a(nd ), where χ(·) is any nonprincipal Dirichlet character.
Proof. A straightforward application of the Main Lemma to the product of F (s) with itself, F (s),
ζ(s + j), (1− 21−s)ζ(s), 1/ζ(s), and L(s,χ), respectively. 
Remark. Dirichlet convolutions are rather prevalent throughout number theory and continue to arise
in new contexts. For example, a sum of the type appearing in (v) of Proposition 12 has surfaced in
connection with generalized modular functions corresponding to cusp forms of weight 2. For more on
this matter, see the work of Kohnen and Meher [11], in which an oscillation result is presented.
In closing, we remark that throughout the previous section we have refrained from writing down
concrete examples. These are all quite well known and too numerous to be included here.
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