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Tracking algorithms are used in many applications to provide estimates of
states (position, velocity, etc.) of targets from noisy measurements. These es-
timates can be used for predicting future target states. Some possible targets
that may be of interest (and that we will consider here) include aircraft, ships,
and missiles. This dissertation looks at several real-world scenarios and develops
new tracking algorithms to accurately and efficiently solve these problems. These
algorithms are compared to the current state-of-the-art and shown to be superior
in position and velocity RMSE, or in computational complexity.
We investigate three real-world tracking scenarios. First, we develop a new
algorithm with low computational complexity for tracking closely spaced targets.
Second, we apply a regularized particle filter to the banana and contact lens
problems using a multidimensional version of the Epanechnikov kernel for state
vectors, developed in the course of the research for this dissertation. Finally,
we develop a generalization of the ML-PMHT and apply it to several Over-the-
Horizon radar scenarios.
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Chapter 1
Introduction
1.1 Outline of the Dissertation
In Chapter 2 we look at various algorithms for approximating the target-
measurement association probabilities of the Joint Probabilistic Data Association
Filter (JPDAF). We consider their computational complexity and compare their
performance with respect to the Mean Optimal Subpattern Assignment (MOSPA)
statistic in a scenario involving closely-spaced targets.
In Chapter 3, we present a new algorithm for approximating the target-
measurement association probabilities of the Joint Probabilistic Data Association
Filter (JPDAF). This algorithm is designed to robustify the JPDAF against track
coalescence which can greatly degrade the performance of the JPDAF and other
approximate algorithms. It is based on the works of Roecker and the JPDAF* of
Blom and Bloem.
1
2In Chapter 4, we present an approach for tracking with a high-bandwidth
radar in long range scenarios. We consider both 2-D and 3-D measurements,
in polar and r-u-v, respectively. We show that in these scenarios the extended
Kalman filter is not desirable as it suffers from major consistency problems; and
most flavors of particle filter suffer from a loss of diversity among particles after
resampling. This leads to sample impoverishment and the divergence of the filter.
However, a regularized particle filter will be shown to avoid this diversity problem
while producing consistent results. The regularization is accomplished using a
multidimensional version of the Epanechnikov kernel for state vectors developed
in the course of the research for this dissertation.
In Chapters 5 and 6, we present a generalization of the Maximum Likelihood
Probabilistic Multi-Hypothesis Tracker (ML-PMHT), which is a Deep Track Ex-
tractor (DTE), which is then applied to several Over-The-Horizon radar (OTHR)
scenarios: a surface target, a constant altitude target, and a constant vertical ac-
celeration target. We use both an ideal reflection model and a refraction-based
ionosphere model through the application of a ray tracing algorithm. Each scan
can contain multiple measurements originating from each target; each of these
target-originated measurements takes one of four possible round-trip paths and
any of these may fail to be detected. Also a large number of false alarms, in-
distinguishable from the target-originated measurements, are present due to the
necessary low detection threshold for very low SNR targets.
The contributions of the dissertation are summarized in Chapter 7.
31.2 Publications
The publications directly related to this dissertation are:
Journals:
• Kevin Romeo, Yaakov Bar-Shalom, and Peter Willett, “Detecting Low SNR
Tracks with OTHR Using a Refraction Model,” Submitted to IEEE Trans-
actions on Aerospace and Electronic Systems, 2016.
• Kevin Romeo, Yaakov Bar-Shalom, and Peter Willett, “Fusion of Multipath
Data with ML-PMHT for Very Low SNR Track Detection in an OTHR,”
Journal of Advances in Information Fusion, Accepted for publication, May
2015. To appear December 2015.
• Kevin Romeo, Peter Willett, and Yaakov Bar-Shalom, “Particle Filter
Tracking for the Banana and Contact Lens Problems,” IEEE Transactions
on Aerospace and Electronic Systems, Accepted for publication, October
2014. To appear October 2015.
Proceedings:
• Kevin Romeo, Yaakov Bar-Shalom, and Peter Willett, “Low SNR Track
Detection with OTHR Based on a Refraction Model,” in Proceedings of the
2016 IEEE Radar Conference, Philadelphia, May 2016.
4• Kevin Romeo, Yaakov Bar-Shalom, and Peter Willett, “Data Fusion with
ML-PMHT for Very Low SNR Track Detection in an OTHR,” in Proceed-
ings of the 18th International Conference on Information Fusion, Washing-
ton, D.C., July 2015.
• Kevin Romeo, Peter K. Willett , and Yaakov Bar-Shalom, “Particle Filter
for Long Range Radar in RUV,” in Proceedings of SPIE Signal and Data
Processing of Small Targets 2014, vol. 9092, July 2014.
• Kevin Romeo, Peter K. Willett, and Yaakov Bar-Shalom, “Particle Filter
Tracking for the Banana Problem,” in Proceedings of SPIE Signal and Data
Processing of Small Targets 2013, vol. 8857, October 2013.
• Kevin Romeo, David F. Crouse, Yaakov Bar-Shalom, and Peter Willett,
“A Fast Coalescence-Avoiding JPDAF,” in Proceedings of SPIE Signal and
Data Processing of Small Targets 2012, vol. 8393, June 2012.
• Kevin Romeo, Peter Willett, and Yaakov Bar-Shalom, “Particle Filter
Tracking for Long Range Radars,” in Proceedings of SPIE Signal and Data
Processing of Small Targets 2012, vol. 8393, June 2012.
• Kevin Romeo, David F. Crouse, Yaakov Bar-Shalom, and Peter Willett,
“The JPDAF in Practical Systems: Approximations,” in Proceedings of
SPIE Signal and Data Processing of Small Targets 2010, vol. 7698, April
2010.
Chapter 2
The JPDAF in Practical Systems:
Approximations
2.1 Introduction
Two basic methods for tracking multiple targets are the Multiple Hypothesis
Tracking (MHT) and the Joint Probabilistic Data Association Filter (JPDAF).
In the MHT, multiple possible track extensions from a set of feasible measure-
ments are kept for a certain amount of time. During this time frame, additional
measurements are collected, which in turn are used to eliminate some of the mul-
tiple possible track extensions that are highly improbable given these additional
measurements. In the JPDAF, tracks are updated with a weighted sum of the
feasible measurements. The weights are determined from the probabilities of val-
idated measurements extending a track; all possible sets of measurement-to-track
combinations and their probabilities must be calculated. [50]
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6Both the MHT and the JPDAF use a significant amount of processing for
large numbers of targets. In the MHT, this is due to the increasing number of
possible track extensions that must be kept over time and also because there is no
guarantee of when possible track extensions will be eliminated. In the JPDAF,
increasing the number of targets increases the number of combinations, and the
processing time, accordingly. In attempts to lower the computational cost of the
JPDAF, many fast algorithms, ad hoc formulations, and suboptimal calculations
have been developed. These algorithms (hopefully) increase in their accuracy as
their computational cost approaches that of the optimal JPDAF. [50]
2.2 JPDAF [6]
The JPDAF is an algorithm for tracking multiple targets in clutter, which as-
sumes there is a known number of targets with initialized tracks. Measurements
from a target can appear close to neighboring targets, causing persistent interfer-
ence. It also assumes that a target can only produce at most one measurement,
with a known probability. Additionally, a measurement could not have been pro-
duced by more than one target. The filter uses the state estimate and covariance
for each target to summarize the past. The dynamic and measurement models
for target t, which may differ between targets, are given as
xt(k + 1) = Ft(k)xt(k) + vt(k) (2.1)
7and
zt(k) = Ht(k)xt(k) + wt(k) (2.2)
respectively. At time index k for target t, xt(k) is the state vector, zt(k) is the
measurement vector, Ht(k) is the measurement matrix, and Ft(k) is the state
transition matrix. The measurement noise wt(k) and the process noise vt(k) are
uncorrelated, zero mean, and normally distributed with covariances R(k) and
Q(k), respectively. The state estimation is done separately for each target.
The most computationally expensive part of the JPDAF is determining the
joint association probabilities between measurements and targets. This can be
done by finding all the feasible joint association events: an event where one or no
target produced each measurement and no measurement is from more than one
target. The probability of the joint association event θ given the measurements
up to time k is found as
P{θ(k)|Zk} = 1
c
∏
j
{λ−1ftj [zj(k)]}τj(θ)
∏
t
(P tD)
δt(θ)(1− P tD)1−δt(θ) (2.3)
where
ftj [zj(k)] = N [zj(k); zˆtj(k|k − 1), Stj(k)] (2.4)
and N [x;µ, P ] denotes the Gaussian distribution function with parameter x,
mean µ, and variance P . We use Zk to denote the set of measurements up to and
including time index k and c as a normalizing constant. In event θ, tj is the index
of the target that measurement j is associated with. At time k, λ is the known
spatial density of clutter, zj(k) is the jth measurement, and P
t
D is the probability
8of detection of target t; τj(θ) = 1 if measurement j is associated with any target
in the event θ, and δt(θ) = 1 if target t is associated with any measurement (they
are equal to zero otherwise); zˆtj(k|k− 1) is the predicted measurement for target
tj given as
zˆtj(k|k − 1) = Htj(k)xˆtj(k|k − 1) (2.5)
with the predicted state
xˆtj(k|k − 1) = Ftj(k − 1)xˆtj(k − 1|k − 1) (2.6)
The associated innovation covariance, Stj(k), is
Stj(k) = Htj(k)Ptj(k|k − 1)Htj(k)′ +R(k) (2.7)
where Ptj(k|k− 1) is the covariance of the predicted state from the covariance at
the previous time index, Ptj(k − 1|k − 1), and is given by
Ptj(k|k − 1) = Ftj(k − 1)Ptj(k − 1|k − 1)Ftj(k − 1)′ +Q(k − 1) (2.8)
The probability βjt that measurement j is associated with target t is then
given by summing the joint probabilities of the joint events where this target to
measurement association occurs. This summation can be written as
βjt(k) =
∑
θ
P{θ(k)|Zk}ωˆjt(θ, k) (2.9)
where ωˆjt(θ, k) = 1 if measurement j is associated with target t in event θ(k) and
equal to zero otherwise.
9The state estimation for target t is carried out as follows
xˆt(k|k) = xˆt(k|k − 1) +Wt(k)νt(k) (2.10)
νt(k) =
∑
j
βjtνjt(k) (2.11)
νjt(k) = zj(k)− zˆt(k|k − 1) (2.12)
Wt(k) = Pt(k|k − 1)Ht(k)′St(k)−1 (2.13)
where xˆt(k|k) is the state estimate of target t at time k, νjt(k) is innovation,
νt(k) is the combined innovation, and Wt(k) is the filter gain for target t. The
covariance update is
Pt(k|k) = β0t(k)Pt(k|k − 1) + [1− β0t(k)]P ct (k|k) + P˜t(k) (2.14)
P ct (k|k) = Pt(k|k − 1)−Wt(k)St(k)Wt(k)′ (2.15)
P˜t(k) = Wt(k)
[∑
j
βjt(k)νjt(k)νjt(k)
′ − νt(k)νt(k)′
]
Wt(k)
′ (2.16)
where Pt(k|k) is the covariance associated with the updated state, P ct (k|k) is the
covariance of the state updated with the correct measurement, P˜t(k) is the spread
of the innovations, and β0t(k) is the probability that target t is not associated
with any measurement at time k.
The computational requirements of the JPDAF can be reduced somewhat by
first gating the measurements. The true measurement is assumed to be normally
distributed, namely,
p[z(k)|Zk−1] = N [z(k); zˆ(k|k − 1), S(k)] (2.17)
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We can remove from consideration the measurements that are outside a threshold
γ using the gating equation
[zj(k)− zˆt(k|k − 1)]′St(k)−1[zj(k)− zˆt(k|k − 1)] ≤ γ (2.18)
This gating step can be applied to all of the approximate algorithms that follow.
2.3 Low-Complexity Approximations
2.3.1 Fitzgerald’s First Algorithm: The Cheap JPDAF [26]
The cheap JPDAF is a simplified form of the JPDAF from Section 2.2. The
optimal JPDAF updates tracks with a weighted average of all the measurements
that can possibly be associated with that track. The weights are determined
by the association probabilities between the tracks and the measurements. In a
multitarget scenario these association probabilities can easily become costly for
computation in a practical system. To approximate the probability of association
βjt between a track t and a measurement j, the cheap JPDAF employs the ad
hoc formula
βjt =
Gjt
Sij + Srt −Gjt +B (2.19)
with Gjt proportional to the Gaussian likelihood function, given as
Gjt =
1√
detAjt
exp
(
−1
2
ν ′jtA
−1
jt νjt
)
(2.20)
where νjt is the vector of measurement residuals for measurement j and track
t and Ajt is the covariance matrix of the residuals; Sij and Srt are the sum of
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all Gjt’s for track t and the sum of all Gjt’s for measurement j, respectively.
The value of Gjt represents how well track t fits with measurement j. The above
formula can be used with a relatively low computational cost and it reduces to the
correct form in the case of only a single track. The bias term B in the denominator
should be set to a nonzero constant when the probability of detection is less than
1 or when the tracks are in the presence of clutter. In the simulation that follows
we choose B = 0.
2.3.2 Fitzgerald’s Second Algorithm: The Approximate Nearest Neigh-
bor JPDAF [26]
The approximate nearest neighbor JPDAF forgoes the use of a weighted aver-
age to update the tracks. Instead, the association probabilities are used to match
tracks to measurements one-to-one. For a given track, the measurement with the
highest association probability from (2.19) is matched to that track. The track
and matched measurement are removed from consideration while the procedure
is repeated for the next track until all tracks have been matched. This is simi-
lar to the standard nearest neighbor filter except that instead of using distance
to determine the closeness between a track and measurement, the approximate
association probability is used. At a higher computational cost we can instead
use the global nearest neighbor method and maximize the sum of the association
probabilities to achieve a better result.
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2.3.3 Quan, Hongcai, Peide and Zhou’s Algorithm [48]
The difference between the cheap JPDAF in Section 2.3.1 and the modified
version below is the inclusion of an amendment coefficient
rjt =
Gjt
m∑
l=1
Glt
(2.21)
which produces the new formula for approximating the association probabilities,
βjt =
Gjt
Sij +
m∑
s=1
rjsGjs − rjtGjt +B
(2.22)
2.3.4 Roecker and Phillis’ Algorithm [51]
This suboptimal JPDAF simplifies the form of the probability of the joint
events in the optimal JPDAF by assuming that the probability of detection is
close to 1. The probability of the joint event θ(k) from the optimal filter in (2.3)
is now reduced to the form
P{θ(k)|Zk} = 1
c
∏
j
{λ−1ftj [zj(k)]}τj(θ) (2.23)
This can be reduced further by combining the normalization constant c with the
term λ−1, as all joint events now have the same number of clutter measurements.
This results in the form
P{θ(k)|Zk} = 1
c
∏
j
{ftj [zj(k)]}τj(θ) (2.24)
While the algorithms from sections 2.3.1, 2.3.2, and 2.3.3 replace the joint events
with single events to reduce complexity, this algorithm uses partial joint events,
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a subset of the joint events used by the JPDAF. The events in this subset can be
chosen, and the approximate joint association probabilities calculated, using the
steps that follow.
1. For each track t, create a list of all measurements j that lie within the gate
of t:
• Lt = {j is in the gate of t}
2. For each measurement j, create a list of all tracks t that contain measure-
ment j within their gate:
• Lj = {t’s gate contains measurement j}
3. For each track t, create a list of all other tracks that contain at least one
measurement in the gate of t:
• LOTt =
( ⋃
j∈Lt
Lj
)
/∈ t
4. For each measurement j and track t, calculate the joint partial event, Hjt,
by following the steps below.
(a) For each track ti in LOTt consider each measurement in Lti and find:
• Mjti = max
h∈Lti , h 6=j
(Ghti)
(b) If Mjti = 0, j is the only measurement in the gate of ti, thus:
• Mjti = Gjti
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(c) If LOTt = ∅, there are no tracks that share a gated measurement with
t, thus:
• Hjt = Gjt
(d) If LOTt 6= ∅:
• Hjt = Gjt
∑
ti∈LOTt
Mjti
5. The suboptimal joint association probability for track t and measurement
j is now given by:
βjt =
Hjt
B +
∑
i
Hit
(2.25)
The parameter B here is used in the same way as in (2.19).
2.3.5 The Bakhtiar and Alavi Algorithm [5]
This algorithm notes that the expression for the joint association probabilities
may be decomposed to
βjt = GjtFjt (2.26)
Fjt is a function of all Glτ where l 6= j and τ 6= t. We define the likelihood matrix
for m measurements and n targets to be
P =

G01 G02 · · · G0n
G11 G12 · · · G1n
...
...
...
Gm1 Gm2 · · · Gmn

(2.27)
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To find an approximation of Fjt we take the product of the sum of each column,
omitting row j and column t. For example,
F11 = (G02+G22+G32+· · ·+Gm2)(G03+G23+G33+· · ·+Gm3) · · · (G0n+G2n+G3n+· · ·+Gmn)
(2.28)
In the case of only two targets this approximate Fjt is equivalent to the actual
Fjt. For more than two targets it differs by a small amount. The procedure for
determining βjt is
βjt =
1
c
Gjt
n∏
τ=1;τ 6=t
(
m∑
l=0;l 6=j
Glτ +G0τδ0j
)
(2.29)
The term G0τδ(j) is included since row 0 is not removed when calculating β0t. δ0j
is the Kronecker delta function. In the simulation that follows we choose G0j = 0
for all j.
2.4 Medium-Complexity Approximations
2.4.1 Roecker’s Algorithm [50]
This near optimal JPDAF algorithm uses full joint association events for
probability calculations while the faster and less accurate algorithms do not.
Instead of calculating all possible joint events like the optimal JPDAF, this near
optimal JPDAF only calculates the highly probable joint events; this is a subset
of the set of events the optimal JPDAF would use. The joint events that are not
calculated will not have a significant effect on the probability calculations. This
16
allows for improvements in speed and computational requirements without losing
much accuracy.
The subset of joint association events is generated by constructing joint events
from the more probable single events. Each single event association between a
target t and a measurement j is scored based on the statistical distance between
the predicted measurement of t and the measurement j. Once this scoring is
done, the algorithm to produce the subset of joint events is as follows.
1. Initialization: Find the initial “best” assignment, θ1; ` = 1
2. For each combination of marginal events, L, in θ1:
(a) `← `+ 1
(b) Find the “best” assignment, θ`, such that L * θ`.
At this time the algorithm can repeat the entire procedure above, but remove the
two lowest scoring single events at a time instead of one. Now each combination
of two events can be removed once. This will create additional joint events and
will lead to a more accurate approximation of the joint association probabilities.
The number of removed events can continue to be increased in this way if a more
accurate result is desired. At any time the algorithm can stop producing new
joint events. The probability of each event is found using (2.3), and the joint
association probabilities are found using (2.9). In the simulation that follows we
stop the algorithm after no more single events can be removed.
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2.4.2 Oh and Sastry’s Algorithm [42, 43]
Markov chain Monte Carlo (MCMC) is a general method which can be applied
here to approximate the joint association probabilities needed by the JPDAF. At
some joint association event ω in the set of all feasible joint association events Ω,
we choose another event ω′ and accept it with probability
A(ω, ω′) = min
(
1,
pi(ω′)
pi(ω)
)
(2.30)
where
pi(ω) =
1
Z
λN−|ω|P |ω|D (1− PD)K−|ω|
∏
j
ftj [zj(k)]
τj(ω) (2.31)
In the above Z is a normalizing constant, N is the number of measurements, and
K is the number of targets. Here |ω| is the number of targets that are associated
with measurements in ω. The product is over all associations between targets t
and measurements j in the event ω.
There are three valid transitions that can occur between ω and ω′:
1. Deletion move:
The deletion move removes an existing association in ω to create ω′.
2. Addition move:
The addition move adds a new association in ω to create ω′ if the chosen
new association does not conflict with the associations in ω. A conflict
occurs when adding the new association would result in one target being
18
associated with two measurements or two targets being associated with the
same measurement.
3. Switch move:
If the chosen new association conflicts with what exists already in ω,
the conflicting old association is removed, and the new association is added.
With these transitions defined, the MCMC data association (MCMCDA) algo-
rithm can be carried out as follows:
• Initialize βjt = 0, ∀j, ∀k.
• Initialize ω by choosing a joint association event randomly from Ω, defining
ω as this event.
• For a set number of runs, nmc:
– Choose any valid association event from Ω at random and apply the
appropriate transition move to create ω′.
– Make ω = ω′ with probability A(ω, ω′) from (2.30).
– For every association event in ω, βjt = βjt + 1/nmc.
The resulting β’s will be approximations of the values calculated in the JPDAF.
In the simulation that follows we choose nmc = 100.
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2.5 Simulations
2.5.1 The MOSPA Statistic [66]
To produce a measure of algorithm accuracy we employ the Optimal Sub-
pattern Assignment (OSPA) statistic. This metric gives an evaluation of the
performance of a tracking algorithm. It allows tracks to switch and penalizes an
algorithm for finding more or fewer tracks than actually exist. In our simula-
tions, however, the trackers always know exactly how many tracks there are. The
statistic needs two parameters, c and p, where c is the cutoff parameter which
limits the penalty assigned for false or lost tracks, or for true tracks that are not
being tracked, and p determines how much of a penalty is assigned for estimates
not close to any true target. We use the values p = 1 and c = 150 m in the
simulation that follows.
The OSPA statistic between the set of estimated state vectors xˆ(k|k) and the
set of true target states x(k) is given by
d¯(c)(xˆ(k|k), x(k)) =
(
1
T
min
pi∈Π
T∑
t=1
d(c)(xˆ(k|k), xpi(t)(k))p
)1/p
(2.32)
with
d(c)(xˆ(k|k), x(k)) = min [c, d(xˆ(k|k), x(k))] (2.33)
where T is the number of targets and Π is the set of all permutations of the true
target states. The OSPA finds the assignment between the true states and the
estimated states at each time k that yields the smallest sum of errors. Over a
number of Monte Carlo runs we take the average of these errors to find the mean
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Figure 2.1: The first simulated scenario.
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Figure 2.2: The second simulated scenario.
OSPA (MOSPA). A lower relative MOSPA statistic implies that a particular
tracker performs better than another one in that given scenario.
2.5.2 Scenarios
In order to establish a comparison between the low and medium complexity
approximation algorithms of the JPDAF in this paper, we simulate two sim-
ple scenarios. The first scenario, similar to that in [18], consists of two targets
approaching each other, moving parallel to each other at a close distance at
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Figure 2.3: Examples of tracks made by the optimal JPDAF. The dashed lines
are the true target tracks.
−1000 −500 0 500 1000 1500 2000 2500 3000−600
−400
−200
0
200
400
600
x (m)
y 
(m
)
Figure 2.4: Examples of tracks made by the optimal JPDAF. The dashed lines
are the true target tracks.
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k = 11, and then separating k = 31. The two targets in the second scenario
travel with constant velocities at a shallow angle to each other and cross paths
halfway through their trajectories at k = 21. In both scenarios the targets have
a constant speed of v = 100 m/s with measurements taken at a sampling rate of
1 Hz. The probability of detection for both targets in both scenarios is 90%. The
covariance matrix of the measurements is
R =
 σ2x 0
0 σ2y
 (2.34)
The standard deviations are σx = σy = 10 m. Using the state vector ordered as
[x y x˙ y˙]′, the measurement matrix is then
H =
 1 0 0 0
0 1 0 0
 (2.35)
and the state transition matrix for the chosen sampling period is
F =

1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

(2.36)
The process noise is given by
Q =

1
3
0 1
2
0
0 1
3
0 1
2
1
2
0 1 0
0 1
2
0 1

q˜ (2.37)
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and we choose
√
q˜ = 50 for the first scenario and
√
q˜ = 1 for the second. The
chosen values for
√
q˜ are based on the maximum change in velocity in a sampling
period in each scenario. The simulated tracks did not have added process noise;
√
q˜ is used only to account for maneuvers. The number of clutter points at
each time k is Poisson distributed with mean λ = 10−6/m2. These points are
generated uniformly in the rectangular area given by x ∈ [−1370 m, 3370 m]
and y ∈ [−1000 m, 1050 m]. The gate threshold is chosen to be γ = 9. Track
initialization was done using two point differencing on the first two measurements
from each target. The initial covariance for each track was
P =
 R R
R 2R
 (2.38)
The resulting MOSPA over time for each tracking algorithm is shown in Figures
2.5 and 2.6. The running times for each algorithm in scenario 1 are shown in
Table 2.1.
2.6 Conclusions
From the MOSPA, we see that the algorithm [5] from Section 2.3.5 performs
closest to that of the optimal JPDAF in both of the two scenarios. It is also
clear that the simple addition of the amendment coefficient to the cheap JPDAF
algorithm of Section 2.3.1 to create the algorithm [48] from Section 2.3.3 made a
significant improvement.
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Figure 2.5: The MOSPA performance of the trackers in scenario one
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Figure 2.6: The MOSPA performance of the trackers scenario two.
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The Approximate Nearest Neighbor JPDAF 2.6497
The Cheap JPDAF 2.6632
The Bakhtiar and Alavi Algorithm 2.7777
Roecker’s Algorithm 2.9035
Quan, Hongcai, Peide and Zhou’s Algorithm 3.0271
Roecker and Phillis’ Algorithm 3.7976
JPDAF 8.9050
MCMCDA 41.8296
Table 2.1: Total computation times for scenario 1 in seconds for 50 runs
All of the algorithms, with the exception the ones from Sections 2.3.2, 2.4.1,
and 2.4.2, had problems with track coalescence in the first scenario when the
targets began to move apart. An example of this is seen in Figure 2.3, where the
two tracks merged into one during the time the targets were close together. Dur-
ing the split the tracks were influenced equally by the measurements from both
targets. The approximate nearest neighbor did not feel the effect of coalescence
because it simply would not allow the two tracks to update using measurements
from both targets at the same time.
The MCMCDA has the best performance in terms of the MOSPA statistic,
but it has a computation time nearly 15 times greater than the approximate
algorithms.
Chapter 3
A Fast Coalescence-Avoiding JPDAF
3.1 Introduction
In this chapter we present a new algorithm for approximating the target-
measurement association probabilities of the Joint Probabilistic Data Association
Filter (JPDAF). This algorithm is designed to robustify the JPDAF against track
coalescence which can greatly degrade the performance of the JPDAF and other
approximate algorithms. It is based on the works of Roecker and the JPDAF*
of Blom and Bloem. We compare our new algorithm with the two it is based
on, as well as the “cheap JPDAF” and the Set JPDAF, and show that it offers
a significant improvement in computational complexity over the JPDAF* and
Set JPDAF, and improvement in tracking error over the other algorithms. Their
performance comparison is with respect to the Mean Optimal Subpattern As-
signment (MOSPA) statistic in scenarios involving several closely-spaced targets.
A consistency comparison of the various algorithms considered is also presented.
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There are many different approaches to multiple target tracking, some of
which are described in [8, 10]. The method explored in this paper is the Joint
Probabilistic Data Association Filter (JPDAF). In the JPDAF, tracks are up-
dated with a weighted sum of the feasible (validated) measurements from the
current time.1 The weights are determined from the probabilities of validated
measurements extending a track. Advances in algorithms, for instance those dis-
cussed in [41, 37], have led to large reductions in the computational complexity
of the JPDAF.
In the JPDAF, increasing the number of targets increases the number of
feasible combinations of measurements and targets, and the processing time, ac-
cordingly. In attempts to lower the computational cost of the JPDAF, many fast
algorithms, ad hoc formulations, and suboptimal calculations have been devel-
oped. We compared the performance of several of these approximate algorithms
in [55]; the majority of the algorithms suffered from track coalescence. Figure
3.1 shows an example of track coalescence in a three target scenario using the
conventional JPDAF.
One approximate JPDAF algorithm developed by Roecker [50] has a signifi-
cantly lower computational cost for large numbers of targets when compared to
the conventional JPDAF. Another algorithm, the JPDAF* [13], has nearly the
1This is in contrast to the Multiple Hypothesis Tracker (MHT), which carries out associations
over a window of time and has a significantly higher complexity than the JPDAF. For a large
number of targets, even the complexity of the JPDAF can become excessive, which motivates
the need for faster versions.
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Figure 3.1: An example of track coalescence in the conventional JPDAF (dashed
lines: true trajectories; solid lines: tracks).
same computational complexity as the conventional JPDAF, but through an inge-
nious modification, it greatly reduces track coalescence. The speed-up ideas used
in the algorithms in [41, 37] cannot be used in the JPDAF*. Our new algorithm,
the JPDAF†, which we have discussed in [56], combines the speed-up ideas from
[50] and the JPDAF*, resulting in a fast coalescence-avoiding approximation.
Section 3.2 describes the model used and the conventional JPDAF algorithm.
The “cheap JPDAF”, Set JPDAF, and JPDAF* are described briefly in Sections
3.3.1, 3.3.2, and 3.3.3, respectively. Section 3.3.4 details the Roecker algorithm.
We introduce our new JPDAF† algorithm in Section 3.3.5. We use the Mean
Optimal Subpattern Assignment (MOSPA) statistic described in Section 3.4.1 as
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well as the normalized estimation error squared (NEES) to evaluate the perfor-
mance of the algorithms in the scenarios presented in Section 3.4.2. The scenarios
consist of three to nine targets.
3.2 The JPDAF
The JPDAF [8] is an algorithm for tracking multiple targets in clutter, which
assumes there is a known number of targets with initialized tracks. Measurements
from one target can appear close to neighboring targets, causing persistent in-
terference. While unresolved (merged) measurements, discussed in [21, 12], may
arise in a real scenario involving closely spaced targets, we will not include them
here. The targets’ separations considered here yield resolved measurements. The
track coalescence problem can occur in the JPDAF even when the targets are
resolved.
The JPDAF assumes that a target can only produce at most one measurement,
with a known detection probability. Additionally, a measurement could not have
been produced by more than one target. The filter uses the state estimate and
covariance for each target to summarize the past. The dynamic and measurement
models for target t, which may differ between targets, are given as
xt(k + 1) = Ft(k)xt(k) + vt(k) (3.1)
zt(k) = Ht(k)xt(k) + wt(k) (3.2)
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respectively. At time index k for target t, xt(k) is the state vector, zt(k) is
the measurement vector2 , Ht(k) is the measurement matrix, and Ft(k) is the
state transition matrix. The measurement noise wt(k) and the process noise
vt(k) are mutually uncorrelated (and across targets), zero mean, and normally
distributed with covariances R(k) and Q(k), respectively. The state estimation
is done separately for each target.
The most computationally expensive part of the JPDAF is determining the
joint association probabilities between measurements and targets. This can be
done by finding all the feasible joint association events. The feasibility of an
event requires that one or no target produces each measurement and none is
from more than one target. The probability of a joint association event θ given
the measurements up to time k is [8]
P{θ(k)|Zk} = 1
c
∏
j
{λ−1ftj [zj(k)]}τj(θ)
∏
t
(P tD)
δt(θ)(1− P tD)1−δt(θ) (3.3)
where
ftj [zj(k)] = N [zj(k); zˆtj(k|k − 1), Stj(k)] (3.4)
and N [x;µ, P ] denotes the Gaussian pdf with argument x, mean µ, and variance
P . We use Zk to denote the set of measurements up to and including time index
k and c is a normalizing constant. In event θ, tj is the index of the target that
measurement j is associated with. At time index k, λ is the known spatial density
of the (Poisson distributed) clutter, zj(k) is the jth measurement, and P
t
D is the
2The tracker does not know which measurement corresponds to which target. This is made
clear by the double indexing used in the sequel.
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probability of detection of target t; τj(θ) = 1 if measurement j is associated
with any target in the event θ, and δt(θ) = 1 if target t is associated with any
measurement (they are equal to zero otherwise); zˆtj(k|k − 1) is the predicted
measurement for target tj given as
zˆtj(k|k − 1) = Htj(k)xˆtj(k|k − 1) (3.5)
with the predicted state
xˆtj(k|k − 1) = Ftj(k − 1)xˆtj(k − 1|k − 1) (3.6)
The associated innovation covariance, Stj(k), is
Stj(k) = Htj(k)Ptj(k|k − 1)Htj(k)′ +R(k) (3.7)
where Ptj(k|k− 1) is the covariance of the predicted state from the covariance at
the previous time, Ptj(k − 1|k − 1), and is given by
Ptj(k|k − 1) = Ftj(k − 1)Ptj(k − 1|k − 1)Ftj(k − 1)′ +Q(k − 1) (3.8)
The (marginal) probability βjt that measurement j is associated with target
t is then given by summing the probabilities of the joint events where this target
to measurement association occurs. This summation can be written as
βjt(k) =
∑
θ
P{θ(k)|Zk}ωˆjt(θ, k) (3.9)
where ωˆjt(θ, k) = 1 if measurement j is associated with target t in event θ(k) and
equal to zero otherwise.
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The state estimation for target t is carried out as follows.
xˆt(k|k) = xˆt(k|k − 1) +Wt(k)νt(k) (3.10)
νt(k) =
∑
j
βjtνjt(k) (3.11)
νjt(k) = zj(k)− zˆt(k|k − 1) (3.12)
Wt(k) = Pt(k|k − 1)Ht(k)′St(k)−1 (3.13)
where xˆt(k|k) is the state estimate of target t at time k, νjt(k) is the innovation,
νt(k) is the combined innovation, and Wt(k) is the filter gain for target t. The
covariance update is
Pt(k|k) = β0t(k)Pt(k|k − 1) + [1− β0t(k)]P ct (k|k) + P˜t(k) (3.14)
P ct (k|k) = Pt(k|k − 1)−Wt(k)St(k)Wt(k)′ (3.15)
P˜t(k) = Wt(k)
[∑
j
βjt(k)νjt(k)νjt(k)
′ − νt(k)νt(k)′
]
Wt(k)
′ (3.16)
where Pt(k|k) is the covariance associated with the updated state, P ct (k|k) is
the covariance of the state that would be obtained in the absence of measure-
ment origin uncertainty, P˜t(k) is the spread of the innovations, and β0t(k) is the
probability that target t is not associated with any measurement at time index
k.
The computational requirements of the JPDAF can be reduced somewhat by
first gating the measurements. The true measurement is assumed to be normally
distributed with mean (3.5) and covariance (3.7)
p[z(k)|Zk−1] = N [z(k); zˆ(k|k − 1), S(k)] (3.17)
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We can remove from consideration the measurements that are outside a gating
threshold γ using the equation
[zj(k)− zˆt(k|k − 1)]′St(k)−1[zj(k)− zˆt(k|k − 1)] ≤ γ (3.18)
How to choose an appropriate value of γ is discussed in [8].
All the approximations of the JPDAF that follow have the same assumptions
as described in this section and use gating. The difference between the conven-
tional JPDAF and these algorithms is how β in (3.9) is calculated.
3.3 Approximations to the JPDAF
3.3.1 The “Cheap JPDAF”
For comparison, we include the “cheap JPDAF” of Fitzgerald [26] in our
simulations. To approximate the probability of association βjt between a track t
and a measurement j, this algorithm employs the ad hoc formula
βjt =
Gjt
Cj +Dt −Gjt +B (3.19)
Cj =
∑
i
Gji Dt =
∑
r
Grt (3.20)
with Gjt proportional to the Gaussian likelihood function that zj originated from
target t, given as
Gjt = |2piSt|−1/2 exp
(
−1
2
ν ′jtS
−1
t νjt
)
(3.21)
where νjt is the vector of measurement residuals for measurement j and track t
and St is the covariance matrix of the residuals. The value of Gjt represents how
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well the predicted state from track t fits with measurement j. The above formula
can be used with a relatively low computational cost and it reduces to the PDA
form in the case of only a single track. The term B in the denominator can be
set to a nonzero constant when the probability of detection is less than 1 or when
the tracks are in the presence of clutter. In the simulations that follow we choose
B = 0.
3.3.2 The Set JPDAF
We also compare the Set JPDAF [67] in our simulations. This algorithm
is designed for scenarios where it is not important to retain the identities of
targets over time. One way of managing identity is discussed in [19]. The Set
JPDAF is derived using finite set statistics, and has been shown to outperform the
conventional JPDAF when utilizing the MOSPA statistic defined in 3.4.1. The
reader is referred to [67] and [17] for details of the derivation and implementation
of this algorithm, respectively.
3.3.3 The JPDAF*
The JPDAF* [13] is the same as the JPDAF, but with one key modification:
for each set of targets that are detected and set of measurements, only the best
joint association event is chosen to be used in the calculation of the values of
the association probabilities β. The other events that consist of the same sets
of targets and measurements, but with a different assignment between targets
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and measurements, are discarded. Removing these permuted assignments helps
to alleviate track coalescence. Similar pruning techniques have also been applied
to hypothesis generation in MHTs [44].
3.3.4 The Roecker Algorithm
This JPDAF version, introduced in [50], uses a certain number of joint asso-
ciation events for probability calculations. Faster and less accurate algorithms,
such as the ones we previously evaluated in [55], use a more limited number
of events. Instead of calculating all possible joint events like the conventional
JPDAF, this algorithm only calculates the highly probable joint events; this is a
subset of the set of events the conventional JPDAF would use. These joint events
are constructed from the more probable marginal events.
This algorithm can be compared to Murty’s m-best 2D assignment algorithm
[10]. The Roecker algorithm can be thought of as a simplified version of Murty’s
algorithm. Both algorithms start from an initial “best” assignment, θ1; Murty’s
algorithm starts from the optimal assignment, but the Roecker algorithm can
start from a suboptimal assignment. Murty’s algorithm partitions the problem
into subproblems, and each subproblem can then yield further subproblems. From
these, the m-best assignments can be found. The Roecker algorithm produces
one set of subproblems based on the initial assignment and finds a number of
assignments, not necessarily them-best (or unique), from these subproblems. The
Roecker algorithm produces the set of subproblems by removing sets of marginal
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events from the initial problem. These sets of marginal events are taken from the
initial assignment. Each combination of marginal events can be removed from
the initial problem to produce a subproblem.
Roecker recommends using a greedy algorithm when finding assignments be-
cause it results in fewer duplicate events. The algorithm proceeds as follows.
1. Initialization: Find the initial “best” assignment, θ1; ` = 1
2. For each combination of marginal events, L, in θ1:
(a) `← `+ 1
(b) Find the “best” assignment, θ`, such that L * θ`.
The probabilities of the resulting unique joint events θ` from the above itera-
tions are evaluated. From these, the marginal association event probabilities are
calculated and used in the state update. The algorithm does not require that it
be run in its entirety. At any point it may be halted and the current set of θ`
used.
3.3.5 The JPDAF†
In this new algorithm, we modify the Roecker algorithm of Section 3.3.4 to
incorporate the idea presented in the JPDAF*. We remove joint association
events that are permutations of other, more likely, events. The modified Roecker
algorithm proceeds as follows:
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1. Generate a new joint association event in the same manner as the Roecker
algorithm of section 3.3.4.
2. Compare the new event against all previously generated events that contain
the same number of assignments. If the new event is a permutation of an
old event then discard it. Otherwise keep it to use in the calculation of β.
3. Repeat from step 1 until the algorithm finishes generating events.
The probability of each joint event is found using (3.3), and the marginal
association probabilities are found using (3.9). By eliminating permutations of
assignments, the JPDAF† lessens the amount of track coalescence and it does not
suffer from the large computational complexity that the JPDAF* encounters.
3.4 Simulations
3.4.1 The MOSPA Statistic
To obtain a measure of performance of the various algorithms we employ
the Optimal Subpattern Assignment (OSPA) statistic [66]. This metric gives
an evaluation of the performance of a tracking algorithm without considering
the targets’ identities. It allows tracks to switch, but penalizes an algorithm for
finding more or fewer tracks than actually exist. While in our simulations the
trackers always know exactly how many targets there are, some of the tracks
can “veer off” and not represent any target or they might coalesce. The OSPA
statistic needs two parameters, c and p, where c is the cutoff parameter which
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limits the penalty assigned for false or lost tracks, or for true targets that are not
being tracked, and p determines how much of a penalty is assigned for estimates
not close to any true target. We use the values p = 1 and c2 = 20000 m2 in the
simulation that follows.
The OSPA statistic between the set of estimated states Xˆ(k|k) and the set of
true target states X(k) is given by
d¯(c)p (Xˆ(k|k), X(k)) =
(
1
T
min
pi∈Π
T∑
t=1
d(c)[xˆt(k|k), xpi(t)(k)]p
)1/p
(3.22)
with
d(c)[xˆt(k|k), xpi(t)(k)] = min
[
c, d[xˆt(k|k), xpi(t)(k)]
]
(3.23)
where T is the number of targets, xˆt(k|k) denotes the tth state estimate contained
in Xˆ(k|k),
d[xˆt(k|k), xpi(t)(k)] is the distance between xˆt(k|k) and xpi(t)(k), and Π is the set of
all permutations of the true target states. We use only the position components
of the state in the calculation of the OSPA. The OSPA finds the assignment
between the true states and the estimated states at each time index k that yields
the smallest sum of errors. Over a number of Monte Carlo runs we take the
average of these errors to find the mean OSPA (MOSPA). The goal is to have
the MOSPA as low as possible.
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Figure 3.2: The simulated 5 target scenario.
3.4.2 Scenarios
In order to establish a comparison between the five algorithms considered in
this paper, we simulate a few simple scenarios similar to those in [17] and [18].
The four scenarios considered all consist of a number of targets (3, 5, 7, and 9)
approaching each other, moving parallel to each other at a close distance starting
at time index k = 11, and then separating at k = 31. An example of a scenario
consisting of 5 targets is shown in Figure 3.2.
We use the discretized continuous white noise acceleration (CWNA) model in
our simulations [7]. The turning rate of targets ranges between ±.3 rad/s. In all
scenarios the targets have a constant speed of V = 100 m/s and are separated by
50 m during the time they are traveling parallel. Measurements are taken with a
sampling interval of T = 1 s. The probability of detection for all targets is 85%.
The measurements are taken in polar coordinates from a sensor located at (0 km,
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-40 km) and converted to Cartesian. The standard deviations are σr = 2 m and
σθ = 10
−3 rad. Using the state vector x = [ξ η ξ˙ η˙]′, the measurement matrix,
state transition matrix for the chosen sampling period and the process noise are
given by
H =
 1 0 0 0
0 1 0 0
 (3.24)
F =

1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1

(3.25)
Q =

1
3
T 3 0 1
2
T 2 0
0 1
3
T 3 0 1
2
T 2
1
2
T 2 0 T 0
0 1
2
T 2 0 T

q˜ (3.26)
We choose q˜ = 300 m2/s3 for all scenarios. The chosen value for
√
q˜ is based
on the maximum change in velocity in a sampling period (
√
q˜T ≈ 17 m/s) in the
given scenarios. The simulated tracks did not have added process noise;
√
q˜ is
used only to account for the (unknown to the tracker) maneuvers. The number of
clutter points at each time index k is Poisson distributed with mean λ = 10−6/m2.
These points are generated uniformly in a rectangular region whose borders are
at least 400 m from the closest point in any track. The gate threshold is chosen
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to be γ = 16.22. The average number of clutter points in a validation gate was
close to 1. Track initialization was done using an Information Filter with the first
two correctly associated measurements from each target [7].
From the MOSPA plots in Figures 3.3-3.6, it is clear that the JPDAF† signif-
icantly outperforms the Roecker algorithm of Section 3.3.4, especially during the
time the targets begin to split apart and track coalescence is the most prevalent.
The JPDAF† has a small, roughly 10%, increase in error when compared to the
JPDAF*. The “cheap JPDAF” does not perform well in any of these scenarios.
Table 3.1 shows the run times for each algorithm in each of the four simulated
scenarios. While the JPDAF† runs in a similar time to the JPDAF* and the
Roecker algorithm for 3 targets, it runs significantly faster than the JPDAF*
in the 5, 7, and 9 target scenarios. In the 7 target scenario the JPDAF† ran
approximately 65 times faster than the JPDAF*, and 1000 times faster in the 9
target scenario, while only showing a small increase in the MOSPA. The “cheap
JPDAF” ran in the least amount of time, but its poor performance makes it
undesirable in these scenarios.
We evaluated the average normalized estimation error squared (NEES), ¯(k),
over N Monte Carlo runs at each time k to measure the consistency of the algo-
rithms using the equation
¯(k) =
1
N
N∑
i=1
i(k) (3.27)
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1Figure 3.3: A comparison of the MOSPA performance of the “cheap JPDAF,”
the Roecker algorithm, the JPDAF†, and the JPDAF* from 100 Monte Carlo
runs in the 3 target simulated scenario.
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1Figure 3.4: A comparison of the MOSPA performance of the “cheap JPDAF,”
the Roecker algorithm, the JPDAF†, and the JPDAF* from 100 Monte Carlo
runs in the 5 target simulated scenario.
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1Figure 3.5: A comparison of the MOSPA performance of the “cheap JPDAF,”
the Roecker algorithm, the JPDAF*, and the JPDAF† from 100 Monte Carlo
runs in the 7 target simulated scenario.
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1Figure 3.6: A comparison of the MOSPA performance of the “cheap JPDAF,”
the Roecker algorithm, and the JPDAF† from 100 Monte Carlo runs in the 9
target simulated scenario. The JPDAF* is also compared here from 51 runs.
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target simulated scenario.
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1Figure 3.10: A comparison of the NEES of the “cheap JPDAF,” the Roecker
algorithm, and the JPDAF† from 100 Monte Carlo runs in the 9 target simulated
scenario. The JPDAF* is also compared here from 51 runs.
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3 Targets 5 Targets 7 Targets 9 Targets
The “Cheap JPDAF” 14 27 43 63
JPDAF† 14 37 107 387
The Roecker Algorithm 17 62 331 2557
JPDAF* 20 231 6544 198110 (for only 51 runs)
Set JPDAF 4078 - - -
Table 3.1: Total running time, in MATLAB, for 100 Monte Carlo runs in s on
an Intel Core 2 Duo E8600 3.33GHz. The time taken for the evaluation of the
MOSPA is not part of the running time. In our configuration MATLAB did not
have enough memory to run the Set JPDAF in the 5, 7, or 9 target scenarios.
The JPDAF* was run for about 1 week in the 9 target scenario before it was
stopped. It was able to complete 51 Monte Carlo runs in this time and appeared
to be stuck in run 52.
where
i(k) =
1
T
min
pi∈Π
T∑
t=1
(xpi(t)(k)− xˆt(k|k))′Pt(k|k)−1(xpi(t)(k)− xˆt(k|k)) (3.28)
Figures 3.7-3.10 show that all the algorithms suffer from some consistency prob-
lems, however the JPDAF* does perform the best. It is not surprising that the
JPDAF† is less consistent than the JPDAF* as it is a modification of the Roecker
algorithm which is very inconsistent in these scenarios.
3.5 Conclusions
The JPDAF† offers a new approximation to the JPDAF that is suitable for a
large number of closely-spaced targets where the JPDAF* becomes prohibitively
expensive. The JPDAF† incorporates the approximation technique of the Roecker
algorithm and the coalescence-avoiding technique used in the JPDAF*. The simu-
lation results demonstrate that combining the approaches of these two algorithms
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provides a significant decrease in computational complexity while approaching the
accuracy of the JPDAF* in these scenarios.
Chapter 4
Particle Filter Tracking for the Banana and
Contact Lens Problems
4.1 Introduction
The long range tracking scenario with an active sensor presents an interest-
ing challenge known as the banana (or crescent) problem in two dimensions, or
contact lens problem in three dimensions. Its name refers to the thin and curved
shape of the measurement uncertainty region when viewed in Cartesian coor-
dinates; a notional example of the banana shape is shown in Figure 4.1. This
problem arises when the measurements are very accurate in range and inaccurate
in cross range. As the range to a target becomes very large, even decent angu-
lar standard deviations can translate to severe inaccuracies in the cross range.
This can result in degraded track accuracy and inconsistency (actual errors not
commensurate with the filter-calculated covariances [7]) in various filters.
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Two state of the art algorithms, the Measurement Covariance Adaptive Ex-
tended Kalman Filter
(MCAEKF) [70] and the Consistency based Gaussian Mixture Filter (CbGMF)
[69], are able to produce consistent results, but do so by sacrificing accuracy in
the range direction during early stages of filtering. The former is a modification
of the standard Extended Kalman Filter (EKF), and the latter uses a consistent
track splitting idea, which amounts to a Gaussian mixture approach similar to the
techniques used in [29, 30, 68]. However, it is desirable to have a filter that does
not make this sacrifice in range accuracy. Another approach is the log-homotopy
particle flow filter and its versions [22], which is an emerging technology that may,
when it is fully mature, provide alternative solutions to this and many difficult
nonlinear filtering problems.
One possible alternative approach to this problem is the particle filter. Pre-
vious work, such as [23] and [28], has applied a particle filter to real world small-
target tracking problems. In [23], a particle filter was shown to have slightly
better performance than the EKF, but the particle filter occasionally diverged.
In [28] many real world applications in which a particle filter may be useful were
presented, such as underwater and surface positioning. In [38], a method is pre-
sented to design a proposal density based on the scenario considered. However,
the scenarios explored in [38], which are similar to the banana problem, have a
process noise approximately five orders of magnitude larger than the scenarios
considered in this paper; the very low process noise in our scenarios precludes
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(a) plotted exactly and with the linearized covariance el-
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Figure 4.1: An example of a banana shaped measurement uncertainty region in
two dimensions. The sensor here is located at (–2000 km, 0 km), and the range
and angular accuracies are, respectively, 0.2 m and 10−3 rad.
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the use of a proposal density as in [38]. We implemented the algorithm in [38]
and discuss its results in Section 4.6. The assumption of zero process noise, as
in the method of [36], is also not applicable. The process noise, albeit small,
does allow for a significant change in the target’s range relative to the high range
accuracy of the scenario. This effect of the process noise needs to be accounted
for. Additionally, in [36], a time-varying proposal density must be defined with
decreasing covariance to accommodate the decreasing covariance of the poste-
rior; our method uses the time-varying covariance of the particles which makes
the kernel self-adaptive. We show that, for the real-world problem considered,
the regularized version of the particle filter developed in this paper is the only
one which is consistent and its range estimate accuracy is below the single range
measurement accuracy; this latter feature is particularly difficult to achieve for a
sensor that has very high range measurement accuracy.
A particle filter represents the posterior distribution of the state by a set
of weighted samples, or particles (the pdf is approximated by a sum of delta
functions, i.e., point masses). The estimate of the state and its associated covari-
ance are easily calculated from this set of samples. This estimate approaches (in
theory) the optimal one as the number of samples is increased. However, as we de-
scribe in Section 4.2, the basic particle filter encounters two significant problems
in this scenario: particle degeneracy and sample impoverishment. Many particle
filter versions exist that attempt to alleviate these problems, such as auxiliary
particle filter [3], the regularized particle filter (RPF) [3, 40], the resample-move
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particle filter [24] and the Gaussian Mixture Sigma-Point Particle Filter (GM-
SPPF) [74]. Some of these versions were examined in [57]. We also evaluated a
particle filter with proposal density linked to the EKF [73], but it was unable to
run in the scenarios explored in this paper due to the aforementioned problems
(degeneracy and impoverishment) which occur with very low process noise. We
will only focus on the RPF here as it has superior performance when compared to
the other particle filter versions in the scenarios considered. The regularization
amounts to replacing each particle (point mass) by a pdf with finite support. This
is accomplished using a generalized version of the Epanechnikov kernel, suitable
for state vectors whose components have different physical dimensions (since we
deal with a real-world problem).
The RPF is described in Section 4.3. The necessary modification to the
Epanechnikov kernel is also discussed in that Section. Sections 4.4.1 and 4.4.2
briefly describe two covariance-adaptive algorithms [69, 70] which have had suc-
cess in these scenarios. All of the algorithms are then simulated in Section 4.5
and compared in Section 4.6. The consistency of the filters is discussed in Section
4.6.2.
4.2 Particle Filter
A particle filter approximates a Bayesian filter’s posterior density by a set of
weighted samples (point masses). The state estimate and its associated covariance
can then be calculated using this set of weighted samples called particles. In a
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simple version (bootstrap, or sequential importance resampling) of a particle filter
[3, 8] this is accomplished by first sampling N particles from the prior density
xi(k) ∼ p[x(k)|xi(k − 1)] (4.1)
where xi(k) is the ith particle at time k. The weights of the particles are are
determined by finding the likelihood of each
w˜i(k) = p[z(k)|xi(k)] (4.2)
where z(k) is the measurement at time k. The weights are then normalized
wi(k) =
w˜i(k)∑N
i=1 w˜i(k)
(4.3)
It is necessary to perform resampling of the particles to avoid the problem
of particle degeneracy. This degeneracy occurs when the weights of many of the
particles approach zero. Particles with nearly zero weight will not significantly
change the approximation of the posterior density p(x(k)|Zk), where Zk is used
to denote all measurements up to and including time k and x(k) is the true
target state. These low weight particles contribute little, so little is lost when
the resampling step effectively trades off their removal for duplication of high
weight particles. This can be accomplished by sampling with replacement from
the current set of particles. The probability of sampling each particle is given
by its weight. The calculation of the state estimate should be done before any
resampling, as resampling can only make the estimate worse.
It is also possible to sample from a proposal density, q[x(k)|xi(k − 1), z(k)],
instead of the prior density. Sampling in this manner requires that we use the
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importance weight
w˜i(k) =
p[z(k)|xi(k)]p[xi(k)|xi(k − 1)]
q[xi(k)|xi(k − 1), z(k)] (4.4)
After initializing a set of particles, e.g., through the use of two point differ-
encing, the particle filter algorithm would then proceed as follows during each
iteration:
1. Sample N particles from the proposal density
x˜i(k) ∼ q[x(k)|xi(k − 1), z(k)] (4.5)
2. Calculate the weights of the particles
w˜i(k) =
p[z(k)|x˜i(k)]p[x˜i(k)|xi(k − 1)]
q[x˜i(k)|xi(k − 1), z(k)] (4.6)
3. Normalize the weights
wi(k) =
w˜i(k)∑N
i=1 w˜i(k)
(4.7)
4. Resample N particles, xi(k), from {x˜i(k)}Ni=1 using {wi(k)}Ni=1 as the pmf.
The state estimate, xˆ(k|k), and its associated covariance, P (k|k), can be found
by taking a weighted sum of the particles using
xˆ(k|k) =
N∑
i=1
wi(k)xi(k) (4.8)
P (k|k) =
N∑
i=1
wi(k)[xi(k)− xˆ(k|k)][xi(k)− xˆ(k|k)]′ (4.9)
In our particular scenario, which we detail below, we have a process noise that
– compared to the measurement uncertainty – is very small and limits the choice
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Figure 4.2: A particle filter experiencing sample impoverishment in a long range
tracking scenario. Each plot shows the current set of particles at a specific time
(3 s, 8 s, 13 s, and 18 s). As time proceeds, the particles become increasingly
clustered.
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of proposal density. If a proposal density is chosen that places particles outside
of the small region allowed by the prior (prediction) density, p[xi(k)|xi(k − 1)],
the calculated weights (see (4.6)) will be vanishingly small. This problem can be
avoided by simply choosing to use the prior density as the proposal. However, the
small process noise creates another problem, namely, sample impoverishment, or
a loss of diversity among particles. The resampling step creates identical copies of
particles which will then separate during the sampling step of the next iteration,
but with a very small process noise the separation achieved can be so small that
it is negligible when compared to the size of the space the particles should fill. An
example of this is shown in Figure 4.2. There are 10000 particles shown in each
plot, and the particles eventually collapse into small and distinct groups during
resampling as the filter iterates – the small process noise prevents the particles
from diffusing to cover the region they ought. That is, ultimately one can be too
aggressive with one’s importance density and end up losing a high proportion
of one’s particles; or one can be too timid and end up with an unsatisfactorily
freckled particle countenance.
Figure 4.3 shows a simplified depiction of what occurs in a very low process
noise scenario. Two particles at time k are used to create two prior (prediction)
densities at time k+ 1 from which two new particles are sampled. The new lower
particle happens to fall far away from the measurement so during resampling it
is removed, and the upper particle is duplicated. Two new particles are then
sampled at time k + 2 from the only surviving prediction (prior) density. As
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depicted, the covariance ellipse associated with this prior density is very small
relative to the ellipse associated with the measurement. This will force the two
particles to remain very close to each other in subsequent iterations of the filter,
and result in the clustering seen in Figure 4.2.
The low process noise problem is the dual of the (better-known) low mea-
surement uncertainty problem, as shown in Figure 4.4, that particle filters also
might encounter. The prior densities have covariances much larger than the co-
variance associated with the measurement. Now particles can easily be sampled
far enough away from the measurement to be assigned very small weights. If
all of the particles move away from the area of high likelihood, as shown in this
Figure at time k + 2, then the filter will “die of impoverishment”.
Since we are restricted to using the prior density (or a proposal of similar
spread) due to the very low process noise, we must look to a different variation
of the particle filter to solve this problem.
4.3 Regularized Particle Filter
The regularized particle filter (RPF) [3, 40] attempts to avoid the problem of
sample impoverishment by changing how the resampling step is done. The re-
sampling step in Section 4.2 samples particles from a discrete distribution which
creates exact duplicate particles, leading to the impoverishment problem. If sam-
ples are instead taken from a continuous approximation of the posterior density,
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Figure 4.3: The effect of very low process noise on a basic particle filter.
no such duplication of particles will occur and this problem should be prevented.
This is accomplished as follows.
We first define a kernel K(u) of a vector u (with physically dimensionless
components) such that
K(u) ≥ 0 u ∈ Rnx (4.10a)∫
K(u)du = 1 (4.10b)∫
uK(u)du = 0 (4.10c)∫
‖u‖22K(u)du <∞ (4.10d)
A rescaled kernel is then defined as
Kh(u) =
1
hnx
K
(u
h
)
(4.11)
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Figure 4.4: The effect of very low measurement uncertainty on a basic particle
filter.
where h > 0 is the kernel bandwidth and nx is the dimension of x.
When all the particles have equal weights (which is accomplished simply by
resampling as in Section 4.2), and the vector u has physically dimensionless com-
ponents (i.e., its norm is also physically dimensionless and can be compared to
a scalar threshold, which is unity in this case) the optimal kernel in the mean
integrated square error sense is the Epanechnikov kernel [3, 40]
Kopt(u) =

nx+2
2cnx
(1− ‖u‖22) for ‖u‖2 < 1
0 otherwise
(4.12)
where cnx is the volume of the unit hypersphere in Rnx .
We use a kernel suitable for use with the state vector x (whose components
— position, velocity, etc. — have different physical dimensions) by using a norm
with respect to its inverse covariance. This is a multidimensional generalization
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of what was done in [31] for the scalar case. The resulting norm is physically
dimensionless and it can be compared to a number as required in (4.12). This
results in the generalized Epanechnikov kernel given by
Kh(x) =

c(1− 1
h2
‖x‖2S−1) for 1h‖x‖S−1 < 1
0 otherwise
(4.13)
where c is a normalizing constant.1 The continuous approximation of the
posterior density is then
p(x(k)|Zk) ≈
N∑
i=1
wi(k)Kh[x(k)− xi(k)] (4.14)
We can then augment the standard resampling used in Section 4.2 to create
following procedure to sample from equation (4.14) using Kh(x) from equation
(4.13):
1. Find the sample covariance matrix of the set of weighted particles, S(k).
2. Find a square root matrix D(k) such that D(k)D(k)′ = S(k).
3. Resample N particles, xi(k), from {x˜i(k)}Ni=1 using {wi(k)}Ni=1 as the pmf.
4. For each particle, sample i from Kopt(u), the Epanechnikov kernel, and do
xi(k)← xi(k) + hD(k)i (4.15)
1Note that equation (3.50) in [49], the Epanechnikov kernel definition, requires x to be a
physically dimensionless vector (it is not possible to take the norm of a state vector whose
components are of different physical dimension, nor is it possible to compare the norm of a
vector with components that have any physical dimension to unity). Therefore a modification
is required in (4.13) when x is a state vector with physical dimensions (as it would be in a real
world problem).
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In the above, i is a vector with physically dimensionless components and, when
multiplied by D(k), its components will have the same physical dimensions as the
corresponding components of x. The kernel depends on S(k), which varies with
time and since the filtered state covariance is time-varying. Figure 4.6 shows a
simplified depiction of the resampling process in the RPF. Each particle (point
mass) is replaced by a continuous pdf with finite support. This support is in
a shape similar to that of the sample covariance and its size is scaled by the
bandwidth, h. The choice of h is discussed in [76].
In the RPF in our 2-D simulations we choose h = 0.5 (h = 2 for 3-D);
this value, which amounts to “half sigma” in (4.15), is large enough to avoid
sample impoverishment without being so large that particles spread far away
from the area of high likelihood. The covariance of the particles increases by
approximately 10% after resampling with this bandwidth2 . We do not use
any proposal density for the reasons described in Section 4.2. The likelihoods
in equation (4.2) are calculated in measurement (polar or r-u-v) coordinates, as
is the position estimate. The position estimate is converted back to Cartesian
coordinates when calculating the position error. An overview of the filtering
algorithm with the conversions between measurement and Cartesian coordinates
highlighted is shown in Figure 4.5.
2Note that a 10% increase is very small; even a $108 radar cannot specify an accuracy within
10-15%. A reference to this and to all things can be found in [20].
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Set of particles at time step k − 1 (in Cartesian)
{xi(k − 1)}Ni=1
Sample from prior density
x˜i(k) ∼ p[x(k)|xi(k − 1)] i = 1 . . . N
Convert to measurement coordinates and calculate weights
w˜i(k) = p[z(k)|x˜i(k)] i = 1 . . . N
wi(k) =
w˜i(k)∑i
j=1
w˜i(k)
i = 1 . . . N
Convert to Cartesian and calculate sample mean and covariance
xˆ(k|k) =
∑N
i=1
wi(k)x˜i(k)
P (k|k) =
∑N
i=1
wi(k)[x˜i(k)− xˆ(k|k)][x˜i(k)− xˆ(k|k)]′
Find D(k) such that D(k)D(k)′ = P (k|k)
Resample N particles, xi(k), from {x˜i(k)}Ni=1
using {wi(k)}Ni=1 as the pmf
Move particles using the Epanechnikov kernel
xi(k)← xi(k) + hD(k)i
Calculate sample mean in measurement coordinates
Output range estimate
Convert sample mean to Cartesian
Output position estimate
Figure 4.5: A flowchart of the RPF algorithm. Blue blocks indicate particles in
Cartesian, and red blocks indicate particles in measurement coordinates.
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Figure 4.6: The resampling process in the regularized particle filter.
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4.4 Other Algorithms
We investigated the application of several other algorithms to the long range
tracking problem. We simulate the EKF and unscented Kalman filter (UKF) and
show their results to be undesirable in these scenarios in Section 4.6.
4.4.1 Measurement Covariance Adaptive Extended Kalman Filter
We also include the MCAEKF [70] in our simulations for comparison because
it performs well in this type of long range scenario. The MCAEKF is a modifi-
cation of a standard EKF that sacrifices accuracy in the range direction during
the early stages of filtering to guarantee overall filter consistency. When track
accuracy is low during the early stages of filtering, the MCAEKF uses a mini-
mum value for the standard deviation of the range measurement (larger, however,
than the very small actual value) to retain consistency. Once track accuracy is
sufficiently high, no modification is required and the MCAEFK is identical to the
EKF.
As shown earlier, the measurement uncertainty region takes the shape of a
banana. The predicted target position uncertainty in the EKF is represented by
a Gaussian ellipse. The intersection of these regions is the significant region of
the measurement uncertainty. Artificially increasing the standard deviation of
the measurement in the range direction allows this significant region to be well
covered by a first order approximation. If this region is not well covered the EKF
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will become inconsistent. For details on the implementation of the MCAEKF,
see [70].
4.4.2 Consistency Based Gaussian Mixture Filter
The CbGMF [69] is designed to solve the problems caused when the concen-
tration of the posterior distribution of the target states is curved like a banana.
Since this occurs in the long range tracking scenarios we are examining, we have
included it for comparison. The filter adaptively divides the target track into a
dynamic set of subtracks, which amounts to a Gaussian mixture model (GMM),
and this guarantees filtering consistency. The CbGMF includes the same consis-
tent filtering rule used in the MCAEKF of [70]. It also includes techniques to
limit the complexity of the algorithm.
The consistent track splitting component of the algorithm was developed to
work with the consistent filtering rule. It divides a single Gaussian distribution
into a set of Gaussians with equal covariances, and as long as the subtracks are
accurate enough to satisfy the consistent filtering rule and there is at least one
subtrack that covers the true target state, the consistency of the whole set of
subtracks will be guaranteed [69].
To control complexity, the subtracks that are far away from the true target
state are removed, and an upper limit is set for the total number of subtracks.
When an iteration occurs where the number of subtracks is going to violate this
limit, all subtracks in the previous time step are recombined through a weighted
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sum into a single Gaussian. Then the algorithm proceeds as normal, splitting
the track according to the consistent track splitting algorithm. The details of the
implementation of this algorithm are not discussed here; they can be found in
[69].
4.4.3 Other Sequential Monte-Carlo Methods
Various Sequential Monte-Carlo (SMC) methods can also be applied to the
very long range tracking problem. Indeed, in [38], a method is presented to
design a proposal density based on the scenario considered. However, there are
some considerable differences between the scenarios explored in [38] and those in
this paper. The scenarios from [38], while similar to the banana or contact lens
problem, have a process noise approximately five orders of magnitude larger. It
is the very low process noise in our scenarios that precludes the use of a proposal
density as in [38].
To contrast this, there are other SMC methods, such as [36], where there is an
assumption of zero process noise. This too is also not applicable to the problem
considered here. The process noise present in the banana problem, albeit small,
does allow for a significant change in the target’s range relative to the high range
accuracy of the scenario (25 times the range standard deviation over the course
of the simulation of the scenarios discussed later in this paper). This effect of the
process noise needs to be accounted for.
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In the wider family of SMC methods there may exist solutions appropriate for
a small, but non-zero, process noise, which would correctly model the long range
radar scenario considered here. To the knowledge of the authors, no specific work
has been done exploiting SMC methods to satisfactorily address the banana or
contact lens scenarios. Future work may include extending existing SMC methods
to deal with the specific challenges of the long range radar problem.
4.5 Scenarios for Simulations
We evaluated the performance of the RPF in scenarios in two and three di-
mensions, and compared it to the MCAEKF, the CbGMF, as well as the EKF
and UKF. We also compare the performance to the BCRLB3 (pCRLB) [72].
4.5.1 2-D Scenarios
The scenarios we simulate are real-world problems for point targets. The
scenarios consist of a single target moving in a straight line trajectory. We use
the discretized continuous white noise acceleration (CWNA) model [7] and order
the state vector components as
x = [ξ ξ˙ η η˙]′ (4.16)
The dynamic model is given by
x(k + 1) = Fx(k) + v(k) (4.17)
3Bayesian CRLB (BCRLB) according to [75] which was called posterior CRLB (pCRLB) in
[72].
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where F is the state transition matrix, and v(k) the white process noise which
is Gaussian with zero mean and covariance Q. The measurements are taken in
polar coordinates and ordered as
z(k) = [zr(k) zθ(k)]
′ (4.18)
with
zr(k) =
√
η(k)2 + ξ(k)2 + wr(k) (4.19)
zθ(k) = tan
−1
(
ξ(k)
η(k)
)
+ wθ(k) (4.20)
and with wr(k) and wθ(k) assumed to be zero mean independent white Gaussian
noise with standard deviations σr and σθ.
We set the standard deviations of the noise in range and angle to be σr = 0.2 m
and σθ = 10
−3 rad, respectively. The sampling interval between the measurements
is T = 1 s. We choose the power spectral density of the process noise to be
q˜ = 10−3 m2/s3. The value of
√
q˜ is based on the expected maximum acceleration
of the target in a sampling period. The simulated tracks do not have added
process noise; this value is used only to account for possible maneuvers. The
state transition matrix and the process noise covariance matrix are then given by
F =

1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1

(4.21)
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Q =

T 3
3
T 2
2
0 0
T 2
2
T 0 0
0 0 T
3
3
T 2
2
0 0 T
2
2
T

q˜ (4.22)
We simulate a 2-D scenarios, with the starting state for the target x =
[1050 km, −200 m/s, 2500 km, 300 m/s]′, which has a range of 3000 km. The
shape of the measurement uncertainty region is shown in Figure 4.7. In our
simulations we use N = 10000 particles in the RPF in the 2-D scenario. Track
initialization is done by sampling particles in polar coordinates around the first
two measurements using the covariance of the noise, converting the particles into
Cartesian coordinates, and then performing two point differencing on pairs of
particles to calculate velocities.4 An example of this initialization for a target
in the long range scenario is shown in Figure 4.8. Initializing in this way creates
a set of particles with ranges close to the true range. Particles generated from
the Gaussian approximation resulting from two point differencing using the first
two measurements directly would result in a substantially lower initial range ac-
curacy. Two-point differencing using the unbiased measurement conversion from
polar to Cartesian coordinates was used in the initialization of the other filters
[7].
4This is in contrast to other filters which use a batch consisting of a very large number of
frames of data in their initialization [20].
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Figure 4.7: The banana shaped measurement uncertainty region, in two dimen-
sions, using the range and accuracies of the simulated 2-D scenario. The target is
shifted to the x-axis so that the shape of the bananas is easily seen (the abscissa
scale is magnified to this purpose).
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Figure 4.8: The initial set of particles used by the RPF (in 2-D), the leftmost
group (one step prediction), is produced by performing two-point differencing
on pairs of particles generated around the first and second measurements (the
rightmost and center groups, respectively). The target is shifted on the x-axis so
that the banana shapes are more easily seen. The arrows represent four examples
of two-point differencing between pairs of particles.
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4.5.2 3-D Scenario
We again use the discretized CWNA model, now with the state vector as
x = [ξ ξ˙ η η˙ ζ ζ˙]′ (4.23)
The starting state for the long range target simulated is x = [2520 km, −200 m/s,
1320 km, 300 m/s, 960 km, −100 m/s]′, which has a range of 3000 km. The mea-
surements are taken in r-u-v coordinates (range and direction cosines5 ) and
ordered as
z(k) = [zr(k) zu(k) zv(k)]
′ (4.24)
with
zr(k) =
√
ξ(k)2 + η(k)2 + ζ(k)2 + wr(k) (4.25)
zu(k) =
ξ(k)√
ξ(k)2 + η(k)2 + ζ(k)2
+ wu(k) (4.26)
zv(k) =
η(k)√
ξ(k)2 + η(k)2 + ζ(k)2
+ wv(k) (4.27)
and with wr(k), wu(k), and wv(k) assumed to be zero mean independent white
Gaussian noise with standard deviations σr, σu, and σv. In our simulations we
set the standard deviations of the noise in range and angle to be σr = 0.2 m and
σu = σv = 10
−3 sin, respectively. We use N = 300, 000 particles. Initialization
was done with a method similar to the 2-D case. The running time of the RPF
with this N , in MATLAB, was approximately 0.9 s per sampling time of the filter,
i.e., faster than real time.
5While most of the literature dealing with tracking in 3-D assumes measurements in spherical
coordinates, we use the real world radar coordinates (r-u-v), which do not lend themselves to
debiasing like spherical coordinates ([8], Section 1.7.4).
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4.6 Simulation Results
4.6.1 Accuracy
Figures 4.9 and 4.10 both show that the EKF diverges. The UKF has a
very high position error (relative to the others) in the 2-D scenario and is not
included at all in the 3-D simulation. The algorithm from [38] ran successfully on
this scenario, but only with inflated process noise (the work [38] used it only in
situations with high process noise). However, when using the low process noise
in the scenario considered here, this filter diverged due to particle degeneracy.
In these scenarios the RPF performs the best in both position and range. The
position RMSE of the RPF, shown in Figure 4.9a, only has a small improvement
over the CbGMF, but the range RMSE in Figure 4.9b clearly demonstrates that
the RPF offers a substantial improvement in range accuracy during the first half
of the tracking period. This improvement is magnified in the 3-D scenario in
Figures 4.10a and 4.10b.
We compare the performance of the RPF (in 2-D) for different values of the
bandwidth h in Figure 4.11. It is clear from these results that the best value of
h is approximately 0.5 as discussed following (4.15). All other simulated values
produce worse position estimates. The chosen value had a minimal effect on the
range estimates, but the smaller values made the filter inconsistent.
In these scenarios the BCRLB should not be attainable as the posterior is not
Gaussian, and indeed the MCAEKF is relatively close to the bound in position
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RMSE, but is far above it in range. However, we also see that the RPF outper-
forms the BCRLB in the 3-D scenario. This is a result of initializing the BCRLB
with the sample covariance of the initial set of particles used in the RPF. This
covariance does not adequately represent the initial set of particles.
The high range accuracy of the RPF can be partly attributed to the conversion
of the particles between Cartesian and measurement coordinates in the algorithm.
Specifically, calculating the position estimate in measurement coordinates takes
full advantage of the shape the particles take (the banana or contact lens), which
is very thin and elongated; there is a small deviation in range among particles.
The two covariance-adaptive filters, besides approximating the banana shaped
covariance regions with Gaussian ellipses, are designed to sacrifice some range
accuracy for the sake of consistency. They are unable to meet the range accuracy
of the RPF for a significant amount of time in the simulations.
4.6.2 Consistency
The normalized estimation error squared (NEES) can be used to determine if
the size of a filter’s state error is appropriate given the filter’s state covariance.
It is given by
(k) = [x(k)− xˆ(k|k)]′P (k|k)−1[x(k)− xˆ(k|k)] (4.28)
Letting ¯(k) denote the average NEES over NMC Monte Carlo runs, NMC¯(k) will
have a chi-square density with NMCnx degrees of freedom if the filter is consistent
and the estimation error is Gaussian, where nx is the dimension of the state x.
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As seen in Figures 4.9c and 4.10c, the EKF was not consistent in either of the
scenarios6 , and the UKF was not consistent in the 2-D scenario; their NEES was
far larger than the upper bound so these filters are not desirable. The MCAEKF
and the CbGMF are largely consistent. The NEES for the RPF is tends to be
too small; the covariance yielded by the filter is too large. Figure 4.12 shows the
position of the particles and their weights at one time step in a 2-D long range
scenario with the target located on the x-axis; it depicts why the NEES would
not follow the chi-square mean or bounds. The shape that the particles form in
Cartesian coordinates, the banana, is clearly not Gaussian, and the extreme ends
of the banana result in the calculated covariance (graphically represented by an
ellipse) becoming too large along the range direction. We can instead calculate
the NEES after converting the particles to measurement coordinates as shown
in Figure 4.13. Here we can see that the ellipse corresponding to the covariance
does a much better job covering the relevant area. In Figures 4.9d and 4.10d, the
resulting NEES is much closer to the appropriate bounds. Note that in Cartesian
coordinates we calculate the NEES using the full state (position and velocity),
while in measurement coordinates we use position only.
4.7 Conclusions
The regularized particle filter (RPF) has been shown to be the only viable
filter for tracking in long range scenarios with polar or r-u-v measurements where
6Note that, as pointed out by a reviewer, when given perfect initialization the EKF is
consistent in these scenarios, however, perfect initialization is not available in the real world.
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Figure 4.9: Results from the 2-D long range scenario from 100 Monte Carlo runs.
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Figure 4.10: Results from the 3-D long range scenario from 100 Monte Carlo
runs. Where not shown, the EKF is out of the bounds of the axes.
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Figure 4.11: Performance of the RPF in the 2-D long range scenario for different
values of the Epanechnikov kernel bandwidth h.
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Figure 4.12: Particles colored and sized by their weight with their sample mean
and covariance in Cartesian coordinates (2-D long range scenario). Note the
highly non-elliptical spread of the particles.
Figure 4.13: Particles colored and sized by their weight with their sample mean
and covariance in polar coordiantes (2-D long range scenario). Note that the
particles outside the ellipse have very low weight — the ellipse covers most of the
probability mass.
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the range accuracy is high, and the cross-range accuracy is low. The algorithm
presented overcomes the two great difficulties that other particle filters face in
these scenarios, namely particle degeneracy and sample impoverishment. The
regularization was accomplished using an appropriately modified version of the
Epanechnikov kernel suitable for state vectors.
Long-range high-bandwidth sensor measurements offer an environment in
which it is very challenging either to track at all (the unadorned EKF does
not) or track efficiently (like the UKF [69, 70]) making proper use of the high
range accuracy. The Measurement Covariance Adaptive Extended Kalman Filter
(MCAEKF) offers worthy competition; but we can do better. Specifically, the
MCAEKF must inflate its assumed range accuracy during its initiation phases,
leading to degraded estimation performance over the first portion of the track ver-
sus our RPF. The MCAEKF also appears to be efficient in terms of the BCRLB;
but this is in the Cartesian space where the MCAEKF operates, and if projected
into range its accuracy is always much poorer than that of the RPF – consider-
ably worse even than the accuracy of the radar range measurements themselves.
In summary: The RPF presented here exceeds significantly the performance of
the MCAEKF in these scenarios.
Chapter 5
Fusion of Multipath Data with ML-PMHT for
Very Low SNR Track Detection in an OTHR
5.1 Introduction
Over-the-horizon radar (OTHR) relies on signal refraction through the iono-
sphere to detect targets beyond the horizon. Due to the nature of the ionosphere,
the signal from the radar may propagate via multiple paths, resulting in sev-
eral target-originated detections. There is an ambiguity between detections and
paths; the path corresponding to each target detection is not known. There are
also measurements from false detections.
There are a wide range of approaches to the OTHR problem, varying in how
detection, tracking, and association are handled. The multiple detection multi-
ple hypothesis tracker (MD-MHT) [61] is formulated to solve the data associa-
tion problem between measurements and measurement paths using an extended
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multiframe assignment technique. Alternatively, a multihypothesis fusion algo-
rithm, presented in [45, 58–60], is a measurement-level fusion algorithm using
only measurements already associated with targets by another filter to calculate
the probabilities of association hypotheses. In [1, 2] a method is proposed for
joint multiple target ground track estimation and slant track association. Addi-
tionally they assume unknown ionospheric conditions. Their method shows an
improvement in accuracy and the number of correct track and path assignments.
The Signal Inversion for Target Extraction and Registration (SIFTER) signal
processing algorithm developed in [27] provides a better detection of low SNR
targets in clutter by solving for the scattering surface that reproduces the radar’s
measurements and has been demonstrated effectively on real OTHR data.
Other approaches include applying the probabilistic data association filter
(PDAF) [14–16], the multipath probabilistic data association algorithm (MPDA)
[47], and the Probabilistic Multi-Hypothesis Tracker (PMHT) [16] to OTHR
data. An extension of the PDAF called the Multiple Model Unified PDAF (MM-
UPDAF) is developed in [14]. The MM-UPDAF is designed to handle multiple
nonuniform clutter regions. The SNR in [14] is unavailable as the parameters
used to determine the performance of the MM-UPDAF are proprietary. The low-
est SNR available from [47] and [61] is around 10 dB, with an ionosphere model
similar to what we use in our simulations. We show that our algorithm with a
VLO target SNR of 4 dB yields a high track detection probability (95%) and a
very low false track rate (less than one per day) for the scenario considered.
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A multipath Expectation Maximization algorithm is developed and applied
to an OTHR scenario in [35]. Similar to the PMHT, it treats data association
as missing data. It also treats propagation paths as missing data. The (single
path) Maximum Likelihood Probabilistic Multi-Hypothesis Tracker (ML-PMHT)
uses the log-likelihood function based on the PMHT model. The ML-PMHT has
previously been formulated for single and multitarget [64, 65] scenarios. It has
been shown to perform well even with very low target SNR.
In this paper we extend the ML-PMHT formulation from [64, 65]. We present
a generalized form of the ML-PMHT that accounts for multiple possible propaga-
tion paths. We apply this algorithm to an OTHR scenario. Unlike the MD-MHT
[61], no data association is required. The ML-PMHT considers simultaneously
all the measurements without knowing their origins or propagation paths and, re-
markably, has linear complexity in the number of measurements. The ML-PMHT
performs fusion of the multipath data in the presence of false measurements.
Section 5.2 briefly describes the ML-PMHT for a single target case and the
extension to allow for multiple paths. Section 5.3 describes the multiple path
extension to the ML-PDA. Section 5.4 presents the OTHR model used for sim-
ulation. Section 5.5 discusses the performance of the ML-PMHT from Monte
Carlo testing. Section 5.6 develops the Crame´r-Rao Lower Bound for the multi-
path ML-PMHT.
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5.2 ML-PMHT
5.2.1 Single Target ML-PMHT
The ML-PMHT log-likelihood ratio (LLR) for the motion parameter of a
single target is developed in [64]. This LLR is given by
Λ(x;Z) , ln
{
p(Z|x)
p(Z|all false)
}
=
Nw∑
i=1
mi∑
j=1
ln {pi0 + pi1V p[zj(i)|x(i)]ρj(i)}
(5.1)
with
Z , {{zj(i)}mij=1}Nwi=1 (5.2)
Here Nw is the number of scans in the batch (the window length), and mi is the
number of measurements in the ith scan (frame). The parameter x determines
the target state x(i) in a deterministic way (we use a constant velocity model1
i.e., x = [st(1), s˙t]
′, where st(1) and s˙t are the initial position and velocity of
the target, respectively). The prior probabilities that a measurement occurred
due to clutter or due to a target are given by pi0 and pi1, respectively. These
values are related to the probability of detection, PD, and the probability of false
alarm in a resolution cell, PFA. The volume of the search region is V and a
measurement, which didn’t occur due to a target, has a uniform pdf in V . The
jth measurement in the ith scan is zj(i) and its associated amplitude likelihood
ratio is ρj(i). Finally, p[zj(i)|x(i)] is a Gaussian with mean determined by the
1Any arbitrary deterministic motion model can be used, such as deterministic motion in a
known gravitational field [6].
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target state parametrization x(i), and with the measurement noise covariance
matrix. The amplitude likelihood ratio serves as a feature discriminant between
the target originated measurements and the false ones due to spurious detections.
The pdfs p[Z(i)|x(i)] (likelihood of the target present hypothesis) and p[Z(i)|all false]
(likelihood of the target absent hypothesis) are derived using the ML-PMHT as-
sumptions [64]:
• There is a single target with known probability of detection.
• Any number of measurements in a scan can be assigned to the target.
• The motion of the target is deterministic.
• False detections are uniformly distributed.
• The number of false detections is Poisson distributed with known density.
• Amplitudes of target and false detections are Rayleigh distributed with
known distribution.
• Target measurements are corrupted with zero-mean Gaussian noise.
• Measurements at different times, conditioned on the parameterized state,
are independent.
These likelihoods are then given by
p[Z(i)|x(i)] =
mi∏
j=1
{pi0
V
pτ0[aj(i)] + pi1p[zj(i)|x(i)]pτ1[aj(i)]
}
(5.3)
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p[Z(i)|all false] =
mi∏
j=1
1
V
pτ0[aj(i)] (5.4)
where pτ0[aj(i)] and p
τ
1[aj(i)] are the pdfs of a false alarm and target measurement
amplitude conditioned on exceeding the threshold τ , respectively.
5.2.2 The Multipath ML-PMHT Log-Likelihood Ratio for OTHR
The LLR of the generalized ML-PMHT that allows multiple propagation
paths is given by
Λ(x;Z) =
Nw∑
i=1
mi∑
j=1
ln
{
pi0 + pi1V ρj(i)
np∑
`=1
p[zj(i)|x(i), `]P [`]
}
(5.5)
where ` is used to denote which path the signal took, P [`] is the probability of
path ` being taken, and np is the total number of possible paths. The mean of the
Gaussian p[zj(i)|x(i), `] is f`(x(i)), where f` is the function that transforms the
target state x(i) into the measurement space via path `. The covariance matrix
for this Gaussian is the measurement noise covariance for a measurement from
path `. Note that, for simplicity, we have assumed that ρj(i) is the same for each
path ` (a path dependent LLR can be used if available).
5.3 ML-PDA
We can extend the single-path ML-PDA likelihood presented in [64] to allow
for multiple paths by applying the total probability theorem. For a single scan
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this results in
Λ(x;Z) =
np∑
nd=0
p(z|x, nd)P (nd) (5.6)
P (nd) = P
nd
D (1− PD)np−nd
(
np
nd
)
(5.7)
p(z|x, nd) = 1(m
nd
)(
np
nd
)
nd!
·
∑
M∈Mnd
∑
A∈And
p[{zk}k/∈M |“clutter”]
nd∏
j=1
p[zM(j)|x, A(j)] (5.8)
where nd is the number of detections, and PD is the probability of detection.
Mnd is the set of all unordered nd-tuples of measurement indices. It contains(
m
nd
)
nd-tuples. And is the set of all ordered nd-tuples of path indices. This set
contains
(
np
nd
)
nd! nd-tuples. The ML-PDA gives similar results to the ML-PMHT
in very low clutter scenarios, but is significantly more complex. For scenarios
with a large amount of clutter (like the ones we are exploring in this paper)
the ML-PDA becomes intractable due to the number of terms in the double
summation in equation (5.8). Its CRLB is also complicated to determine since
it requires extensive Monte Carlo simulations [11]. We choose the ML-PMHT
for its simplicity and effectiveness. In a single scan i the ML-PMHT has minp
terms — linear complexity — while the ML-PDA has
∑np
nd=0
(
mi
nd
)(
np
nd
)
nd!nd =
minp
∑np
nd=0
(nd−1)!
(
mi−1
nd−1
)(
np−1
nd−1
)
terms and therefore suffers from a combinatorial
explosion with increasing mi.
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5.4 OTHR Model
We investigate two two-dimensional OTHR scenarios which assume the target
to be in a great circle plane on the earth’s surface as shown in Figure 5.1, and a
three-dimensional scenario where the target is on the surface of a sphere. We use
a two-layer reflection model (spherical mirror model) for the ionosphere.2 In
this model the signal may reflect from either layer of the ionosphere resulting in
multiple (up to four) round-trip propagation paths. In the 2-D and 3-D scenarios
the radar measures slant range, slant range rate, and amplitude. In the 3-D
scenario it also measures azimuth.
5.4.1 Measurement Amplitudes
We model the amplitudes of the measurements according to a Swerling I model
[6]. The amplitude is Rayleigh distributed with pdfs
p0(a) = ae
−a2
2 a ≥ 0 (5.9)
p1(a) =
a
1 + d
e−
a2
2(1+d) a ≥ 0 (5.10)
for the noise only and target, respectively. Here d is the expected SNR of the
target in a resolution cell. For a chosen threshold τ we have
PD =
∫ ∞
τ
p1(a)da (5.11)
PFA =
∫ ∞
τ
p0(a)da (5.12)
2The actual paths are subject to refraction, which requires numerical algorithms for ray
tracing. The reflection model used here is a simplified one, which, however, captures the
essence of the OTHR.
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Figure 5.1: The 2-D OTHR scenario with a reflection ionosphere model (spherical
mirror model).
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The pdfs of the amplitude of a measurement given that it has exceeded the
threshold τ are
pτ0(a) =
1
PFA
p0(a) a ≥ τ (5.13)
pτ1(a) =
1
PD
p1(a) a ≥ τ (5.14)
and the amplitude likelihood ratio is then
ρj(i) =
pτ1[aj(i)]
pτ0[aj(i)]
(5.15)
5.4.2 Measurements
The OTHR measures both position and velocity of the target via slant range
and slant range rate measurements. The equations of the measurements, given
the signal reflected off the lower layer in both directions, are given below.3
Defining
r1 ,
4
√
h21 − 2R⊕(h1 +R⊕) cos
(
sr − st
2R⊕
)
+ 2h1R⊕ + 2R2⊕ (5.16)
r˙1 ,
∂r1
∂st
∂st
∂t
=
−
2 sin
(
sr−st
2R⊕
)
(R⊕ + h1)√
2R⊕h1 + 2R2⊕ + h21 − 2R⊕ cos
(
sr−st
2R⊕
)
(R⊕ + h1)
s˙t (5.17)
3The signal propagates forward and is reflected in the plane of the great circle defined by
the radar and the target. We assume that the antenna beam illuminating the target is in this
plane. This beam corresponds to the measured azimuth of the reflection from the target.
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one has
zr1 = r1 + wr1 (5.18)
zr˙1 = r˙1 + wr˙1 (5.19)
Here h1 is the height of the lower ionosphere layer. The radius of the earth is
R⊕. The locations of the radar and target on the surface of the earth (on the
great circle connecting them) are given by sr and st, respectively. An illustration
of the geometry of this problem is shown in Fig. 5.2. The velocity of the target
along the great circle is s˙t. The noise terms, wr1 and wr˙1 , are zero-mean, Gaussian,
independent of each other, and with variances σr and σr˙, respectively. We assume,
for simplicity, the same noise variances on the other paths.
Given that the signal reflected off the upper layer only (with height h2), we
can find similar equations for r2, r˙2, zr2 , and zr˙2 , with noises wr2 and wr˙2 . The
equations for the measurements resulting from the remaining two paths, where
the signal reflects off of alternate layers, can then be expressed as
zr3 =
1
2
(r1 + r2) + wr3 (5.20)
zr˙3 =
1
2
(r˙1 + r˙2) + wr˙3 (5.21)
zr4 =
1
2
(r1 + r2) + wr4 (5.22)
zr˙4 =
1
2
(r˙1 + r˙2) + wr˙4 (5.23)
The azimuth measurement (used only in the 3-D scenario) is given by
zθ = θ + wθ (5.24)
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θr
θt
h1
h2
sr = R⊕θr
st = R⊕θt
R⊕
r2/4
r1/4
Figure 5.2: Illustration of the geometry used to derive the equations for the
measurements. Here θr and θt are the angles in polar coordinates of the radar
and the target, respectively.
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where θ is the true azimuth of the target, and the noise term wθ is zero-mean,
Gaussian, and has variance σθ.
5.4.3 2-D Simulation Parameters
We simulated a target with an initial position 2000 km away from the radar,
moving with a constant speed of 10 m/s towards it. The other values used in
the 2-D simulations are given in Tables 5.1 and 5.2. Figures 5.3 and 5.4 show
the measurements used (after amplitude thresholding) in one run of the tracker
from scenario 1. False measurements are generated uniformly in the measurement
space. Note that, due to the very low SNR in a cell, PD is a meager 0.34 and
the high PFA leads to 60 false measurements per scan. Also note that there
are usually zero to three target originated measurements in each scan (rarely all
four) and the overwhelming number of false measurements, which, however, can
be successfully handled by the multipath ML-PMHT track detector.
5.4.4 3-D Simulation Parameters
We also simulated a target starting at 2000 km away from the radar and 0
azimuth. It is moving with a constant speed of 10 m/s with an initial course of
5◦. The target follows the great circle starting from these initial conditions. The
other values used in the 3-D simulation are given in Tables 5.1 and 5.2. The very
low SNR in a cell now leads to 72 false measurements per scan.
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Figure 5.3: Slant range measurements in one batch in 2-D scenario 1 (4dB post-
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Figure 5.4: Slant range rate measurements in one batch in 2-D scenario 1 (4dB
post-signal processing SNR).
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Nw 15
Time between scans 1 s
σr 300 m
σr˙ 5 m/s
SNR in a cell 2.5 = 4 dB
R⊕ 6371 km
Ionosphere lower layer height 100 km
Ionosphere upper layer height 200 km
P [`] for all ` 0.25
Table 5.1: Scenario parameters used in the both the 2-D and 3-D simulations.
2-D Scenario 1 2-D Scenario 2 3-D Scenario
Resolution cell size 600m x 10m/s 15000m x 10m/s 1200m x 20m/s x 1.2◦
Search region size 150 km x 100m/s 150 km x 100m/s 150 km x 100m/s x 90◦
Number of cells 2500 100 46875
V 1.5 · 107m2/s 1.5 · 107m2/s 2.4 · 107m2/s x rad
σθ N/A N/A 0.3
◦
Amplitude detection threshold τ 2.7 1.7 3.6
PD for each path 0.34 0.66 0.16
PFA in a cell 0.024 0.24 0.0015
Expected number of false alarms per scan 60 24 72
pi0 0.9776 0.8991 0.9913
Table 5.2: Scenario parameters used in the 2-D and 3-D simulations.
5.5 Performance of the Track Detector
5.5.1 2-D Results
The LLR of the ML-PMHT for a single run is shown in Figures 5.5 and 5.6
for the first 2-D scenario. The plot is centered at the true target location. There
are five peaks resulting from path ambiguity. The central peak (the correct one),
however, is easily distinguishable from the side peaks. It is also much higher than
any peak occurring due to clutter.
We use a simple grid search with 1 km spacing in range, and 20 m/s spacing
in velocity to get into the neighborhood of the global maximum of (5.5). For
simplicity, no target feature was used. We then run a local optimization routine
from MATLAB using an interior-point algorithm on the highest valued point
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from the grid search to produce the final state estimate. In the first 2-D scenario
this takes approximately 8 seconds per run in MATLAB (faster than real time),
and from 10000 Monte Carlo runs the root mean square (RMS) errors for position
and velocity at the end of the batch were 40.7 m and 0.7 m/s, respectively. There
were no false tracks or missed tracks.
We also applied the MD-MHT [61] to the first 2-D scenario. Using perfect ini-
tialization and a sliding window of size 2, the RMS errors from 100 Monte Carlo
runs for position and velocity at the end of the run were 83 m and 5.8 m/s, respec-
tively, i.e., significantly larger than the ML-PMHT. An extended Kalman filter
was used to update the track with the measurement-path combinations chosen by
the algorithm. In the MD-MHT, increasing the window size Nw rapidly increases
the computational requirements of the algorithm. The number of hypotheses for
a single target scenario depends on the number of paths and measurements and
is approximately (NpathsNmeas)
Nw , which quickly becomes intractable.
Using the same grid search method for the second scenario 2, the RMS errors
from the ML-PMHT for position and velocity at the end of the batch were 27.2 m
and 0.4 m/s, respectively, from 100 Monte Carlo runs, also with no false tracks.
We also ran the first 2-D scenario with different values for the SNR and
threshold τ . We chose τ such that PD remained fixed at 0.34. These results are
shown in Table 5.3. In the lowest SNR case (4 dB) the track was detected in
each of the 104 runs. The algorithm was demonstrated to yield a track detection
probability, PDT , higher than 95%. Also no false tracks were detected by the
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Figure 5.5: The log-likelihood ratio centered on the true target state from 2-D
scenario 1.
algorithm in these 104 runs, thus the probability of false track, PFT , is at most
10−4 for the 15 s time interval. Based on this, the false track rate (over 24 hours)
is 0.6/day.
5.5.2 3-D Results
Figure 5.7 shows the LLR surface using the true values for azimuth and course.
Similarly, Figure 5.8 shows the LLR surface using the true values for range and
speed. We use MATLAB’s GlobalSearch algorithm to perform the optimization.
From 100 Monte Carlo runs the RMSE values were 3.3 km in position, 54 m
in range, and 21 m/s in velocity (in the range direction 0.86 m/s while in the
crossrange direction 21 m/s; the latter is due to the fact that the crossrange rate
is based on the 0.3◦ azimuth measurement, which maps to 5 mrad x 2000 km =
10 km crossrange errors, i.e., extremely large).
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scenario 1.
The algorithm’s running time in the 3-D scenario was approximately 2 minutes
per run (on 15 s of data) in MATLAB. Therefore, this algorithm can run at least
one order of magnitude faster, i.e., it is real time capable if it is implemented in
a faster programming language, such as C.
5.6 Multipath Fusion ML-PMHT Crame´r-Rao Lower Bound
We develop the Crame´r-Rao Lower Bound (CRLB) [7] for the multipath fusion
ML-PMHT and show that it is statistically efficient in the first 2-D scenario. We
can assume all scans to be independent and also assume the measurements in
each scan to be independent. The Fisher Information Matrix (FIM) J will then
be the sum of the FIM’s Ji,j of each measurement,
J = E{(∇x ln p[Z|x])(∇x ln p[Z|x])T}|x=x0=
Nw∑
i=1
mi∑
j=1
Ji,j (5.25)
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where
Ji,j = E{(∇x(i) ln p[zj(i)|x(i)])(∇x(i) ln p[zj(i)|x(i)])T}|x(i)=x0(i) (5.26)
The state vector x(i) is given by
x(i) = [st(i), s˙t]
′ (5.27)
where st(i) is the target’s position at time i, and s˙t is the target’s velocity.
The function that transforms x(i) into the measurement space via the path that
reflects both ways off the lower layer only is expressed as (5.28) with derivatives
given by (5.29) and (5.30). The functions f`(x(i)) for the other paths (and their
derivatives) can be found similarly.
f1(x(i)) =

4
√
h21 − 2R⊕(h1 +R⊕) cos
(
sr−st(i)
2R⊕
)
+ 2h1R⊕ + 2R2⊕
− 2 sin
(
sr−st(i)
2R⊕
)
(R⊕+h1)√
2R⊕h1+2R2⊕+h
2
1−2R⊕ cos
(
sr−st(i)
2R⊕
)
(R⊕+h1)
s˙t(i)
 (5.28)
∂
∂st(i)
f1(x(i))
=
−
2 sin
(
sr−st(i)
2R⊕
)
(R⊕+h1)√
2R⊕h1+2R2⊕+h
2
1−2R⊕ cos
(
sr−st(i)
2R⊕
)
(R⊕+h1)
cos
(
sr−st(i)
2R⊕
)
(R⊕+h1)s˙t(i)
R⊕
√
2R⊕h1+2R2⊕+h
2
1−2R⊕ cos
(
sr−st(i)
2R⊕
)
(R⊕+h1)
−
sin
(
sr−st(i)
2R⊕
)2
(R⊕+h1)2s˙t(i)
[2R⊕h1+2R2⊕+h
2
1−2R⊕ cos
(
sr−st(i)
2R⊕
)
(R⊕+h1)]3/2

(5.29)
∂
∂s˙t(i)
f1(x(i)) =

0
− 2 sin
(
sr−st(i)
2R⊕
)
(R⊕+h1)√
2R⊕h1+2R2⊕+h
2
1−2R⊕ cos
(
sr−st(i)
2R⊕
)
(R⊕+h1)
 (5.30)
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p[zj(i)|x(i)] = pi0
V
pτ0[aj(i)] + pi1p
τ
1[aj(i)]
np∑
`=1
p[zj(i)|x(i), `]P (`) (5.31)
∇x(i) ln p(zj(i)|x(i)) =
pi1pτ1 [aj(i)]
∑np
`=1 P (`)|2piR|−
1
2 e−
1
2
[zj(i)−f`(x(i))]′R−1[zj(i)−f`(x(i))]DT` (i)R
−1[zj(i)− f`(x(i))]
pi0
V
pτ0 [aj(i)] + pi1p
τ
1 [aj(i)]
∑np
`=1 P (`)|2piR|−
1
2 e−
1
2
[zj(i)−f`(x(i))]′R−1[zj(i)−f`(x(i))]
(5.32)
Ji,j =
∫ ∞
τ
∫∫
V
(pi1p
τ
1 [aj(i)])
2
|2piR|
∑np
`=1A`(i)
∑np
`=1A
T
` (i)
pi0
V
pτ0 [aj(i)] + pi1p
τ
1 [aj(i)]
∑np
`=1 P (`)|2piR|−
1
2 e−
1
2
[zj(i)−f`(x(i))]′R−1[zj(i)−f`(x(i))]
dzj(i)daj(i)
(5.33)
A`(i) = P (`)e
− 1
2
[zj(i)−f`(x(i))]′R−1[zj(i)−f`(x(i))]DT` (i)R
−1[zj(i)− f`(x(i))] (5.34)
The multipath ML-PMHT likelihood for a single measurement is given by
(5.31). The gradient of the logarithm of this likelihood gives (5.32), where D`(i)
is the Jacobian of f`(x(i)). Finally, combining equations (5.26) and (5.32) gives
us the FIM of one measurement, which has to be evaluated numerically, as (5.33).
Using the parameters given in Table 5.1, the CRLB is 39.57 m and 0.6595 m/s
for the position and velocity, respectively. From 10000 Monte Carlo runs for the
lowest SNR = 4 dB the standard error of the sample variance is 0.5596 m for posi-
tion, and 0.009327 m/s for velocity [7]. This gives the 95% (2-sigma) intervals of
[38.45 m, 40.69 m] and [0.6408 m/s, 0.6782 m/s] for position and velocity, respec-
tively. Since the RMSE values from the multipath fusion ML-PMHT (which were
40.67 m and 0.6760 m/s) are within these intervals, it is a statistically efficient
estimator. We also include the CRLB for different values of the SNR and τ in
Table 5.3.
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Expected number of
Cell false alarms (false Position Velocity Position Velocity
PFA measurements) per scan RMSE (m) RMSE (m/s) CRLB (m) CRLB (m/s)
SNR = 10 dB, τ = 4.84 7 · 10−6 0.02 32.90 0.5449 33.11 0.5519
SNR = 7dB, τ = 3.6 0.0015 4 35.30 0.5647 34.36 0.5727
SNR = 6dB, τ = 3.3 0.0043 11 37.10 0.6037 35.57 0.5929
SNR = 4dB, τ = 2.73 0.024 60 40.67 0.6760 39.57 0.6595
Table 5.3: Results for various SNR values in the first 2-D scenario from 1000
Monte Carlo runs (results for SNR = 4 dB are from 10000 Monte Carlo runs). The
measurement detection threshold τ is chosen such that the single-measurement
PD is fixed at 0.34.
5.7 False Track and Target Track Detection Probabilities
We use the methods in [62, 63] to determine a threshold for the probability of
false track, PFT , and then calculate the probability of track detection, PDT , for
the first 2-D scenario with 4 dB SNR presented in Section 5.4.3.
5.7.1 Probability of False Track
We begin with the multipath LLR for a single measurement, zj(i), and its
corresponding amplitude LLR, ρj(i),
Λi,j[zj(i)] = ln
{
pi0 + pi1V ρj(i)
np∑
`=1
p[zj(i)|x(i), `]P [`]
}
(5.35)
and treat zj(i) ∈ R2 and ρj(i) ∈ R+ as random variables. Equation (5.35) is a
function that transforms these random variables into a new random variable w,
w = Λi,j[zj(i)], w ∈ R (5.36)
While in [62] it was possible to get a closed-form expression for the pdf of w
when using the LLR for a single path ML-PMHT, here we cannot. The sum
of exponentials that arises from the multiple paths prevents us from inverting
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Figure 5.9: The pdf of w (a single clutter measurement transformed by the
multipath LLR).
equation (5.35). We must instead rely on a numerical or empirical approximation
of the pdf of w. This empirical pdf of w is shown in Figure 5.9.
We take the pdf of w and convolve it with itself N − 1 times to find the pdf
for a batch of N measurements from clutter. We refer to this resulting pdf as the
“batch” pdf; it is the LLR pdf for a batch of measurements. We use N = 900,
the expected number of measurements from clutter in one batch of measurements
in our scenario. Again, following the methodology of [62], we must use the batch
pdf to determine the “peak” pdf; this is the pdf of the maximum sample value
from M samples from the batch pdf. This peak pdf is determined from extreme
value theory. The determination of M is discussed in [62]; we use M = 107. The
batch and peak pdfs, along with thresholds for several values of PFT are shown
in Figure 5.10.
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Figure 5.10: The batch and peak pdfs (from clutter) along with thresholds for
several values of PFT .
5.7.2 Probability of Target Track Detection
Now that we have calculated thresholds using the desired values for PFT ,
we can use a similar procedure to evaluate PDT for these thresholds using the
methods in [63]. We again begin with the multipath LLR for a single measurement
given by equation (5.35), but with zj(i) as a Gaussian mixture (for the four paths)
random variable (originating from the target) instead of a uniformly distributed
random variable (originating from clutter). The approximation of the pdf of a
single target measurement transformed by the multipath LLR pdf is shown in
Figure 5.11.
We convolve this pdf with itself N − 1 times to find the pdf for a batch of N
target originated measurements. We use N = 20, the expected number of target
originated measurements in one batch of Nw = 15 scans in our scenario. We do
not need to find a peak pdf from this batch pdf; the batch pdf is the peak pdf in
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Figure 5.11: The pdf of w (a single target measurement transformed by the
multipath LLR).
this case. The batch pdf and the thresholds calculated in Section 5.7.1 for several
values of PFT are shown in Figure 5.12. A PFT of 10
−4 yields (1−PDT ) = 6 ·10−9.
5.8 Conclusions
We have developed an extension to the single target ML-PMHT to allow
for the fusion of data from multiple signal propagation paths. We applied this
algorithm to an OTHR scenario. We showed that, with low target SNR even down
to 4 dB post-signal processing, the fusion ML-PMHT has excellent track detection
and accuracy in such a scenario and is statistically efficient. Consequently, the
ML-PMHT holds great promise in increasing the sensitivity and robustness of
the next generation OTHR.
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The results indicate that the ML-PMHT can yield very high PDT (probability
of track detection) and very low PFT (probability of false track). Future work
would include using a more accurate ionosphere model.
Chapter 6
Detecting Low SNR Tracks with OTHR Using a
Refraction Model
6.1 Introduction
Over-the-horizon radar (OTHR) [25] depends on signal refraction in the iono-
sphere to detect targets past the earth’s curve where no direct line of sight is
possible. Due to the properties of the ionosphere, the signal from the radar
propagates via multiple paths, resulting in several target-originated detections,
causing an ambiguity between detections and paths. The path that corresponds
to each target detection is not known and there are also measurements from false
detections.
There are many approaches to the OTHR problem, varying in how detection,
tracking, and association are handled. These approaches include applying the
probabilistic data association filter (PDAF) [14–16], the multipath probabilistic
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data association algorithm (MPDA) [47], and the Probabilistic Multi-Hypothesis
Tracker (PMHT) [16] to OTHR data. An extension of the PDAF called the
Multiple Model Unified PDAF (MM-UPDAF) is developed in [14]. The MM-
UPDAF is designed to handle multiple nonuniform clutter regions.
The multiple detection multiple hypothesis tracker (MD-MHT) [61] is formu-
lated to solve the data association problem between measurements and measure-
ment paths using an extended multiframe assignment technique. Alternatively,
a multihypothesis fusion algorithm, presented in [45, 58–60], is a measurement-
level fusion algorithm using only measurements already associated with targets
by another filter to calculate the probabilities of association hypotheses. In [1, 2]
a method is proposed for joint multiple target ground track estimation and slant
track association. In the ML-PMHT data association is implicit and exact, and
does not suffer from a combinatorial explosion with increasing scans or paths.
A multipath Expectation Maximization (EM) algorithm is developed and ap-
plied to an OTHR scenario in [35]. It is similar to the PMHT in that it treats
data association as missing data. However, the multipath EM algorithm also
treats the propagation paths as missing data. The (single path) ML-PMHT uses
the log-likelihood function based on the PMHT model.
The lowest SNR in [47] and [61] is around 10 dB, with an ideal reflection
ionosphere model. We show that the Maximum Likelihood Probabilistic Multi-
Hypothesis Tracker (ML-PMHT), with a low target SNR of 4 dB and a refraction
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model, yields a high track detection probability and a very low false track rate
for the scenarios considered.
The ML-PMHT has previously been formulated for single and multitarget
[64, 65] scenarios. It has been shown to perform well even with very low target
SNR. We present the generalized form of the ML-PMHT that accounts for mul-
tiple possible propagation paths. We apply this algorithm to several OTHR sce-
narios. The multipath ML-PMHT considers simultaneously all the measurements
without knowing their origins or propagation paths and, remarkably, has linear
complexity in the number of measurements. The multipath ML-PMHT performs
fusion of the multipath data in the presence of false measurements. Previously
in [52, 53] we showed that the ML-PMHT has excellent track detection and ac-
curacy in OTHR scenarios using an ideal reflection model for the ionosphere. As
in [54], here we use a realistic refraction model relying on three-dimensional ray
tracing. Further, we develop the Crame´r-Rao lower bound and track detection
probabilities using this model.
Section 6.2 briefly describes the ML-PMHT for a single target case and the
generalization to allow for multiple paths. Section 6.3 presents the OTHR model
used for simulation. Section 6.4 describes the three scenarios we consider: a sur-
face target, a constant altitude target, and a constant vertical acceleration target.
Section 6.5 discusses the performance of the multipath ML-PMHT from Monte
Carlo testing. Section 6.6 presents the Crame´r-Rao lower bound derivation. In
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Section 6.7 we determine the track detection probability, PDT , for values of the
probability of false track, PFT .
6.2 ML-PMHT
6.2.1 Single Target ML-PMHT
The ML-PMHT log-likelihood ratio (LLR) for the motion parameters of a
single target is developed in [64]. This LLR is given by
Λ(x;Z) , ln
{
p(Z|x)
p(Z|all false)
}
=
Nw∑
i=1
mi∑
j=1
ln {pi0 + pi1V p[zj(i)|x(i)]ρj(i)} (6.1)
with
Z , {{zj(i)}mij=1}Nwi=1 (6.2)
Here Nw is the number of scans in the batch (the window length), and mi is
the number of measurements in the ith scan (frame). The parameter vector x
determines the target state x(i) in a deterministic way, i.e., a constant velocity or
constant acceleration model. The prior probabilities that a measurement occurred
due to clutter (false alarm) or due to a target are given by pi0 and pi1, respectively.
These values are related to the probability of detection, PD, and the probability
of false alarm in a resolution cell, PFA. The volume of the search region is V
and a measurement, which did not occur due to a target, has a uniform pdf in
V . The jth measurement in the ith scan is zj(i) and its associated amplitude
likelihood ratio is ρj(i) given in 6.12. Finally, p[zj(i)|x(i)] is a Gaussian with
mean determined by the target state parametrization extrapolated to time i,
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x(i), and incorporating naturally the measurement noise covariance matrix. The
amplitude likelihood ratio serves as a feature discriminant between the target
originated measurements and the false ones due to spurious detections.
The pdfs p[Z(i)|x(i)] (likelihood of the target present hypothesis) and
p[Z(i)|all false] (likelihood of the target absent hypothesis) are derived using the
ML-PMHT assumptions [64]:
• There is a single target with known probability of detection. (This is easy
to relax under PMHT assumption; the algorithm is linear in the number of
targets.)
• Any number of measurements in a scan can be assigned to the target.
• The motion of the target is deterministic.
• False detections are uniformly distributed.
• The number of false detections is Poisson distributed with known spatial
density.
• Amplitudes of target and false detections are Rayleigh distributed with
known distribution.
• Target measurements are corrupted with zero-mean Gaussian noise.
• Measurements at different times, conditioned on the parameterized state,
are independent.
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Figure 6.1: The two possible rays between the radar and the target drawn in the
plane of the great circle connecting them.
These likelihoods are then given by
p[Z(i)|x(i)] =
mi∏
j=1
{pi0
V
pτ0[aj(i)] + pi1p[zj(i)|x(i)]pτ1[aj(i)]
}
(6.3)
p[Z(i)|all false] =
mi∏
j=1
1
V
pτ0[aj(i)] (6.4)
where pτ0[aj(i)] and p
τ
1[aj(i)] are the pdfs of a false alarm and target measurement
amplitude conditioned on exceeding the threshold τ , respectively.
6.2.2 The Multipath ML-PMHT Log-Likelihood Ratio for OTHR
The LLR of the generalized ML-PMHT that allows multiple propagation
paths is given by
Λ(x;Z) =
Nw∑
i=1
mi∑
j=1
ln
{
pi0 + pi1V ρj(i)
np∑
`=1
p[zj(i)|x(i), `]P [`]
}
(6.5)
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where ` is used to denote which path the signal took, P [`] is the probability of
path ` being taken, and np is the total number of possible paths. The mean of the
Gaussian p[zj(i)|x(i), `] is f`(x(i)), where f` is the function that transforms the
target state x(i) into the measurement space via path `. The covariance matrix
for this Gaussian is the measurement noise covariance for a measurement from
path `. Note that, for simplicity, we have assumed that ρj(i) is the same for each
path ` (a path dependent LLR can be used if available).
6.3 OTHR Model
We investigate several three-dimensional OTHR scenarios using a spherical
earth model. We use a refraction model (ray tracing) for the ionosphere. In this
model the signal may propagate through the ionosphere in multiple (up to four)
round-trip propagation paths. The radar measures slant range, slant range rate,
amplitude, and azimuth. We assume additive zero-mean Gaussian noise for the
slant range, slant range rate, and azimuth measurements with variances σr, σr˙,
and σθ, respectively.
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6.3.1 Measurement Amplitudes
We model the amplitudes of the measurements according to a Swerling I model
[6]. The amplitude is Rayleigh distributed with pdfs
p0(a) = ae
−a2
2 a ≥ 0 (6.6)
p1(a) =
a
1 + d
e−
a2
2(1+d) a ≥ 0 (6.7)
for the noise only and target, respectively. Here d is the expected SNR of the
target in a resolution cell. For a chosen threshold τ we have
PD =
∫ ∞
τ
p1(a)da (6.8)
PFA =
∫ ∞
τ
p0(a)da (6.9)
The pdfs of the amplitude of a measurement given that it has exceeded the
threshold τ are
pτ0(a) =
1
PFA
p0(a) a ≥ τ (6.10)
pτ1(a) =
1
PD
p1(a) a ≥ τ (6.11)
and the amplitude likelihood ratio is then
ρj(i) =
pτ1[aj(i)]
pτ0[aj(i)]
(6.12)
6.3.2 Ray Tracing Algorithm
We use a openly available tool called IONORT [4] to perform the three-
dimensional ray tracing in our simulations. It is based on the algorithm by Jones
114
Figure 6.2: A notional satellite view of the location of the radar (blue), target
(red), and the region we search for the target (yellow box, 1◦ wide in each of
latitude and longitude).
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Figure 6.3: Slant range measurements in one batch (4dB post-signal processing
SNR). Blue circles are target originated measurements, while red x’s are false
alarms.
and Stephenson [33], and uses a 3-D ionospheric regional model derived from
the International Reference Ionosphere [9]. For all our simulations we choose an
operating frequency of 15 MHz. An example of the two possible ray paths using
this algorithm is shown in Figure 6.1.
6.4 Simulated Scenarios
6.4.1 Surface Target
We simulated a surface target with an initial position 2000 km away from the
radar (see Figure 6.2), moving with a constant speed of 20 m/s and an initial
course of 180◦. The target follows the great circle starting from this initial state.
The other values used in the simulations are given in Table 6.1. Figure 6.3 shows
116
Time between scans 2 s
σr 50 m
σr˙ 1 m/s
σθ 1
◦
SNR in a cell 2.5 = 4dB
Amplitude detection threshold τ 2.5
Earth’s radius 6371 km
P [`] for all ` 0.25
Number of cells 1095
Search region Lat: [−11.35◦, −10.35◦], Lon: [117.5◦, 118.5◦]
PD for each path 0.4
PFA in a cell 0.044
Expected number of false alarms per scan 48
pi0 0.9671
Table 6.1: Scenario parameters used in all simulations.
the measurements used (after amplitude thresholding) in one run of the tracker.
False measurements are generated uniformly in the measurement space. Note
that, due to the very low SNR in a cell, PD is 0.4 and the high PFA leads to
48 false measurements per scan as seen in Figures 6.4-6.6. Also note that there
are usually zero to three target originated measurements in each scan (rarely all
four) and the overwhelming number of false measurements, which, however, can
be successfully handled by the multipath ML-PMHT track detector.
6.4.2 Constant Altitude Target
We simulated a target with an initial position 2000 km away from the radar,
moving with a constant speed of 200 m/s, an initial course of 180◦, and with a
constant altitude of 6 km. The other values used in the simulations are given in
Table 6.1. The measurements look similar to those in Figures 6.4-6.6.
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Figure 6.4: Slant range rate measurements for the surface target scenario in
one batch (4dB post-signal processing SNR). Blue circles are target originated
measurements, while red x’s are false alarms.
6.4.3 Constant Vertical Acceleration Target
We simulated a target with an initial position 2000 km away from the radar,
with an initial velocity and altitude of 0, and a constant vertical acceleration of
20 m/s2. The other values used in the simulations are given in Table 6.1. The
measurements look similar to those shown in Figures 6.4-6.6.
6.5 Performance of the Track Detector
The LLR of the multipath ML-PMHT for a single run of the surface target
scenario is shown in Figures 6.7-6.10. Figure 6.7 shows there are five peaks
resulting from path ambiguity. The central peak (the correct one), however,
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is easily distinguishable from the side peaks. It is also much higher than any
peak occurring due to clutter. Figure 6.11 shows the LLR surface for a batch
containing no target, i.e., false alarms only. The small peaks resulting from clutter
indicate that a very high probability of track detection is possible with a very
low probability of false track (this is further shown in Section 6.7).
We use the Controlled Random Search with local mutation algorithm [34, 46]
to perform global optimization using the implementation found in the NLopt
library [32]. We then run a local optimization routine from MATLAB using an
interior-point algorithm on the highest valued point from the global search to
produce the final state estimate. Each run of the search procedure is stopped
after 15 seconds (i.e., faster than real time). The RMS errors (at the final time of
the batch) and the corresponding CRLB for the simulations are given in Tables
6.2, 6.3, and 6.4. There were no false tracks or missed tracks in any scenario.
RMSE (Nw = 20) CRLB (Nw = 20) RMSE (Nw = 30) CRLB (Nw = 30)
Position 5988 m 6012 m 4925 m 4909 m
Range 4.94 m 4.33 m 3.75 m 3.54 m
Speed 5.99 m/s 1.35 m/s 3.60 m/s 1.09 m/s
Course 30◦ 20◦ 23◦ 16◦
Table 6.2: RMSE from 100 Monte Carlo runs of the surface target scenario and
the corresponding CRLB.
RMSE (Nw = 20) CRLB (Nw = 20) RMSE (Nw = 30) CRLB (Nw = 30)
Position 5881 m 6012 m 5261 m 4909 m
Range 14.84 m 14.34 m 11.07 m 11.71 m
Altitude 91.93 m 90.05 m 74.96 m 73.53 m
Speed 2.23 m/s 0.65 m/s 1.02 m/s 0.51,m/s
Course 5.3◦ 2.5◦ 2.4◦ 2◦
Table 6.3: RMSE from 100 Monte Carlo runs of the constant altitude target
scenario and the corresponding CRLB.
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Figure 6.7: The log-likelihood ratio at the true values for course and speed in the
surface target scenario.
Figure 6.8: The log-likelihood ratio surface at the true values for course and speed
in the surface target scenario (4dB post-signal processing SNR).
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here).
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Figure 6.11: The log-likelihood ratio surface for clutter only.
RMSE (Nw = 10) CRLB (Nw = 10) RMSE (Nw = 20) CRLB (Nw = 20)
Position 8759 m 8503 m 5952 m 6012 m
Range 6.86 m 6.54 m 4.56 m 4.33 m
Acceleration 0.15 m/s2 0.093 m/s2 0.10 m/s2 0.066 m/s2
Table 6.4: RMSE from 100 Monte Carlo runs of the constant vertical acceleration
target scenario and the corresponding CRLB.
6.6 Multipath Fusion ML-PMHT Crame´r-Rao Lower Bound
We develop the Crame´r-Rao Lower Bound (CRLB) [7] for the multipath fusion
ML-PMHT. We can assume all scans to be independent and also assume the
measurements in each scan to be independent. The Fisher Information Matrix
(FIM) J will then be the sum of the FIM’s Ji,j of each measurement,
J = E{(∇x ln p[Z|x])(∇x ln p[Z|x])T}|x=x0=
Nw∑
i=1
mi∑
j=1
Ji,j (6.13)
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where
Ji,j = E{(∇x(i) ln p[zj(i)|x(i)])(∇x(i) ln p[zj(i)|x(i)])T}|x(i)=x0(i) (6.14)
and x0(i) is the true value of x(i). The state vectors x(i) in the three scenarios
considered are given by
x(i) = [ψ(i), λ(i), θ(i), s]′ (6.15)
x(i) = [ψ(i), λ(i), θ(i), s, a]′ (6.16)
x(i) = [ψ(i), λ(i), α]′ (6.17)
for the surface target, constant altitude target, and constant acceleration target,
respectively. The components of the state vectors are: latitude ψ(i), longitude
λ(i), course θ(i), speed s, altitude a, and acceleration α.
The multipath ML-PMHT likelihood for a single measurement is given by
(6.18). The gradient of the logarithm of this likelihood gives (6.19), where D`(i)
is the Jacobian of f`(x(i)). Finally, combining equations (6.14) and (6.19) gives
us the FIM of one measurement, which has to be evaluated numerically, as (6.20).
The calculated CRLB values are shown in Tables 6.2, 6.3, and 6.4.
p[zj(i)|x(i)] = pi0
V
pτ0[aj(i)] + pi1p
τ
1[aj(i)]
np∑
`=1
p[zj(i)|x(i), `]P (`) (6.18)
∇x(i) ln p(zj(i)|x(i)) =
pi1pτ1 [aj(i)]
∑np
`=1 P (`)|2piR|−
1
2 e−
1
2
[zj(i)−f`(x(i))]′R−1[zj(i)−f`(x(i))]DT` (i)R
−1[zj(i)− f`(x(i))]
pi0
V
pτ0 [aj(i)] + pi1p
τ
1 [aj(i)]
∑np
`=1 P (`)|2piR|−
1
2 e−
1
2
[zj(i)−f`(x(i))]′R−1[zj(i)−f`(x(i))]
(6.19)
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Ji,j =
∫ ∞
τ
∫∫
V
(pi1p
τ
1 [aj(i)])
2
|2piR|
∑np
`=1A`(i)
∑np
`=1A
T
` (i)
pi0
V
pτ0 [aj(i)] + pi1p
τ
1 [aj(i)]
∑np
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A`(i) = P (`)e
− 1
2
[zj(i)−f`(x(i))]′R−1[zj(i)−f`(x(i))]DT` (i)R
−1[zj(i)− f`(x(i))] (6.21)
6.7 False Track and Target Track Detection Probabilities
We use the methods in [62, 63] to determine a threshold for the probability
of false track, PFT , and then calculate the probability of track detection, PDT .
6.7.1 Probability of False Track
We will treat the measurement zj(i) ∈ R3 and its corresponding amplitude
LLR ρj(i) ∈ R+ as random variables in the multipath LLR for a single measure-
ment,
Λi,j[zj(i)] = ln
{
pi0 + pi1V ρj(i)
np∑
`=1
p[zj(i)|x(i), `]P [`]
}
(6.22)
Equation (6.22) is a function that transforms these random variables into a new
random variable w,
w = Λi,j[zj(i)], w ∈ R (6.23)
While in [62] it was possible to get a closed-form expression for the pdf of w when
using the LLR for a single path ML-PMHT, here we cannot. This is due to the
sum of exponentials that arises from the multiple paths which prevents us from
inverting equation (6.22). We must use a numerical approximation of the pdf of
w.
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Figure 6.12: The batch and peak pdfs (from clutter) along with thresholds for
several values of PFT .
We take the pdf of w and convolve it with itself N − 1 times to find the pdf
for a batch of N measurements from clutter. We refer to this resulting pdf as the
“batch” pdf; it is the LLR pdf for a batch of measurements. We use N = 482,
the expected number of measurements from clutter in one batch of measurements
in our scenario. Again, following the methodology of [62], we must use the batch
pdf to determine the “peak” pdf; this is the pdf of the maximum sample value
from M samples from the batch pdf. This peak pdf is determined from extreme
value theory. The determination of M is discussed in [62]; we use M = 107. The
batch and peak pdfs, along with thresholds for several values of PFT are shown
in Figure 6.12.
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6.7.2 Probability of Target Track Detection
Now that we have calculated thresholds using the desired values for PFT , we
can use a similar procedure to evaluate PDT for these thresholds using the meth-
ods in [63]. We again begin with the multipath LLR for a single measurement
given by equation (6.22), but with zj(i) as a Gaussian mixture (for the multi-
ple paths) random variable (originating from the target) instead of a uniformly
distributed random variable (originating from clutter).
We convolve this pdf with itself N − 1 times to find the pdf for a batch of N
target originated measurements. We use N = 16, the expected number of target
originated measurements in one batch of Nw = 10 scans in our scenario. We do
not need to find a peak pdf from this batch pdf; the batch pdf is the peak pdf
in this case; this is shown in Figure 6.13. For a PFT of 10
−6, we can see that
PDT > 99%.
6.8 Conclusions
We applied the multipath ML-PMHT algorithm to three OTHR scenarios:
a surface target, a constant altitude target, and a constant vertical acceleration
target. This was accomplished using a three-dimensional ray tracing algorithm to
simulate the signal propagation paths through the ionosphere. We showed that,
with a very low target SNR of 4 dB post-signal processing, the ML-PMHT has
excellent track detection (for 20 s batch length this corresponds to an expected
number of false tracks per day of 5 · 10−3) and accuracy in such scenarios. The
127
LLR Value
-20 0 20 40 60 80 100 120 140 160 180 200
Pr
ob
ab
ilit
y 
De
ns
ity
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
Batch PDF
PFT = 10 -6
Figure 6.13: The batch pdfs (from the target) along with a threshold for a value
of PFT .
results indicate that the ML-PMHT can yield very high PDT (probability of track
detection) for very low PFT (probability of false track) in such difficult scenarios.
Chapter 7
Conclusions
In this dissertation, we investigated three real-world tracking problems, de-
velop tracking algorithms to solve them, and demonstrate their effectiveness
through comparison with state-of-the-art algorithms. First, we developed a fast
and coalescence-avoiding approximation to the JPDA for use in scenarios with
closely spaced targets by combining the techniques of Roecker and Blom. Sec-
ond, we used a regularized particle filter to solve the banana and contact lens
problems using a multidimensional version of the Epanechnikov kernel for state
vectors developed in the course of the research for this dissertation. Finally, using
both ideal reflection and refraction models for the ionosphere, we generalized the
ML-PMHT to allow for multiple measurement propagation paths and showed it
effective in Over-The-Horizon scenarios for various kinds of targets.
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