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Abstract-By means of the integral invariant of Poincard-Cartan, the Hamiltonian system that is 
the symplectification of a contact system can be reduced to a new Hamiltonian system on 
a-dim phase space, for which all symplectic numerical algorithms developed by Feng’s research group 
are available. This has given rise to the construction of special kinds of difference schemes for the 
original contact systems, which are symplectic transition operators when restricted to the reduced 
phase space. Moreover, let PO, 4, ,. . , I’,,, . . . be a sequence of points in the algorithms, then they 
lie on the same integral curve of a new contact system, which is the pertubation of the original one. 
They correspond to a new contact Hamiltonian which is the approximation of the original and the 
approximation order can be as high as desirable. 
1. INTRODUCTION 
M is a smooth manifold. A vortex line of w1 E hlM is an integral curve on M determined by a 
vector field which is in the kernel of &I’. 
Let M = {(P, Q, t), P = (PI,. . . ,pn) E Iw”, Q = (ql,. . . , q,,) E IF’, t E W), H = H(P, Q,t) is a 
smooth function on M and dH # 0. The canonical form of the Hamiltonian H(P, Q, t) is given 
by 
i 
dP dH -- 
dt= aQ’ 
dQ dH (1) 
dt=zF 
The following theorem is known. 
THEOREM 1. [l] The vortex lines of the form w1 = PdQ - Hdt on M have a one-to-one corre- 
spondence with the integral curves of (1). 
Denote (P(t), Q(t)) as the solution of (1). Suppose H = H(P, Q), (explicitly independent 
of t) and pl = K($, 4, T, h) is solved from H(P, Q) = h(constant), where P = (pz, . . . ,p,,), 
6 = (ql, . . . , q,J and T = -ql. Then, 
THEOREM 2. [l) The integral curves of the equation (1) satisfies the canonical equations 
dpi dK 
dql=dqi’ 
dqi dK 
-= 
471 
--¶ 
aPi 
(i = 2,. . . ) n). (2) 
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Thus, the canonical form (1) is reduced by 2-dim to a new canonical form (2). The difference 
is that when (1) is autonomous, (2) is not. 
2. REDUCTION OF CONTACT SYSTEM 
A contact flow on R2*+’ is given by 
dx - = -KY + xK,, dt 
dy K z= I> 
if cK_~‘K 
dt 
I, 
(3) 
where K is a smooth function with real variables z, x = (x1,x2,. . . , zn), Y = (Yi, Y2, . . . ,Y?a), G7 
yi, z E R. The phase space is thus a ,%+l-dimensional Euclidean space W2n+1. Its symplectifi- 
cation on R2n+2 is given by 
(4 
where X E llU+ and H(x, y, z, A) = XK(z, y, z). 
The Poisson bracket on HlR2n+2 (semispace for X E W+) is defined by 
where both f and g are smooth functions on HIR 2n+2. After introducing new coordinates (P, Q) 
Q= ; , 
0 
(4) has the following canonical form: 
dP aii -- 
dt= BQ’ 
dQ L@ 
dt=aP7 
(7) 
where fi(P, Q) = H(z, y, .z, A) = XK(x, y, z). So, by Theorem 2, (7) can be reduced to a canonical 
flow on lR2n: 
i 
dpi h’i? 
dz=zg 
dyi h+? 
(i = 1 ,...,n). (8) 
-=-62 dz 
bm pi = (~~)/(K(x,Y,~)) d d an un er condition K - x’K, # 0 (this is called regular condition 
associated with contact system (3) and will be implied in the following part of the paper), CC can 
be solved in terms of (pi, yi, z) by the inverse function theorem as 
Fl(P>Y,Z) 
x=F(p,y,z) = ; ( ) . (9) WP, Y, z) 
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Its inverse is 
* 
p=F(z,y,z)= 
i ) 
; , (9’) 
* 
wherep = (PI,..., pn). Substituting (9) into l/(K(x, y,z)), E(p, y, z) is obtained. z satisfies 
k-- p/k,, # 0 (similiarly called regular condition for time-dependent HS (8)). 
THEOREM 3. Denote f3 = {(z,p(.z), y(z))), where {(p(z), y(z))} is one solution of (8), then 
k={(z, x(.z), y(z))), where x(4 = F(P(z), Y( 1, > z z , is one integral curve of (3). The correspon- 
dence between 13 and l? is unique and given by (9) and (9’). 
First, we prove two lemmas. 
Integral Invariant of Poincar&Cartan 
LEMMA 1. Given a system 
dx 
z= 
%x-g 
-x’E + K’ 
(10) 
!!L E 
dz -Z’m+K’ ax 
Denote {(x(z), y(z))) as one solution of (IO), A = {(z, x(z), y(z)) E lR2n+1} Then A is one 
integral curve of (3) and conversely it holds. 
PROOF. Note in (3) 9 # 0. 
LEMMA 2. f3 and A defined as above have one-to-one correspondence, transformations (9) and 
(9’) relate one to another. 
PROOF. B is one vortex line of 
w1 = pdy + iidz = iizdy + kdz. 
So vector field 
is in the kernel of dwl. If another vector field, 
is also in the kernel of 
where one-dimensional 
component. We have 
dwl, then proof will be accomplished because the kernel of dwl is every- 
in tangent space and the two vector fields have a common 1 in the third 
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Direct calculation shows dw’(v, a) = 0. 
Together Lemma 1 and Lemma 2 give the proof of Theorem 3. 
3. HAMILTON-JACOBI EQUATION 
FOR TIME-DEPENDENT HAMILTONIAN SYSTEM 
AND SYMPLECTIC DIFFERENCE SCHEMES 
FOR TIME-DEPENDENT HAMILTONIAN SYSTEM 
For convenience, I will use the following nomenclature. 
J2n = 
Jdn = 
1, is unit n x n matrix 
0= 
a-l - - 
MO E 
E. = 
Z= 
(_;2n I;@= (J: -;2n) 
A,, B,, C,, D, E gl(2n, R) 
(2 2) 
E CS,(?a,, Jdn), i.e., CX’J~~Q! = $4, for some constant p # 0 
($ ;:)> CX’ is transpose 
Sp(2n, R) s.t. det(C,Mo + Da) # 0 
Mo(C,Mo + D&l, No = (AaMo + B,)(C,Mo + D&l 
0 z7 
2 = g8(2) is the phase flow of DS (1) with initial point ,?(to) = 2, F(Z, t, t - 
to> = &(Mo z> 
jQ= A,F(Z, t, t - to) + B,Z, W = C&Z, t, t - to) + D,Z 
THEOREM 4. For sufficiently small (t - to( and in some neighborhood of R2n, there exists a 
smooth (t, to)-dependent function q&,&W, t, to) = qS(W, to, t - to) such that 
$(W to, t - to) = -@(A” v 4W to,t - to) + BOW, t>, (11) 
&F(Z,t,to) + B, = o4(GF(Z,t,to) + DcJ,t,to), 02) 
where constant p comes from definition of cr, qS(W, t, to) is DS(I)‘s generating function and (11) 
is the most general Hamilton-Jacobi equation for time dependent DS(1). 
PROOF. See [2]. 
THEOREM 5. It is known that a single-step difference scheme is represented by a time-transition 
operator G(Z, to, t - to) with to corresponding to the initial time and t - to being stepsize. 
If G is determined by 
A,G(Z, to, t - to) + B,Z = @‘“‘(C,G(Z, to, t - to) + D,Z, to, t - to), 
where 4(m) is mth -order termination of (denote r = t - to), 
co 
(13) 
4(W to, T) = c +“ov tobk, 
k=O 
where q!~” (W, to, T) is determined recursively from Hamilton- Jacobi equation (11) as follows: 
q5°(w, to) = -pa W’IVOW, 
r&w, to) = -pH(EoW,to), 
4k+‘(W, to) = & 2 L 2 4 5 (H,,l,...,,,_,~,)*-,(EoW,to)) 
r=l (Ic - + m=l m* SI,..., sm=l 
x c (Aa v r$kl)il . -a (AQ v dk-)i, + ;$(EoW,to) k 2 1, 
kl+...+k,=r 
kill 
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where H d,l ,..., si,,(Z)k--r(E~W,t~) is the mth partial derivative of H(s,t) w.r.t. si,, . . . , Si,,, and 
(k - r)th partial derivative of H(s, t) w.r.t. t, evalued at s = EoW, t = to and (A” v +“l(W, to))*8 
is the iih component of the column vector A* v 4”’ (IV, to). 
Then for sufficiently small r, G defines well a mth-order sympkctic difference scheme for DS (l), 
ie, G(W, to, T) is mth -order approximation of F(Z, t, t - to) = g&(A&Z) w.r.t. T. 
PROOF. See [2] for details. The main idea is to expand @V, to, T) and H(A” v q5(W, to, T) + 
BaW, t) at t = to as two series of 7, then group like terms of T on both sides of (11) (when 
expanding H as Taylor series, there are many additional terms which are involved in the derivative 
of H w.r.t. t (compare to formula in [2])). A s f or estimation of approximation order, see [3]. 
REMARK. Mengzhao-Qin and Daoliu-Wang also respectively gave two different forms of symplec- 
tic difference schemes. In his paper, &in enlarged the dimension of the phase space of (1) by 2 
through recruiting two additional conjugate coordinates, one is time variable t denoted by Q~+I, 
its conjugate denoted by p,+l. Consequently DS(l) was transformed into a new Hamiltonian 
system with new Hamiltonian (H(P, Q, qn+l) +p,+l) which is time-independent in the enlarged 
phase space lR2n+2. &in thus obtained his difference schemes from the results of [2]. A subtle nu- 
ance we should notice is whether the difference schemes which preserve the symplectic structure 
in R2n+2 still preserve the symplectic structure in lR2n when restricted from the enlarged phase 
space to the original one. The proof is simple if we notice the difference scheme has the following 
characteristics 
then, the enlarged transition Jacobi matrix has the form 
M? aljn+1, &z'n+l> 
WTQ,pn+l,qn+d 
where A is 2n x 2n matrix, e is 2n x 1 column vector, c is 1 x 2n row vector, f is a scalar, and 
From 
it is easy to get 
AJ2nA’ = Jzn; 
that is to say, A is symplectic. But A is just the Jacobi matrix of reduced transition operator, i.e., 
the difference operator we wanted for numerical solution of DS(l). Thus, the difference schemes 
in Qin’s paper are symplectic. But the approach we gave here, similiar to that in Wang’s thesis 
paper, is simply based on the original phase space with the original symplectic structure, so we 
do not need the additional proof given above. 
4. NUMERICAL ALGORITHMS FOR CONTACT SYSTEM 
If we replace DS(l) by DS(8), correspondent Hamiltonian H by -?i, time variable t by Z, then 
mth-order symplectic difference scheme for DS(8) is quick to write from (13) as 
A,G(w, z, T) + B,w = @‘“‘(C,G(w, z, T) + Daw, z,T), (14) 
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where w = (i) and G(w,z,r) = (9> is the difference operator depending on stepsize T (anal* 
gous to time interval) and initial time z. 4(m) is mth-order termination of 
f$(w, z, 7) = 2 #J”(w, Z)Tk. 
k=O 
c$~(w, Z, T) is determined recursively from Hamilton-Jacobi equation (here let p = 1) 
as 
a4(;TzyT) = z ((P v gqw, I, T) + Pw) , z + 7) 
1 
@(w, z) = -w’New, 
2 
4Yw, z> = k(Eow, z), 
+k+‘(W,z) = & ( g & $ $ 2 ~~il,...,,i,,(z)“-‘.(Eow,z) . m-l *1,...,s,=l 
(15) 
THEOREM 6. Given a system 
’ dpi - 
where 
dt 
dYi 
.z 
a% =- 
aYi 7 
aE =-- 
aPi 7 
(i = 
i?(w,z,t) =Jdlw’( -“I 0’) g(G-‘(wz,t),zd)d~ 
then G(w, z, r) defined by (14) is the solution of (16) evaluated at t = z fr with initial condition 
Pi(to> = Pi, Yi(to) = y. 
The proof can be found in [4,5]. Here, we note that for sufficiently small 7, t 5 7, the mapping G 
is diffeomorphic; thus, G-l (., ., t) is meaningful. 
g(G-‘( uw, z, t), z, t) 
means derivative of G(., ., 7) w.r.t. T evaluated at 
(G-‘(uw, z, t), z, t). 
G induces a diffeomorphic step transition operator from JR2n+1 to itself G F 
0 
(j = (3) as 
+ 
follows: beginning with point Y and from 
Z 
x= ^, 
P 
WP, Y 9 z> ’ 
(17) 
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p can be solved in terms of (CC, y, z) because g is so close to z [4,5] that we have reason to suppose 
2 also satisfies regular condition, i.e., g - p’i, # 0. Thus, in (17) the inverse function theorem 
is applicable. Then using G (;) =(;),(2)’ ’ is obtained. Again using (17), 2 
z 
.Z = z + r, thus the next point 
0 
ti is obtained, this course continues forward. 
I 
THEOREM 7. The sequence of points defined by transition operator G belong 
curve of a contact system which is mth -order approximation to (3) w.r.t. r. 
PROOF. The first part is a natural result from Theorem 3 and Theorem 6. In 
and (2, &, 2) are two points on the phase flow of 
I 
dx 
x= -K; + xK,1, 
dy 
z= Ki, 
!E=~l__~t~l 
dt 2, 
where K’(z, y, z) is obtained as follows: 
(A) From 
P x= 2 
K(P, Y, z) ’ 
p can be solved in terms of (x, y, z) : 
fi(x, YJ) 
p=F(x,y,z)= 
( * 
: . 
z2(x, Y, 2) 1 
(B) Substituting (19’) into g, Kl(s, y, z) is obtained. 
We need only to prove that K1 is the mth-order approximation to K w.r.t. r, 
is obtained, let 
to one integral 
detail, (x, y, z) 
(18) 
(19) 
(19’) 
because 
(K- K’)(z,y,z) = - 
1 
K(F-1h~~4,~~z) - i?(F(x,y,z),y,z) 
= -j;T(F-1(2,Y,z),Y,z)+~(~(2,Y,z),Y,z) 
~(F-'(x,Y,z),Y,z)~(~(x,Y,z),Y,r) 
= (-K(F-'(r,Y,z),Y,z)+a(F-'(z,Y,z),Y,z)) 
~(F-'(x,Y,z),Y,z)&(~(r,Y,z),Y,z) 
+ (&@(Z,Y,Z),YJ) - &F-'(z,Y,z),Y,z)) 
K(F-'(x,Y,z),Y,z)&(~(s,Y,z),Y,z) * 
We need only to prove 
(~(i;(.,YJ),Y,I) -&-kY74>YJ)) 
is of mth-order in 7. If the difference of (F(z, y, z) - F-‘(x, y,t)) is of mth-order in 7, then the 
proof will be completed. Let 
x = L’(p, y, z) = _ p 
K(P, Y, z) ’ 
(20) 
x = L2@, y, z) = “, p 
K(Zi, Y, z> ’ 
P = F--'(GY, z), 
fi = F(2, y, z). 
(21) 
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The value of 
(L’ - L2)(P, Y, z) 
is mth-order infinitely small w.r.t. r because &? - i(p, y,z) is (see [4,5]). (16) and (17) are 
0 = J+(P, Y, z) - L2(fi, Y, z) 
= (JQ - L2)(S, y, z) + J%P, Y, z) - mfi, Y, z) 
= o(Ty + C(p - a), 
where C, depending on (z, y, z, r), is a non-singular n x n matrix with entries bounded because 
of the non-degeneracy of the transformations (19) or (19’). 
REMARK. Theorem 7 suggests that practical computation with algorithms given by 6 might be 
painstaking because the implicit solutions of equations such as (9) and (9’) are involved. But if 
we pay attention in advance to DS of the form as (8), we can expect to obtain good knowledge 
about integral curves of a regular contact system because the algorithms presented enable the 
discrete point series all togethercon one integral curve of a perturbed contact system with a 
perturbed contact Hamiltonian K which might inherit most properties from the unperturbed. 
When we try to get i? from D (Section 2), (19) is used in which 2 can be replaced by g with 
minute difference, as declared by Theorem 7. By doing so, the hard work of computation just 
discussed can be avoided because we need not solve equations such as (9) and (9’). Thus, if we 
know non-autonomous regular HS well, we will know the regular contact systems well. This idea 
will be explored numerically in a succeeding paper. 
Sometimes the reduction method introduced in Section 2 will help to integrate some special 
contact systems. The following is an example. 
In (3)) let K = (1 - z’Ay)/(z) defined on W2n+1 and z # 0 with A E gl(n,R). The regular 
condition is satisfied: 
K-s’K,=;#O; 
thus, the reduction method can be applied. Correspondingly in (8), k = P’Ay + z. Rewrite (3) 
and (8) to 
zA’r+l-(dAy)z 
The solution of (8’) is easy to get, 
P = ew(zA’)po, y = exp(-zA)yc. 
From (17), 
P ew(zA’)po 
2=E= z+p;Ayo’ 
From the third equation in (3’), 
z=JG. 
(3’) 
(8’) 
Summing up, the real solution for (3’) is obtained: 
x(t) = 
exp( JnA’)po 
S + P~AYO ’ 
y(t) = exp(-SA)yo, 
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