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Periodic solutions in a class of Hamiltonian systems with one degree of freedom 
containing the LotkaaVolterra system are considered. Their period is represented as 
an integral appropriate for numerical evaluation as well as for theoretical 
investigations. The monotonicity of the period in the Lotka-Volterra system follows 
as a simple consequence. 6 1986 Academic Press, Inc. 
1. INTRODUCTION 
Renewed interest in the classical Lotka-Volterra system [3, 61 is mainly 
morivated by perturbation problems whose unperturbed solution satisfies 
the Lotka-Volterra equations [ 1, 51. If the period of the unperturbed 
soluion is a monotonic function of its energy certain results of perturbation 
theory can be applied immediately. Only recently F. Rothe [4] gave a 
monotonicity proof using Laplace transforms. An earlier proof by S. B. Hsu 
[2] is inconclusive since the time the system spends in the fourth quadrant 
of the periodic orbit is erroneously assumed to increase with energy. Here 
we use an integral formula derived in a previous paper [7], where the 
period in a class of Hamiltonian systems containing the Lotka-Volterra 
equations was considered. The monotonicity then follows as a simple con- 
sequence. Finally, an example with a nonmonotonic period is given. 
2. THE INTEGRAL FORMULA 
In the following primes denote derivatives with respect to the real 
variables x or 5, and dots denote derivatives with respect to time t. We 
introduce the set 
s:= 
1 
f(x) 1 fEC’(-co, m),f(O)=O,f’(O)#Q 
xf(x)>o,vxzo, j”Y-(x)dx=~}, (1) 
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and consider the system 
i’1 =f2b2)7 &= -l-1(x,), fiES,fZ~S (2) 
of 2 first-order differential equations for the unknown functions x,(t), x2(f). 
With the particular choice 
.f+) = qf(xh f(x)=e-‘- 1, ai>O, j=l, 2 
and the transformation 
x, = log Yj, j= 1,2, 
the system (2) becomes 
j’,=~2(.Y,-l)Y,~ lj2= - a,(Y,-l)Y*> 
the classical Lotka-Volterra system with equilibrium populations 1. 
Equations (2) may be written as the Hamiitonian system 
ii-, = aHlax,, .i2 = -aHlax, 
with the Hamiltonian 
H(x,,x2)=F,(x,)+~*(x,), 
where 
Fj(x) = j: f;t”) & j= 1, 2. 
The functions E’(x) are K2( -co, co), convex near the origin 
(3) 
(4) 
(5) 
(6) 
(7) 
and 
monotonically increasing to infinity as x -+ 100. The Hamiltonian system 
(5) has the first integral 
H(x,, x2) = h = const.; (8) 
hence every solution of (5) is periodic. Let P(h) be the period of the 
solution given by Eq. (8) with h > 0. 
Following [7] we introduce the mapping 
Q: f(x) ES- g(x), (9) 
where g(x) is obtained as follows. First, we define the monotonically 
increasing function G(x) such that 
[G(x)]‘= F(x) := j)-(u) du. (10) 
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g(x) is then defined to be the inverse function of G(x), g(x) := G ‘(x). It 
is seen that g(x) E S; furthermore g(x) is C2 for x # 0, and by its construc- 
tion g(x) satisfies the equation 
F( g(x)) = [og(‘)f(u) du = x2. 
Now new coordinates 5,) t2 are introduced into (2) according to the 
transformation 
xj = gj(tj)3 gj(5) := UjCSL j= 1, 2. (12) 
The periodic orbit (8) is mapped onto the circle 
t: + t; = h, 
and the differential equations (2) become 
& 252 <2= 
-25, 
$l(5,) gX2)’ s;(tl) tA(52)’ 
The derivatives gi( 5) satisfy 
24: 
g;(4)=h(gi([)): (15) 
as follows by differentiating Eq. (11). 
The period of the periodic solution (8) is now. given by 
(13) 
(14) 
where the integral is taken clockwise over the circle (13). With the 
parametrization 
4,=&v, t2 = Ji sin cp (17) 
we obtain 
P(h) = $ yzn g’,(,/z cos cp) g;($ sin cp) dq 
JO 
Finally, by splitting up (18) into integrals over the 4 quadrants and making 
the replacements cp := n- cp, cp := rr + cp, cp := -cp in the second, third, or 
fourth quadrant, respectively, we are led to 
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THEOREM 1. The system of differential equations (2) has a family of 
periodic solutions with the orbit 
f’,(x,) + F&d = h 3 0, F;(x) = si:.f,(u) du. 
Their period is given by 
P(h) = 2 ji” R,($ cos cp) R,(& sin cp) dq, 
where 
and 
R.j(x) = 3Cg;(x) + gJ -x)1 
2x 
gJx) = fi( gj(x))) F,( gjlx)) = x2, xgj(X) 2 0. 
We mention that the integral in Theorem 1 is well suited for numerically 
evaluating P(h) by means of the trapezoidal rule [7]. 
3. DISCUSSION 
In this section we discuss some general properties of the mapping 
Q*: f(x) E S -+ R(x) := $[ g’(x) + g’( -x)], g(x) = Qfc-x, (19) 
and apply it to the Lotka-Volterra case. 
Direct calculation shows 
Q* {sign(x) [&I’]=2 IxJ(‘-~)/(‘+~), c1>0, 
whereas the influence of a scaling transformation is given by the relation 
Q*faf(bx)) = (l/Jab) R(xJblah a > 0, b > 0. (21) 
If f(x) is real-analytic at x = 0, i.e., 
(22) 
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then R(x) is real anlytic at x=0 and has the power series 
5c; - 3c, c3 x2 
‘1+ “’ 12c, c, 1 ’ (23) 
as follows from Eqs. (11) and (19). 
To discuss the Lotka-Volterra case we subject the function f(x) = e” - 1 
defined in Eq. (3) to the mapping Q *. First, the relevant properties of 
g(x) = u(x) will be collected in 
LEMMA 1. The function g(x) := Q( eX - 1 } satisfies g’(x) > 0, g”(x) < 0, 
g”‘(x) > 0, Vx, i.e., g’(x) is positive, strictly decreasing and convex. 
Proof According to (lo), (11) g(x) satisfies 
eg(“) - g(x) - 1 =x2, xg(x) 2 0. (24) 
Differentiation or Eq. (15) yields 
2x 
g’(x) = eg(x) _ * (25) 
The point x = 0 is a removable singularity of g(x) with g(0) = 0. From the 
Taylor series (23) with c,=c,=c3=l we immediately obtain 
R(0) = g’(0) > 0, R”(0) = g”‘(0) > 0; similarly we have g”(0) < 0. 
For x#O g’(x) >O follows directly from (25) since g(x)E S. Differen- 
tiating Eq. (25) and writing x2 in terms of g(x) by means of (24) yields 
g”=4eR(eY- l))3(g-sinh g), (26) 
g”’ = g’eg(eg - 1 ))4[2e2R + 8eX - 10 - 4g(2eY + l)], (27) 
where the argument of g”‘(x) has been omitted for simplicity. Therefore 
g” < 0 for g #O (i.e., x #O). The last portion of the proof consists of 
showing that the square bracket in (27) is positive for g #O. With the 
substitution eg = u + 1 this amounts to showing that 
224*+ 12u 
2u + 3 
>41og(l +u) 
holds true for 1 + u > 0, 1.4 #0. This, however, follows by integration from 0 
to u of the inequalities 
27 4 
1+(2u+3)2’1+u 
for ~30 
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which are seen to be true by multiplying the obvious inequalities 
p-4 u3 for u>o < - 27l+u -1 <U<O 
by the positive factor 27(2u + 3) * and adding 1 on both sides. 
4. CONCLUSION 
As a consequence of Lemma 1 g’(x) may be written as 
g’(x) = g”(0). x + p(x), 
where p(x) is positive, convex and has a global minimum at x=0. There 
follows that the function 
R(x) := Q*f(x, = ;[ g’(x) + g’( -x)] = $[p(x) + p( -x)] (28) 
has the same properties, i.e., is also positive and convex with a global 
minimum at x = 0. Therefore R’(x) is positive for x > 0. 
According to Theorem 1 and Eq. (21) the period in the Lotka-Volterra 
case may now be written as 
P(h) = (2/G) ji’* R(& cos cp) RC& sin qP) dq, (29) 
and for its derivative we obtain 
For every h > 0 and every cp E (0,742) each integrand is positive; therefore 
dP/dh > 0 for h > 0. Furthermore, inserting the expansion (23) into the 
integral (29) shows dP/dh(O) > 0. Thus we have proven 
THEOREM 2. The period in the Lotka-Volterra model is a strictly in- 
creasing function of the energy with a positive derivative. 
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It is interesting to note that there are systems of the form (2), 
qualitatively very similar to the Lotka-Volterra system, where Theorem 2 
does not hold. As an example replace the definition of f(x) in Eq. (3) by 
f(x) = e.‘- 1 + I tanh(x/i), 2 > 0. (31) 
The expansion coefficients at x = 0 are 
Cl =2, c2= 1, c,=1-21*-2. 
From (23) there follows that R(x) has a local maximum at x=0 if 
il> ,/i?. On the other hand it follows that R(x) grows linearly as x -+ co. 
In the case I > fi, where R(x) is not monotonic, the period P(h) is not 
monotonic either for any choice of a,> 0. 
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