ABSTRACT Kernel-based discriminant analysis is an effective nonlinear mechanism for pattern analysis. Conventional kernel-based discriminant analysis mainly based on a single kernel function may be insufficient when dealing with datasets with complicated geometric structures. A combination of multiple kernels is able to represent the complementary information of the original data from multiple views and thereby improves recognition performance. However, the discriminant analysis methods based on the combination of multiple kernels face the challenges of optimizing the weights of the ''base kernels'' and the heavy computational burden. To address these challenges, this paper proposes a novel multi-kernel discriminant analysis method based on support vectors (MKDASV) to represent the data structure more effectively by incorporating the between-class and within-class information. First, the multi-kernel SVM algorithm is utilized to obtain the weight of each ''base kernel'' and the support vectors; and then the criteria of discriminant analysis method are constructed by taking into account both the margin maximizing classification theory of SVM and the expression of the within-class scatter in LDA algorithm; and finally, to effectively reduce the amount of computation, only the support vectors are used as the training samples to participate in the dimensionality reduction operation. The experimental results on six standard databases validated that our proposed method outperformed the other five methods in terms of classification accuracy and the computational efficiency as well.
I. INTRODUCTION
In this big data era, machine learning and pattern recognition has demonstrated its promising capabilities for offering computational solutions to the important areas such as face recognition [1] , genomics [2] , and text analysis [3] . While machine learning and pattern recognition algorithms extract underlying intrinsic information and knowledge from huge amount of features, in the meanwhile, these high-throughput, high-dimensional sample features pose a serious impact on the scalability and performance of most machine learning algorithms [4] . With aims to eliminate extraneous and redundant features, dimension reduction has potential to improve
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the accuracy and interpretability of the machine learning algorithms. At present, data dimension reduction methods can be divided into two categories, linear methods and nonlinear methods [5] .
In linear dimension reduction category, the widely used algorithms include Principal Component Analysis (PCA) [6] , Linear Discriminant Analysis (LDA) [7] , Multidimensional Scaling (MDS) [8] , Independent Component Analysis (ICA) [9] , Random Projection (RP) [10] , Canonical Correlation Analysis (CCA) [11] and Non-negative Matrix Factorization (NMF) [12] . PCA searches a set of optimal orthogonal basis vectors to minimize reconstruction errors. LDA looks for a projection direction along which the scatter of within-class is minimal and the scatter of between-class is maximal. MDS seeks the low dimensional representation of high-dimensional data, and the algorithm keeps the distance between any two samples as same as possible before and after dimension reduction. ICA is to maximize the measurement of non-Gaussian or minimize mutual information. The RP implements dimension reduction by constructing a Lipschitz map, and randomly projects the original high-dimensional data into a low-dimensional subspace. CCA is to find a pair of basis vectors to maximize the correlation between the two datasets. NMF obtains basic vectors containing local feature information of samples through learning under non-negative constraints. These algorithms have their own advantages [13] . For example, LDA is more advantageous than PCA in classification, but with constraints of more suitable for the data with Gaussian distribution.
When the data is highly nonlinear or with strong intrinsic correlation, the linear dimension reduction method is less than optimal [14] . Accordingly, two representative classes of nonlinear dimension reduction methods have been proposed, which include manifold learning methods [15] and kernel-based methods [16] . Manifold is a spatial form that is extended from Euclidean space for large-scale analysis, and there is a homeomorphic mapping between a local manifold neighborhood and Euclidean space. Isometrie Mapping (Isomap) [17] , Local Linear Embedding (LLE) [18] , Hessian Locally Linear Embedding (HLLE) [19] , and Laplacian Eigenmaps (LE) [20] are typical manifold learning algorithms. However, for a new sample, since the above algorithms cannot directly obtain the corresponding coordinates in the low-dimensional space, and consequently many linearized versions are proposed, such as Orthogonal Neighborhood Preserving Projection (ONPP) [21] , Neighborhood Preserving Embedding (NPE) [22] , and Locality Preserving Projections (LPP) [23] . In addition, some supervised manifold learning algorithms for classification are also proposed, such as Global-Local Discriminant Analysis (GLDA) [24] . These algorithms use the local geometric structure of the samples and the discriminant information of the data, and have better discriminative performance.
Another type of nonlinear dimensionality reduction method is the kernel-based methods. With the successful application of kernel methods in the support vector machines, kernel-based dimensionality reduction methods, such as Kernel principal component Analysis (KPCA) [25] , Kernel discriminant analysis (KDA) [26] , Generalized discriminant analysis (GDA) [27] , and Kernel Canonical Correlation Analysis (KCCA) [28] , are widely used in nonlinear pattern classification. However, the form of kernel function determines the geometric structure of feature space, and has a crucial impact on the performance of kernel based methods. As a result, the performance of the kernel-based dimension reduction methods is sensitive to the selection of kernel functions and may rely on their parameters. In addition, with a single chosen kernel function, these methods only take into account mapping the original data into a high-dimensional feature space. When the features of the original data contain heterogeneous information, the multidimensional normalized data or the data in the high dimensional spatial distribution is nonflat, and hence dimension reduction of sample data in a single feature space may not be sufficient [29] .
Recent research has proved that the use of multiple kernels rather than a single kernel is able to enhance the interpretability of decision functions and achieves better classification performance [30] . One of the simplest way to construct a Multiple Kernel Learning (MKL) model is to consider the convex combination of several basic kernel functions, namely the synthetic kernel. In the multi-kernel framework, the representation of samples in the feature space is transformed into the task of the selection of base kernels and weight coefficients. The combination of multiple kernels describe the geometry of the original data from multiple views and enables to extract complementary information from multiple views for improving the recognition performance of multiple and heterogeneous data sources. To improve feature extraction, SimpleMKL [31] , MKL-DR [32] , TS-MKL [33] , MKIFCM [34] , MKLFDA [35] and MKL-SRTR [36] that combine multi-kernel learning and discriminant analysis have been proposed. However, the combination of multi-kernel method and discriminant analysis faces two challenges: 1) How to effectively optimize the weights of the ''base kernels'' to improve classification performance; and 2) Since all training samples are involved in the expression of the best projection direction, when the volume of training samples increases, accordingly, the computational cost of these combination methods will substantially increase and slow down feature extraction process.
To address these two challenges, this paper proposes a novel multiple kernel-based discriminant analysis via support vectors (MKDASV) method for dimension reduction. Firstly, in the multi-kernel SVM learning framework, the MKSVM algorithm is used as a solution tool to determine the weight of each base kernel function and obtain the support vector set. Then, only the support vector set is used as the training samples to participate in the multi-kernel dimension reduction, and the optimal projection direction is formed. Our method effectively harnesses within-class characteristics and between-class dispersions for an improved pattern analysis. In addition, the maximum reduction dimension of the traditional LDA is K-1 (K is the number of classification classes), while the maximum reduction dimension of the our algorithm is min{N, K(K-1)/2} (N is the number of support vector samples). In the case of a large number of classes, our algorithm can expand the dimension of dimensionality reduction.
II. RELATED WORK
In this section, we will briefly survey some closely relevant literatures, i.e., kernel discriminant analysis (KDA) and multiple kernel learning (MKL).
A. KERNEL DISCRIMINANT ANALYSIS (KDA)
Given N training samples {x [26] is to find a nonlinear VOLUME 7, 2019 mapping which can make the within-class scatter is smallest and the between-class scatter is largest.
The within-class scatter matrix S ϕ w that represents the within-class compactness can be expressed as:
where n j is the number of samples in the j-th class; ϕ(·) is a nonlinear mapping function, andx
ϕ(x j i ) denotes the mean of the j-th class in the ϕ(·) mapping space.
The between-class scatter matrix S ϕ b which represents the dispersion of different classes can be expressed as:
) is the mean of all samples in the ϕ(·) mapping space.
Then, the best projection direction is obtained by maximizing the objective function J (w) defined as below
where w is the projection direction and can be determined as
) by the representative theorem [26] . Eq.(3) can be solved as a generalized eigenvalue problem.
B. MULTIPLE KERNEL LEARNING (MKL)
In the multi-kernel framework, the representation of samples in the feature space is transformed into the task of the selection of base kernels and weight coefficients. A variety of effective multi-kernel learning theories and methods such as, Boosting-based multi-kernel learning method [37] , Semi-definite Programming (SDP) learning method [38] , Quadratically Constrained Quadratic Program (QCQP) learning method [39] , Semi-infinite Linear Program (SILP) learning method [40] , Grouping Lasso learning method [41] and the SimpleMKL method [31] , are proposed. In this paper, we will adopt SimpleMKL method as the optimal mechanism to linearly combine the basic kernels. Suppose {k m } M m=1 is a set of basic kernel functions, a combined-kernels can be defined as below:
Consequently, a most common MKL model from two-class data {(
The task of MKL is to find the optimal weight coefficients of base kernels {u m } M m=1 and projection coefficients {α i } N i=1 .
III. MULTIPLE KERNEL DISCRIMINANT ANALYSIS VIA SUPPORT VECTORS (MKDASV)
According to the theory of multiple kernel learning, the different properties features of heterogeneous data can be mapped by corresponding kernel functions into a unified feature space, in which the data would be linearly separable. As illustrated in Fig. 1 , SVM is able to effectively find the boundary samples and the optimal classification hyperplane for twoclasses in this multi-kernel space. Without considering the within-class scatter, the samples of the two classes projected along the normal direction of the hyperplane (namely project direction by SVM, P SVM ) would have the maximum separation. Similarly, the LDA simultaneously uses the divergence information of the between-class and the within-class to obtain a corresponding projection direction (namely project direction by LDA, P LDA ). By this projection direction, the performance of between-class separation is not as powerful as that of SVM.
Our hypothesis is that a projection direction P between P SVM and P LDA would remarkably enhance the classification performance of the samples after dimension reduction. In order to find P, we establish a novel dimensionality reduction algorithm to represent the data structure more effectively by incorporating the between-class and within-class information. Our algorithm takes into account both the margin maximizing classification theory of SVM and the expression of the within-class scatter in LDA algorithm.
Multiple kernel SVM has been proven for powerful classification performance and enables to effectively optimize the weights of base kernels, to extract the support vectors and obtain the classification boundary. As a typical representation of multiple kernel SVM, SimpleMKL is used in our model for constructing the multi-kernel space, mainly because its weights have sparsity property. The schematic illustration of our proposed multiple kernel-based discriminant analysis via support vectors (MKDASV) model is shown in Fig. 1 .
A. COMPOSITE MULTI-KERNEL MAPPING FUNCTION CONSTRUCTION
The data can be mapped into a new feature space by M base mapping functions {ϕ 1 , ϕ 2 , . . . , ϕ M }. However, different mapping functions map the data to the feature space of different dimensions, which may cause the ϕ m (·)(m = 1, 2, . . . , M ) not to be linear combined. Therefore, we reconstruct the mapping functions to unify them into the same re-expressed as {φ 1 , φ 2 , . . . , φ M }, where
Hence, the new feature spaces by the weighted linear convex combination of basic mapping functions can be denoted as:
As such, multiple kernel function can be written as:
where K m is the basic kernel function and u m is the weight
B. OPTIMOZATION CRITERION OF KERNEL WEIGHTS
The weights of the kernels u = [u 1 , . . . , u M ] will be obtained by a multiple kernel learning method on the basis of maximizing between-class distance criterion. SVM can find the margin maximizing classification hyperplane effectively and the set of SVM direction vectors can be used as the betweenclass scatter matrix in the discriminant analysis [42] . Thus, the multiple kernel support vector machine (MKSVM) is used as the optimization method to search
Using SimpleMKL [31] , the optimization problem is defined as follows:
where
, w m is the projection direction in the φ m (·) mapping feature space, ξ i is the relaxation variable, and C is a penalty parameter.
Since the objective function J (u) of Eq. (9) is a standard SVM problem, it is a convex optimization problem involving the variable u m . Therefore, Lagrange function can be used to transform J (u) into a max-min problem. We can obtain the dual form of the standard SVM problem that includes a
where α i is Lagrange coefficient. If α * is an optimal solution to Eq. (11), the solution to J (u) for a given u m is:
If each base kernel function satisfies the Mercer theorem positive definite kernel condition, J (u) is a strictly convex optimization problem and is differentiable. Once the gradient of J (u) has been calculated, the value of u that satisfies the constraint can be updated by the gradient descent direction.
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The MKSVM multi-class classification problem can also be solved by combining two types of classifiers, one-againstall (OAA) and one-against-one (OAO). In this paper, OAO strategy is adopted. Thus, the difference is that MKSVM need to define one more objective function J (u), which can be calculated by summing the objective function values solved by each two-class classifier, that is:
where K represents the number of classes, J k 1 ,k 2 (u) is the objective function value of the two-class (k 1 and k 2 ) MKSVM classifier.
C. MKDASV MODEL
In our MKDASV model, the between-class scatter matrix adopts the MKSVM direction, and only the distinct support vectors of MKSVM are used to compute the within-class scatter matrix (Ŝ w ) and the between-class scatter matrix (Ŝ b ).
After MKSVM calculation, we can obtain all support vectors for the data as
∈ p×n , where n ≤ N is the number of all support vectors. And let I k , with n k samples, denote the support vectors set for the k-th class. For the two-class (k 1 -th and k 2 -th) MKSVM classifier, the discriminant function that is also an optimal projection direction of the between-class matrix of these two-class, can be expressed as
where w k 1 ,k 2 is the optimal direction for two-class (k 1 -thand k 2 -th), = [φ(z 1 ), . . . , φ(z n )], φ(·) is defined as Eq. (7); α
is the projection direction parameters that can be obtained by MKSVM,
In MKDASV, the between-class scatter matrix adopts the MKSVM direction. Thus, the between-class scatter matrix S
for two-class (k 1 -th and k 2 -th) can be represented as:
For K classes, there are K (K − 1)/2 optimal directions w k 1 ,k 2 (1 ≤ k 1 < k 2 ≤ K ) and the between-class scatter matrix S b based on the SVs can be represented as:
and each column of A is one α (k 1 ,k 2 ) .
Similarly, the within-class scatter matrix S w based on the SVs can be denoted as:
For the i-th sample (1 ≤ i ≤ n), if z i ∈ I k , and the k-th class I k with n k samples, we define a vector (i) ∈ R n×1 as:
Thus, Eq. (18) can be rewritten as:
After the within-class scatter matrix S w and the betweenclass scatter matrix S b are obtained, similarly to kernel discriminant analysis (KDA), then MKDASV aims to find the optimal projection:
Eq. (21) can be written as the generalized eigenvalue:
From the representative theorem, the projection direction β can be represented by a linear combination of {φ(z 1 ), φ(z 2 ), . . . , φ(z n )} as follows:
where γ = [γ 1 , γ 2 , . . . , γ n ] T is a set of coefficients. After a series of algebraic transformation with Eq. (22) and Eq.(23), we can obtain.
where K b = κH b κ, K w = κH w κ, and κ is the multiple kernels matrix denoted as:
Further, to prevent K w from being a singular matrix, the generalized eigenvalue problem can be written as:
, and ρ is the regularization parameter and the default value is 0.05.
For a test sample x, its projection to the optimal direction can be then obtained by:
To sum up the above process, two-class MKDASV classification algorithm can be summarized in Algorithm 1.
Algorithm 1 Multi-Kernel Discriminant Analysis via Support Vectors (MKDASV) for Two Classes
Input: Given a set of N data points and labels X =
, a basis set of kernel functions {κ k } M k=1 , the number of kernels M , the number of classes K = 2. Output: The sample coefficient vector γ . 
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
Experiments were conducted to validate the effectiveness of our proposed MKDASV algorithm. The experiment results were compared with five recent and representative algorithms including: 1) marginal fisher analysis (MFA) [15] ; 2) linear discriminant analysis (LDA) [7] ; 3) kernel discriminant analysis (KDA) [26] ; 4) multiple kernel support vector machine (MKSVM) [33] ; and 5) discriminant analysis via support vectors (SVDA) [42] . The comparison was conducted on six typical databases from the UCI machine learning repository [43] and two well-known face databases, ORL and Yale database [44] . In this paper, one-against-one (OAO) classifier was adopted to solve multi-class SVM classification problem.
In Multiple Kernel Learning, the value of hyper-parameter C was from {10 −3 ,10 −2 , . . . , 10 5 }. The multiple kernels combination strategies can be classified into two types: one is that the multi-kernel function is composed of a same base kernel function but with different parameters; and the other is that the multi-kernel function consists of different base kernel functions and with different parameters. In this paper, these two strategies were adopted to conduct experiments respectively, and the better results from these two strategies were chosen for final display. In addition, the base kernel function mainly used radial basis function (RBF) kernel function and the polynomial (POLY) kernel function. The expressions are:
where σ is the Gaussian kernel parameter and p is the polynomial coefficient.
The main parameters of MKSVM classification also include the multi-kernel weight coefficient w, which needs to be pre-defined in the classification. In our experiments, the initial weight coefficient w was set to 1/M , and M is the number of base kernel functions. The range of σ was {0.5, 1, 1.5, . . . , 20} and p fell into the range of {1, 2, . . . , 9}. We used the SimpleMKL toolbox to select the optimal w corresponding kernel parameter by gradient descent method. The value of C can be obtained by cross-validation of training samples, and accordingly, different experiments would have different optimal C values.
A. EXPERIMENT 1: CLASSIFICATION BASED ON UCI MACHINE LEARNING DATABASES 1) DATABASE DESCRIPTION
The UCI database is a database for machine learning proposed by the University of California Irvine, which is considered as a standard test data set. In our experiments, six typical and widely used UCI databases, including Iris, Wine, Multiple Features (MF), Image Segmentation (IS), Sonar and Ionoshere database, were selected to demonstrate the visualization capability of the proposed MKDASV algorithm. The detailed description of these databases is shown in Tab. 1.
As shown in Tab. 1, we selected two two-class databases, two three-class databases and two multi-class databases, respectively. The Iris and Wine databases have smaller sample sizes and dimensions. The MF database has the highest dimensions and number of classes, and high linear separability. The IS database has the largest sample size. For Sonar and Ionoshere database, their attributes are all similar digital signals and therefore their separability is poor. 
2) DATABASE DESCRIPTION
For the six UCI databases, five sets of experiments were performed in each database. That is, we randomly selected 10%, 20%, 30%, 40% and 50% samples from the whole database as training samples, and the rest samples were used as test samples. Because the training samples were randomly selected, the experimental results would be unstable. Thus, we averaged twenty experimental results as the experimental accuracy. The overall classification accuracy (%) of the proposed MKDASV algorithm and of the other algorithms From these experiments, the optimal C value was 1000 for Iris and Wine databases, and the best penalty parameter C was 100 for the other four databases. The RBF kernel and the POLY kernel with different parameters were combined into a multi-kernel function to achieve optimal performance, and σ and p were from {0.5, 1, 2, 5, 7, 10, 12, 15, 17, 20} and {1, 2, 3} respectively.
Tab. 2 shows that overall the proposed algorithm MKDASV had a better performance. For Iris and Wine database, due to highly separable characteristics of the data, all algorithms achieved high classification accuracy; however, in comparison, MKDASV achieved as high as 100% classification accuracy when training samples were sufficiently large. For Sonar and Ionoshere datasets, their attribute similarity was relatively high, and consequently, their separability was relatively poor. As shown in Tab. 2, all current algorithms were not able to obtain high classification accuracy for these two databases. Comparatively, the proposed MKDASV reached the highest accuracy was 88.80% and 96.02% respectively. For the datasets of MF and IS, the results of our MKDASV outperformed MKSVM and SVDA, and however, were same as LDA for MF database, and same as KDA for IS database. This is due to MF database has high linear separability and one PLOY kernel with is capable to better represent this database, and one PLOY kernel with p = 2 is capable to better represent IS database.
The weights of base kernels for each dataset are shown in Tab. 3. Although the multi-kernel function was composed of multiple single kernel functions, the experiments disclosed that the multi-kernel weight coefficients were sparse. This sparsity was demonstrated by a majority of kernels had weight coefficients with value of zero, which in turn indicated that the corresponding kernels had zero contribution to the calculation. These results indicated that the multi-kernel method had an advantage on automated selection of kernel functions without having to manually adjust the parameters. For example, Iris, Wine, MF and IS were mainly described by PLOY kernels, while Sonar and Ionosher were described by RBF kernels and PLOY kernels mixed. In addition, for each dataset, weights of kernel functions would change as the number of training samples changed. This implied that our method was able to better represent the features of each dataset, which in turn would be important to dimension reduction. Further, tremendously fewer support vectors than that of the training samples demonstrated that our MKDASV model would have pronounced advantage on reducing the computational complexity particularly when performing discriminant analysis on data with larger sample sizes.
B. EXPERIMENT 2: FACE RECOGNITION DASED ON ORL AND YALE DATABASES
To further evaluate the performance of our method, MKDASV was compared with the other five related algorithms over two most widely used standard face databases [44] , ORL database and Yale database. In this experiment, each image was down-sampled to 32x32 pixels and represented by a 1024-dimensional vector. Then, the ORL and Yale databases are reduced to 90 and 100 dimensions by the Laplacian smoothing transform [45], respectively. The feature vector of each face was normalized to unit before use.
We randomly selected two, three, four, and five samples from each class as training samples, and the rest samples were used as test samples. The overall recognition rates (%) for 20 runs of different algorithms was shown in Tab. 4.
For two databases, the POLY kernel with different parameters were combined into a multi-kernel function to achieve optimal performance. The value of the polynomial coefficient p was from {1, 2, . . . , 7}. For ORL database, the optimal value was C = 10000, and C was 100 for Yale database.
As shown in Tab. 4, MKDASV consistently demonstrated the highest recognition rate with the different training samples from the two databases. For ORL database, when two and three training samples were selected from each class, the recognition rates of MKDASV reached 95.63% and 98.21%, respectively, which was significantly higher than the other algorithms in comparison. In particular, the recognition accuracy of MKDASV achieved as high as 99.0% when five training samples were selected from each class. For the Yale database, the recognition rates of the linearly methods such as MFA and LDA, were relatively lower; while in comparison, the recognition rates of the kernel-based algorithms such as KDA, MKSVM and MKDASV, were generally higher. Overall high recognition rate of MKDASV validated its outperformance than the other methods.
Similar to the UCI databases, the results of the experiments also indicated that the multi-kernel weight coefficients were sparse and the multi-kernel method had an advantage on automated selection of kernel functions without having to manually adjust the parameters. From Tab. 5, we can see that ORL database was mainly described by PLOY kernel with the polynomial coefficient p was set as 7, while Yale database was described by PLOY kernel with the polynomial coefficient p belonged to {1, 2}.
C. PERFORMANCE ANALYSIS
In order to analyze the performance of our method on computational complexity, we compared our method with MKDA on the computational cost and classification accuracy rates. Fig. 2 shows the computing cost and the corresponding classification accuracy of MKDASV and MKDA with the different sizes of training samples. On the six UCI datasets and two Face databases, Fig. 2 shows that MKDASV had the same classification accuracy as MKDA while the computing cost was significantly reduced as compared to MKDA, with the number of the training samples increasing. This validated that the discriminant analysis in our MKDASV algorithm effectively reduced the computing burden under the premise of ensuring the classification accuracy.
In our experiments, the classification performance with different dimensionality reduction was also evaluated. Fig. 3 shows the classification accuracy of the MKDASV with different dimensionality reduction on the different training samples, and the classification accuracy of the KDA and LDA with different dimensionality reduction on the 20% of the training samples. It is noticed that the classification accuracy of KDA and LDA are replaced by the result of the K -1 dimension when the dimension exceeds K -1 in Fig. 3. From Fig. 3 , we found 1) Number of features for KDA and LDA cannot be greater than K -1, and comparatively, MKDASV was able to retain more features; 2) On the 20% of training samples, when we selected less than K -1 features for MKDASV, KDA and LDA, MKDASV achieved the best classification accuracy rates; and 3) More importantly, the optimal dimensionality chosen by our MKDASV had a high correlation with the training sample set itself and the number of the training samples, rather than requiring any fixed and uniform criteria to determine the dimensionality for the best classification performance. More generally, when feature dimensionality is reduced to {1, 2, . . . , K −1}, the better classification result would be achieved.
V. CONCLUSION
We have proposed a novel multiple kernel-based discriminant analysis model, MKDASV, for dimension reduction in this paper. This method firstly used SimpleMKL to determine the weights of each base kernel function and obtain the support vectors. Then, only the support vectors were adopted as the training samples in the multiple kernel for dimensionality reduction operation and participated in optimizing projection direction. Thus, our method not only found the weights of base kernels from the view of classification performance, but also effectively reduced the computing cost under the premise of ensuring the accuracy rate of classification. Our experimental results from six public databases demonstrated that our proposed method outperformed the five methods in comparison.
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