Through the use of Boussinesq scaling we develop and test a model for resolving non-hydrostatic pressure profiles in nonlinear wave systems over varying bathymetry. A Green-Nagdhi type polynomial expansion is used to resolve the pressure profile along the vertical axis, this is then inserted into the pressure-Poisson equation, retaining terms up to a prescribed order and solved using a weighted residual approach. The model shows rapid convergence properties with increasing order of polynomial expansion which can be greatly improved through the application of asymptotic rearrangement. Models of Boussinesq scaling of the fully nonlinear Oðl 2 Þ and weakly nonlinear Oðl N Þ are presented, the analytical and numerical properties of Oðl 2 Þ and Oðl 4 Þ models are discussed. Optimal basis functions in the Green-Nagdhi expansion are determined through manipulation of the free-parameters which arise due to the Boussinesq scaling. The optimal Oðl 2 Þ model has dispersion accuracy equivalent to a Padé [2,2] approximation with one extra free-parameter. The optimal Oðl 4 Þ model obtains dispersion accuracy equivalent to a Padé [4,4] approximation with two free-parameters which can be used to optimize shoaling or nonlinear properties. In comparison to experimental results the Oðl 4 Þ model shows excellent agreement to experimental data.
Introduction
Boussinesq type models have been used to make numerical predictions about nearshore wave phenomenon since their introduction by Peregrine (1967) and Madsen and Mei (1969) . Through the use of a Boussinesq-type nondimensional scaling approach it was possible to design a relatively simple model which was applicable for shallow water waves, l ¼ kh 6 p=2. Early models were weakly dispersive and weakly nonlinear, limiting their applicability in deeper water. Work by Madsen et al. (1991) , Madsen and Srensen (1992) and Nwogu (1993) demonstrated that with careful manipulation of the equations it was possible to generate models with better dispersion characteristics, formally up to Oðl 4 Þ. Further work incorporated higher-order solutions with increased accuracy in shoaling and nonlinear interactions (Agnon et al., 1999; Kennedy et al., 2001; Schäffer and Madsen, 1995; and more relevant physics to the nearshore such as wave breaking and wave run-up Kennedy et al., 2000; Lynett et al., 2002; Schäffer et al., 1993) . The work of Gobbi and Kirby (2001) , Gobbi et al. (2000) and Madsen and Schäffer (1998) extended the order of accuracy of the models, obtaining a dispersive relationship that was formally of Oðl 8 Þ, thereby expanding the range over which valid solutions could be obtained. Taking a different approach, Lynett and Liu (2004a,b) examined the increased accuracy gained through solutions to Boussinesq models over multiple vertical layers. The use of multiple layers provided an increase in the number of free-parameters which could be used to improve the model accuracy. Building on the advances made in Serre-Green-Nagdhi type modeling of water waves (Bonneton et al., 2011; Green and Naghdi, 1976; Serre, 1953) , Zhang et al. (2013 were able to obtain an equivalent formal high-order of accuracy, even for loworder models, through the use of Green-Naghdi type polynomial expansions over the vertical domain for the velocities and the use of asymptotic rearrangement to find the optimal vertical basis functions.
Many of the higher-order models came at the cost of model complexity, which in many cases hindered the potential for these models to be adopted on a large scale. With the exception of Zhang et al. (2013) , in order to obtain formally higher-order models it was necessary to use higher order spatial derivatives, which increases the computational cost. In addition mixed space/time derivatives are inherent in Boussinesq type models, see Peregrine (1967) . Mixed space/time can be computationally expensive and difficult to implement, especially in two horizontal dimensions. suggested the use of a higher-order Adams-Bashforth-Moulton predictor-corrector time integration scheme, thus ensuring that the dispersive error dominated the truncation error in the temporal discretization. Following their work and owing to the potential for greater spatial accuracy for lower computational cost hybrid spatial finite volume finite difference (Erduran et al., 2005; Shi et al., 2012; Gallerano et al., 2014) and finite element (Do Carmo et al., 1993; Li et al., 1999; Panda et al., 2014) implementations of the Boussinesq equations have been developed, these methods either employed higher-order predictor-corrector methods in time or took advantage of higher-order Runge-Kutta (RK) or Strong-Stability-PreservingRunge-Kutta (SSPRK) methods in time. Furthermore, rearrangement of the dispersive terms such that the numerical solution of the one horizontal dimension model only requires the solution of a tridiagonal system addressed the computational cost issue associated with mixed space/time derivatives. However, in two horizontal dimensions it is still necessary to solve a set of two tightly coupled systems of equations.
Recently focus has shifted towards resolution of the dispersive terms through the solution of the Poisson type problems. This approach reduces the system to only one unknown, the pressure profile, in two-horizontal dimensions, as opposed to a set of two coupled velocity problems. A novel approach has been introduced by Antuono and Brocchini (2013) which focuses on solutions to a Poisson equation in the vertical velocity. This is achieved through a decomposition of the horizontal velocities into two parts, a depth-averaged velocity component and a deviation from depthaveraged term. The latter is further decomposed into rotational and irrotational components. Manipulation of the vorticity equations and the continuity equation yields a Poisson type problem, which when solved informs the deviation of the horizontal velocity from the depth-averaged component.
An approach that has recently gained traction is the resolution of dispersive effects by focusing on the non-hydrostatic pressure term. Building upon the concept introduced by Casulli and Stelling (1998) , Casulli (1999) and Stansby and Zhou (1998) many highly accurate models have been developed and tested. Examples include the work of Yamazaki et al. (2009) on a depth integrated non-hydrostatic model, the Simulating WAves till SHore (SWASH) model developed by Stelling and Zijlema (2003) , Zijlema and Stelling (2008) and Zijlema et al. (2011) , the Non Hydrostatic WAVE (NHWAVE) model developed by Ma et al. (2012) and the CCHE2D model of Wei and Jia (2013) . Each of these models have focused on solutions to the shallow water equations (SWE) or full Navier-Stokes equations where the non-hydrostatic pressure is treated as a single unknown which must be found numerically. The result is a model that does not include any mixed space/time derivatives, they do however involve an extra pressure-Poisson problem which must be solved to determine the non-hydrostatic pressure. Zijlema and Stelling (2005) were able to demonstrate numerically that with an increased number of vertical layers it was possible to obtain high order accuracy for the dispersion characteristics. More recently Bai and Cheung (2013) derived the dispersion relationship and shoaling coefficient for the single and two layer models, as well as a more accurate hybrid single layer model. The results of the linear dispersion analysis for the single layer showed that it was only accurate for very shallow water waves. The more expensive two layer model demonstrated a significant improvement, equivalent to a Padé [2, 4] approximation to the Airy solution, while the single layer hybrid model contained a free-parameter that could be used to optimize the dispersion to a Padé [2,2] approximation.
A separate approach based on an extension of the SWE's to include dispersive effects while retaining their hyberbolic structure has been proposed by Antuono et al. (2009) . Assuming a sufficiently smooth bathymetry these so called Dispersive Nonlinear Shallow Water Equations (DNSWE's) are able to remain strictly hyperbolic through the inclusion of two pseudo-potential functions, thus they can take advantage of higher order finite volume or finite element numerical methods (Grosso et al., 2010) .
The coupling of Boussinesq-type models with oceanographic models was stated as improvement of high urgency by Brocchini (2013) in his comprehensive analysis of the current state of Boussinesq models. The present work aims to take the advances made in classical Boussinesq theory and the recent work in multi-layer non hydrostatic pressure models to design a Boussinesq type model for the non-hydrostatic pressure which is suitable for a straightforward coupling with oceanographic models. Instead of vertical layers, a Green-Nagdhi type polynomial expansion is used to resolve the pressure over the vertical domain. The result is a simple model for the non-hydrostatic pressure, which is found through the solution to the pressure-Poisson equation and enforcement of the bottom boundary condition on pressure. The combination of a Green-Nagdhi type polynomial expansion with Boussinesq-type scaling provides free-parameters, which can be manipulated using the principles of asymptotic rearrangement to optimize for various properties including dispersion, shoaling and nonlinear interactions. At lowest-order the model is comparable to standard Boussinesq models as well as the hybrid single layer model of Bai and Cheung (2013) At higher-order the model compares well with the higher order models of Gobbi and Kirby (1999) and Zhang et al. (2013) , but is relatively easier to implement and does not contain higher-order spatial derivatives or mixed space/time derivatives. This paper is organized as follows: Section 2 introduces the dimensionless scaling and the governing equations for the model. In Section 3 a pressure-Poisson model using Boussinesq scaling and Green-Nagdhi type expansions in the vertical axis is developed. Section 4 discusses the analytical properties of the model and compares them with well known analytical results. Section 5 discusses several validation experiments conducted using a numerical solution to the model. Finally the conclusions of the paper are given in Section 6. Appendix A provides details of reduction in the degrees of freedom for higher order solutions, appendix B provides details of the linear dispersion and shoaling analysis and appendix C provides details of the nonlinear analysis for the second order nonlinear term.
Scaling
For the present study we will consider flow of a constant density inviscid fluid without bottom or surface shear stresses. We employ a Cartesian coordinate system ðx Ã ; y Ã ; z Ã Þ, where z Ã represents the vertical axis centred on the still-water plane pointing upwards. The full vertical profile stretches from the bottom bathymetry at z Ã ¼ Àh Ã ðx Ã ; y Ã Þ to the free-surface z
The following nondimensional quantities are defined:
where the superscript ⁄ denotes a dimensional variable. The variables u; v and w represent the velocities in the x; y and z directions respectively. The pressure, P, is defined over the entire fluid domain and the free-surface elevation, g, is defined over the horizontal axis ðx; yÞ. The variable h represents the bathymetric depth, g is the nondimensional gravitational constant and t represents time. The parameters k 0 ; h 0 ; g 0 ; a 0 and q stand for a reference wavenumber, reference bathymetric depth, the gravitational constant, a reference wave amplitude and the fluid density, respectively.
Governing equations
Inserting the scaled parameters into the conservation of momentum equations, we obtain the following nondimensional forms of the conservation of momentum equations for incompressible inviscid fluid motion,
where l k 0 h 0 is a measure of frequency dispersion, d a 0 =h 0 is a measure of nonlinearity, r ð@=@x; @=@yÞ T is the two-dimensional gradient operator and u ðu; vÞ T is the horizontal velocity vector.
The nondimensional forms of the continuity equation and the kinematic free-surface and bottom boundary conditions are given as, (4) over the vertical domain from the bathymetric depth, z ¼ Àh, to the free-surface, z ¼ dg and applying the kinematic boundary conditions derives an expression for the conservation of mass dependent on the free-surface elevation and the fluid flux, @g @t
Similarly, considering Eq. (3) at z ¼ Àh and applying the kinematic bottom boundary condition, Eq. (6), the bottom pressure boundary condition is obtained,
Eqs. (2), (3), (7), (8) and (9) make up the complete set of governing equations that will be solved in this work. The pressure field for a particular velocity field u ð3Þ , and free-surface displacement, dg, at time t can be derived from Eqs. (7) and (9). Once the pressure field has been determined, the time evolution of the velocity field u can be realized by substitution of the pressure field, P, into Eqs.
(2) and (3). In addition, the time evolution of the free-surface is realized by substitution of the velocity field into Eq. (8). High-order models are constructed through application of Boussinesq-type approximations to the dependent variables; u; w and P. The classic approach in Boussinesq models is to find a solution for the pressure in terms of the horizontal and vertical velocity profiles and then substitute this solution into the conservation of momentum or velocity potential equations. This produces a system of equations based entirely on the free-surface and the velocities, but as mentioned previously this also requires solutions to mixed space/time derivatives.
The present work focuses on the derivation of an independent pressure model which does not include any mixed space/time derivatives. Similarly, the use of a single Poisson type model to resolve the dispersive terms will yield a model which with fewer terms and a simpler form when compared with Boussinesq-type models of equal order.
Pressure expansion
We begin by considering the standard approach to solving for the pressure profile in Boussinesq theory. Integrating Eq. (3) from an arbitrary depth, z, to the free-surface and applying the zero free-surface pressure condition, an expression for the vertical pressure profile in terms of the horizontal and vertical velocities is obtained,
where the variable sigma coordinate q 2 ½0; 1, defined as
has been introduced to simplify the equations. In this work we consider the Boussinesq approximation for the velocity expanded about the depth-averaged velocity, u. This was the approach first used by Peregrine (1967) and later by Madsen and Schäffer (1998) , and others. The horizontal and vertical velocities are given by,
and,
where u 3 and u 4 are complicated differential functions of u, for more detail see Madsen and Schäffer (1998) . Substitution of Eqs. (12) and (13) into Eq. (10) provides an expression for the pressure profile, which includes the typical mixed space/time derivatives, i.e. @=@tðr Á uÞ. With a simple rearrangement of terms it is possible to construct a general formula for the pressure profile which includes a Green-Nagdhi type polynomial expansion in the vertical axis,
where b n ¼ n þ n mod 2 is equal to n when n is even and equal to n þ 1 when n is odd, P 0 ¼ P 0 ðx; t; qÞ is the zeroth-order component of the expansion, P n ¼ P n ðx; tÞ is the nth term in the expansion, and the vertical basis functions / n ¼ / n ðqÞ are defined in such a way that the zero free-surface pressure condition is explicitly satisfied,
where the/ mn are arbitrary constants, and/ nn ¼ 1 can be assumed without loss of generality.
It is noted that the use of polynomial expansions leads to a limited region of accuracy in the dispersion and shoaling relationship (Madsen and Agnon, 2003) . This will be discussed in further detail in Section 4, where it will be demonstrated that the approximate dispersion and shoaling relationships converge to the analytical solution of linear theory as the number of terms in the polynomial expansion is increased, and that with the appropriate choice of basis function it is possible to expand the valid range of the model to well beyond the region of interest even at low-order. It is noted that in order to derive a pressure expansion with terms up to q N it is necessary to apply a velocity expansion out to an equivalent number of terms q N . The theoretical framework for obtaining higher order expansions has been outlined by Madsen and Schäffer (1998) , among others.
In the following sections a strategy for determining each of the P n terms will be developed. It will be shown that the solution for the pressure profile does not involve any mixed space/time derivatives, has few degrees of freedom to solve for, and with the appropriate choice of basis functions / n can produce highly accurate solutions.
A Boussinesq-type non-hydrostatic pressure-Poisson model
Although expressions for the P n terms in the pressure expansion can be determined through substitution of the Boussinesq approximations for the horizontal and vertical velocities into the vertical conservation of momentum equation, see Eq. (10), these expressions often involve higher order spatial derivatives and mixed space/time derivatives (Nwogu, 1993) . Alternatively, we discuss an approach for determining the pressure expansion terms where they are treated as unknowns which are found as a solution to the pressure-Poisson equation and the bottom boundary condition for pressure, Eqs. (7) and (9). The weighted residual method is utilized in order to generate a sufficient number of equations to match the order of the desired pressure expansion. The result is a set of equations equal in number to the order of the expansion which include spatial derivatives of at most second-order, and no mixed space/ time derivatives.
The general form of the pressure solution follows Eq. (14). Through the course of this work it was determined that the solution to the pressure profile was dependent on the choice of approximation for the zeroth-order term, P 0 . A direct integration of the vertical momentum equation provides an expansion about the hydrostatic pressure, which gives,
However, the solution to the pressure for this choice of P 0 led to undesirable overall properties, which will be discussed in Section 4. If the zeroth-order term in the expansion is taken to be the still water pressure term, as in Peregrine (1967) , the model exhibits more desirable properties in terms of dispersion characteristics. This particular expansion can be derived in the same manner through a simple rearrangement of terms. Considering Eq. (16), we rearrange the terms to obtain
hð1 À qÞ represents the pressure for a fluid at rest and e P 1 is an Oð1Þ pressure correction term. Note that this expression is equivalent to the expansion given by Eq. (16) and that all the remaining terms in the pressure expansion remain unchanged. Dropping the $ notation leads to the general solution for pressure,
Eq. (18) defines the general N th order Boussinesq-type approximation to the pressure. Given a desired order of accuracy in the model, an initial freesurface displacement, and set of horizontal velocities, the process for determining the non-hydrostatic pressure profile and updating the free-surface and velocities is as follows:
1. Determine the desired order of accuracy, Oðl N Þ. 2. Insert the velocity profile, Eqs. (12) and (13), into Eqs. (7) and (9) to generate a system of pressure-Poisson equations for the pressure. 3. Substitute the Boussinesq approximation to the pressure profile Eq. (18) and the free-surface elevation into the system of pressure-Poisson equations generated in step 2. 4. Discard any terms that are formally greater than the desired order. 5. Apply the weighted residual method over the vertical axis in order to generate a sufficient number of equations to match the number of unknown terms in the pressure expansion. 6. Solve the system of equations from step 5 for the unknown pressure expansion terms P n , for n ¼ 1 . . . N. 7. Substitute the Boussinesq-type approximation for the pressure profile from step 6 and the velocities into the depth-integrated form of Eq. (2) and (8) to advance the horizontal velocities and free-surface forward in time. Furthermore substitution of the horizontal velocities into Eq. (13) determine the vertical velocity, w.
Boussinesq system of equations with no mixed space-time derivatives
We consider a Boussinesq type expansion of the pressure field with scaling up to order Oðl N Þ. The horizontal velocities, u, and vertical velocity, w, are given by Eqs. (12) and (13). The Boussinesq-type expansion for the pressure, P, is given by Eq. (18). Note that the basis functions for pressure, Eq. (15), are defined such that they disappear at the free-surface, q ¼ 1, thus the zero pressure free-surface boundary condition is explicitly satisfied. Substituting Eq. (18) into Eq. (7) produces an expression for the pressure-Poisson equation,
Similarly, substitution into Eq. (9) produces an expression for the pressure bottom boundary condition,
Since there are N unknowns, P n , and only two equations, a weighted residual in the vertical direction is used to solve the full system for the pressure-Poisson component of the equations. Arbitrary weighting functions were employed in order to determine if the choice of weighting function influenced the solution. As will be illustrated in the case for a two term expansion, i.e. N ¼ 2, the choice of weighting functions has a direct impact on the solution accuracy and stability. The weighting functions are defined as follows,
where c W mn are constants to be determined, and the set of weighting functions is linearly independent. Each equation in the weighted residual method takes the form,
The system of equations comprised of Eqs. (20) and (22) are solved to determine all P n , which in turn determines the pressure profile that can then be used with the conservation of momentum equations to update the velocities.
Substitution of the velocity expansion, Eq. (12), demonstrates that the conservation of mass, Eq. (8), is only dependent on the depth-averaged velocity,
In order to update the horizontal velocities we consider the depth integral of Eq. (2),
Application of the Leibniz integration rule and the kinematic free-surface and bottom boundary conditions yields the following simplification of Eq. (24),
see Nwogu equations (12) and (13) (Nwogu, 1993) . It is clear from the definition of the velocity profile expansion, Eq. (12), that at Oðl 2 Þ only the zeroth order velocity terms are retained in Eq. (25), thus,
Substitution of the pressure expansion, Eq. (18), the conservation of mass, Eq. (23), and division by ðh þ dgÞ, yields the final form of the horizontal momentum equation in vector notation,
where G n and R n are given in Table 1 , and evaluated at q ¼ 1. It is important to note that based on the definition of the depth averaged velocity, the first term in Eq. (27) is linearly exact for all orders, while the convective term is exact up to Oðl 2 Þ, with errors of Oðdl 4 Þ. Given a pressure profile expansion of Oðl N Þ, we have either a fully nonlinear Oðl 2 Þ or weakly nonlinear Oðl N Þ; N > 2, model which is only dependent on the depth-averaged horizontal velocities.
Eqs. (20), (22), (23) and (27) make up the complete system of equations for the model. Recall that the solution for w is explicitly defined in terms of u by Eq. (13). Having the pressure model only rely on the depth-integrated velocity is advantageous in that some ocean circulation models assume a depth-averaged velocity, thus all conclusions about increased accuracy from the inclusion of a non-hydrostatic pressure model can be extended to the general class of ocean circulation models. The equations for pressure are an elliptic problem, while the equations for velocity and the freesurface are both hyperbolic. The strategy for solving this system of equations has two steps:
1. Given a specific velocity and free-surface profile, determine the pressure profile using Eqs. (20) and (22). 2. Update the velocities and free-surface using Eqs. (27) and (23) using the pressure profile found in the previous step. Recall that the Boussinesq expansion for the vertical velocity, w, is represented in terms of the depth averaged horizontal velocity.
Fully nonlinear Oðl 2 Þ solution
Substituting the horizontal and vertical velocities, Eqs. (12) and (13), into the governing equations for the pressure solution, Eqs. (20) and (22), and truncating all terms of order greater than Oðl 2 Þ produces a system of equations to solve for the pressure expansion components, P 1 and P 2 .
Bottom boundary condition:
where,
and Pressure-Poisson:
where, 
W 01 Þ are defined in order to simplify the expressions and with W 1 ¼ c W 01 þ q as the arbitrary weighting function used in the weighted residual approach. Simultaneous solutions of Eqs. (28) and (33) determines the pressure profile components, P 1 and P 2 . The pressure and velocity expansions are substituted into the horizontal velocity and conservation of mass equations, Eqs. (27) and (23), to advance the velocities and free-surface forward in time as follows,
and @g @t þ r ðh þ dgÞ
3.2.1. Reduction in the degrees of freedom for the fully nonlinear Oðl 2 Þ case It is possible to reduce the degrees of freedom in the overall system. We first note that P 2 can be solved for explicitly in terms of P 1 and rP 1 through algebraic manipulation of Eq. (28),
provided a 1;2 -0. Substituting Eq. (41) into Eq. (33), a single elliptic problem for P 1 is obtained,
where all the coefficients are defined as above. In one horizontal dimension Eq. (42) results in a tri-diagonal matrix to solve the linear system. Similar to standard Boussinesq models, extension into two horizontal dimensions will necessitate the use of iterative techniques to solve the linear system in a computationally efficient manner, however unlike standard Boussinesq theory, which has an elliptic problem associated with each of the horizontal velocities, the model has only one elliptic problem which is confined to solving for the first term in the pressure expansion, P 1 , while the velocity equations remain strictly hyperbolic. Given the solution for P 1 it is straightforward to use Eq. (41) to determine P 2 . This reduction in degrees of freedom reduces the complexity of the model and should contribute to increased overall computational efficiency.
Weakly nonlinear Oðl N Þ solution
It is possible to extend the Oðl 2 Þ solution to arbitrary order where all Oðl N Þ terms are retained. However the extension of the fully nonlinear model to higher order leads to very complex equations and numerical implementation becomes difficult. For this reason we explore a weakly nonlinear model for arbitrary N ! 4 where all terms of Oðdl 4 Þ or greater are truncated, the implementation of the fully nonlinear model will be left to future work. Details of the general formula for the higher order solution can be found in Appendix A. As it is shown in Appendix A, a reduction in the degrees of freedom for the problem is possible. In general a full reduction in degrees of freedom for a pressure expansion of order Oðl N Þ will lead to a set of N À 2 elliptic equations to be solved.
Analytic properties
As with classical Boussinesq theory, the linear and nonlinear properties of the pressure-Poisson model can be assessed through linear and nonlinear expansions. Results show that the model converges to the well known Stoke's solution at high-order for linear properties. Increased accuracy can be achieved when arbitrary vertical basis functions for pressure are used and appropriate coefficients are chosen so as to optimize for linear and nonlinear properties. In this section, Stoke's type analysis and multiple scales analysis are performed to explore the linear and nonlinear properties of the model and to determine the set of basis functions leading to optimal performance of the model.
Linear dispersion
We consider the first order dispersion properties of a small amplitude wave train over a flatbed. The approximate dispersion relationship can then be compared with the well known Airy dispersion relationship (Dean and Dalrymple, 1991) given by C 2 Airy =gh ¼ tanhðkhÞ=ðkhÞ. Details of the derivation are standard and can be found in Appendix B. The order of accuracy for the approximate dispersion relationship is reliant on three important components of the model, (1) the order of approximation in the pressure solution N, (2) the choice of basis functions / n , Eq. (15), and (3) for the N ¼ 2 case the choice of weighting functions, w m , Eq. (21).
We begin with the simplest case, N ¼ 2. We consider basis and weighting functions,
which provides the following dispersion relationship,
Eq. (46) is equivalent to the general dispersion relationship derived by Madsen et al. (1991) . As demonstrated by Madsen the appropriate choice of coefficients affects the accuracy of the dispersion relationship. If the basis functions and weighting functions are taken to be monomial, corresponding to a choice of/ 12 ¼ 0; c W 01 ¼ 0 and
, then the dispersion relationship becomes
which is equivalent to the dispersion relationship for the model derived by Nwogu (1993) expanded about the still water level, z a ¼ 0. This dispersion relationship has a formal accuracy of Oðl 2 Þ; however it produces a negative value for kh > 3, setting a limit on the applicability of the model, as a negative dispersion relationship will lead to imaginary celerity in the solution. As a result, the use of monomial basis and weighting functions is not recommended. It is noted here that if the pressure expansion is chosen to be given by Eq. (16) 
which has a formal accuracy of Oðl 4 Þ. In addition, we still have one free parameter/ 12 which no longer affects the dispersion relationship, but as will be illustrated in the following section, will play a role in the accuracy of shoaling.
This technique can be extended to the N ¼ 4 case with basis functions:
which in turn provides four independent free parameters, for simplicity we define
The general dispersion relation then becomes,
where
The four free parameters, K 1 À K 4 , can be manipulated to improve the dispersion characteristics, both in the sense of order of accuracy, and in the sense of asymptotic behavior. A choice of
gives the well known Padé [4, 4] approximant to the dispersion relation, 
It is noted that for both optimized dispersion cases there is a free variable, K 4 . Just as with the Oðl 2 Þ case this free-variable will be used to optimize either shoaling or nonlinear effects while retaining optimum dispersion properties. Both the Padé [4, 4] and Padé [6, 4] represent a significant improvement in accuracy for dispersion, however, the Padé [6,4] approximant approaches À1 in the limit which will lead to imaginary celerity. Therefore the set of basis functions that lead to the Padé [4, 4] approximant are considered more advantageous. We note that the free coefficient/ 12 does not appear in the system, nor do any of the coefficients associated with the arbitrary weighting functions.
In general an optimum set of basis functions can be found to provide a Padé [N,N] or Padé [N + 2,N] approximant solution to the dispersion for all N P 4, thus obtaining accuracy in the dispersion up to order Oðl 2N Þ or Oðl 2Nþ2 Þ respectively. However the Padé [N + 2,N] solution is not recommended due to the fact that it will always lead to negative celerity for large dimensionless wavenumbers. Fig. 1 shows the ratio of the approximate dispersion for optimal basis functions. For the N ¼ 2 case the optimal basis function solution is accurate to within 10% of the analytical dispersion up to the nominal intermediate water limit ð0 6 kh 6 pÞ. For the N ¼ 4 case the choice of optimal basis functions gives accurate dispersion to within 5% of the analytical dispersion up to the deep water limit ð0 6 kh 2pÞ, which is well within the proposed application range of this model.
Shoaling properties
Extension of the linear dispersion analysis to include a perturbation solution with a multiple scales expansion will generate an approximation to the linear shoaling gradient. We consider the case where the solution has two spatial scales, a slow and fast derivative, x and X respectively. The slow derivative is assumed to vary at a rate proportional to a parameter e ( 1. In addition the bathymetry is considered to be slowly varying, i.e. rh ¼ e @h @X . Details of the shoaling gradient analysis can be found in Appendix B. Solutions to the shoaling gradient can be compared with the well known solution derived by Madsen and Srensen (1993) , given by,
An estimation of the error between the approximate shoaling gradient and the Stokes solution can be calculated using the cumulative shoaling error by integrating the difference between the analytic and approximate shoaling gradient from shallow to deep water following the formula used by Chen and Liu (1995) ,
where c B is the approximate shoaling gradient and c h is the Stoke's solution. As stated previously in Section 4.1, after optimizing the basis functions for dispersion for the Oðl 2 Þ and Oðl 4 Þ, one freecoefficient remained that could be used to optimize the shoaling gradient. After optimizing the dispersion to be equivalent to the Padé [2,2] approximant, the Oðl 2 Þ shoaling gradient becomes c h ¼ 
The approximate shoaling gradient, Eq. (67), has a Taylor expansion of, 
There are several choices of/ 12 which can optimize the shoaling gradient for different properties; (i) setting/ 12 ¼ À6=5AE 2=15 ffiffi ð p 21Þ % À1:2 AE 0:61 will cause the solution to match the Taylor expansion up to Oðl 4 Þ, (ii) a choice of/ 12 2 ðÀ4=3; À4=5Þ will cause the limit of the approximate shoaling gradient to be positive, indicating that waves traveling from deep water will decrease in amplitude as they enter shallow water, and (iii) A choice of / 12 ¼ À0:704720 will minimize the cumulative error in the shoaling gradient, Eq. (66), up to the nominal deep water limit of kh ¼ p. The details of these three cases can be found in Table 2 .
An analysis of Eq. (67) demonstrates that setting A 1 ¼ 0, corresponding to/ 12 ¼ À4=3 or/ 12 ¼ À4=5 ,will not only cause the limit to be positive but will also cause the deep water limit to be zero, which matches the deep water limit of the Airy solution. It is important to note that the choices of/ 12 for both case (i) and case (iii) are outside of the range for which the deep water limit of the shoaling gradient is positive, which can lead to stability issues. Thus these two cases are not recommended. Fig. 2 shows the results a comparison of cases (i)-(iii) for the Oðl 2 Þ case. Given that case (ii) represents a range of values, we take/ 12 ¼ À4=3 in order to take advantage of the agreement with the deep water limit. As can be seen from the figure both the optimization for the infinite limit (ii) and the Taylor expansion optimization (i) provide similar results in terms of accuracy, however thê / 12 ¼ À4=3 case also has better deep to shallow water properties. Thus it is recommended that when optimizing shoaling for the Oðl 2 Þ case the choice of/ 12 ¼ À4=3 be used. A similar analysis is conducted on the Oðl 4 Þ case, although the approximate shoaling gradient is more complex. For simplicity the formula is not given here, however the properties will be discussed. After choosing basis functions such that the dispersion is optimized to a Padé [4, 4] approximant, the Taylor expansion of the approximate shoaling gradient becomes Table 3 .
We note that if/ 13 2 ½0:3306; 0:7720 then the limit of the shoaling gradient will be positive, all three of the optimization cases shown here fall within these bounds. Fig. 3 shows a comparison between the Stoke's solution for the shoaling gradient and each of the three optimization cases. All three cases show good accuracy up to the nominal shallow water limit, with cases (v) and (vii) showing the closest agreement to the exact solution.
Nonlinear properties
A perturbation expansion of the dependent variables,
ð1Þ þ Oðe 2 Þ, is substituted into the model. First-order linear terms, Oð1; dÞ, will match the first-order terms from the shoaling analysis and describe the dispersion properties of the model. The second-order linear terms combined with first-order nonlinear terms, Oðe; d 2 Þ, will be different than those of the shoaling analysis and can be compared with the well known Stoke's second-order harmonic (Dean and Dalrymple, 1991) . See Appendix C for details regarding the derivation of the second order harmonic term.
Recall that in the implementation, all models Oðl 4 Þ or greater are weakly nonlinear. As a result all solutions for N ¼ 2 will be formally fully nonlinear, while solutions for N ! 4 will be weakly nonlinear. Fig. 4 shows a comparison of the ratios between the approximate second harmonic, g ð1Þ and the Stoke's second harmonic, g St , for varying cases of optimized values. Details for each case can be found in Tables 2 and 3 , for the Oðl 2 Þ and Oðl 4 Þ models respectively.
As with the case of shoaling, only one free-parameter,/ 12 , is available at Oðl 2 Þ to optimize nonlinear properties. Although there are several approaches to optimizing the nonlinear properties of the model, for brevity only one case is examined: (iv) choosinĝ / 12 ¼ À353=225 optimizes the nonlinear accuracy making the formal accuracy of the second harmonic Oðl 4 Þ. The top panel of Fig. 4 shows the ratios of the approximate solution and the Stoke's solution for the Oðl 2 Þ implementation. The first three cases, (i)-(iii), represent the three optimized shoaling cases previously discussed. For these cases the formal accuracy of the approximate second harmonic is Oðl 2 Þ. As can be seen in the figure all four cases have reasonable accuracy for very shallow waves, but cases (i) and (iii) begin to diverge after kh ¼ 0:5. Cases (ii) and (iv) are able to maintain good agreement with the analytical solution throughout the shallow water region. For all of these cases the dispersion has been optimized to a Padé [2,2] approximant.
For the Oðl 4 Þ case there are two free-parameters that allow for the optimization of the solution. The first is/ 13 , which can also be used to optimize shoaling, and the second is/ 12 , which only appears in the equation for the nonlinear solution. For brevity, two possible approaches for optimizing the nonlinear properties are examined. We first consider the optimal shoaling cases (v)-(vii) with/ 12 ¼ À2144=1197 À 8=1425/ 13 chosen such that the second harmonic is formally accurate up to Oðl 4 Þ. Case The bottom panel of Fig. 4 show the ratios for the Oðl 4 Þ implementation. Each of the five cases demonstrate good agreement with the Stoke's solution in the shallow water regime, with cases (viii) and (ix) showing the highest accuracy at the nominal shallow water limit. All five cases remained stable for the numerical validation cases and showed excellent agreement in comparison with experimental/analytical results. For brevity only the results of simulations from case (viii) are included in the validation section.
Numerical validation

Numerical algorithm and boundary condition treatment
Second-order central finite differences are used for the spatial derivatives and the time dependent hyperbolic component of the model is solved using a second order leap-frog scheme. Solutions to the pressure profile are found using a tri-diagonal solver for the elliptic problem for Oðl 2 Þ and an LU solver for Oðl 4 Þ. In order to avoid the generation of high frequency spurious oscillations in the solution a one-dimensional Arakawa staggered C grid in space was used such that the pressure, P, and free-surface elevation, g, are defined at each node and the velocity, u, is defined at each half-node. Following the example of Zijlema et al. (2011) the temporal domain is also staggered such that the velocity solution is offset in time from the free-surface and pressure solution by half a time step. In all cases discussed in this section the boundary conditions are taken to be reflective.
In cases where the initial conditions involve the generation of waves, the generating-absorbing sponge later technique developed by was used. The computational domain is broken up into three distinct sections. The first section represents a wave generation region of length L 1 , the second section is of length L 2 and represents a computational zone, the third section of length L 3 represents a wave absorption region where the incoming waves are gradually damped. Fig. 5(a) shows an example setup where the wave generation region is of length L 1 ¼ 5, the computational area is of length L 2 ¼ 32 and the wave absorption region is of length L 3 ¼ 10.
Linear wave propagation
A simple case of the propagation of a small amplitude monochromatic wavetrain is examined. Waves of wavelength L ¼ 5h, where h is the depth, are generated in the source region and allowed to propagate downstream. The spatial domain setup follows the diagram shown in Fig. 5(a) . As seen in Fig. 5(b) , the waves initially generated in the source region are accurately propagated downstream. Upon reaching the sponge layer region the waveabsorption is seen as the waves gradually decrease in amplitude until eventually reaching an amplitude of nearly zero. It should be noted that in this case the boundary conditions are treated as reflective. However, given the strength of the wave generationabsorption method, any reflections that occur at the boundaries are damped by the sponge layers.
Regular wave generation accuracy
In order to evaluate the accuracy of the wave generation-absorption a set of model runs were conducted for various degrees of non- Tables 2 and 3. linearity. The model domain is the same as the test case described in Section 5.2. A wave of length L ¼ 5h is generated in a channel of depth h, corresponding to kh ¼ 1:25664 and T ffiffiffiffiffiffiffiffi g=h p ¼ 6:07898. In all cases the integrated sponge strength isx 1 ¼ 10 ffiffiffiffiffi ffi gh p and the sponge is quadratically varying, see for more details regarding the sponge layer setup. The wavetrain is allowed to propagate for 15 wave periods before a record is made of the solution in a range of length 20h located at a distance of 5h from the edge of the wave generation region and 7h from the edge of the wave absorption region. At each spatial domain point the wave heights are averaged over five wave periods. The maximum and minimum wave heights over the recorded region are then compared with the imposed wave height from the wave generation region. Fig. 6 shows the results of this analysis, for both the fully nonlinear Oðl 2 Þ model, hereafter referred to as the PP2 model, and the weakly nonlinear Oðl 4 Þ model, hereafter referred to as the PP4 model.
The measured wave heights compare very well with the imposed wave heights for small amplitude waves. As the amplitude is increased, nonlinear effects become more prominent and the error in the measured wave heights increases. Given the higher order of accuracy inherent in the PP4 model, the error observed, even at strongly nonlinear waves, is relatively low. The imposed wave in the generation layer was of first order and we would expect the errors to increase at a quadratic rate and this is observed in these results.
It was found through the course of these tests that the size of the generation and absorption layer had an impact on the level of accuracy in the downstream propagated wave. Fig. 7 shows the results of testing sponge layers of different lengths, S, using the PP2 model. Three wave amplitudes were examined, a small wave amplitude, H imp ¼ 0:01h, serves as a reference, since it would be expected that such small amplitude waves would be accurately captured. It can be seen in the figure that for the smaller of the sponge lengths the small wave amplitude is accurately captured to within 0:5% and as the sponge length increases the solution approaches a steady solution that is very accurate. As the imposed wave amplitude is increased to H imp ¼ 0:1h and H imp ¼ 0:2h respectively a similar pattern is observed. The smaller sponge lengths are capable of capturing the solution to within 2% of the imposed amplitude, but as the sponge lengths are increased the accuracy of the solution increases to within 0.2%. A similar phenomenon was observed by Dommermuth (2000) for the gradual introduction of nonlinear interactions over time. Due to the nature of the sponge layer generation technique, the larger the sponge length the greater the distance over which the linear imposed wave dominates, allowing for a gradual introduction of the nonlinear interactions into the system. Clear improvement for all three test cases is observed simply by increasing the length of the sponge layer from S=h ¼ 5 to S=h ¼ 10. In the case of an imposed wave height of H imp ¼ 0:2 the accuracy of the downstream wave improves from a maximum error of 1:8% to a maximum error of 0:6%, a similar observation is made for the minimum measured wave heights.
Propagation of a solitary wave over a shelf
As a first test of the model's ability to predict nonlinear wave transformation, shoaling of a solitary wave is examined. The domain is broken into three regions; an initial level of depth h s and length 25h s , a plane slope of length 10h s which reaches a shelf depth of h t , and a final level of depth h t and length 215h s . A solitary wave of height 0:12h s propagates from the left hand boundary towards the shelf. Fig. 8(a) shows a schematic of the system. All numerical simulations were conducted with a spatial resolution of Dx ¼ 0:01. A CFL number of 0.5 was chosen to maintain a low truncation error in the temporal solution while ensuring relatively good computational efficiency. The solution was allowed to propagate a sufficient amount of time to ensure that the leading soliton would reach a steady state near the right edge of the domain. Johnson (1973) proved that according to KdV theory the solitary wave will break up into a finite number of solitons upon traveling over the shoal and that the number of solitons can be predicted by the ratio of the shelf depth to the initial depth, h t =h s . The results for the numerical model given three separate shelf depths are explored here; h t =h s ¼ 0:6137; h t =h s ¼ 0:5 and h t =h s ¼ 0:4510. The first and third of these shelf depths are eigendepths of the KdV equation and according to theory the solitary wave should break up into two distinct solitons for the former case and three distinct solitons for the latter case. The second case was chosen to facilitate comparison with the Boussinesq-type solution of Madsen and Mei (1969) . A time evolution of the results for each of the three cases is shown in Figs. 8(b)-8(d) . In Fig. 8(b) at the final time step it is observed that the solitary wave has fissioned into two solitons that have propagated far downstream of the shelf, in agreement with the theory. Similarly, in Fig. 8(d) it is observed that the solitary wave breaks down into three solitons. It is noted that in all cases an oscillating wave is observed trailing the primary soliton train, this is a result of a deviation of the model from KdV theory. The amplitude of this wave is relatively small when compared with the amplitudes of the main soliton train.
Verification of the numerical results for both the PP2 model and the PP4 model is conducted through comparison of the leading soliton height with the heights predicted by KdV theory as well as the numerical results reported for the LPA model (Kennedy and Fenton, 1997) . Green-Naghdi (GN) restricted Theory 1 Ertekin and Wehausen, 1986 and the previously mentioned numerical Boussinesq-type (Bouss.) solution (Madsen and Mei, 1969) , these results can be found in Table 4 . The Green-Naghdi, KdV and Boussinesq models reported here have a relatively low level of approximation and are not expected to perform as well when the waves become highly nonlinear. The LPA model has been demonstrated to be very accurate for cases of highly nonlinear waves and is considered to be the most accurate prediction for the purposes of comparison. Both the PP2 and PP4 results compare well with the LPA model, and as expected the higher order accuracy in the PP4 model provides results more closely aligned with the LPA results. Table 4 Comparison of wave height results for the case of a soliton propagating over shelves of different heights with an incident wave height of H=hs ¼ 0:12 where hs is the depth of the channel prior to the shelf and ht represents the height of the shelf. 
Wavetrain traveling over a submerged shoal
The final validation of the model is conducted through comparison of numerical results with experimental results collected by Beji and Battjes (1993) on the effect of a wave train traveling over a submerged shoal. These experimental results have been used in many cases to validate a range of Boussinesq-type models (Cienfuegos et al., 2007; Gobbi and Kirby, 1999; Roeber et al., 2010; Yamazaki et al., 2009; Zhang et al., 2013) . Fig. 9 illustrates the experimental setup. A wave train is traveling from the left of the domain to the right in a channel of 0.4 m depth. The incoming wavetrain has a wave height of H 0 ¼ 0:020 m and a wave period of T ¼ 2:02 s, resulting in kh ¼ 0:67. The upstream slope of the submerged shoal is 1:20 and begins 6 m into the domain, the down- Table 2. stream slope of the shoal is 1:10 and begins 14 m into the domain. The shoal has an overall height of 0.3 m and length of 11 m, see Dingemans (1994) for more details regarding the experimental setup. The experimental data set is composed of time histories for free-surface elevation at ten locations throughout the domain.
A quantitative assessment of the agreement between the model and the experimental results is conducted using the index of agreement, d, proposed by Willmott (1981) and later used by Gobbi and Kirby (1999) to assess the accuracy of WKGS, WN4 and FN4 models. The formula for d is as follows,
where the points n 1 and n 2 are the bounds covering one full wave period, y d ðjÞ represents measured data used for comparison, yðjÞ represents predicted values from the model and y d is the average value of the observed data over one wave period. All simulations were conducted on a mesh spanning from À15 m to 30 m, with a grid spacing of Dx ¼ 0:025 m and Dt ¼ 0:00025 s. A small Dt value was chosen in order to facilitate a better match with the time history of the experimental data. Due to the sharp corners in Table 3. the bathymetry, which cause discontinuities in the bathymetric derivatives, a five-point moving average filter was used with ten iterations. The smoothing was relatively minor at this grid scale and did not significantly alter the bathymetry.
Comparison of the numerical and experimental results are illustrated in Figs. 10 and 11 for the PP2 and PP4 models respectively. A comparison of the index of agreement is given in Table 5 , along with the values reported by Gobbi and Kirby (1999) for the fully nonlinear Oðl 2 Þ WKGS model and the two Oðl 4 Þ models, WN4 (weakly nonlinear) and FN4 (fully nonlinear) and values for the fully nonlinear Oðl 2 Þ and weakly nonlinear Oðl 4 Þ fully rotational Green-Naghdi Boussinesq-type model developed by Zhang et al. (2013) , Z2 and Z4 respectively.
Upstream of the shoal the wave propagation is relatively monochromatic and serves as a verification that the sponge layer wave generation boundary condition is producing the appropriate wave train, subfigures (a) and (b). As the wave train approaches the shoal the wave height begins to increase, a reflection of the shoaling dynamics. In addition the peaks become sharper indicating the separation of the wave energy into higher frequency waves, as seen in subfigures (c)-(e). Agreement between both the PP2 and PP4 models and the experimental data is very good in this region and on the same order as the models developed by Gobbi and Zhang. Once the wave train has passed over the shoal the dynamics of the problem become considerably more complex and the need for higher-order dispersion becomes more pronounced. The system now exhibits waves of many frequencies traveling at varying speeds, in addition the nonlinear interactions between the various wave frequencies becomes more prominent, as seen in subfigures (f)-(j). It is in this region that the benefit of added accuracy for dispersion, shoaling and nonlinear effects can be observed. The PP2 model does a poor job capturing the downstream solution, however the PP4 model does remarkably well. The index of agreement for stations downstream of the shoal for the PP4 model matches the fully nonlinear FN4 model and surpasses the weakly nonlinear WN4 and Z4 models.
Conclusions
The framework for a Boussinesq-type non-hydrostatic pressure model with a Green-Nagdhi type expansion along the vertical axis has been developed. The resulting model is capable of resolving high-order dispersion, shoaling and nonlinear effects and when coupled with a SWE model produces a highly accurate solution for waves in both shallow and intermediate water. The vertical dimension in the model is handled through vertical modes in the pressure expansion, thus reducing the unknowns of the model to those resolving the horizontal dimensions. Through the application of asymptotic rearrangement, optimal vertical basis functions can be found which produce the highest order dispersion accuracy as well as improved accuracy in the shoaling and nonlinear characteristics. The result is a relatively simple model to implement that is highly accurate.
In classical Boussinesq-type models the higher order dispersive terms are resolved through the inclusion of higher-order mixed space/time derivatives for the velocity. These mixed space/time derivatives can be difficult and inefficient to implement numerically. Similarly, extension of the model to two horizontal dimensions will involve mixed spatial derivatives, such as @ 3 u=ð@x@y@tÞ and @ 3 v=ð@x@y@tÞ, which add an extra layer of computational complexity. While it is true that these issues have been largely addressed in the literature, in two horizontal dimensions there still remains a set of two elliptic equations to solve, one for each of the horizontal velocities, respectively. In contrast, the model developed in this work resolves the dispersive terms through the nonhydrostatic pressure component, which at Oðl 2 Þ involves only a single equation to be solved, even for two-horizontal dimensions. Furthermore, the final forms of the model are simple and have fewer terms than many other comparable order equations.
The pressure-Poisson equation is a well known elliptic problem which does not exhibit mixed space/time derivatives or mixed spatial derivatives. Numerical implementation is straightforward and it is possible to take advantage of many of the well known techniques for solving elliptic problems. Through algebraic manipulation of the governing equations it is possible to reduce the degrees of freedom in the problem, which in turn will improve the computational efficiency of the model. A detailed comparison of the computational efficiency of the present model and the classic Boussinesq approach is outside the scope of this paper, however, research is currently under way to compare the present approach with other Boussinesq models. Analysis of computational cost and accuracy will be conducted.
The model was validated using a variety of test cases. It was demonstrated that the model is capable of capturing the relatively simple phenomenon of low amplitude wave propagation as well the more complicated physics involved with a wavetrain traveling over a submerged shoal. In all test cases the numerical results of the model performed well in comparison to analytic and experimental data. In the case of the wavetrain traveling over a submerged shoal the results from the current model were compared with the results of the fully rotational Boussinesq model of Zhang et al. (2013) , and the results computed by Gobbi and Kirby (1999) , for fully nonlinear second-order models (Z2, WKGS) and weakly and fully nonlinear fourth-order models (Z4, WN4, FN4). The fully nonlinear second-order model demonstrated comparable performance with the models of Gobbi and Zhang in front of and upon the submerged shoal but showed decreased accuracy behind the shoal, demonstrating the need for higher order accuracy in the dispersive effects. However the current weakly nonlinear fourth order model was shown to be very accurate and to be comparable in accuracy to the fully nonlinear fourth-order model of Gobbi (FN4) including the region behind the shoal. The coupled pressure-Poisson/SWE model has been shown to be an accurate model for resolving the propagation of waves over variable bathymetry. Future work will focus on the implementation of breaking and wave runup in order to extend the realm of applicable problems to the model.
Acknowledgments
This work was funded under the National Science Foundation grant 1025519, and by the Office of Naval Research under the awards N00014-11-1-0045 and N00014-13-1-0123. Their support is gratefully acknowledged. Author Aaron S. Donahue was also partly supported by the Richard and Peggy Notebaert Fellowship program at the University of Notre Dame, author J.J. Westerink was also partly supported by the Henry J. Massman and the Joseph and Nona Ahearn endowments at the University of Notre Dame. The authors would also like to thank the anonymous reviewers whose comments and suggestions helped to improve this manuscript. Digital data files for wave propagation over a shoal were provided by Maarten Dingemans.
Appendix A. Weakly nonlinear Oðl N Þ pressure problem
It is observed that solutions to the full set of equations follow a pattern. A pressure solution for an expansion of Oðl N Þ can be found using the following expressions, Bottom boundary condition: 
and the above integrals are defined in Table 1 . It is important to note that, in order to construct a weakly nonlinear model, all terms that are of Oðdl 4 Þ and higher are discarded in addition to all terms that are of Oðl Nþ2 Þ. An advantage of considering the model in this framework is that all of the integrals as they are defined in Table 1 can be calculated once and substituted into the a i;j 's and b i;j;k 's. A versatile algorithm can then be designed such that the elliptic solver is based on arbitrary a i;j 's and b i;j;k 's.
The conservation of momentum equations follow a similar pattern and can be defined as,
ðA:11Þ where, 
b 3;n;m r Á rP n þ b 2;n;m Á rP n þ b 1;n;m P n ð Þ
ðA:18Þ which implies that P N can be explicitly written in terms of the P n for n ¼ 1 . . . N À 1, assuming / 0 N j q¼0 -0. This reduces the number of unknowns in the elliptic equation by one and gives the following system of equations:
B 3;n;m r Á rP n þ B 2;n;m Á rP n þ B 1;n;m P n 
B 3;n;1 r Á rP n þ B 2;n;1 Á rP n þ B 1;n;1 P n ð Þ ¼ B 0;1 ; ðA:25Þ
This implies that P NÀ1 can be written as an explicit combination of the P n terms for n ¼ 1 . . . N À 2, assuming that B 1;NÀ1;1 -0. Thus
B 3;n;1 r Á rP n þ B 2;n;1 Á rP n þ B 1;n;1 P n ð Þ ! ; ðA:28Þ No more reduction of degrees of freedom is possible in this manner. However this technique has reduced the degrees of freedom in the elliptic problem by two and in general the inclusion of an Oðl N Þ pressure profile will lead to an additional N À 2 elliptic equations to be solved. This reduction in the degrees of freedom will improve the computational cost of the method in the numerical implementation. For example, in one horizontal dimension the Oðl 4 Þ model has only six bands in the elliptic problem using a central difference method. Note that the set of basis functions and weighting functions is arbitrary, thus the set of constant coefficients in each of these sets can be chosen in order to enforce a 1;N -0 and B 1;NÀ1;1 -0, making the reduction in the degrees of freedom always possible.
Appendix B. Linear properties
In order to explore the dispersive and shoaling properties of the model we consider the linear case, i.e. Oð1Þ, with a multiple scales expansion of the dependent variables. The multiple scales expansion consists of the case where spatially there is a fast derivative, x, and a slow derivative, X, and we consider only one scale in the time domain, t. In addition we also consider that the bathymetry is slowly varying, i.e. h ;x ¼ eh ;X , where e ( 1. Spatial derivatives to both pressure and free-surface are thus given by the following expressions: P n;x ! P n;x þ eP n;X þ Oðe 2 Þ; ; ðB:1Þ P n;xx ! P n;xx þ e P n;xX þ P n;Xx 
n;x ¼ 0: ðB:9Þ
Oðe; 1Þ :
n;x ; ðB:10Þ where the formulas for the above integrals can be found in Table 1 . A general solution to the Oð1; 1Þ equations will provide an understanding of the linear dispersion properties, while a general solution to the Oðe; 1Þ equations will lead to an analysis of the linear shoaling properties of the model. We apply the following general solutions to the above equations: 
Appendix C. Nonlinear properties
In order to explore the nonlinear properties of the model we consider the nonlinear case, i.e. OðdÞ, with a flat bathymetry. As with the linear properties we consider a perturbation solution to the dependent variables: 
