ABSTRACT The challenges of selecting appropriate image features, optimizing complex nonlinear computations, and minimizing the approximation errors always exist in visual servoing. A fuzzy neural network controller is developed for a six-degrees-of-freedom robot manipulator to perform visual servoing is proposed to tackle these problems. To increase the accuracy of the image preprocesses, a synthetic image process performs feature extraction for the controller. The method combines a support vector machine contour recognition algorithm and a color-based feature recognition algorithm. For visual servoing, a control method based on the fuzzy cerebellar model articulation controller with the Takagi-Sugeno framework is proposed to directly map an image feature error vector to a desired robot end-effector velocity. This approach achieves visual servoing control without the need of computing the inverse interaction matrix. The control variables are learned and updated by the T-S fuzzy inference. This simplifies the implementation of visual servoing in real-time applications. The proposed control method is used to control an articulated manipulator with an eye-in-hand configuration. The results of simulations and experiments demonstrate that the proposed visual servoing controller has good performance, in terms of stability and convergence.
I. INTRODUCTION
Visual servoing is a visual control technology that uses visual information to control the motion of a robotic system. Visual servoing reduces the instability and uncertainty of the robotic system. The response speed and accuracy of the visual orientation or tracking is also increased. The robotic vision servoing system is highly accurate and robust. Detailed reviews of visual servoing can be found in [1] and [2] .
In general, visual servoing can be classified into three categories: position-based visual servoing (PBVS) [3] , image-based visual servoing (IBVS) [4] and hybrid servoing control [5] . The process of visual servoing involves image processing and servoing control. Typically, PBVS defines the error signal for the posture between the end-effector of a robot and the target object, in a Cartesian coordinate system, and calculates the position and posture of the end-effector against the target object using the robotic kinematics model and camera calibration. Because there is no direct control of the image, it is impossible to ensure that the object always stays within the camera's field of view for PBVS, especially if there are significant calibration errors. Perspective from multiple points also causes a problem if the object is badly posed, and the process is sensitive to perturbations. Small errors in the image measurements can induce quite different results. In position-based visual servoing, most of the control problems concern the pose estimation algorithm. It is difficult to determine the number, the nature and the configuration of features that are necessary to ensure optimal pose estimation. PBVS does not actually integrate the functions of vision and control into a feedback control system.
In comparison to PBVS, IBVS has a clearer control structure and is easier to implement. The control law is directly defined on the image plane space. IBVS establishes a non-linear mapping relationship between the image feature error and the posture of the robotic manipulator. Although IBVS is not sensitive to calibration error or the errors in workspace modeling, the existence of a singular point in the Jacobian matrix can lead to unstable system responses. IBVS is generally satisfactory, even if there are calibration errors in the configurations of a camera or a hand-eye device.
However, stability and convergence problems can occur if the Jacobian matrix becomes singular during the servoing, which leads to an unstable behavior, or there may be local minima because of unrealizable image motions. A hybrid servoing control method is proposed that has the advantages of both PBVS and IBVS. However, different visual servoing tasks use different switching rules for PBVS and IBVS so the generality of the hybrid method is limited.
Various image processing methods are used to extract and match features for IBVS, such as the RGB-based method [5] - [7] , the contour-based method [8] , the SIFT-based method [9] or the HOG-based method [10] . These methods rely on certain characteristic aspects of the images (e.g. color, shape, or point coordinates) so that there is a corresponding relationship between the camera image and the target objects in the workspace. However, image bias can occur when these methods are used separately. An effective control scheme and control method can solve the problem of uncertainty that is caused by the estimation of the image's Jacobian matrix and the robot's Jacobian matrix. Some studies propose closed-form solutions [11] or adaptive schemes [12] . An augmented image-based visual servoing is proposed in [13] to improve IBVS. However, changing environment has a significant effect on visual servoing. Effective control strategies address the problem of uncertainties that is caused by estimating the image's Jacobian matrix. Recent studies of visual servo control mainly concentrate on fuzzy control, neural network control, and other intelligent control methods. Using fuzzy logic inference, fuzzy control gives a good approximation of the nonlinear mapping between variations in the image features and the motion of the manipulator motion. Stability analysis and fuzzy control systems are proposed in [14] and [15] . The Takagi-Sugeno (T-S) fuzzy model can represent a general class of static or dynamic nonlinear systems [16] . An adaptive distributed fuzzy T-S controller is used in [17] . It has been proven that the T-S fuzzy model [18] gives better performance for a servoing system. Neural networks uniformly approximate arbitrary inputoutput nonlinear mappings. In particular, a cerebellar model articulation controller (CMAC) is used for the real-time control of robotic manipulators because it allows simple computation and fast learning and has good generalization [19] , [20] . The combination of fuzzy logic and a neural network allows easy expression of human knowledge of fuzzy logic and distributed information storage and learning ability for a neural network and allows effective modeling and control for a complex system. Reinforcement learning has also been used to improve the performance of visual servoing using online learning [21] - [23] .
In this paper, a visual servoing system for a 6-DOF robotic manipulator is designed, implemented and verified. There are two main contributions: image feature point recognition and a visual servoing control. In order to extract image features quickly and accurately, a synthetic image processing method is proposed. This method combines an SVM-based feature point extraction algorithm and a color-based feature point recognition algorithm. It addresses the problem of unknown interference in the image background during feature point extraction. The main issue with visual servoing is controlled. This paper proposes a visual servoing method that combines CMAC and a fuzzy T-S model. The training data for the control model is derived using IBVS, so the pseudoinverse matrix of the Jacobin and the inverse interaction matrix for the robot do not have to be computed during servoing, which greatly reduces the computation cost. The robotic manipulator that is used is an articulated manipulator with an eye-inhand configuration.
This paper has six sections. Following the introduction, Section II discusses the image-based visual servoing and visual servoing control system that uses FCMAC-T-S. The synthetic method for recognition of image feature points is discussed in Section III. The visual servoing controller based on an FCMAC-T-S model is illustrated in detail in Section IV. The experimental results are presented in Section V. Section VI gives the conclusion.
II. DESIGN OF THE VISUAL SERVOING CONTROL STRUCTURE A. CLASSICAL IMAGE-BASED VISUAL SERVOING
The aim of visual servoing control is to minimize the error e (t) between the current image and the target image, which is defined as:
where ε is a current vector for features and ε * is the desired vector for features.
The motion of the camera is represented by the translation T c = v x , v y , v z T and the rotation R c = ω x , ω y , ω z T in space and the velocity of the camera is expressed as
In robot kinematics, the interaction matrix L ε is used to establish the relationship between the feature point vector ε and the camera velocity X c , which is defined as:
The interaction matrix L ε is related to chosen features ε by:
where Z is the depth between the target object and the endeffect and (x, y) is the coordinate of a feature point in the image. The velocity of the camera X c is expressed as:
where
ε is the inverse matrix of L ε and λ is the servoing gain constant. When L ε is not square, the inverse interaction matrix L According to robot kinematics, the relationship between the velocity of the camera X c and the joint velocityθ is defined by a Jacobian matrix J c :
where J 
The architecture of the IBVS is shown in Fig.1 .
B. VISUAL SERVOING USING FCMAC-T-S
In IBVS, the inverse interaction matrix L + ε and the pseudoinverse of Jacobian matrix J −1 c are calculated repeatedly. The IBVS control scheme must continuously estimate the parameters in the interaction matrix and compute the interaction matrix, which requires much computation time. To reduce the servoing control structure that uses CMAC and T-S Fuzzy is computation cost in a real-time control environment, a visual servoing control structure that uses CMAC and T-S Fuzzy is proposed in this paper. The control scheme is shown in Fig. 2 .
In the proposed method, the image's Jacobian is numerically estimated during the camera's motion without taking into account the analytical form that is shown in (4) . In this scheme, the inputs, which are feature errors, are quantified into the receptive field using a fuzzy basis function. The controller takes advantage of the generalization ability of CMAC. Hypercubes are formed by overlapping receptive fields. In the original CMAC, the values of weights are directly mapped to the memory space but the FCMAC-T-S controller uses a T-S fuzzy inference method that maps a linear combination of the inputs to the weight values. The output for the entire network is the sum of the activated weights, which is the angular velocity of each joint of the manipulator. The learning law for the controller learns and updates the parameter values according to the reference model so that the controller can ensure adequate stability for visual servoing, for example, the IBVS uses a PID controller.
III. THE SYNTHETIC FEATURE POINT RECOGNITION ALGORITHM
An image feature point is a piece of distinct information that is immune to image rotation, translation or scaling. Feature point recognition can directly affect the accuracy and efficiency of visual servoing. Obtaining the coordinate vector of these feature points quickly and accurately from continuously changing images is the main feature extraction problem for visual servoing. By matching the image with the prepared template, the computer can automatically identify the target feature points. In the visual servoing system, the servoing input is only a matrix of the feature points, so the raw image requires further processing, including image segmentation and feature point extraction. Because of the effect of external disturbance and the working environment, a single image processing method has difficulty in obtaining a matrix accurately so it is necessary to combine several methods. Using an edge extraction algorithm, this paper uses circles, squares, triangles, and crosses as the feature points of the target image. An SVM classification algorithm combined with a color-based image recognition algorithm is used to match the feature points of the target image. The basic process is shown in Fig.3 .
A. EXTRACTION OF THE IMAGE BOUNDARY
Images are captured by a camera that is mounted on the endeffector of the manipulator. To locate objects and boundaries in an image, the threshold operation proposed in [24] is applied to the images transformed into binary ones. In order to separate out the ideal boundaries of one target object, an image boundary extraction algorithm (IB-EA) based on border following is used in [25] . For an input binary image, f (i, j) represents the pixel value (either 0 or 1). To determine the start points of the boundaries, a scanning operation is executed line-by-line. The start points are located if and only if (i, j) statisfies either of the following conditions: if
is the starting point of the outer boundary, or if f (i, j) ≥ 1 and f (i, j + 1) = 0, f (i, j) is the starting point of the hole boundary.
From the starting point, the pixels on the boundary are marked. A unique identifier, called NBD, is assigned to represent the newly discovered boundary and the process is initialized by setting NBD=1. When a new boundary is found, its number is NBD plus 1. If and only if f (i, j) = 1 and f (i, j + 1) = 0, f (i, j) is assigned as -NBD, which means that a termination point for a right boundary has been reached.
The boundaries that are determined form a contour collection T = (t 1 , t 2 , · · · t m ), where t i is the boundary matrix that have been found by IB-EA.
B. CONTOUR RECOGNITION
The image contour collections must match the desired feature templates. A support vector machine (SVM) algorithm [26] is used to recognize and classify the contour collection. The desired feature templates are marked using labels
To address the problem of nonlinear classification, SVM constructs separating hyperplanes as a linear classifier to separate datasets. The decision function can be defined as:
where a i and b are classification parameters needed to obtain, 0 i, j n. In order to get the best classification results, the cost function for the optimal separating hyperplanes is defined as follows:
ξ is a penalty parameter and ξ > 0.
According to the Lagrangian multiplier method, the desired optimal parameter a * can be calculated as a * = a * 1 , · · ·a * n T , so the desired optimal parameter b * is denoted as:
The corresponding decision function f (x) is calculated as:
After getting the optimal classification surface, the shape of the feature points can be predicted in details.
C. SYNTHETIC FEATURE RECOGNITION ALGORITHM (S-FRA)
However, the SVM-based feature recognition algorithm (SVM-FRA) may yield incorrect recognition results, which reduces the degree of accuracy, if image feature extraction is performed in a noisy environment. To improve the accuracy of SVM-FRA, a color-based feature recognition process imposed to SVM-FRA, called S-FRA, is proposed to increase the classification ability of the SVM-FRA. The pixel points in a contour region t i form a pixel collection Pr t i . For a defined feature point with a specific color, the color set is denoted as
n , n is the number of pixels in a pixel collection Pr t i , and r, g ,b are the strength of the three channels.
The centroid of Pr t i is defined as X i (x i , y i ):
Where (x i l , y i l ) denotes the coordinate of the pixel in the collection Pr t i , IL and IW respectively represent the length and width of the image.
In the experiment, for all contour collection T = (t 1 , t 2 , · · · t m ), where m >= 4, there are only four desired feature point labels = ( 1 , 2 , 3 , 4 ) .
If these have the relationship:
Then t i is defined as the jth feature point. where χ is a color identifier constant, Q j represents the color set of the label j . Ultimately, X i (x i , y i ) can be considered as the coordinate of the ith feature point.
IV. THE FCMAC-T-S CONTROLLER A. STRUCTURE OF THE FCMAC-T-S CONTROLLER
In image-based visual servoing, J −1 c and L + ε are constantly changing with the end-effector of the robotic manipulator so the computation cost is very high and the visual servoing is inefficient. The entire servoing system may even fail. L ε is the matrix of camera depth Z . The height (depth) of the endeffecter changes so it is difficult to estimate without increasing the number of sensors in real-time, which significantly reduces the precision of visual servoing. Neural networks allow nonlinear fitting, memory and self-learning, so they are widely used for intelligent control systems. This paper uses a Cerebellar Model Articulation Controller (CMAC) neural network as the base controller. The concept of fuzzy control theory is used to transform the servoing input into fuzzy variables, which better reflects the fuzziness and continuity of human cognition. The Takagi-Sugeno model can transform non-linear problems into a linear correlation, which allows the possibility of there being no solution in a nonlinear system and increases the stability of the system. In this section, a controller based on FCMAC-T-S replaces classical imagebased visual servoing (IBVS). The control system that is presented in this paper is shown in Fig.4 . which is denoted by S= [S 1 , S 2 , . . . , S N ], S ⊂ R N , where N is the state dimension.
The mapping from the input domain to the state space is described as:
For a given input variable I i , the value range can be divided into small discrete intervals, called elements. The value of a state variable S i is relevant to these elements. Assuming that the width of one element of input I i is d, and I i ∈ [V L i , V U i ], the state variable S i is calculated as: In the receptive field space of the FCMAC-T-S model for this paper, each block uses a fuzzy receptive-field basis function, which is formulated as a symmetrical triangular membership function, rather than a rectangular basis function. The definition of a symmetrical triangular membership function is:
where µ B ij (S i ) denotes the basis function of the jth block of the ith state variable, µ B ij (S i ) ∈ [0, 1] and a and b respectively denote the maximum value and the minimum value of one block. If the value of an input variable I i is v and the quantization level K = 3 and the generalization parameter C = 5, the corresponding state variable S i is quantified into three blocks and each block includes five elements. Three membership grades are calculated using the fuzzy triangular membership function. The process for block division and fuzzy quantization is illustrated in Fig.5 . The blocks of different state variables can combine hypercubes, which are denoted by H = {H 1 , H 2 , · · · , H K }. Only blocks on the same layer can form a hypercube and the dimensions of a hypercube must be consistent with the state space. The number of hypercubes determines the size of the receptive field space. The mechanism for the overlapped hypercubes is shown using a 2-dimensional example in Fig.6 . This example has an input vector I= [I 1 , I 2 ], with a quantization level K = 3 and a generalization parameter C = 3.
3) T-S FUZZY IN WEIGHT MEMORY
IN the FCMAC-T-S model for this paper, each hypercube is associated with a weight vector using a Takagi (16) where the If -part represents fuzzy receptive fields that are associated with the state variables, the Then-part denotes that a weight value w l is mapped to an affine linear function of the state variables and p l i represents a linear parameter. The fuzzy logic AND operation is performed to compute the activation strength of a rule, which is expressed as:
where A l (s) denotes the activation strength of the lth fuzzy rule.
The weight space w l (s) is expressed as:
where w l (s) denotes the weight of the Then-part of the lth fuzzy rule and s 0 is a constant with a value of 1. The activation strength of each fuzzy rule determines the weight's proportion in the weight space, which is expressed by the effective function rules as:
where l (s) denotes the proportion of each rule in all of the rules.
4) THE OUTPUT SPACE
The final output for the FCMAC-T-S model represents the variation in the angle of each joint , which is determined as a weighted mean value over all fuzzy rules as:
C. LEARNING AND UPDATING
The FCMAC-T-S model converts the output weights to a linear combination of T-S fuzzy rules so the learning and updating of weights are equivalent to the learning and updating of the parameters in a linear combination. The updating of the parameters in the linear combination is given by:
where p l is the increment of the vector p l (t − 1). The gradient descent method is used to update the linear parameters p l (t). The mean square covariance between the desired output d and the actual output s is defined as the cost function E:
where γ is the difference between d and s . The adjustment of the weight value is denoted by:
According to the cost function E, p l (t) is also expressed as:
where p l (t) denotes the linear combination parameters of the lth rule in the tth step and η is the learning rate.
D. THE CONTROL ALGORITHM
The proposed controller algorithm based on FCMAC-T-S is described using Algorithm 1.
V. EXPERIMENTAL RESULTS
The experiments consist of two parts: simulations and real experiments. The simulations were performed in Webots7.0.3. The simulation environment, as shown in Fig.7 , consisted of a HIWIN Articulated Robot-RA605 model and VOLUME 6, 2018
Algorithm 1 FCMAC-T-S Controller Algorithm
Step 1: Divide the state space according to the input domain. Complete mapping from the input domain to the state space.
Step 2: Quantify each state variable S i into several blocks according to the quantization level and the generalization parameter.
Step 3: For all blocks in each layer, calculate the basis function µ B il .
Step 4: Calculate the activation strength A l (s) for each hypercube. The values of weights in the hypercube are calculated by:
Step 6: According to the difference between the desired output and the actual output, update the linear parameters using the gradient descent method. Step7: When learning is complete, repeat Steps 1-5 to calculate the actual output. a camera that was mounted on the end-effector of the manipulator and four balls as the target. The camera provided color images with a resolution of 640 × 480 pixels. Four balls of the same radius size (5mm) but different colors were placed on the floor. The real environment, as shown in Fig.8 , included a HIWIN Articulated Robot-RA605, a high density (HD) camera that was mounted on the end-effector of the manipulator and an industrial PC. Four differently shaped target objects (triangle, circle, square and cross) were fixed on the workbench.
Four experiments were conducted to demonstrate the efficiency of the proposed method. Firstly, the synthetic feature recognition algorithm (S-FRA) was compared with the SVM-based feature recognition algorithm (SVM-FRA). The accuracy and precision of feature extraction for both methods was tested in a real environment. Secondly, the proposed control method that uses FCMAC-T-S and classical IBVS were tested using the simulation platform. The proposed control method that uses FCMAC-T-S and the original control method using CMAC were then compared in the real environment to demonstrate the efficiency of the proposed method. Finally, to illustrate the effect of generalization using FCMAC-T-S, the proposed method was compared with the original CMAC.
A. IMPLEMENTATION OF THE HIWIN RA605 KIINEMATICS MODEL
The HIWIN Articulated Robot-RA605 manipulator is an agile 6-axis jointed-arm robot that has six degrees of freedom and all six joints are rotational joints. The robot's coordinate system is s shown in Fig.9 . The first three joints mainly affect the position of the end effector and the last three joints determine the posture of the end effector.
To ensure accurate visual servoing, the HIWIN RA605 kinematics model was correctly implemented in the simulation platform and the real environment. Using a homogeneous transformation matrix method that was proposed by Denavit and Hartenberg, the kinematics equations for the manipulator was established. The Denavit-Hartenberg (DH) convention for assigning coordinate frames uses four parameters to define the reference coordinate frame for each link in the HIWIN RA605 manipulator, as shown in Table. 1. The coordinate system for the J n−1 joint was rotated and translated to the coordinate system for the J n joint. The transformation matrices are formulated in Table. 2.
The D-H parameters are substituted into the matrices
The multiplication of the coordinate transformation matrices 0 5 6 T (θ 6 ) is the forward kinematics equation, which shows the relationship between the object's coordinate system and the world coordinate system. The corresponding inverse matrix is derived using the forward kinematics equation. 
B. IMAGE FEATURE RECOGNITION TESTS
In this experiment, four differently shaped target objects (triangle, circle, cross, rectangle) were stationary on the workbench and the camera was moved by the manipulator to observe the objects at a fixed depth, as shown in Fig.8 .
The S-FRA algorithm proposed in this paper and the SVM-FRA algorithm are used to extract and recognize feature points. The tests were performed in environments with no interference and interference. When there is no interference, the image that is captured by the camera contains only four target objects. When there is interference, there are some interference items, as well as the target objects. The recognition accuracy and bias were recorded. The accuracy rate is calculated as:
where True Positive(TP) = 4 indicates the number of feature points that are recognized correctly and False Positive (FP) represents the number of feature points that are recognized incorrectly. In order to achieve a more concrete comparison, the recognition process was repeated 100 times using both methods. Images were captured using different angles and positions. In Fig.10 , the recognition results are compared when there is no interference. The S-FRA and SVM-FRA identify the feature points correctly. Then Interference items (a piece of the cable and the edges of the workbench) appear in the image. It is obvious that more than four objects are recognized by the SVM-FRA. The interference items affect the accuracy of the SVM-FRA, but the S-FRA recognizes four targets objects accurately. To a certain degree, the S-FRA conducts a color-based compensation to avoid a ''False Positive'' and improve the accuracy of feature extraction.
As Fig.11 (a) shows, the accuracy rate for the S-FRA is significantly better than the SVM-FRA. In Fig.11 (b) , the range of bias for the coordinates that are calculated using S-FRA is 0-9 pixels and the range of bias for the coordinates that are calculated using SVM-FRA is 0-20 pixels. The bias for S-FRA is significantly less than that for SVM-FRA. It is seen that S-FRA increases the accuracy of feature recognition and allows the controller to perform better. 
C. SIMULATION TESTS
In the simulation platform, the coordinate of four feature points is recorded as
The desired coordinates of the four feature points are
T . Therefore, the feature error is
To demonstrate the viability of the proposed controller, it is necessary to determine whether the proposed control model can imitate the IBVS process well. In the experiment, IBVS produces the training data for the FCMAC-T-S, which contains the error information e (t) and the angle variationθ for each joint of the manipulator. FCMAC-T-S learns the data that is produced by IBVS and then controls the manipulator. Comparisons of the angular variationθ are shown in Fig.12 . The movement trajectory of the end-effector for the IBVS and the FCMAC-T-S is shown in Fig.13 . Fig.12 and Fig.13 show that the proposed controller that uses FCMAC-T-S can learn IBVS well and performs visual servoing independently and smoothly.
The pseudoinverse of Jacobian matrix J −1 c and the inverse matrix of interaction matrix L −1 ε both need to calculate repeatedly during the process of the IBVS, that is a very timeconsuming process. Nevertheless, the FCMAC-T-S control algorithm directly maps an image feature error vector to a desired robot end-effector velocity, which omitted the calculation process of pseudoinverse matrix. Therefore, a comparison experiment between FCMAC-T-S and conventional IBVS is conducted to demonstrate time efficiency of the proposed method. A metrics of time cost is defined as the time consumed for each servoing cycle (a time step as shown in Fig. 14) . Fig.14 shows that it takes about 65 milliseconds to take one step in IBVS and the time is about 16 milliseconds in FCMAC-T-S. That means that time efficiency of the FCMAC-T-S is four times better than the IBVS.
D. A COMPARISON OF THE CONTROL AND THE REAL EXPERIMENT
To verify the efficiency and practicality of the proposed controller based on FCMAC-T-S, it was compared in a real environment with the IBVS and a controller that uses classical CMAC. Four differently shaped target objects (triangle, circle, cross, and rectangle) were fixed on the workbench. During the tests, the camera for the robot end-effector maintained a fixed depth to the image plane. Using visual servoing, the camera was moved from its initial position to the desired position.
The trajectories of the continuous movement towards the desired position are shown in Fig.15 . Using the learning mechanism, the proposed controller that uses FCMAC-T-S can control the manipulator stably and smoothly and performs visual servoing as well as the IBVS.
The proposed controller that uses FCMAC-T-S and the controller that uses classical CMAC were compared to demonstrate the convergence and stability of the proposed method. Before the experiment, both controllers were trained using the training datasets that were generated by IBVS, for which the values of the servoing gain K were 0.4, 0.8 and 1.2. The average error between the actual output and the desired output was calculated to illustrate the servoing precision. In Fig.16 , the average error for the controller that uses FCMAC-T-S converges to 0 more quickly than that for the controller that uses classical CMAC. When the servoing gain K is increased, the convergence and stability of the classical CMAC controller become worse. The proposed FCMAC-T-S performs better, in terms of convergence and stability.
E. GENERALIZATION EFFECT TEST
To verify the generalization of the proposed controller that uses FCMAC-T-S, real experimental tests were performed. In the workspace of the manipulator, eight points in the same plane were selected as the training points, for which the center was an endpoint and other points were start points. Eight training lines were formed from the start points to an endpoint. It is seen that the manipulator that is controlled using IBVS with a servoing gain K = 0.8 moves along the training lines and generates the training datasets. The FCMAC-T-S controller and the classical CMAC controller were also trained. After training, three random points adjacent to the training lines were selected as start points for visual servoing. As the error convergence curves for FCMAC-T-S and CMAC in Fig.17 shows, the proposed FCMAC-T-S controller has a better generalization ability than the classical CMAC controller. If the number of training data sources increases continuously, FCMAC-T-S allows visual servoing from any point in the workspace.
VI. CONCLUSION
The visual servoing actually consists of two stages: the feature extraction followed by the visual servoing control process. For the feature extraction, we proposed the synthetic feature recognition algorithm (S-FRA) which is based on a well-known SVM-based feature recognition algorithm but taking color attributes into consideration so as that the proposed method can increase the capability of robustness to noise disturbance. In the serving control process, which is actually the main theme of this work, we proposed an FCMAC-T-S to tackle the visual servoing problem. From the results of the experience, our method has the advantages of time-efficiency, accuracy, and fast stability over the conventional image-based visual servoing. Besides, the proposed controller with a T-S fuzzy framework is enabled to generate smoother outputs than the CMAC.
The proposed control method that uses an FCMAC-T-S model learns and mimics an ideal control law by approximating the nonlinear mapping between the variation in the image features and the motion of the manipulator. Compared with a classical image-based servoing method, the proposed controller allows visual servoing without the need for complex computation of an inverse matrix or a pseudoinverse matrix. In the viewpoint of computational complexity, the computational complexity of the proposed method is O (m * n) only during the training process, and O (1) during the servoing process; where m denoted training frequency and n is the size of training data. Future work will address several issues in the proposed visual servo controller. An initial coarse estimation of the interaction matrix can produce unstable results, especially at the beginning of the servoing, because some visual features might not be within the camera's field of view. If a better reference control law is used as the learning object, the proposed controller could be more properly trained and updated for the same scenario settings for manipulator applications. The proposed control scheme will be extended a single controller by adding a patronizing compensator that provides fine online tuning when there exist external disturbances. 
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