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Abstract
Using bivariate Levy processes, stationary and self-similar processes, with prescribed one-
dimensional marginal laws of type G, are constructed. The self-similar processes are obtained
from the stationary by the Lamperti transformation. In the case of square integrability the arbitrary
spectral distribution of the stationary process can be chosen so that the corresponding self-similar
process has second-order stationary increments. The spectral distribution in question, which yields
fractional Brownian motion when the driving Levy process is the bivariate Brownian motion,
is shown to possess a density, and an explicit expression for the density is derived. c© 1999
Elsevier Science B.V. All rights reserved.
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1. Introduction
Laws of approximate or exact self-similarity, and more generally laws of scaling,
are attracting interest in many applied elds, most recently in nance. In nance,
turbulence and other elds, it is of importance to develop models that in addition to
such laws have certain other key features. As a particular point of interest one may ask
whether, given a certain family of probability distributions, there exists a self-similar
or approximately self-similar process whose marginal laws belong to that family. Apart
from the eld of stable processes, this is a largely unexplored area; in particular, there
is no simple characterization of the possible families of one-dimensional marginal laws
of strictly self-similar processes with stationary increments (the latter property is, at
least in some approximate form, essential for most applications).
To exemplify by a concrete question: Given H 2 (0; 1) (H 6= 12), does there
exist a H -self-similar process with strictly stationary increments whose one-dimensional
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marginal distributions are normal inverse Gaussian (for a discussion of the normal
inverse Gaussian distributions and their role in nance and turbulence see Barndor-
Nielsen, 1998). We have not been able to decide this question. However, as a
special case of the results presented in the following we show that there does ex-
ist a H -self-similar process with second-order stationary increments having the desired
type of marginal laws.
Section 2 briey recalls and exemplies the concept of type G distributions. Sta-
tionary processes driven by Levy processes are discussed in Section 3. By a result
due to Lamperti (1962) the class of strictly stationary processes is in one-to-one cor-
respondence with the class of H -self-similar processes via a simple transformation of
time and scale. In case the processes, to which the Lamperti transformation applies,
are square integrable a necessary condition for stationary increments of the self-similar
versions is that their covariance functions are the same as for the fractional Brown-
ian motion. In Section 4 we translate this condition to the corresponding one on the
correlation function r of the associated stationary processes and determine explicitly
the probability distribution F of which r is the Fourier transform. This allows us to
construct H -self-similar processes with second-order stationary increments, driven by
Levy processes and having marginal distributions of type G. The non-L2 case is also
considered in Section 4.
As a standard notation we shall write Cfzyg for the cumulant (generating) function
of a random vector y, i.e.
Cf z yg= logEfeih;yig:
Similarly, we let
Kf z yg= logEfe−h;yig:
2. Type G distributions
Let y be a random variable of the form y= , where > 0 and  are independent
random variables with Nm(0; I), the m-dimensional standard normal distribution.
The cumulant function of y is then of the form
Cf z yg= Kfh; i=2 z 2g: (2.1)
In case the distribution of 2 is innitely divisible, y and its distribution are said to
be of type G. We recall that when the distribution of 2 is innitely divisible, the
cumulant transform has the representation (see, for instance, Feller, 1971; p. 450)
Kf z 2g=−
Z 1
0
(1− e−)Q(d) (2.2)
for Q a measure on [0;1). Consequently,
Cf z yg=−
Z 1
0
(1− e−h; i=2)Q(d): (2.3)
The measure Q, restricted to the interval (0;1), is identical to the Levy measure of
the Levy{Khintchine representation for 2.
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Example 1. Generalized hyperbolic distributions: Suppose the law of 2 is the gener-
alized inverse Gaussian distribution GIG(; ; ), given in terms of its density by
(=)
2K()
x−1e−(1=2)(
2x−1+2x): (2.4)
The corresponding m-dimensional law of type G belongs to the family of generalized
hyperbolic distributions and it has probability density of the form
(=)m=2m=2−
(2)m=2K()
f2 + hx; xig(−m=2)=2K−m=2(f2 + hx; xig1=2): (2.5)
The m-dimensional Student distributions and some of the normal inverse Gaussian
distributions and the hyperbolic distributions are among the special cases of (2.5).
In particular, for =− 12 formula (2.4) specializes to the inverse Gaussian distribution,
denoted IG(; ) and having density
p
(2)e
x−3=2e−(1=2)(
2x−1+2x): (2.6)
The corresponding type G law is the m-dimensional normal inverse Gaussian law with
density
−m2(2)−(m+1)=2()(m+1)=2ef2 + hx; xig−(m+1)=4K(m+1)=2(f2 + hx; xig1=2)
and cumulant function
Cf z yg= [1− f1 + −2h; ig1=2]:
The hyperbolic distributions and the normal inverse Gaussian distributions have been
applied in a variety of contexts in particular geology and nance (Barndor-Nielsen,
1977, 1979, 1982, 1998; Barndor-Nielsen et al., 1985, 1989, 1990; Barndor-Nielsen
and Christiansen, 1985; Eberlein and Keller, 1995; Rydberg, 1997a,b, 1999).
Example 2. Symmetric  stable distributions: For 0<< 2, let 2 be a positive
=2-stable random variable with Laplace transform
Ee− = e−c
=2
; > 0;
i.e.
Kf z 2g=−c =2 (2.7)
(c a positive constant). Then (see Samorodnitsky and Taqqu, 1994, p. 77{84), the
distribution of the m-dimensional random vector y =  is symmetric  stable (SS).
Thus SS random variables are of type G.
More generally, we have that
e()
−(2−)=2
(where <2) is the Laplace transform of a positive random variable 2 having density
of the form
a(; ; )p=2(x=)e−
2x;
where p=2(x) denotes the density of a positive =2-stable random variable and > 0
and >0 are parameters. For > 0 all moments of 2 exist.
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The corresponding type G law has cumulant function
Cf z yg= ()[1− f1 + −2h; i=2g=2]:
3. Stationary processes driven by type G Levy processes
We recall that any real second-order stationary process x= fx(t)gR which is contin-
uous in quadratic mean and has mean 0 is representable as
x(t) =
Z 1
−1
cos(t)v(d) +
Z 1
−1
sin(t)w(d): (3.1)
Here v=fv(t)gR and w=fw(t)gR are mean 0 and square-integrable real processes which
are mutually orthogonal and have orthogonal increments, and the integrals are dened
in the L2 sense (see, for instance, Cramer and Leadbetter, 1967, p. 137). Conversely, if
v and w are two mutually orthogonal processes with orthogonal increments then (3:1)
determines a second-order stationary process. The correlation function of x(t) satises
r(u) =
Z 1
−1
cos(u)F(d); (3.2)
where F is a probability distribution function such that
F(d) = 12Efcos2(t)v(d)2 + sin2(t)w(d)2g: (3.3)
Representation (3.1) holds, in particular, for square integrable processes x that are
strictly stationary. However, as will be shown below, the same formula (3.1) may,
by appeal to the theory of independently scattered random measures (as given, for
instance, in Rajput and Rosinski, 1989), be used to dene a strictly stationary process
also in certain cases where (v; w) does not satisfy the above-mentioned requirements,
in particular the square integrability.
Specically, we shall be interested in strictly stationary processes x that correspond
to a bivariate innovation process (v; w) of the form
(v(); w()) = z(F()) = (z1(F()); z2(F())); (3.4)
where z() is a bivariate Levy process with z(1) of type G.
Theorem 1. Let F be an arbitrary one-dimensional distribution function and suppose
(v; w) is of the form z(F()) where the bivariate Levy process z is of type G; i.e.
z(1)L= = (1; 2). Then a process x = fx(t)gR is well dened by
x(t) =
Z 1
−1
cos(t)v(d) +
Z 1
−1
sin(t)w(d); (3.5)
where the integrals are interpreted in the sense of integration with respect to
independently scattered random measures.
Furthermore;
(i) the process x is strictly stationary and innitely divisible;
(ii) the law of x(t) is of type G and is given by
Cf z x(t)g= Kf2=2 z 2g; (3.6)
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(iii) if E2<1 then x is a square integrable and its correlation function is given
by r(u) =
R1
−1 cos(u)F(d).
Proof. The existence of the integrals in (3.5), and hence of x, is simple to establish by
the criteria for integrability with respect to independently scattered random measures
(cf. Rajput and Rosinski, 1989).
To prove the stationarity we calculate the joint characteristic function of x(t1); : : : ; x(tn)
for arbitrary n=1; 2; : : : , and t1<   <tn. With t=(t1; : : : ; tn) let T (; t) be the n n
matrix
T (; t) = [cos((tj − tk))]nj; k=1:
It follows from the fact that z is a Levy process that
Cf1; : : : ; n z x(t1); : : : ; x(tn)g
=
Z 1
−1
C
( 
nX
k=1
k cos(tk);
nX
k=1
k sin(tk)
!
z z(1)
)
F(d):
Further, since z(1) is of type G its cumulant function is of the form
Cf z z(1)g= Kfh; i=2 z 2g:
Thus,
Cf1; : : : ; n z x(t1); : : : ; x(tn)g=
Z 1
−1
KfT (; t)>=2 z 2gF(d); (3.7)
where =(1; : : : ; n). Since T (; t) depends on t1; : : : ; tm through the dierences tj− tk
only, the process x is stationary.
The innite divisibility of the process and statement (ii) follow immediately from
the latter formula and the innite divisibility of 2.
And direct calculation yields (iii).
Remark. In view of conclusion (ii), for any one-dimensional distribution D of type G
there exists a strictly stationary process x having D as the one-dimensional marginal
law.
Example 3. With 2 chosen to follow the inverse Gaussian law, x is a stationary
stochastic process having normal inverse Gaussian one-dimensional marginals and
spectral measure F .
Example 4. If 2 is =2-stable with Kf z2g=−c =2(0<< 2) then the joint law
of x(t1); : : : ; x(tn) has cumulant function
Cf z x(t1); : : : ; x(tn)g=−c
Z 1
−1
jT (; t)>=2j=2F(d):
The joint laws are stable and, in fact, the process x is identical in law to the real part
of the complex harmonizable process discussed in Samorodnitsky and Taqqu (1994,
Example 6.3.6).
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As discussed in Rosinski (1991), if z is a univariate Levy process with z(1) of type
G then
fz(s): 06s61gL=f z(s): 06s61g (3.8)
with z(t) dened by
z(t) =
1X
n=1
nQ−1( n)1[0; t](un); (3.9)
where fng is an i.i.d. sequence of N(0; 1) variates,  1; : : : ;  n; : : : , are the arrival times
of a Poisson process with intensity 1, and fung is an i.i.d. sequence of uniform random
variables on [0; 1], and fng; f ng and fung are mutually independent. Furthermore, Q−1
is the inverse function of the tail mass function Q+(x) = Q(x;1); Q being the Levy
measure of 2. (Here we have assumed, for simplicity, that supfx: Pf2>xg=1g=0.
If this is not the case, a slightly more involved denition of Q−1 is needed). The
innite series in (3.9) converges almost surely uniformly for t 2 [0; 1].
Furthermore, if f(s; ) is a function such that f(; ) is integrable on the interval
[0,1] with respect to the process z for each  2 T; T an arbitrary set, then the process
y(t); t 2 T , given by
y() =
Z 1
0
f(s; ) z (ds) (3.10)
is representable in law as
fy():  2 TgL=f y():  2 Tg; (3.11)
where
y() =
1X
n=1
nQ−1( n)f(un; ); (3.12)
cf. Rosinski (1991).
In extension of (3.8){(3.9), if z(t) = (z1(t); z2(t)) is a bivariate Levy process with
z(1)L= = (1; 2) of type G then
fz(s): 06s61gL=f z(s): 06s61g
with
z(t) = ( z1(t); z2(t)) =
1X
n=1
(1n; 2n)Q−1( n)1[0; t](un); (3.13)
where f1ng and f2ng are two independent i.i.d. sequences of N(0,1) variates and f ng
and fung are as above. This is simple to verify from the earlier result, by verifying
that fz(s): 06s61g and f z(s): 06s61g have the same characteristic functions for
the nite-dimensional marginal distributions.
Suppose the distribution function F is continuous and strictly increasing on R, with
inverse F−1. Then x, given by (3.5), may be reexpressed as
x(t) =
Z 1
0
cos(F−1()t) z1(d) +
Z 1
0
sin(F−1()t) z2(d): (3.14)
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Hence, by (3.13), we further have
fx(t): 06t61g
L=
( 1X
n=1
(1n cos(F−1(un)t) + 2n sin(F−1(un)t))Q−1( n): 06t61
)
; (3.15)
a type of representation that is useful in particular for simulation purposes.
4. Self-similar processes
A stochastic process x on the interval R+ = [0;1) is self-similar with exponent
H > 0 if x(0) = 0 and if for any c> 0
fx(ct)gR+ L= fcHx(t)gR+ :
Such a process is said to be H -self-similar.
By a result due to Lamperti (1962), if a process x = fx(t)gR+ with x(0) = 0 is
self-similar then the derived process x = fx(t)gR where
x(t) = e−Htx(et) (4.1)
is strictly stationary; and conversely, if x= fx(t)gR is a strictly stationary process then
x = fx(t)gR+ dened by
x(t) = tH x(log t) (4.2)
is self-similar. Note that, in this case, x may and may not have strictly stationary
increments.
Now, dene an n n matrix H (; t) by
H (; t) =

tHj t
H
k cos



log
tj
tk
n
j; k=1
(4.3)
and let
WH (; s; t) = s2H + t2H − 2sH tH cos

 log
t
s

: (4.4)
Theorem 2. Suppose that the strictly stationary process x = fx(t)gR is of the type
given by Theorem 1. For the associated self-similar process x(t)= tH x(log t) we have
Cf1; : : : ; n z x(t1); : : : ; x(tn)g=
Z
R
KfH (; t)>=2 z 2gF(d); (4.5)
where = (1; : : : ; n); t = (t1; : : : ; tn). In particular;
Cf z x(t)g= Kft2H2=2 z 2g: (4.6)
Moreover;
Cf z x(t)− x(s)g=
Z
R
KfWH (; s; t)2=2 z 2gF(d): (4.7)
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Proof. Formulae (4.5) and (4.6) follow by direct calculation, using (3.7), and (4.7) is
a simple consequence of (4.5).
Remark. It follows, since
Kft2H2=2 z 2g= Kf2=2 z t2H2g
and since innite divisibility of 2 implies innite divisibility of t2H2, that for any
t>0 the law of x(t) is of type G.
Otherwise put, if D() is the distribution function of a one-dimensional distribution
of type G then there exists an H -self-similar process x, as in Theorem 2, such that
x(t) has distribution function D(t−H ).
In view of formula (2.2), Cf z x(t)− x(s)g may be rewritten as
Cf z x(t)− x(s)g=−
Z
R+
M (−2=2; s; t)Q(d); (4.8)
where
M (; s; t) =
Z
R
(1− expfWH (; s; t)g)F(d) (4.9)
and formula (4.5) may be reexpressed similarly.
4.1. Self-similar processes with second-order stationary increments
We shall now show that in the square integrable case, processes x of the type
considered in Theorem 2 have second-order stationary increments for a special choice
of F , specically for F equal to the distribution function associated to the covariance
function of fractional Brownian motion.
If x is H -self-similar with second-order stationary increments then its covariance
function is necessarily of the form
Efx(s) x(t)g= 12fs2H + t2H − (t − s)2HgEfx(1)2g (4.10)
for some H 2 (0; 1) and s< t. (This is well known and follows easily from the identity
Ef(x(t)− x(s))2g= Efx(t − s)2g.)
Equivalently, the correlation function of the associated stationary process x(t) must
be of the form
r(u) = cosh(Hu)− 22H−1 sinh2H (u=2)
= cosh(Hu)− 2−(1−H)(cosh u− 1)2H (4.11)
for u> 0. In fact,
Efx(t) x (t + u)g= e−H (2t+u)Efx(et) x(et+u)g
= 12e
−H (2t+u)fe2Ht + e2H (t+u) − (et+u − et)2HgEfx(1)2g
= 12fe−Hu + eHu − (eu=2 − e−u=2)2HgEfx(1)2g
= fcosh(Hu)− 22H−1 sinh2H (u=2)gEfx(0)2g:
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Let FH denote the (uniquely dened) distribution function satisfying
r(u) =
Z 1
−1
cos(u)FH (d)
with r(u) given by (4.11).
Combined with Theorem 1, the above discussion implies the validity of the following
theorem.
Theorem 3. Suppose that x = fx(t)gR is as given in Theorem 1; with F = FH . Then
the correlation function r(u) of x(t) satises
r(u) = cosh(Hu)− 22H−1 sinh2H (u=2) (4.12)
and the associated self-similar process x(t) = tH x(log t) has second-order stationary
increments.
Example 5. In particular, the above construction provides an integral representation of
the fractional Brownian motion BH . Let W1 and W2 be independent standard Brownian
motions. Then
BH (t) = tH
Z 1
−1
cos( log t)W1(FH (d)) + tH
Z 1
−1
sin( log t)W2(FH (d))
(4.13)
is a fractional Brownian motion.
We conclude this section by showing that r(u) possesses a spectral density fH and
by deriving a formula for fH . Together with representation (3.15), this formula will
be useful for simulation studies.
Theorem 4. The correlation function (4:12) has; for 0<H < 1 a spectral density of
the form
fH () = (2)−1
1X
j=0
(−1)j−1

2H
j

(j − H)f(j − H)2 + 2g−1; (4.14)
i.e. a weighted sum of Cauchy densities.
Proof. First note that for u> 0
r(u) = cosh(Hu)− 22H−1 sinh2H (u=2)
=
1
2
eHuf1 + e−2Hu − (1− e−u)2Hg
=
1
2
eHu
(
e−2Hu +
1X
1
(−1)j−1

2H
j

e−ju
)
:
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Consequently, for u!1 we have
r(u)
8><
>:
 12 e−Hu for 0<H < 12 ;
=12e
−u=2 for H = 12 ;
 He−(1−H)u for 12<H < 1
showing that FH () is absolutely continuous with a density fH ().
Further, since r(u) is symmetric we may, for u 6= 0, reexpress r(u) as
r(u) =
1
2
8<
:e−H juj +
1X
j=1
(−1)j−1

2H
j

e−( j−H)juj
9=
; : (4.15)
From this expression it is possible to develop the series representation for the density
fH () of FH (). In fact, using that expf−cjujg is the characteristic function of the
Cauchy density −1cfc2 + x2g−1 we nd by Fourier inversion that
fH () = (2)−1HfH 2 + 2g−1
+ (2)−1
1X
j=1
(−1)j−1

2H
j

(j − H)f(j − H)2 + 2g−1
= (2)−1
1X
j=0
(−1)j−1

2H
j

(j − H)f(j − H)2 + 2g−1:
Fig. 1 shows examples of the graph of logfH , compared to the graph of logf1=2.
As an alternative to (4.14), we may express fH as
fH () = −1[ 12HfH 2 + 2g−1 + H (1− H)f(1− H)2 + 2g−1
+ (12 − H)2HRH (u)]; (4.16)
where
RH (u) =
1X
j=2
(j − H)(j − 2H − 1)( j−2)
j!
f(j − H)2 + 2g−1:
It follows, in particular, that
0<RH (u)6
1X
j=1
j−2 =
2
6
;
showing that the series converges fairly rapidly, irrespective of the value of .
Furthermore,
f1=2() = −12f1 + (2)2g−1;
the density of the Cauchy law, rescaled by the factor 1=2.
4.2. Self-similar processes without assumption of square integrability
Without the assumption of square integrability of the processes v and w one can,
of course, not speak of second-order stationarity. However, there is in any case ‘weak
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Fig. 1. logfH (full line) compared to logf1=2 (stapled line), for various values of H (f1=2 equals the Cauchy
density with scale parameter 1=2).
stationarity’ of the increments of x in the sense that the coecient c1(s; t) in the
below Theorem 5 depends on s and t through t− s only, cf. formulae (4.8) and (4.9).
Lemma 1. The following identity holds:
2sH tH
Z 1
−1
cos

 log
t
s

FH (d) = s2H + t2H − (t − s)2H : (4.17)
Proof. This follows from formula (4.10) in conjunction with the relation (4.2).
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Theorem 5. For F = FH we have
M (; s; t) =
Z
R
(1− exp fW(s; t)g)FH (d)
=
1X
j=1
(−1)j−1cj(s; t)
j
j!
(4.18)
where
cj(s; t) =
jX
m=0
(−1)m

j
m

(s2H + t2H )j−m
[m=2]X
q=0

m
q

(st)2qH
fs(m−2q)2H + t(m−2q)2H − (tm−2q − sm−2q)2Hg: (4.19)
In particular,
c1(s; t) = (t − s)2H ; (4.20)
c2(s; t) = (t − s)2Hf2(s2H + t2H )− (s+ t)2Hg+ (s2H + t2H )2 + 2(st)2H ; (4.21)
i.e. c1(s; t); but not c2(s; t); depends on t − s only.
Proof. From Gradshteyn and Ryzhik (1965, p. 31) we have
cosm(x) =
1
2m−1
[m=2]X
q=0

m
q

cos((m− 2q)x): (4.22)
It follows that
cj(s; t) =
Z
R
fW(s; t)gjFH (d)
=
jX
m=0
(−1)m2m

j
m

(s2H + t2H )j−m(st)mH

Z
R
cosm

 log
t
s

FH (d) (4.23)
and, using (4.22) and (4.17), we nd
Z
R
cosm

 log
t
s

FH (d) = 2−m+1
[m=2]X
q=0

m
q
Z
R
cos

 log
tm−2q
sm−2q

FH (d)
= 2−m
[m=2]X
q=0

m
q

(st)−(m−2q)H
ft(m−2q)2H + s(m−2q)2H − (tm−2q − sm−2q)2Hg:
Inserting this in (4.23) we obtain (4.19).
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