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Rua Marquês d’Ávila e Bolama, 6201-001, Covilhã, Portugal
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Abstract
Blockchain has been used extensively for financial pur-
poses, but this technology can also be beneficial in other
contexts where multi-party cooperation, security and de-
centralization of the data is essential. Properties such as
immutability, accessibility and non-repudiation and the ex-
istence of smart-contracts make blockchain technology very
interesting in robotic contexts that require event registra-
tion or integration with Artificial Intelligence. In this pa-
per, we propose a system that leverages blockchain as a
ledger to register events and information to be processed
by Oracles and uses smart-contracts to control robots by
adjusting their velocity, or stopping them, if a person en-
ters the robot working space without permission. We show
how blockchain can be used in computer vision problems by
interacting with multiple external parties, Oracles, that per-
form image analysis and how it is possible to use multiple
smart-contracts for different tasks. The method proposed is
shown in a scenario representing a factory environment, but
since it is modular, it can be easily adapted and extended for
other contexts, allowing for simple integration and mainte-
nance.
1. Introduction
Blockchain is mostly used for monetary purposes, serv-
ing the objective of allowing and registering transactions
containing tokens, an idea which has been initially proposed
to be used as the basis for Bitcoin [26]. This has gained in-
creasing visibility and wide-spread usage due to inherent
properties such as non-repudiation, replication and decen-
tralization of the data, irreversibility, accessibility, (pseudo)
anonymity and because it can achieve consensus within an
untrusted network [42]. Consensus algorithms have been
massively studied, both to solve security problems and to
improve the speed that it takes for peers to validate blocks,
and the most common ones being used are Proof-of-Work,
that requires miners to solve a cryptographic puzzle to val-
idate a block, which is being used in Bitcoin and Ethereum
[37] and Proof-of-Stake, which has many implementations
to tackle different problems, but ultimately uses the amount
of tokens to select a miner to validate a block [39]. This
technology has been used in applications outside the finan-
cial scope, mostly due to the fact that blockchain is a power-
ful ledger that stores data in an immutable way and because
smart-contract technology allows it to have actions upon the
network without requiring human intervention. One of the
most studied applications of blockchain outside the finan-
cial scope is in healthcare, where it has been used to pri-
vately store medical data with guarantees that only allowed
people can see the registries [41], and to improve and ac-
celerate healthcare research [21]. Blockchain has also been
used in transportation systems [40], and extensively studied
to integrate Internet-of-Thing (IoT) devices [6, 15]. From
the proposed methods that integrate blockchain with multi-
ple fields, one of the most promising is the integration with
Artificial Intelligence (AI). Both blockchain and AI are dis-
ruptive technologies that have immense utility and that have
shown they can solve real problems by themselves. The
integration of these two can solve problems that are inher-
ent to blockchain [22], such as sustainability and efficiency
by improving the energy consumption [5] and by providing
dedicated mining, e.g. for neural network training [4, 27].
AI can also be used to improve blockchain security [31]
and smart-contracts, by aiding in formal verification of the
code, which leads to fewer developer induced errors [23].
There are proposals that integrate the two in the form of de-
centralized applications that use AI for processing data and
blockchain as a ledger. However, most of the proposals con-
sist in using blockchain as a lower-level ledger to store mon-
etary transactions and an upper-level application that con-
tains a marketplace for selling AI algorithms and datasets.
SingularityNET [33] is an example of this, in which a de-
centralized market of AI algorithms is coupled to an ap-
plication that subcontracts other algorithms to accomplish a
determined task. Using AI with blockchain opens the possi-
1
bility of integrating robotics with it. There have been some
initial proposals that try to integrate this to enhance individ-
ual robot characteristics and to conceptualize how a swarm
of robots can be controlled over a blockchain and the ben-
efits of such a system [17]. Work conducted by E. C. Fer-
rer [3] presents the benefits of this integration in a robotic
swarm, showing that it presents the benefits of having global
information and allowing for a faster behaviour change of
the swarm. In [10], a conceptualisation of a method that
allows the sharing of critical data among robots by using a
blockchain as a ledger is proposed, introducing the possi-
bility to tackle privacy issues regarding the use of personal
data by robots during a Human-Robot Interaction. T. L.
Basegio et al. [2] allocate tasks in a multi-agent system by
having an application that requires Human interaction to de-
fine new tasks to be done and stores that information inside
a blockchain. In [36], the authors built knowledge proces-
sors that use the information stored on blockchain to create
coalitions of robots. In [18], a method for detecting anoma-
lies in robots by using blockchain is proposed. In this, the
authors use the blockchain to store events of the robots and
smart-contracts to detect when anomalies occur. V. Strobel
et al. [35, 34] show how a reputation system in a blockchain
can handle byzantine robots in order to achieve consensus
in such networks. Despite these proposals indicating that
the integration of robotics and blockchain is achievable and
useful, this integration is still in its infancy since blockchain
is only used either to achieve consensus on a swarm or to
store information. In collaborative robotics contexts, vision
can be important to have and there is a lack of proposals
focused on integrating vision applications with blockchain.
The most prominent work is the one done by ABBC founda-
tion, who proposed a method to improve the security of wal-
lets that hold tokens by using face recognition to identify the
owner of an account [1], and the one proposed by V. Lopes
et al. [19], that uses information from captured images to
control the velocity of robots depending on the quantity of
raw material needed to be transported, and blockchain to
store the information processed by the Oracles and the robot
logs, which is then used by smart-contracts that define the
changes to be made on the robots. The Oracles are external
parties that interact with the blockchain via smart-contracts.
The integration of robotics, blockchain and complex al-
gorithms, such as the ones used in computer vision, is not
trivial because blockchains are usually designed for finan-
cial applications or to handle transactions of monetary as-
sets and are not fit to work with such components. In this
paper, we propose a method that by using vision, can detect
the presence of multiple people inside a robot workspace
and have different actions on the robots depending if the
workspace has entered by known or unknown people. The
method uses a blockchain to store the logs of the Robot,
which ensures that all the actions that were taken by a robot
are stored and can’t be tampered with, the identifications of
the images taken by the cameras and the analytics done by
the Oracles performing image analysis. We can do this work
by using multiple smart-contracts to serve both as storage
and to define the changes to be performed on the robots. The
method proposed can be adjusted to different needs since
the algorithms that run on the Oracles can be any and new
smart-contracts for new needs can easily be added. Even
though people detection, tracking and identification are well
studied subjects [38, 28, 16, 29], the important focus of our
proposal goes beyond the algorithms used to perform the
tasks described, to focus on demonstrating how it is possi-
ble to integrate robotics with blockchain and how to conduct
complex image analysis to change the state of robots using
smart-contracts, while keeping immutable registries.
The main contributions of this work can be summarized
as follows:
• We show how it is possible to conciliate blockchain
with computer vision (AI);
• We present a real case scenario where detection of peo-
ple inside a Collaborative Robot (Cobot) workspace is
achieved, in such a way that it is possible to register
not only who enters the robot workspace, but also:
– Unalterably keep the identity of the person (in-
cluding timestamp);
– Control the robot in order for it to adapt its be-
haviour depending on the identity of the person
(if she/he is known or unknown).
• We propose a method that can be used to increase se-
curity in environments where humans and robots work
closely and that can be easily altered, maintained and
adapted to more robots, environments and tasks.
The remainder of this paper is organized as follows:
First, we explain the proposed method and, the different
components that are part of it. Then, we present the expe-
riences conducted. After, we discuss the proposed method




The method proposed in this paper consists of control-
ling robots to avoid collisions with humans by blockchain
and 3D vision. Even though Cobots are normally equipped
with sensors to stop upon collision, it is important to stop
robots before a collisions happens, ensuring that there is no
damage neither to the robot nor to the Human that violated
the robot workspace. To achieve this, we use RobotChain
[8] as a decentralized ledger to store robotic events and
other information in a secure and fast way. RobotChain
is a consortium blockchain designed for factory environ-
ments, capable of handling a large amount of transactions
per second, that implements off-chain protocols to handle
the exponential growth in size that blockchains have [9].
We used oracles to process images and smart-contracts to
handle the storing of the information and the logic to con-
trol robots. This is a generalist approach and can be used
to control any robot as long as the robot allows external
commands to adjust its velocity and to stop it. This method
is also useful as it does not require Human intervention to
control the robots, since the smart-contracts automatically
perform action-triggers when the premises are met, and it is
easy to maintain and adapt to handle new robots and tasks,
since it is only needed to add a new smart-contract to handle
the new requirements. To avoid collisions, we use 3D im-
ages to detect people using the method proposed in [24, 25]
and, if there are people present in the warning or the critical
zone, we then use [11] to detect faces and identify who they
are. Figure 1 shows a representation of this setup that uses a
Kinect to acquire depth information about the scene and de-
fines two zones surrounding the robot, the warning and the
critical zone, which are represented in the Figure by yellow
and red respectively. In our approach, if someone is known
(allowed to be near robots, e.g. a factory manager) and en-
ters the warning zone, no changes are made to the normal
functioning of the robot, but that event is registered in the
blockchain. If a person enters the red zone, the velocity of
the robot is reduced to 10 seconds per movement and this
event and the event that represents the detection and iden-
tification of a person are both registered in the blockchain.
When the person is unknown (not allowed to be there, e.g.
a visitor) and enters the warning zone, the velocity of the
robot is reduced to 10 seconds per movement, and if then
he/she enters the critical zone, the robot is stopped.
Figure 2 shows the complete architecture of the proposed
method. It is possible to see from this that the most im-
portant module of this architecture is the blockchain, as
it serves as a ledger to store all the information but most
importantly, as a way for different modules communicate
and to share information about the system. The way the
blockchain interacts with the other system components is
with smart-contracts. They serve both as storage and to
handle different logics, such as determine a robot speed de-
pending on the information from the Oracles. The robots
are coupled with a computing unit that handles the in-
teraction with the blockchain and, if needed, with an ex-
ternal database that stores images. This ensures that the
blockchain does not grow in size exponentially and, by sav-
ing the hash of the images on the blockchain, it ensures that
if the images are altered, this will be known. The comput-
ing units receive information from the smart-contracts about
the changes to be conducted in the robots. In the proposed
Figure 1. Robot workspace monitoring using a Kinect (top-left).
Yellow represents the warning zone, red represents the critical
zone.
method we have three Oracles, one to handle the task that
the Robot used in the experiments is doing, one to detect
people based on the 3D image acquired by a Kinect and one
to detect faces and identify to whom they belong. The first
Oracle is based on the method proposed in [19], in which a
robotic arm is performing a pick and place task and uses a
camera to detect if there are any raw materials to pick. The
second and the third one are used to compute vision algo-
rithms and they share information by using a smart-contract
that stores information about people being detected on the
3D images and the identification for those images (which
are stored in a database). The third Oracle receives the in-
formation that the second Oracle inserted in the blockchain
and retrieves the correspondent images to perform its task,
which is detecting faces and identifying them. After con-
cluding its work, it inserts information about how many
people were detected and their identities (if known) in the
blockchain. With this, a smart-contract automatically deter-
mines if there are any changes to be conducted on the robot.
In figure 3 we show a simplified flow of the method, for a
known and an unknown person. Step a represents the detec-
tion of a person in the robot workspace, b represents the face
detection, c is the feature extraction and d is the identifica-
tion of the person. If the person is not known, the method
returns ”Unknown”. After these steps, the smart-contract
defines the actions to be taken.



































Figure 2. Architecture of the proposed method.
safely validate a robotic workspace and control the robot to
adjust to different scenarios. The created method integrates
blockchain, Robotics and AI in the form of image process-
ing algorithms, which is an innovative way of dealing with
computer vision algorithms and Robotics. By using mul-
tiple Oracles to process data we can distribute and decen-
tralize the computation and securely store the information
inside the blockchain.
In the following subsections, we explain the components
of the system and how they work.
2.2. RobotChain and Oracles
We use RobotChain as a blockchain [8]. RobotChain al-
lows the registering of robotic and other events in a trusted
and secure way. It is based on Tezos blockchain [20] that
has properties that are essential in robotic environments,
such as: a low energy consumption and faster consensus al-
gorithm (Delegated Proof-of-Stake), when compared to tra-
ditional ones, e.g. Proof-of-Work, its self-amending prop-
erty that allows changes in the blockchain core to be con-
ducted without the need for hard-forks and the support to
formally verify the smart-contracts. This is essential in crit-
ical software to ensure that the amount of developer induced
bugs is reduced. These can be virtually anywhere, e.g. in the
cloud, requiring only a network to communicate with the
blockchain network. It is essential that the address of the
Oracle(s) is defined on the smart-contract logic. This en-
forces that only allowed parties can update the information
on the blockchain. In the proposed method, there are three
separated Oracles performing computation on data (from
the blockchain and external sensors, such as a Kinect) and
inserting analytics on smart-contracts that are dedicated to:
control the robot, store information about people that enter
the robot workspace and about their identities. The smart-
contracts allow the system either to be private and closed
(not allowing external parties to communicate) or to allow
trusted parties to interact with it, opening the opportunity
for complex algorithms to be performed and to allow other
applications to work over them, such as monitoring appli-
cations and others.
2.3. People Detection
To detect people we use 3D images captured by a Kinect
and process them with the Point Cloud Library [30]. We
based our approach in the one proposed in [24, 25]. The
method runs on CPU and is capable of detecting people in
real-time, even if they are grouped or near walls. This is
achieved by first performing a depth-based sub-clustering
Known Person Unknown Person
a b c d a b c d
Figure 3. Detection of known and unknown people. Step A represents the people detection algorithm, B the face detection, C the feature
extraction and D the identification of the person.
method and then using a Support Vector Machine to detect
people in the RGB-D data. In Figure 4 we show an exam-
ple of two images where on the first one there are no people
on the scene and on the second one there is a person de-
tected and a green bounding box is drawn. This bounding
box is used to find the position of the person, allowing us to
know if the person is inside either one of the restricted zones
and if so, use the detection and identification face method
only on the region represented by the bounding box. This
method is robust as it works in different scenarios since it
has the premise that every person starts from the ground.
This requires the algorithm to have a ground plane equation
to estimate where the ground is. This method is showed to
work well when people are standing up or seated on chairs.
We changed this method to include the warning and critical
areas aforementioned and to extract the image correspon-
dent to the bounding boxes of the detected people in order
to send that information to the blockchain.
2.4. Face Detection and Identification
The pipeline of an algorithm that aims to do face recog-
nition contains several steps: first, it needs to find all the
faces on a picture; then, for each face, it needs to be able
to understand the direction that the face is facing, since it
is very rare that a person is looking directly at the camera;
third, it needs to be able to extract the unique features of the
face, so that those features can be used to distinguish one
person from another. The final step is normally the compar-
ison of the unique features of the face with all the people
that are already known. This serves to determine if the per-
son is known or unknown to us (identifying to whom the
face belongs).
To detect faces and identify them, we based our approach
on a library called Face recognition [11]. This library is a
facial recognition API for Python that interfaces with dlib
[14]. Dlib is a toolkit to aid in the development of machine
learning algorithms and data analysis tasks and it is widely
used due to its efficient runtime. Face recognition uses dif-
ferent algorithms to tackle the steps aforementioned in a
face recognition algorithm. In the first stage, an Histogram
of Oriented Gradients (HOG) [7] is used to find faces in
an image. On the second stage, it needs to figure out the
pose of the face by finding the main landmarks in the face.
These landmarks are found using the face landmark estima-
tion method [13], which is based on an ensemble of regres-
sion trees. Once landmarks are found, they are used to warp
the image so that the eyes and mouth are centred. After
this, the information is then used in FaceNet [32], which is
trained to measure 128 features of a face. This Neural Net-
work is used to get simpler data from the image to have a
faster search time on the features instead of doing traditional
methods such as comparing pixels or sliding windows. In
the end, a linear Support Vector Machine classifier is used,
to identify a person as unknown or known and get the per-
son identifier in the later case.
We based our approach on this method due to the fact
that it is easy to use out-of-the-box, it achieved 99.38% on
the Labeled Faces in the Wild benchmark [12] and it is easy
to maintain, add and remove people. In figure 5 we show an
example of the pipeline of the face recognition and identi-
fication that we use. The first step is the information about
the image received by the people detection algorithm, the
second is the face detection and crop, the third is the fea-
ture extraction and the last step is the identification of the
person.
2.5. Robot Control
The robot is controlled by smart-contracts. This ap-
proach is based on the one proposed in [19]. It uses
a blockchain to store robot events and depending on the
amount of material needed to be picked, a smart-contract
changes the speed of the robot to accommodate the needs
of the factory. However, this approach uses only one Or-
acle. In our approach we use a similar method to control
the robots but we use multiple Oracles to perform differ-
ent types of algorithms to achieve the desired behaviour. In
the proposed method, the control of the robot is inside a
smart-contract, which means that it can’t be changed (with-
out having a specific method that allows so) and performs
automatically upon meeting the criteria. The criteria are
the detection of people trespassing the robot workspace and
their identification. If the trespassing happens in the warn-
ing zone, it either slows down the robot if the person is un-
known or does nothing, if the person is known and allowed
Figure 4. People detection algorithm. The figure on the left was captured when there were no people on it, the second one detected one
person and created a bounding box over it.
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Figure 5. Pipeline of the Face Detection and Identification method.
to be there. In the case that the trespassing happens in the
critical zone, if the person is unknown, the robot is stopped,
if the person is known, the robot is slowed down. By con-
trolling the robots in such a way, we ensure that they are
controlled without Human intervention, that the outcomes
of the algorithm are as desired and that every event is reg-
istered in a secure and immutable way, meaning that it is
possible to see eventual errors and have real-time informa-
tion about what is and should be happening with the robots.
3. Experiments
To illustrate the working conditions of the proposed
method, we conducted two experiments in a scenario where
a robotic arm is picking and placing material from one point
to another, in which the material returns to the starting point.
This simulates a factory job where a robotic arm needs to
transport something from one conveyor to another one. Fig-
ure 1 represents the scenario created, where the robotic arm
picks orange balls from the beginning of the trail and places
them at the end, which is slightly higher so that the balls go
back to the beginning. The first experiment conducted con-
sisted of a known person entering into the robot workspace,
and the second one consisted of an unknown person doing
the same. The logic defined in the smart-contract to handle
these situations is: if an unknown person enters the warn-
ing zone, the robot must change its speed to 10 seconds per
movement, if the person enters the critical zone, the robot
must stop. For a known (allowed) person, if he/she enters
the warning zone, no changes are performed, if the person
enters the critical zone, the robot must change its speed to
10 seconds per movement until the person leaves this zone.
The normal speed for the robot is 4 seconds per movement.
In Figure 6, the velocity of the robot in seconds per
movement is shown for the experiment with an unknown
person. The points A and B represent the moment when the
person enters the warning and the critical zone, respectively.
In this case, it is possible to see that initially, the robot is
working at a constant speed of 4 seconds per movement,
once the person is detected inside the warning zone, the
smart-contract ”fires” the information that the speed should
be changed to 10 seconds per movement, which is visible
in the change from second 29 to second 30. Then, the per-
son keeps moving inside the warning zone until the second
56, where the person enters the red zone and the robot is
stopped. The experiment finished with the robot velocity
being 0, which means that it is stopped until new orders.
In Figure 7 the same experiment is shown but with a per-
son that is allowed to be near the robot. In this case, there
are three points, A that represents the moment a person en-
ters the warning zone, B which represents the entry on the
critical zone and C, that represents the moment the person
leaves the critical zone. It is possible to see that, because
the person is known and allowed to be there, in point A,
no changes are made to the robot speed. In point B, as the
person enters the critical zone, the velocity of the robot is re-
duced to 10 seconds per movement (as opposed to stopping
if the person were unknown). Then, as the person leaves
the area, the robot returns to its normal behaviour, which is
a velocity of 4 seconds per movement.

















Figure 6. Unknown person experiment. Point A represents the
entry in the warning zone, B represents the entry into the critical
zone.
4. Conclusion and Future Work
This paper describes how it is possible to integrate
Robotics with vision algorithms while using a blockchain as
a decentralized ledger. The proposed architecture is capa-
ble of registering robotic events and Oracle information in a
secure way and have blockchain to be the gate between all
communications and show that this integration of technolo-
gies goes beyond a simple way of registering information
to more complex behaviours and possibilities. We use Ora-
cles to do heavy computational processing that robots can’t
do, which leads to more opportunities in the type of tasks
the robots can perform. By using a blockchain we also have
global information about the whole system in real-time. The
proposed architecture is modular, as it is possible to insert
new modules that can serve as Oracles and do any type of
data processing, or new smart-contracts to handle new tasks
and behaviours. This method also ensures that once a smart-
contract is deployed to the blockchain, no one can alter its
logic and that the whole system can work without Human
intervention. The method can be expanded to handle mul-
tiple robots just by adding smart-contracts that perform the
required actions to communicate with those robots, mean-
ing that a whole swarm of robots can be integrated and
they can share information over the blockchain. As a fu-
ture work, this architecture could be further improved by
changing blockchain core features, such as the consensus
algorithm to one that does not require any Token, since in
robotic environments it is usually not required (when think-
ing of factories and industrial services).
The development of robotics and AI approaches over
blockchain is still in its infancy and will start to flourish

















Figure 7. Known person experiment. Point A represents the entry
in the warning zone, B represents the entry into the critical zone,
C represents the moment when the person leaves the critical zone.
once the blockchain gets more common, easy to use and
deploy. In the future, there will be blockchain approaches
that are totally focused on integrating multiple parties over
the same platform to distribute a way to share information
without consensus problems without financial approaches
underneath. This methods will be used in the industry 4.0
paradigm and will integrate the Cloud in their inner compo-
nents, either to work as Oracles or partially store the infor-
mation of the blockchain.
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