Recently, continuum Microkinetic Rate Theory (cMRT) has been advanced as a method of studying rates of systems, where deviations between observation and cMRT theory have been found, and it hypothesized that these deviations are linked either to oscillations or fluctuations. Multinomial probability theory (MPT) is used to derive analytical expressions for concentration fluctuations, giving the fluctuations as a function of average concentrations and sample sizes. MPT predictions of fluctuations in kinetically constrained systems are verified against kinetic Monte Carlo, and it analytically shown that MPT predicts canonical and grand canonical ensemble fluctuations. These fluctuation results are discussed in conjunction with cMRT deviations and it argued that fluctuations are not responsible for the deviations.
Introduction
Assessing the rate of a systems level process is a general problem. When considering only an isolated reaction, methods such as transition state theory apply [1] [2] [3] ; however, complex reaction networks require a systems level approach. Systems controlled by rates are referred to as 'kinetically constrained'. Perhaps the most commonly referred to kinetically constrained system is a flow reactor. In a flow reactor, material is infed at some rate, reacts inside the volume, and then exits. Reactor dynamics are controlled by the pumping rate, the allowable reactions, and the external temperature. Other common kinetically constrained systems are catalysis [4] [5] [6] [7] [8] , corrosion [9] [10] [11] [12] , biochemistry 13, 14 , combustion, and power systems. Kinetically constrained systems are neither in the canonical ensemble, where the number is fixed, nor in the grand canonical ensembles, where the potential is fixed, falling into no thermodynamic ensemble 15, 16 (Fig 1) . With no formal model, understanding kinetically constrained systems has required extensive experiment [17] [18] [19] [20] , theoretical investigation [17] [18] [19] [20] , and simulation using molecular dynamics 21 or kinetic Monte Carlo 22, 23 . 24, 25 An early attempt to model kinetically constrained systems was based on a continuum form of Microkinetic Rate Theory (cMRT) 24, 25 . This cMRT describes the rate of change of concentrations, ̇, in terms of a set of independent first order reactions with rate constants, (1) , second order reactions with rate constants, (2) , a lattice dimension, , gradient, ⁄ , and curvature, 2 2 ⁄ , giving a total expression as
cMRT was largely successful, describing precisely first order reaction stationary states, transport processes, but contained some deviations for select second order system stationary states. The second order reaction deviations of cMRT were found to increase with lower concentration, lower diffusion rates, and in the absence of a reactivity gradient. Two principal hypotheses for these deviations were offered: oscillations and fluctuations. An oscillation being a structured change in parameters, like a wave, and a fluctuation being the variation of a specific set of parameters. The oscillation hypothesis suggests that the concentration field may not be flat, but contain variations of second order or higher, resulting in contributions from the transport term of cMRT to the stationary state. The fluctuation hypothesis can be understood by imagining the variation in local concentration, and how this variation might influence a second order process; if a rate, , is a second order function as, = 2 , and that this concentration fluctuates by some amount, , then the rate associated with this fluctuation would be = 1 2 a combinatorial system, just as physical systems. It will be taken that the number of combinations of a two state system of size is known by the binomial theorem to be ! ( 1 ! 2 !) ⁄ . If the binomial counting theorem is invoked, and each count weighted according to its independent probability, the binomial probability mass function is given as
The number of combinations in a multinomial distribution may be derived by invoking the binomial theorem and by using inductive reasoning. If a sample size of is given, and only two states are distinguishable, state 1 and a state greater than 1, labelled 1 and > 1, the combinatorial count is given as
If states in the subsystem > 1 become distinguishable as 2 and > 2, the subsystem combinations are given by >1 ! ( 2 ! >2 !) ⁄ . The total number of combinations is given by the product of the two systems as
Inductively applying the same line of reasoning gives the total number of combinations in a multinomial distribution of sample size,
, and a total number of allowable states, , according to
And because the probability of each individual combination is weighted by ∏ =1 , the MPT probability mass function is given as
(2a) ∑ = can be shown using inductive reasoning and invoking the identity ∑ =1 = 1. If the first sum of the probability mass function is considered, for a sample size of one, MPT gives ∑ =1 � = 1� = 1 + 2 + ⋯ + for a sample size of two
and for a generalized number of samples
The MPT expected value, [ ], can be shown using a few algebraic rearrangements and the identity ∑ = 1. The expected value of over is defined as
or
The equation is now rearranged by pulling out a factor of giving
The term in the sum has been labelled as equivalent to one, which can be shown by a variable change. Implementing the variable change of = − 1 and = − 1, the term in the sum becomes an MPT subsystem, allowing the application of ∑ = 1, from which it follows that
The MPT variance, [ ], can be shown using a similar number of algebraic rearrangements as with the expected value problem, and a similar application of the identity ∑ = 1. 
The equation is now rearranged by pulling out a factor of � − 1� 2 giving
As before, implementing variable changes of = − 2, = − 2, the term in the sum becomes an MPT subsystem with ∑ = 1 from which it follows that [ (
The MPT covariance, � , �, can be shown, again, using algebraic rearrangements and the application of ∑ = 1. The covariance is given according to
[ ] was previously determined, and now need � � is needed. � � is defined as
The equation is now rearranged by pulling out a factor of � − 1� giving
Implementing a variable change of = − 2, = − 1, and = − 1, the term in the sum becomes an MPT subsystem with ∑ = 1 from which it follows that � � = � − 1� , giving
Analogy to Physical Ensembles & Expectations
Analogy. Whether in the canonical, or grand canonical ensembles, the probability of each set of systems, { }, is given by a subsystem weight factor, , the number of each subsystem, , and the system size, , according to
where the differences between the canonical and grand canonical ensembles are the determinations of via the partition function or the grand partition function, respectively 15, 16 . This probability factor is such that ∑ = 1. The average number of observations, 〈 〉, of some state, , can be taken as a weighted average as
The functional form of the probabilities in the canonical and grand canonical ensembles is directly analogous to the MPT probability mass function, (3a) and (2a), and the method of determining the average number of states is directly analogous to the expected value problem, (3b) and (2b). MPT predicts canonical and grand canonical fluctuations.
Comparing the canonical and grand canonical ensembles with MPT encourages the analogy between an ensemble system of size,
, and an MPT sample size, , viewing the observation of as a sample of some macrostate and furthermore encourages the analogy between the probability of a state in an ensemble, , and the probability of an observation in a sample, .
Insight is to be born with this analogy, but also nuance important. The two assumptions used to derive MPT fluctuations, (i-ii), are all valid for the canonical and grand canonical ensembles; this means there will be true, systematic fluctuations within an ensemble by analogizing, ~ and ~, but furthermore that when an experimental observation is made, where the entire ensemble is not normally observed, the observed fluctuations will correspond to and not . This manuscript is concerned with addressing fluctuations in kinetically constrained systems. In kinetically constrained systems, there is yet no completely predictive model of the stationary state; however, it is known that the system will propagate according to combinatorial and not permutative counting, assumption (i), leaving the only question as to whether MPT applies or not as to whether observation probabilities can be approximated as independent, assumption (ii). Here, assumption (ii) is taken to be to be the case, and MPT predictions of fluctuations tested against a kinetically constrained system.
Expectations. In physical systems, the number of states, , is not normally observed, but the concentration, = ⁄ . MPT interprets the fluctuations as variances, 2 , and covariances, 2 , of the average concentration,
, allowing the conversion of MPT results 2c, d, and e into variations of averages giving
and for ≠ as
resulting in a covariance matrix, , which can be constructed as
Verification of MPT Fluctuations
The kinetic Monte Carlo (kMC) method is used as a numerical technique against which to verify MPT fluctuation predictions, as kMC is taken to be the gold standard of rate theory of physical systems. kMC importantly propagates the state structure stochastically, rather than deterministically, allowing a realistic description of fluctuations 22, 23, [26] [27] [28] . kMC propagates a system based on two equations 26 , eqns 5. kMC randomly selects from reactions of index , each with rate , based on a probability, , of
and uses a random number between 0 and 1, , to propagate time by ∆ according to
Boundary conditions. Three separate benchmark systems are simulated with the kMC. Each system is a square lattice with periodic boundary conditions. What distinguishes the systems are the dimensions. Three sets of lattices of lengths 10x10, 16x16, and 50x50 were used. The system size was varied to test any sampling size effect.
Reaction Rates. Within each system 16 sets of simulations are performed where rate constants are randomly varied between zero and one, allowing diverse sampling. For each case, three states are allowed: A, B, and C. In each case, all reactions are allowed: → , → , → and their reverse reactions, → , → , and → . Discussion of the concentrations in the kMC system is given based on a coverage parameter, , which is given as the number of the state , , divided by the total number of states, , according to = ⁄ . The initial conditions are defined at = 0 as ( , , ) = (1,0,0); with time the kMC will come to a stationary state with each state having some long time concentration average, ; the initial conditions do not affect the stationary state but are required simulation parameters.
Determining
and . kMC simulations were performed for 10 8 time steps, and stationary state verification and analysis performed on the last 10 7 time steps, =10 7 . The variances and covariances were then determined according to
Verification of variance & covariance.
Verifying the ability of MPT to predict fluctuations is best done using a parity plot -comparing MPT and kMC predictions over a large sample. 
Discussion

Fluctuations or oscillations in cMRT?
A model of fluctuations has been derived in detail in an effort to examine its role in a systems level rate theory, specifically cMRT. Deviations from cMRT have been observed for the model system of simple adsorption and associative desorption, a Langmuir system. In this Langmuir case, species from a gas phase, B(gas), bind to vacant surface sites, *, with a first order reaction, B(gas)+*→B*, undergo exchange diffusion, B*+*↔*+B*, until they collide and desorb, 2B*→2*. When cMRT was used to study this Langmuir system, agreement was broadly found, except for cases lower concentration and slower diffusion rates.
When considering cMRT predications of the stationary state, there are three possible stationary states of eqn 1 to consider: a homogeneous system, a system with fluctuations, and an inhomogeneous system with some unarticulated oscillations. If the correct solution is a homogeneous cMRT, the stationary state would predicted by
if fluctuations were to play a role, fluctuations would enter with the square, and perhaps some scaling factor, ,
and if oscillations were to play a role, there would be nonzero values of ⁄ , 2 2 ⁄ , or (2) ⁄ resulting in a solution of the form
The cases for this Langmuir system containing deviations is shown in The fact that the model deviations do not appear to be the result of fluctuations, and that no fluctuations appear in rates, suggests a closer look at the conjecture that the rate is explicitly dependent upon the square of concentrations. The probability of collision can be reimagined as a state counting problem -counting nearest neighbors. The nearest neighbor counting problem is a Bayesian probability question, the probability of finding B, given that A is found, ( | ) ( ). If the state counting is given as a Bayesian problem, the fluctuation would drop out, indicating cMRT, is not a Fokker-Planck problem, and that 6b does not apply.
Limitations of MPT as a fluctuation model. The main assumption in using MPT as a fluctuation model is that the probability of sampling a state is independentdoes not influence , assumption (ii).
Another assumption, which was implicit in the approach, is that the system was a homogeneous phase, wherein the total set of probabilities is defined for the whole system. A wide variety of phase separations and spatial inhomogeneities may exist. Shown in Fig 6 is an example phase separation, a spinodal, where a material will self-separate into two phases (dark blue and turquoise in Fig 6) . In the case of phase separation, the MPT fluctuation model applies for the separate phases, but not the system as whole, with the same reasoning extending to any inhomogeneous system.
Conclusions
Here has been derived a model of concentration fluctuations based on Multinomial Probability Theory (MPT). This model assumes, (i), combinatorial and not permutative counting of ensembles, and (ii), that the probability of drawing each state is independent. This MPT based model of concentration fluctuations is a function only of the average concentration, eqns 4. It has been argued that the model will apply to canonical, grand canonical, and kinetically constrained systems. The application of MPT to the canonical and grand canonical ensembles has been argued analytically, and the application of MPT to kinetically constrained systems verified against kMC. The model is limited to systems where the concentration profile is well defined.
This work was motivated by the recent advances in continuum rate modelling, specifically continuum Microkinetic Rate Theory (cMRT), where it was conjectured that observation-cMRT deviations could be the result of either fluctuations or oscillations. It has been argued that the cMRT deviations are not the result of fluctuations, but connected to transport. 
Supplementary Information
Shown in table S1 are the kMC parameters randomly selected for and used for the MPT verification in the body of the manuscript. The resulting kMC observations of stationary state is shown in table S2 along with variances and covariances in table S3.
The MPT predicted variance and covariance are used as parameters to a Gaussian model. These MPT predictions are compared to kMC simulations, shown in Fig S1, verifying the Gaussian form of the fluctuations. It is important to note that the MPT prediction of variance is for a standard Gaussian, and that if a non-standard Gaussian is used, the variance will shift by the linear factor to scale back to the standard form. Table S3 . A list of the stationary state variances and covariances resulting from the benchmark kMC simulations. Data is given to the same significant figures as was used in simulation for possible reproducibility. 
Simulation Number
Definition of variables.
A lot of variables are used in this manuscript, as an aid those variables and their definitions are given in Table S1 . The probability of the set of states { } The probability weight factor of an independent subsystem in either the canonical or grand canonical ensembles The rate of some reaction The probability of selection a reaction in kinetic Monte Carlo The discrete time step in kinetic Monte Carlo A random number between zero and one Table S4 . Variable definitions. This variable list applies to the variables in the body of the manuscript.
Variable Definition
Θ P(Θ)(t→∞)
