Abstract: The performance of model-based engine calibration is highly dependent on the type of modelling which is used. A problem for state of the art algorithms for engine calibration arises, if outliers occur in the measurement data. Since outliers are not considered in recent types of modelling for engine calibration, they have to be removed before model training, in order to get a good model quality and a good prediction. This has serious drawbacks because either manual interaction is needed to identify the outliers, or automatic detection of outliers is not very robust if there are many outliers in the measurement data. In contrast to state of the art algorithms, a gaussian process modelling is presented, which is robust to outliers. After an introduction, the state of the art of modelling in engine calibration is presented and the drawbacks regarding outliers are shown. This is followed by a robust gaussian process formulation. At the end a simple theoretical example and an application on a diesel engine are given.
INTRODUCTION
Due to the increasing number of actuators, legislative restrictions and the increasing requirements of customers, the task of engine calibration is time-consuming and costintensive and therefore, there is a need to automate and optimize this process. One of the first major steps in automation of engine calibration was, building a blackbox model of the measured variables (eg. soot, NOx, fuel consumption) and optimizing this surrogate model instead of the real engine (e.g. see Mitterer (2000) and Gschweitl et al. (2001) ). This model-based engine calibration is still state of the art (e.g. see Deflorian et al. (2010) ). In the last years there is a trend to Online Optimization, where measurement, modelling and optimization are not strictly separated (see Klöpper (2008) and the references therein). A permanent interaction between the test-bed and the optimization-routine leads to a better modelquality in the desired regions and helps avoiding measurements in undesired regions. At the end of the Online Optimization more and more measurements are taken at the area near the optimum. Compared to Offline Optimization, no Validation of the optimum is needed and no undesired loops of the process have to be made, if the model quality is bad at the optimal point. Therefore this procedure leads to a substantially saving of time and costs, see Klöpper (2008) .
A problem in Offline and especially in Online Optimization arises, if outliers occur in the measurement data. If these outliers are not correctly considered by the modelling, e.g. if one uses a normal noise assumption, then the model quality, as well as the prediction of the model, will be bad. Therefore, in state of the art algorithms for Offline Optimization, the outliers are always removed before training, either manually, e.g. see Hafner et al. (2002) , Schreiber and Isermann (2009) , Kwon et al. (2009 ), Emtage et al. (2009 and Sampson (2009) , or by simple leaveone-out cross validation algorithms, e.g. see Schreiber and Isermann (2009) and Ullmann (2009) , which cannot be adopted very efficiently, if there are many outliers in the measurements, which we will see soon. Outliers in Online Optimization would cause a serious problem, because wrong predictions will cause the optimization routine to perform useless measurements in undesired regions. Thus, Online Optimization is always performed for quantities of an engine, which can be measured relatively well, like consumption, see Klöpper (2008) , and not for quantities, where the risk of outliers are much higher, like soot, see Berger and Rauscher (2011a) . Therefore, there is a need for a new type of modelling for engine calibration, which is robust to outliers.
The rest of the paper is organized as follows: Various types for modelling have been developed and used for engine calibration. Section 2 gives an overview and discusses the drawbacks of these types of modelling regarding outliers. In section 3 the robust Gaussian Process modelling is introduced, some remarks on the implementation are given and a simple theoretical example is shown. The performance of this new type of modelling is demonstrated at an example on a diesel engine in section 4, where NOx and soot are modeled.
STATE OF THE ART MODELLING IN ENGINE CALIBRATION
Common types of modelling for engine calibration are (e.g. see Berger et al. (2011b) ):
Training for polynomials, Tree-based Models, the MLP Networks and Least-Squares Support Vector Machines is performed by minimizing the sum of squares error function on the training data, considering a regularization technique in order to avoid overfitting, see Berger et al. (2011b) . This minimization of the sum of squares error function is equivalent to a maximization of the likelihood function under a conditional Gaussian noise distribution of these models, e.g. see Bishop (2007) or Poland (2002) . Instead of using the least squares approach, the Relevance Vector Machines and Gaussian Processes directly use a normal noise assumption for modelling in engine calibration, see Berger et al. (2011b) . The drawbacks of a normal noise assumption regarding outliers are illustrated in figure 1 (for more detailed information see Bishop (2007) ). In the plots of figure 1, data is sampled and a normal distribution and a Student'st distribution, which is given by
is fitted by the method of maximum likelihood. In the upper plot (a) no outliers occur. As the Student's-t distribution converges to a normal distribution, as the parameter ν increases towards infinity, both distributions have the same shape under maximum likelihood, if the data is normal distributed. The drawbacks of a Gaussian distribution regarding outliers can be seen in the lower plot (b). It clearly can be seen that the outliers strongly distorted the shape of the Gaussian distribution, while the shape of the Student's-t distribution is widely unaffected. This assumption of a normal distributed noise is an important drawback of recent types of modelling in engine calibration. Since the Gaussian noise assumption is not suited for outliers, all outliers have to be removed before model training in state of the art algorithms. A possible solution will be presented in the next section, where the normal noise assumption will be replaced by a Student's-t noise assumption, in order to achieve a modelling which is robust to outliers. For a deeper discussion on the robustness of the Student'st distribution regarding outliers see Bishop (2007) , O'Hagan (1979) or Vanhatalo et al. (2009) .
ROBUST GAUSSIAN PROCESS MODELLING
The idea of robust regression is far from new, Vanhatalo et al. (2009) . Outlier rejection from a bayesian perspective was already analyzed by De Finetti (1961). Neal (1997) introduced a Student's-t noise assumption for Gaussian Process Regression, see also Rasmussen and Williams (2006) . Other roubust formulations could be achieved, for example, with mixtures of Gaussians or the Laplace distribution, e.g. see Kuß (2006) , which are not considered here.
In order to apply gaussian processes for regression, we need to consider the noise on our measurements t n of the engine, which are given by
where y n = y(x n ) and ǫ n is a random noise variable. As said above, a Student's-t noise assumption (1) is made for ǫ n in order to achieve a robust formulation. We follow the definition of gaussian processes from Rasmussen and Williams (2006) :
process is a collection of random variables, any finite number of which have a joint gaussian distribution.
From this definition it follows that the distribution p(y|X) at the observed input locations X is a multivariate gaussian distribution
with mean µ and whose covariance is defined by a Gram matrix K. For notational convenience, we will suppress the dependence on X in the following and we will consider a zero-mean Gaussian Process. The covariance matrix K is definined by a covariance function k (for a detailed introduction on Gaussian processes see Rasmussen and Williams (2006) ). In this work the widely used squared exponential covariance function is used, such that
with the signal variance θ 2 σ and the length-scale parameters in each dimension θ l,d . For notational simplicity we will collect all the hyperparameters in a single vector of
Two aspects of a modelling with robust Gaussian processes should be examined here: training of the hyperparameters Θ in section 3.1 and prediction in section 3.2. In section 3.3 some remarks on the implementation are given and in section 3.4 a simple theoretical example of a comparison between Gaussian process regression with a normal noise assumption and Student's-t noise assumption is given.
Training
In this section we want to estimate optimal hyperparameters, conditioned on the measurements t of the engine. Since p(Θ|t) ∝ p(t|Θ) · p(Θ), we can find them by maximizing
If we would use a normal noise assumption for p(t|y), like in Berger et al. (2011b) , the integral can be calculated by using standard formulae. Since we use a Student's-t distribution (1) for p(t|y), this integral becomes analytically intractable. Therefore we need to approximate (5). State of the art algorithms for approximation of (5) are Markov Chain Monte Carlo (MCMC) methods (see Neal (1993) for a review), the expectation propagation (EP) algorithm (see Minka (2001) ), a factorized variational approximation (VB) (see Kuß (2006) and Tipping and Lawrence (2005) ) and a Laplace approximation (see Vanhatalo et al. (2009) and MacKay (2003)). MCMC methods achieve the best results but they are also computationally very intensive, see Nickisch and Rasmussen (2008) . As the focus of this work is an algorithm which can be used for online optimization, as said in section 1, computational speed is an important factor and therefore MCMC methods can't be used. The EP algorithm has been proven to be a good method for approximate inference in many applications, but here the use of EP is problematic since the Student's-t likelihood is not log-concave and accurate approximate inference with EP is very hard due to posterior multimodality, see Seeger (2008) for details. Vanhatalo et al. (2009) shows, that the performance of the Laplace approximation and the factorial VB is similar and the Laplace approximation is clearly faster than the factorial VB. Hence, in this work we concentrated on the Laplace approximation.
We follow the approach in Vanhatalo et al. (2009) . In the framework of the Laplace approximation, we seek for a Gaussian approximation for p(t|y)p(y) in order to approximate (5), where, again for notational convenience, we suppressed the dependence on Θ. This can be reached by introducing
seeking the modeỹ of ψ(y)
and the Laplace approximation results in
where A is the negative Hessian of ψ(y) at the modeỹ
(for more details on the Laplace approximation see MacKay (2003)).
Using (1) we can calculate −∇ 2 ln p(t|y) =: W as
r n = (t n − y n ), and (W) n,m = 0 if n = m. With the Laplace Approximation (8), we can now determine (5) as
using standard formulae given in Rasmussen and Williams (2006) . Here, q(t|Θ) stands for an approximation of p(t|Θ). As said above, with (11) the hyperparameters Θ can be optimized on the training data. Therefore, the derivates of q(t|Θ) with respect to the elements of Θ are calculated and a quasi-Newton method can be used for optimization.
Prediction
In this section we want to predict the value y * of our Gaussian process model at a new input location x * .
Since our Gaussian process model is a stochastic process, the value y * will be distributed, having a mean and a variance. In Rasmussen and Williams (2006) it is shown that (14) with the vector
These results are being achieved by finding an approximation q(y|t, Θ) for p(y|t, Θ), where the Laplace approximation has been used a second time. For more details see Rasmussen and Williams (2006) . 
Implementation
For robust Gaussian process regression some implementations, like Rasmussen and Nickisch (2010) and Vanhatalo et al. (2009) , already exist. Since some problems will occure by using these implementations in practice, which we will describe soon, and Vanhatalo et al. (2009) By applying Vanhatalo et al. (2009) to real engine data, like the application in section 4, only a very poor regression with bad hyperparameters Θ could be achieved. A possible explanation would be, that the Student's-t distribution is not log-concave, therefore the posterior distribution p(y|t, Θ) may be multimodal and the optimization routine is stuck in a bad mode. From the application, it was found that the choice of the initial values for the hyperparameters, Θ Init , for the optimization routine is crucial, in order to get good results. Hence, one possible solution would be a multistart optimization, using many initial values and in the end choose the most reasonable model. But as it is said above, computational speed is an important factor and therefore this procedure can't be used.
In order to avoid these computational intensive methods, we can use some properties, which result from the application in engine calibration. In engine calibration we assume that only a few outliers are in the data, like the application in section 4. In this example the training data, which consists of 244 measurements, includes only 5 outliers (∼ 2%). Hence, the following solution was implemented: First, a training of an Gaussian process with a normal noise assumption is performed. This model assumes that there are no outliers in the training data. Then the hyperparameters of this model, Θ N N , are taken as the initial values for the hyperparameters, Θ Init , for the robust Gaussian process and the initial value for ν is chosen to be relatively high. In practical applications, like in section 4, very good results have been achieved with this method at low computational costs.
Theoretical Example
A simple theoretical example of a comparison between Gaussian process regression with a normal noise assumption and Student's-t noise assumption is given in figure 2 .
which in practice could be any nonlinear engine mapping, training data (circles) is sampled and shifted by random noise. With this data Gaussian Process models are calculated. The predicted mean (solid line) represents the estimated function value and with the predicted variance a 95% confidence interval can be calculated, which represents the degree of certainty where the estimated function is expected.
If the noise on the measurements is normal distributed, as in the top row, both models give the same result, since, during the optimization of the hyperparameters Θ, ν increases towards infinity and the Student's-t distribution converges to a normal distribution. This should be compared to figure 1 (a). If outliers occur in the training data, like in the bottom row, then the prediction of a modelling with a normal noise assumption will get biased in the neighborhood of the outliers, while a modelling with a Student's-t noise assumption will be widely unaffected by the outliers, which should also be compared to figure 1 (b).
APPLICATION TO A DIESEL ENGINE
In this section a Gaussian process model with a normal noise assumption is applied on NOx and soot measurements of a diesel engine and compared to a Student's-t noise assumption. In this application only a single operation point is considered and only local models are trained. The inputs of the models are the main injection time, injection pressure, quantity and time of the pre-injection and quantity of exhaust gas recirculation. This leads to an 5 dimensional input space. For reasons of confidentiality all measurements are scaled to an interval of [0 1].
From a total set of 279 measurements, 35 measurements are randomly removed for model validation and the remaining 244 are used for training. With this data a Gaussian process model had been trained with a normal noise assumption and a Student's-t noise assumption. The performance of the models is shown in the measured-predicted plots in figure 3 and the NRMSE of these plots are given in table 1.
Since the NOx emissions (top row) can be measured relatively well, no outliers occur in the measurement data and the model with the Student's-t noise assumption (right) gives pretty much the same result as the model with the normal noise assumption (left). The performance of both models for NOx is quite good, but note that this is not the case for the soot emissions (bottom row). Since the soot emissions are much harder to measure, see Berger and Rauscher (2011a) , outliers occur in the measurement data. These outliers will distort the model with the normal noise assumption (left). This is a serious problem with state of the art models for engine calibration. It is very hard to determine which of these measurements is an outlier and which prediction is only biased by outliers. If one would calculate a model with more inputs, an even higher nonlinearity and more measurements like in Berger and Rauscher (2011a) , this problem would become even more severe, since the number of outliers usually increases with the number of measurements.
Note that this is not a problem if one uses a Gaussian process modelling with a Student's-t noise assumption (bottom right). With this modelling a better fit on the training data is achieved and the prediction of the validation data is very accurate. Further, it is easy to determine the five outliers in the data, which can be measured again if required. It should be noted that, due to the fact that all the outliers of the soot emissions are in the training data, the NRMSE of the training data is higher than the NRMSE of the validation data with the Student's-t noise assumption in table 1. 
CONCLUSION AND OUTLOOK
In this paper, a modelling based on Gaussian processes, which is robust to outliers, was presented. Also some remarks on the implementation for practical use were given. It was shown in the theory, that a modelling with a Student's-t noise assumption is robust to outliers, while a modelling with normal noise assumption is not. In a practical application it is illustrated, that the assumption of a Student's-t distributed noise is more appropriate than an assumption of a normal distribution for quantities of an engine, where the risk of outliers is high.
Hence, online optimization for quantities of an engine which are hard to measure is now possible with this type of modelling and this is one of the things we are currently working on.
We used Laplace's approximation in order to approximate the analytically intractable integral in (5). As said above, another possible solution would be the expectation propagation algorithm, which could not be used in the past since the Student's-t likelihood is not log-concave and accurate approximate inference with EP is very hard due to posterior multimodality. Nevertheless, it seems that Jylänki et al. (2011) has found a possible solution with better results than the Laplace's approximation and we investigate this approach at the moment.
