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Abstract
This paper analyzes the scalability of Instant Messaging & Presence (IM&P)
architectures. We take a queueing-based modelling and analysis approach to
find the bottlenecks of the current IM&P architecture at the Dutch social
network Hyves, as well as of alternative architectures. We use the Hierarchi-
cal Evaluation Tool (HIT) to create and analyse models analytically. Based
on these results, we recommend a new architecture that provides better scal-
ability than the current one.
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1. Introduction
An instant messaging & presence (IM&P) service allows users to exchange
messages and distribute presence information. Whereas messages are ex-
changed between one user and another, updates to presence information are
multicasted from the source to all related users (contacts). An IM&P ar-
chitecture needs to forward messages and exchange presences in a timely
manner, as users expect instanteneous response, especially for messages. In
addition to that, the architecture must provide the user with the presence
information of all contacts when the user connects to the service.
Hyves is a Dutch social network and offers all kinds of social applications,
such as personal profiles, weblogs and IM&P. The current IM&P architecture
is sufficient for the current workload, but Hyves engineers expect that it
will not be able to handle a tenfold increase. The aim of this paper is
to determine a scalable architecture for an IM&P service, with the Hyves
architecture as use-case. We take a queueing network-based modelling and
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analysis approach to find the bottlenecks of architectures. Furthermore, we
present architectures that provide better scalability.
Related work. Although several high level descriptions of IM&P architectures
are available on the internet, there is no previous work on analysis of these
architectures. However, a number of studies of architectures with other pur-
poses have been published. The goal of most of them was to develop an
analytically solveable model for an existing computer or software architec-
ture. In [1] a simple webserver architecture is modelled and analysed using
queueing networks. Using this model the benefits of several changes to the
architecture, such as faster links or faster servers, were analysed.
A general approach to analyse distributed architectures using Markov
chains and queueing networks is given in [2]. It involves modelling the system
using a Discrete Time Markov Chain (DTMC). The resulting total service
requirements are used to create a closed Product Form Queueing Network
(PFQN). The PFQN is processed by the SHARPE software package, to find
bottlenecks and estimate the merits of architectural modifications.
A comparison between two Enterprise Java Bean architectures using queue-
ing networks is performed in [3]. A client - server architecture is studied,
where the server is composed of a front-end request handler and a back-end
message based request processor. The input variables for the queueing sta-
tions are determined using benchmarking on a physical implementation. The
error margin between measured and predicted performance measures proved
to be within 15%.
A similar problem is discussed in [4], which investigates the concurrency
limits of an Enterprise Java Bean container. The components of the ar-
chitecture are modelled separately using Markov Chains. The models are
aggregated in a Flow Equivalent Server (FES) model. The FES model is
compared to a simulation model that was created with the tool QNAP2.
The model very well approximates both configurations.
The SIP Instant Messaging and Presence Leveraging Extensions work-
ing group of the Internet Engineering Task Force develops an IM&P exten-
sion to the Session Initiation Protocol (SIP). The working group has pub-
lished an analysis of the message load caused by increasing workloads in
various inter-domain scenarios [5]. Inter-domain presence exchange uses a
publish/subscription mechanism similar to the third alternative architecture
discussed in this paper. Although the paper does not discuss architectural
properties, the presented numbers indicate that the presence extensions for
SIP will cause a high load in terms of number of messages, network band-
width, state management and CPU. The authors conclude by recommending
research on a optimised server-to-server protocol for inter-domain scalability.
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Sturcture of the paper. This paper is structured as follows: we will detail our
modelling and analysis approach in Chapter 2. In Chapter 3 we describe the
current IM&P architecture and its bottlenecks. Chapter 4 contains detailed
descriptions of three alternative architectures. In Chapter 5 we describe
the analysis results for the current and alternative architectures. Chapter 6
contains the conclusion and recommendations for future work.
2. Modelling and analysis approach
We use the Hierarchical Evaluation Tool (HIT) to create and analyse
models. These models are constructed using a graphical notation in the
supporting tool HITGRAPHIC [6, 7]. HIT translates the models into an
open queueing network and uses the DOQ4 solver to calculate measures,
such as utilisation, throughput and response time.
The term scalability relates to both the workload and the resources of a
system. Hence, a scalability model captures the relation between workload
and resources. We model both, the workload and the resources using HIT.
Using HIT, an architecture can be represented by a single model, while the
individual parts can each be modelled at convenient abstraction levels. At
the upper level, parameters can be tweaked to model different user charac-
teristics. This can be done to model a growth of the number of users or to
model the change of behaviour of the average user. At the lower levels of
the model, the utilisation of the resources is measured. In our models, we
consider the following resources:
Database access. Our experiments have shown that the raw database per-
formance is much higher than the performance of the database access layer
in the server software. Building the database request and interpreting the
database response on the client side takes more time than retrieving the data
from memory. This is related to the fact that databases in the current In-
stant Messaging & Presence system are optimised such that every read or
write access utilises indices. The table containing all presence information
is loaded entirely into main memory, further lowering the processing time in
this component.
This is modelled by ignoring the pure database access time. Real-world
phenomena such as lock contention, replication delay and query caching are
ignored as they only affect the performance of a single database, not the scala-
bility of an architecture. Database access is modelled as aM |M |∞|∞|∞|PS
queue, where read and write requests have different service demands. This
results in a low delay that is independent of the number of processes ac-
cessing the database for low amounts of simultaneous queries, but rapidly
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increases when the load approaches some threshold. In this way, the delay is
insignificant for a normal load, but will be prohibitive when the component
is overloaded, indicating a lack of scalability. Our experiments indicate that
write requests are slightly faster than read requests. The reasons for this dif-
ference is that the database is stored in main memory and that read requests
require more processing in the Python database abstraction layer, which is
used in the current architecture. The databases in the model have a service
rate of 100,000 service units per second, while a write request requires 22 ser-
vice units and a read request 28 service units. Besides the processing time,
the model also provides measures such as query rate. These measures are
used to determine the relation between workload and component behaviour.
Network links. The diagram of the current architecture (Figure 1) shows that
the database master node is associated with many slave nodes. Incoming
updates to the master database are translated in replication traffic between
the master node and its associated slaves. This replication traffic is simply a
duplicate of the incoming update statements: each statement is sent to each
slave. At peak times, this can cause a high load on the outgoing network
link, hence the links themselves are modelled and measured.
Using event-based networking libraries such as libevent, the number of
connections per link is virtually unlimited, as long as the aggregate traffic per
link is bound. Therefore we only model the incoming and outgoing traffic per
network link. Each network link is modelled as a M |M |∞|∞|∞|PS queue
with a service rate of one gigabit per second in each direction.
Each model is analysed to find the relation between workload and utilisa-
tion of the network and database resources. In a series of runs, the workload
and number of resources are increased linearly. The change in throughput
of each resource instance indicates if the resource is scalable or not. Ideally,
each network link sees an equal throughput if the workload and number of
network are increased proportionally. The measurement then shows a con-
stant throughput per network link. If the measurement shows increasing
throughputs, each resource is utilised more, despite the fact that the ratio of
workload and resources is kept constant.
The workload is a combination of the current peak rates for the five
actions users can perform on the service: log in, log out, send a message,
receive a notification and change presence information. The peak rates are
derived from measurements on the current architecture. These five rates are
used together as one unit of workload in all architectures.
The Facebook chat service propagates presence with a delay of up to five
minutes [8, 9], which shows that response time is not an issue for presence
propagation. Instead, the delay for transferring instant messages must be
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low, as users might become dissatisfied with the service if the messages do
not arrive immediately. Hence, we will analyse the response time of the
message send action for each architecture. All configurable parameters of the
model are increased proportionally to the workload, as the response time is
influenced by all parts on an architecture. HIT features necessary to analyse
the response time of the architectures are only available when the model
is solved by simulation. Without modifications, simulating large numbers
of nodes was impossible. As a remedy, we have increased the service rate
of each database component to be able to simulate the models using lower
amounts of nodes.
3. Case study: current architecture
The current IM&P architecture is shown schematically in Figure 1. Ap-
plication nodes and slave nodes are related: physical machines contain both
the application node and the database slave node to decrease look up times.
The dotted borders of application nodes, slave nodes and clients indicate
that the number of these nodes can be changed. The grey star in the centre
of the diagram visualises the connections between all application nodes.
Figure 1: Overview of the current architecture
Application nodes determine the behaviour of the system. They handle
connections from clients, interpret requests, call external services or other
nodes to fullfill these requests and create the response to be sent to the
clients. Clients connect to one of the application nodes as determined by
a weighted round robin scheme. The weight is manually set by the system
5
operators to represent the relative capacity of each machine. Currently, all
machines are equal and hence have equal weights. Messages and presence
updates are submitted to this application node. Instant messages are sent
from the originating application node to the application node to which the
destination is connected. The mapping between users and application nodes
is stored in the database. For every arriving instant message, the application
node looks up this mapping to determine where the message should be routed
to. For this look-up, no additional network traffic is required, as it is done
on the local database slave node.
Presence updates are propagated similarly. When a user changes his pres-
ence information, the update is sent directly to the application nodes to which
the contacts are connected. The difference between presence forwarding and
message forwarding is that presence information is stored persistently. To
achieve this, the application node forwards presence updates to the database
master node. This node is connected to all slave nodes and replicates updates
to these slave nodes.
The protocols used in this architecture are the MySQL protocol for data
replication between master and slaves and for the traffic between the slave
nodes and the application nodes and the Extensible Messaging & Presence
Protocol (XMPP) for the client-application traffic. The MySQL protocol is
unicast, such that adding a slave causes additional outgoing traffic on the
master node. The current architecture does not enforce a particular network
layout. In practice, the machines are dispersed over various data centres and
locations within those data centres. The database of the current architecture
stores user, presence and session information for each user that has ever
connected to the service. The user information that is stored is just the
username and the user identification number (userid). Other information is
stored in external services. The presence information consists of a status and
a free text field. The status field contains one of the six statuses that users
can set while they are online: online, busy, be right back, away, on the phone
and out for lunch. The free text field contains the entire protocol message
of a presence update, as the XMPP standard requires implementations to
maintain this information even when users are offline.
The session information includes an identification number of the appli-
cation node to which a user is connected and the identification number of
the connection within that application node. Empty values for these fields
indicate that the user is not connected.
A known bottleneck of the master-slave database architecture is the mas-
ter, as it receives 100% of the write load of the system and is responsible
for replicating the updates to all slaves. The outgoing network link is a bot-
tleneck, as the number of packets is proportional to the number of slaves.
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Increasing the number of slaves does not decrease the load of replicated up-
date queries per slave, as each slave needs to process all updates. With
an increasing write load, the resources left at the slave nodes to serve read
requests become smaller and smaller, thus increasing the response time of
the system [10]. This means that the current architecture is not scalable:
the architecture is not able to increase its capacity linearly by adding more
hardware.
4. Architecture proposals
4.1. Architecture 1: Evolutionary partitioning
The first architecture proposal was developed by applying partitioning
to the current architecture. Figure 2 shows the new composition of the
components in this architecture. The architecture contains application nodes
that have the same role as in the current architecture. However, in this
architecture the database slave nodes are separate machines that are grouped
in one or more partitions. Each partition consists of one database master and
one or more database slave nodes.
Figure 2: Overview of the evolutionary improved architecture
Each user is assigned to a partition by a partitioning algorithm such as
Consistent Hashing [11]. This means that the presence information is divided
over many partitions. When a user logs in, the application node needs to
look up presence information of the users in the contact list on all partitions.
Using asynchronous programming, queries to all partition can be executed
in parallel, reducing latency. Users can connect to any application node
available. Upon reception of a presence update from a client, it submits the
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update to the master node of the users’ partition, which replicates it to the
slaves of that partition. Instant messages are transmitted directly between
application nodes, similar to the current architecture.
4.2. Architecture 2: Aggregated, batched presence updates
The second proposal is inspired by the Facebook chat architecture [8, 9],
which serves over 200 million Facebook members. Figure 3 gives an overview
of an alternative architecture. Each channel node forwards messages and
stores presence information for a portion of the user base. Clients connect to
one of the application nodes and the channel node that stores their messages.
Application nodes forward incoming messages to the channel node of the
receiving user. Incoming presence updates are forwarded to the channel node
of the user that sent the presence update. They are stored at channel nodes
and transmitted in batches at a given interval to all presence nodes, which
store presence information for all users. Application nodes poll presence
information for their connected users at a given interval. They fetch presence
information for all users from the contact lists and forward this information
to their clients.
Figure 3: Overview of the aggregated and batched presences approach
Channel nodes are the authoritative source for presence information,
while application nodes do not store presence information at all. When an
application node tries to send a message to a channel node for a user that is
unavailable, the channel node generates an error, which is transported back
to the client. The capacity requirements on their links force us to reduce
the amount of presence information kept per user. At this moment, a user
can select one of six possible presence statusses as well as store information
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in a 500 byte free text field. Only the presence status can be stored in this
architecture. We store this information using three bits of data.
4.3. Architecture 3: Presence subscriptions
The third architecture proposal is inspired by the architecture of Win-
dows Live Messenger, which is a popular IM&P service with over 450 million
members [12]. Figure 4 gives an overview of the subscription-based archi-
tecture. Users can connect to any of the application nodes. Each database
node stores subscriptions and presence information for a portion of the user
base. Each database node and application is a single machine. There are no
master or slave nodes in this architecture.
Figure 4: Overview of subscription-based architecture
When a user logs in, the application node sends a subscription to each
database node that stores information for a user in the contact list. Whenever
one of those users updates their presence, the database node uses the list of
subscriptions to forward the presence update to the application nodes. In this
way, presence is only forwarded to nodes that actually need this information.
Application nodes cache presence information for their users’ contacts. The
subscription mechanism ensures that this cache always contains up to date
information. Instant messages are forwarded directly between application
nodes, similar to the current architecture. While in that architecture and
in the first proposal each instant message meant a lookup in the presence
database, in this architecture application nodes can use their internal cache.
Presence subscriptions are removed when a user logs out.
5. Analysis results
We first analyse the bottlenecks in the current architecture. Figure 5
shows the results of this experiment on the master and slave databases. The
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x-axis contains the factor by which the workload is multiplied, which is equal
to the factor by which the number of slaves is multiplied. The starting values
are one time the unit of workload and 35 slave nodes, as that is the current
amount of slave nodes. The y-axis shows the number of queries per second
for the first master database and one slave database.
Figure 5: Throughput of first master and slave databases
Two observations can be made: first, both numbers increase linearly with
the increased load, despite the fact that more slaves have been added. Sec-
ondly, the two curves are quite close to each other, with the slave database
slightly more loaded than the master database. This relates to the fact that
the slave database handles both the replicated update queries arriving from
the master and the read queries executed by the application. The measure-
ments end after 4.5 workload units, as the queues become overloaded at that
point.
Figure 6(a) shows the effect of the same experiment on the incoming and
outgoing network traffic of the first master node. Here, the y-axis contains
the number of packets going in and out of the master node. The curve of
the outgoing link shows the quadratic behaviour of this traffic, as number
of outgoing packets is influenced by the increasing number of slaves and the
increasing workload. The incoming traffic related to only the latter of those
factors.
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(a) Throughput of master network link
(b) Throughput of slave network link
Figure 6: Scalability analysis of network traffic in the current architecture
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Figure 6(b) shows the results of this experiment on the network link of
a slave node. The x-axis and y-axis have the same properties as previously.
The linear increase in incoming traffic is related to the incoming replication
updates. The outgoing traffic remains constant, as this is the traffic to the
clients. As more slaves are added proportionally to the increased workload,
each slave handles the same number of requests from clients throughout the
experiment.
The analysis shows that all resources related to the replication of presence
updates are contributing to the non-scalability of this architecture. The
network links and the databases of both the database master node and the
slave nodes overload when the workload is increased. Adding slaves only
aggravates the problems at the master node.
To see whether the new architectures have solved these scalability issues,
similar experiments are performed on their models. We start by analysing
the first, partition based architecture.
Figure 7(a) shows the throughput at the incoming and outgoing links of
a slave node. The x-axis displays the number of slave nodes. We have chosen
to increase the number of slave nodes per partition by ten for every increase
of the workload factor. Because the number of partitions is kept constant at
ten, the total number of slaves varies from one hundred to one thousand. The
y-axis shows the number of network packets and database queries per second.
The number of incoming packets is equal to the number of queries, which
increases linearly with the workload. This shows that by itself, the increasing
the number of slaves per partition does not solve scalability problems. The
number of partitions has to be increased as well to limit the load per slave
node.
In addition to the workload, also other parameters are changed. Fig-
ure 7(b) gives the results for the application nodes for two different percent-
ages of online users. The original peak percentage of online users is 6%.
Doubling this value causes a slight increase in the load on the network links
of the application nodes. For other node types, changing this parameter had
no influence.
We can conclude that the application and database master nodes of this
architecture are linearly scalable. However, scaling the database slave nodes
requires adding both slaves to partitions and new partitions. This results in
a quadratic increase in number of machines. Hence, this architecture does
not scale linearly.
We analyse the scalability of the second, aggregates presence architecture
in a similar way as the previous architectures. Again, the workload and one
architecture parameter are varied proportionally while all other architecture
parameters are kept constant.
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(a) Throughput of slave nodes
(b) Throughput of application nodes for different parameters
Figure 7: Analysis of proportionally increasing loads in architecture proposal 1
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(a) Throughput of presence nodes
(b) Throughput of application nodes for different parameters
Figure 8: Analysis of proportionally increasing loads in architecture proposal 2
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Figure 8(a) contains the throughput of each resource in a presence node.
The x-axis shows the number of presence nodes, while y-axis shows the num-
ber of incoming and outgoing packets and the number of database queries.
The workload increases from the current peak rates to ten times the current
peak rates, proportionally to the increase in the number of presence nodes.
The number of queries and the number of incoming packets are equal, as each
incoming packet leads to a query to the database. The number of outgoing
packets is slightly less as the model does not generate a response packet for
incoming presence information. Again, these curves indicate that the load
on this architecture is not dependant on the rates of the actions. While the
workloads increase, the throughput of each presence node decreases.
The experiment was repeated for doubled values of the total number of
members and the percentage of online members. Figure 8(b) shows the re-
sults for the application node. It shows that doubling the number of members
or doubling the online percentage has the same result for both incoming and
outgoing traffic. Doubling both nearly quadruples the traffic. The graph
shows that there is almost a direct relation between the two parameters and
the throughput in the application node. Experiments on the presence nodes
showed a similar result. On the other hand, the channel nodes were not
influenced at all by changes in these parameters.
The scalability properties of this architecture appear to depend on more
factors than the workload parameters, such as the number of online users.
When these factors remain constant, as assumed, this architecture scales
sublinearly. This means that this architecture is able to handle additional
load without needing a linearly proportional number of extra machines.
Similar to the other two proposals, we use our HIT model to analyse the
scalability properties of the third, subscription-based. Again, we increase
the workload linearly while we increase the number of nodes of one type
proportionally.
Figure 9(a) gives the results for the application nodes. Starting with 25
application nodes and one time the current workload, we add 25 application
nodes every time the multiple of the workload increases by one. The number
of presence nodes is kept constant at 250. These numbers differ from the
numbers used when analysing the other proposals, as this model contains
more storages, requiring more nodes of both types for the same workload.
The throughputs for the incoming and outgoing links are given in the y-axis.
The curves of the links and storages are all constant. This indicates that
this part of the architecture scales for increasing workloads. The traffic and
storage queries in the application node increase by only a small amount when
the number of online users in increased.
Figure 9(b) shows the results of the corresponding experiment for the
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(a) Throughput of application nodes for different parameters
(b) Throughput of database nodes for different parameters
Figure 9: Analysis of proportionally increasing loads in architecture proposal 3
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database nodes. Here, the number of application nodes is kept constant at
250 while the number of database nodes increases by 25. Each database node
contains a separate storage for the presence information and the subscrip-
tions. The graph shows that the subscription storage is accessed about two
times as frequently as the presence storage. Each curve is constant, indi-
cating good scalability of the database nodes. Only the throughput of the
outgoing link increases slightly when twice as many users are online at the
same time.
The results of these experiments prove that the components of this archi-
tecture scale linearly.
Figure 10: Analysis of message sending latency
Figure 10 shows the latency of sending an instant message in all three
architecture proposals. The x-axis shows the increasing workload factor,
which is the same as each architecture parameter. The y-axis shows the
latency in seconds, but this is just the abstract latency caused by the models
of the network links and databases. The graph shows that for the first and
third proposal the latency increases, but converges to a constant value after a
while. This is related to the fact that for an increasing number of application
nodes, the probability that the message has to be transmitted from one
application node to another converges to one. Architecture 3 is faster, as this
architecture does not need a network look up for each instant message. The
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graph shows a constant value for the message sending latency in the second
architecture proposal. This can be explained by the fact that the process of
delivering an instant message does not depend on the number of nodes: a
message will always be delivered at the channel node of the recipient. As the
number of these nodes increase linearly with the load, the latency does not
change.
These results indicate that each architecture is able to deliver messages
with a constant delay. Only the first architecture needs a super-linear amount
of nodes, as both the number of partitions and slaves per partition are in-
creased. This also makes it impossible to simulate workloads over 7, as the
total number of nodes becomes too large for the HIT simulator.
6. Conclusions and future work
We introduced a suitable modelling and analysis approach for scalability
analysis. It abstracts from the unnecessary performance aspects of the archi-
tecture and focuses solely on the relation between workload and the use of
databases and network links. Using this approach, we found that the current
architecture does not scale in almost all of its parts: the database master
nodes do not scale as there is no possibility of adding machines to share the
load. We found that the database component will be the first to reach its
limit for increasing loads.
Comparative analysis shows that the third, subscription-based alterna-
tive has a strictly linear relation between workload and utilisation. This
relation is also linear for the second, aggregated presence architecture, but
here the utilisation is only partially determined by the the workload. The
first, partitioned alternative has the worst scalability in this comparison, its
machine to workload ratio increases dramatically for larger workloads. The
second architecture has the downsides of delays in presence propagation and
a limit on the amount of presence information that can be stored per user.
Latency of message propagation is acceptable in all architectures, as adding
machines will not cause the latency to increase infinitely.
These findings lead us to recommend the subscription-based architecture
as the best architecture for Instant Messaging & Presence services. The
evolutionary improved architecture might be used as a short term solution
if scalability problems arise, but the model shows that it does not scale in
the long run. The aggregated presence updates architecture is also scalable,
but is less favourable, given the degradation in quality of service for presence
propagation.
Future work on this topic is possible in a multitude of directions. On the
practical aspect of this paper, comparing the performance of the architectures
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by simulation or prototyping can provide additional insight in the benefits
of each architecture. Also, research can be aimed at just one architecture
and discover the precise resource requirements of this architecture to aid re-
source planning. On the theoretical side, better tool support for the analysis
of computer architectures needs to be developed. HIT and HITGRAPHIC
were sufficient, but specific enhancements for models of scalable architectures
would decrease the analysis effort. Specifically, modelling multiple identical
components is only possible using simulation, while it could probably be
analysed analytically if HIT would support this. The HITGRAPHIC repre-
sentation of a HIT model makes modelling easier, but this could be further
enhanced by focusing more on relations between components. Cycles in the
component hierarchy are not allowed, which prevented a straight-forward
implementation of the current architecture.
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