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Abstract
Industries are aware of the costs of high electricity consumption and its impact on the environment.
Therefore, significant focus is given on how to reduce the consumption of electricity to lower both the
carbon footprint and the cost of electricity. There are two ways of reducing manufacturing electricity costs.
One consists of reducing the total demand by having more efficient machines, and the other focuses on
minimizing costs in response to pricing structures set by energy companies. These pricing structures change
depending on several factors including geographic location. In parts of the United States these structures
consist of both a consumption charge, which is related to the total amount of energy consumed, and a
demand charge, which is a separate charge for the highest average power consumed per a given time
window. Consideration for both time-dependent consumption charges and demand charges, when planning
a production schedule (e.g. parallel machine scenario), can reduce the total cost of electricity. In this study,
a mathematical optimization model is developed wherein the consideration of demand charges in a specific
parallel machine scenario allows a 21% reduction in total electricity cost in contrast to the consideration of
consumption charges only. Additionally, the model allows for the exploration of the cost implications of
changing different parameters, such as the number of machines, time to finish the jobs, and the price of the
demand charge. The results provide a better understanding on how demand charges and the inclusion of
more than one machine in the model affect the schedule of a flow shop if energy costs are to be minimized.
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1. Introduction
The price of electricity in the United States depends on the marginal costs of generating the
electricity [1]. Two factors are considered when calculating the total price of electricity. For a consumer
J

one factor is power (1kW = 1000 s) which is the rate of using electricity per time unit, also called demand.
The other factor is total energy used (1kWh = 3,600J). For most residential customers, the consumption
charge and demand charge are considered in a single rate, charged per kWh [2]. This is because there is
little variation in the demand (kW) used from home to home. However, for industrial and commercial users,
power requirements can vary greatly within a day and across customers. Since electricity cannot be stored
and must be generated and supplied to each customer instantly, meeting these customer requirements calls
for a vast array of expensive equipment and resources. To account for the cost of this equipment and
resources, utilities have determined that customers who require large instantaneous power (kW)
requirements must pay for its availability [2]. An example depicting the difference between the demand
charge or peak load (kW) and the total energy consumption (kWh) is shown in Figure 1. The area under the
curve represents the total energy consumption in kWh, while the highest instantaneous demand (demand
charge), or 8 kW represents the peak load. However, according to the U.S Department of Energy [3], utility
companies do not use the value of the instantaneous peak load to calculate the demand charge, instead they
use a rolling window of fifteen to sixty minutes where the maximum average demand is the average power
(kW) over a period of time specified by the rolling interval. The maximum average demand after scanning
over an entire month is used to calculate the demand charge [3].
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Figure 1: Peak load versus general demand of electricity

According to Saygin et al. [4], in 2010 the global manufacturing industry was estimated to spend
about one trillion USD in energy. Energy savings could amount to 65 billion USD in high income countries
and 165 billion USD in developing countries. Electricity costs can be reduced when energy consumption
or peak load are decreased. The total energy consumption can also be lowered through energy efficiency
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initiatives. Some of these include installing energy efficient machines, insulating the working areas,
changing machine toolpaths, or having low consumption light bulbs such as LED’s, etc.
A way to reduce electricity costs aside from investing in energy efficient equipment is by
$

scheduling energy consumption when the price of electricity (𝑘𝑊ℎ) is cheaper. Shrouf et al. [5] created an
optimization model to minimize electricity costs by scheduling a single machine under a pricing policy
where electricity costs change every hour. Scheduling a single machine such as the one in Figure 1 does
not allow for the opportunity to reduce peak demand, as loads from multiple machines will not be stacked
on one another. The best scheduling method for single machines or multiple machines that only include
consumption charges is to move demand to “Off-Peak” periods to minimize electricity costs [6-9]. This
may however, cause large peaks in demand during the lower cost time periods specifically if more than one
machine is used and there are demand charges. The minimization of cost in a multi-machine scenario is not
so easy.
The following example will cover how scheduling considering both consumption and demand
charge could reduce the electricity costs. Assuming there is enough flexibility in scheduling to finish all the
required jobs by the end of the day and that demand is known ahead of time, a parallel shop with 2 different
machines is introduced wherein the machines can be in different states such as turn on, processing, idle,
turn off or off, and electricity per state is known, and shown in Table 1.
Table 1: Power demand of machine states
State
Demand (kW)
Off
0
Turn On
5
Processing
4
Idle
2
Turn Off
1
In this example, a 4-hour schedule is divided into sixteen periods. Suppose 5 independent orders
are required to be finished by the end of the shift and there are two different scenarios which use Real Time
Pricing (RTP) policy to calculate the consumption charge. The demand charge will be $10 per kW and the
average peak load will be calculated with a rolling window of 15 minutes. However, the first scenario will
not consider this demand charge and the second one will. The electricity costs of each scenario will be
compared by calculating aggregated consumption and demand charge. Since RTP is used, the price per
period for consumption charge is given in Table 2.
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Table 2: Example RTP Schedule
Period
1.00
2.00
3.00
4.00
5.00
6.00
7.00
8.00
9.00
10.00
11.00
12.00
13.00
14.00
15.00
16.00

Price per kWh
4
4
4
4
2
2
2
2
10
10
10
10
3
3
3
3

Figure 2 and Figure 3 show the graphs of the different scenarios and both represent the aggregated
electricity consumption of each machine by period, the total electricity consumed and the price of electricity
at each period (same scale as the total electricity). The first scenario shown in Figure 2 illustrates the optimal
solution of a schedule that only considers RTP prices and ignores the demand charges. In this case, the
schedule tries to avoid high consumption of electricity during the periods when electricity is expensive.
However, avoiding these high prices requires the machines turning on at the same time, creating a peak
load of 10 kW. Considering the costs from Table 2 plus the demand charge, the total cost for this schedule
is $477.

Figure 2: All machines working in the best RTP schedule

3

Figure 3 illustrates the second scenario which has an optimal schedule that considers both RTP
prices and demand charge price. With the same price calculations suggested by Table 2 and the addition of
demand charge, this schedule has a peak load of 8 kW and total costs of $465. It is cheaper to have a
schedule that might not be optimal in terms of only RTP, but that considers all elements of electricity cost.
This suggest that considering both consumption and demand charges while scheduling machines can
decrease the electricity costs.

Figure 3: Balanced schedule that considers RTP and demand charge

This thesis focuses on exploring the effects of considering demand and consumption charge prices
on electricity costs by developing a mathematical optimization model and a design of experiments that
allows for the analysis of how different factors affect these costs.

2. Background
This section provides an overview of electricity pricing in the U.S. By 2016, the industrial sector
consumed around 32% of the total electricity in the United States [10]. According to Braithwait et al. [1]
this electricity is generated by utilities that provide four different kinds of services: customer, distribution,
transmission, and generation. Although the authors explain that electricity pricing must consider the costs
of these four services, they define efficient pricing as that which reflects the expectation of changing
wholesale market costs. Wholesale markets are characterized by considerable variability in electrical
consumption depending on the time of day and uncertainty about future values of use. To have efficient
retail pricing, both factors must be considered. The categories of efficient retail pricing are often based on
the amount of time the electricity price is fixed, which can range from hourly pricing to seasonal pricing
[1].
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Hourly pricing incentivizes consumers to respond to prices that reflect the electricity wholesale
market. According to Braithwait et al. [1] the price offered in hourly pricing will be lower than the other
pricing rates (daily or seasonal pricing) because they have no need for risk premiums. On top of this, the
various types of electricity companies offer different types of financial hedging that can protect the
consumer from unexpected price variability. The most common hourly pricing in traditional markets is the
Two-Part Real Time Pricing (RTP). Under this pricing structure customers’ bills are composed of both their
base consumption and the hourly prices applied to differences between their actual and base usage. Many
strategies have been proposed to reduce electric bills under RTP, including reducing the overall total
electricity consumption and reducing consumption at times when the wholesale markets’ prices are too
expensive. Another strategy that is often used by retail markets is day-type time-of-use rate (TOU) which
consist on long blocks of time where electricity is either “On-Peak” (more expensive) or “Off-Peak” [1].
Although any consumption of electricity will have a peak load, none of these strategies deter consumers
from reducing their high rates of electricity which incur high costs for the utilities to generate.
Demand charges were introduced to pass on to the customer the cost the electricity companies must
incur to be able to handle large swings in power use. To illustrate demand charges, consider the following
$
𝑘𝑊

example where the price for demand charge is 8.32

and the price for consumption charges is 0.28

$
𝑘𝑊ℎ

at all times of the day as provided by NationalGrid [2]. Suppose for a whole month only a total of 1kWh is
consumed at a specific rate determined by two scenarios where the first scenario consumes the energy in
one hour and the second scenario consumes the energy in fifteen minutes, but in both scenarios, we observe
the first sixty minutes of the month. The first scenario is shown in Figure 4. Here the peak load is of 1kw,
so the total electricity cost would be of $8.60. In the second scenario, shown in Figure 5, the peak load 4kW
and the total electricity costs $33.56 for the month. Therefore, the difference in price for the demand charge
can escalate quickly if the same total energy is consumed in a shorter amount of time.
Not only do demand charges increase the price of the electric bill, but also there exists the issue of
power quality. Power quality is the electrical grid’s ability to supply a clean and stable power supply. Poor
power quality can have many consequences including equipment damage, decreased equipment lifetime,
lost production, and idle personnel. In order to keep power quality high, consumers that receive electricity
service need to keep a relatively stable demand with few peaks [11]. To reduce the demand charge cost, the
schedule needs to have system in which consumption of electricity is kept smooth by shifting high power
demands at different times so that the aggregate demand is kept low. Therefore, reducing demand charges
could also serve to improve power quality.
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Figure 4: Energy consumption for a longer time
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Figure 5: Energy consumption for a shorter time

3. Problem Statement
An alternative approach to cost reduction in the manufacturing world is to schedule production
activities with the objective of reducing energy costs. Machines used in manufacturing have a schedule of
jobs which can usually be decomposed into tasks or operations. These tasks require processing time and
may need to go through several stages of work at a series of work stations, or machine groups [12]. A
scheduling problem is one that determines when to start different tasks to achieve a desired objective.
Machine scheduling problems can be categorized into: open shop, job shop and flow shop process [12].
This study will be focused on flow shop processing systems, where all the tasks of a job are completely
specified, and the jobs have a determined sequence of stations to visit. Flow shops that include more than
one machine or processor per stage are called hybrid flow shops (HFS). The advantage of using HFS is that
they offer more processing flexibility to the system, but at the same time increase its complexity by
increasing the need of additional resources [12]. This study is limited to a parallel machine scheduling
problem [13], a special case of HFS where each machine can work on any task or order, but the orders only
consist of a one stage process.
The literature has covered different instances where TOU is used to analyze scheduling to reduce
energy consumption costs [5, 8, 9]. However, these studies all assume a schedule that include more than
one shift. When this assumption is not met, electric cost reductions might not be possible under TOU since
6

the “On-Peak” period can last more than the planned schedule. Shrouf et al. [5] explores other kinds of
energy pricing such as RTP, in which the change in price of electricity happens more often than in a TOU
policy.
With a parallel machine scenario, this study aims to investigate whether the inclusion of premium
charges from utility companies in the form of demand charges can potentially offset any gains made in
avoiding expensive pricing periods. Also, this research questions whether having a RTP scheme is better
than a TOU pricing scheme (or vice versa) in terms of cost reductions. The hypothesis of this work is that
if both demand and consumption chargers are considered, lower electricity costs can be achieved.
This research looks at a modification of two different models that will include demand charges and
states of machines. The first model is the one proposed by Shrouf et al. [5] which includes a RTP schedule
with only one machine with different states without considering demand charges. The second model
developed by Ding et al. [8], calculates TOU pricing in a multi-machine parallel schedule, that does not
consider demand charges. The purpose of this thesis is to understand what happens when both demand and
consumption charges are included in the objective of a parallel machine schedule with excess capacity and
different states. The sensitivity of the developed model is analyzed with respect to different demand charge
costs, two electricity pricing policies (RTP, TOU), a different number of machines (2,5), and different
number of orders per machine. The cost savings of the solution are evaluated, and we conclude discussing
the scalability of our model.

4. Literature Review
This section presents existing literature on how to schedule production to reduce electricity
consumption, electricity costs, or both. This section introduces the advantages and disadvantages of some
strategies used to achieve these reductions. Four sections of the literature will be reviewed. The first section
consists of literature that mostly focuses on electricity consumption but that has not considered utility
pricing polices [14-19]. The second section will explore how to reduce electricity costs in a TOU policy.
Following this section, a few special cases in which peak load was uniquely considered will be also
analyzed. The last section will explore two different models that are used as a baseline to the model
developed in this thesis.
4.1 Scheduling to Reduce Total Electricity Consumption
Several studies have focused on reducing electricity consumption by analyzing different scheduling
scenarios, including job shop (JS) and flexible flow shops (FFS) [14-17]. A job shop model consists of a
scenario in which the following conditions are found: machines cannot be turned off or to idle once the job
has started (preemption), the job must finish and start in the same machine, only one job can be worked by
7

a machine. Also, there is no precedence relationship between operations of different jobs, but there is a
precedence relationship between different operations of one job [17]. Tang et al. [16] proposed an algorithm
in which the objective was to minimize total energy consumption by adjusting the cutting speeds of the
operations while keeping the original assignments and processing sequence of operations of each job fixed.
Using this approach, they successfully manage to reduce consumption of electricity by 5% to 9% while
maintaining the same makespan in a small-size instance (less than 10 machine tools). Another job-shop
approach was taken by Liu et al. [15] which aimed to minimize the weighted tardiness of each job and then
to minimize the total electricity consumption. This work concluded that reducing electricity will increase
the tardiness of jobs. However, it is expected that this loss can be neglected if the number of successive
jobs is increasing. Job shops are a more general setting of flow shops, which have the requirement of
following a certain order.
Flexible flow shop (FFS) is a scheduling production model that has various stages in which each
stage has at least one machine tool and the jobs must pass every production stage. Fang et al. [14] proposed
a mixed integer programming model to analyze a FFS. This model considered productivity, CO2
production, and peak demand in a two-machine setting where productivity was analyzed without
consideration of energy. The second stage consisted of including energy as an objective and relaxed the
problem to allow for a longer completion time resulting in a 68.75% reduction of peak load (kW). The
disadvantage of this method is that makespan increases about four times [14]. Following the FFS
methodology, Dai et al. [17] analyzed a multi-machine model where energy was reduced with a genetic
simulated annealing algorithm. Dai et al. [17] focused on changing the speed of the machine to minimize
the maximum completion time while keeping total energy consumption low, makespan and total energy
objectives having different weights. They concluded that the decision of determining if the machine needs
to be off or idle is very important [17].
4.2 Scheduling to Reduce Total Electricity Costs
The literature in this section focuses on reducing consumption charges under different electricity
pricing policies such as TOU and RTP. Sharma et al. [9] considered three different scenarios under a FFS
model where the speed in a multi-machine set up was changed to achieve different objectives for a TOU
tariff. The first scenario (ecological) minimized the carbon footprint, the second scenario (economic)
minimized electrical costs, and the final one (econologic) balanced both objectives. The ecological scenario
offered the lowest energy consumption per part produced, the economical offered the lowest electricity cost
per part, and finally the econological offered a balance of both and a lower makespan [9]. Although Sharma
et al. [9] analyzes the effect of both consumption charges and demand charge under a TOU policy, the
demand charge calculations include more than one demand charge per day, which is more than what the
US Department of energy suggests [3].
8

Another model that analyzes the TOU tariff is the one proposed by Ding et al. [8] which minimizes
the total electricity consumption while keeping the time to complete the jobs under a predetermined
production deadline. The study suggests that there is tradeoff between makespan and total energy
consumption. When a TOU schedule maintains the same price per period for a long time (3 to 5 hours), the
tradeoffs can be described for three stages. In the first stage when the schedule is mostly on the “On-Peak”
hours, the only way of reducing the electricity costs is by relaxing the problem. In the second and third
stages, TOU prices will start to have an influence and depending on the amount of time the block lasts in
“Mid-Peak” or “Off-Peak”, the decision maker has to react to these TOU prices [8].
A literature consisting of analyzing the effect of a policy similar to RTP under a single machine
setting was analyzed by Shrouf et al. [5]. In this case, they assumed a flexible schedule considering the
availability of one machine for a specific amount of time. Shrouf et al.’s [5] work utilized the status of the
machine in order to control the schedule and reduce cost of electricity, but the cost of demand charges were
not included in the model.
4.3 Scheduling to Reduce Peak Demand
The literature review in this section only includes studies that have solely focused on reducing the
peak demand. Although in this study the focus is in both peak load costs and total electricity costs, the
literature presented agrees that lowering peak demand also lowers total electricity consumption and costs
[18]. A flow shop approach was taken by Bruzzone et al. [18] which had a two-stage optimization model,
where the first stage consisted of minimizing tardiness and makespan and the second one minimizes peak
load. The results show a 60% peak load reduction while maintaining the same total tardiness but an
increased makespan by 24.44% which suggests that relaxing the schedule even a little bit would allow for
large reduction of energy consumption by better disturbing the peak load [18]. However, the effect of this
on total energy cost and the electricity bill were not described. Table 3 shows a summary of all the literature
reviewed in sections 4.1-4.3.
Table 3: Summarized table of literature
Source

Type of shop

Demand Charges

Electricity consumption or cost

Policy used prices

[5]

Single Machine

Not included

Cost

RTP

[8]

Parallel Machine

Not included

Cost

TOU

[9]
[15]
[16]
[18]
[17]
[14]

FS
JS
JS
FFS
FFS
FS

Included
Not included
Not included
Not included
Not included
Not included

Cost
Consumption
Consumption
Consumption
Consumption
Consumption

TOU
No
No
No
No
No

9

4.4 Baseline Models
Although previous studies have not addressed a parallel machine setting that includes both
consumption and demand charge under the assumption of ample flexibility in the workshop, there are
models that can serve as a baseline to this problem. A model that has many similarities to the one that is
presented in this work was introduced by Shrouf et al. [5] which aims to minimize electricity consumption
charges under the assumption of ample flexibility (i.e. where there is enough time to complete all the jobs
and allow for down time) and different states for the machines. However, Shrouf et al. [5] only included a
single machine setting with no demand charge. We expand this model to include more machines by adapting
the framework from Ding et al. [8] which aims to minimize electricity costs in a parallel machine setting
with consumption charges.

5. Model
This section presents the mathematical formulation of the proposed model. This model aims to give
insights on the effect of including demand charge in a parallel machine schedule with different states for
the machines. The underlying assumption of this model is that the workplace needs to complete independent
orders which are known when the schedule is planned. This gives ample flexibility and reduces the
complexity of the problem since the only constraint for the orders is that they must be finished by the end
of the shift. There is enough time to allow all jobs to be completed and leave space for machines to transition
between different states. Jobs do not need to be in any specific order, yet the problem can be easily modified
to include this sequencing. This could be done to compare the results to the ones presented by Shrouf et al.
[5].
Transition states are similar to those presented by Shrouf et al. [5] in terms of the logic of changing
from one state to another and the electricity consumption at each state. States for each machine include an
“Off” state, during which the machine is completely off and no electricity is used; “Turn On,” when the
machine starts and has the highest period of electricity consumption; “Idle,” when the machine is “On” but
not consuming as much electricity as when it is processing; “Processing,” when the machine is processing
a specific order; and “Turn Off,” when the machine has a cooldown time before going into “Off.” The logic
of how the machine can transition from one state to another is shown in Figure 6, in which the main
differences from Shrouf et al. [5] study are that we include transition between “Turn On” and “Idle”, and
between “Idle” and “Turn Off,” which adds further flexibility to the model.
According to this logic, if the current state is “Off,” only “Turn On” or “Off” are allowed state
transitions. If the current state is “Turn On,” the machine is allowed to transition to “Turn On,” “On,” or
“Idle.” If the current state is “Idle,” the next states that are allowed are “Idle,” “On” or “Turn Off.” If the
current state is “On,” the next states allowed are “On,” “Idle” or “Turn Off,” and finally if the current state
10

is “Turn Off,” the only allowed transitions are “Turn Off” or “Off”. The model is formulated in such a way
that the rules for transition can be changed to imitate other scenarios of parallel machines in which transition
states are not included, or scenarios with machines that have more states than the ones considered in this
study.

Figure 6: Logic of machine to change from one state to another, arrows imply allowed transitions

The objective of this model (1) is presented below along with all the constraints. The objective is to
minimize the total cost of electricity, which include both demand and consumption charges. The schedule
is done by discretizing time in small blocks. The blocks are called periods and they have a specific amount
of time allotted. Consumption charge is included by multiplying the electricity consumption (kWh) of a
$

machine in a specific state at a specific period by the price of that period (𝑘𝑊ℎ) and adding up all the periods
in the schedule. Demand charge is included by multiplying the maximum average amount of electricity
$

(kW) over a specified rolling window of time (measured in periods) by the price of peak load (𝑘𝑊). Each
transitional state is represented by a number in the model, where 0 refers to “Off,” 1 refers to “Turn On,” 2
refers to “Idle,” 3 refers to “On,” and 4 refers to “Turn Off.”
Sets
𝑂: 𝐼𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑜𝑟𝑑𝑒𝑟𝑠 𝑖𝑛 𝑠𝑦𝑠𝑡𝑒𝑚
𝑃: 𝑃𝑒𝑟𝑖𝑜𝑑𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒
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𝑆: 𝑠𝑒𝑡 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑠𝑡𝑎𝑡𝑒𝑠 𝑜𝑓 𝑚𝑎𝑐ℎ𝑖𝑛𝑒
𝑀: 𝑆𝑒𝑡 𝑜𝑓 𝑚𝑎𝑐ℎ𝑖𝑛𝑒𝑠
𝑇𝑆: 𝑠𝑒𝑡 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑠𝑡𝑎𝑡𝑒𝑠 𝑡ℎ𝑎𝑡 𝑟𝑒𝑞𝑢𝑖𝑟𝑒 𝑡𝑖𝑚𝑒 𝑡𝑜 𝑏𝑒 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑 (𝑠𝑢𝑏𝑠𝑒𝑡 𝑜𝑓 𝑆)
𝑇𝑠 : 𝑠𝑒𝑡 𝑇𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑠 𝑎𝑙𝑙𝑜𝑤𝑒𝑑 𝑎𝑡 𝑒𝑎𝑐ℎ 𝑠𝑡𝑎𝑡𝑢𝑠 𝑠
𝑃𝑟: 𝑠𝑒𝑡 𝑜𝑓 𝑠𝑡𝑎𝑡𝑒𝑠 𝑡ℎ𝑎𝑡 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 𝑝𝑎𝑟𝑡𝑠 (𝑠𝑢𝑏𝑠𝑒𝑡 𝑜𝑓 𝑆)
𝑂𝑓𝑓: 𝑆𝑒𝑡 𝑜𝑓 𝑠𝑡𝑎𝑡𝑒𝑠 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑡𝑜 ℎ𝑎𝑝𝑝𝑒𝑛 𝑏𝑦 𝑡ℎ𝑒 𝑒𝑛𝑑 𝑜𝑓 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒 (𝑠𝑢𝑏𝑠𝑒𝑡 𝑜𝑓 𝑆)

Parameters
𝑃𝑡𝑗 : 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑜𝑟𝑑𝑒𝑟 𝑗
𝐸𝑝𝑝 : 𝐸𝑛𝑒𝑟𝑔𝑦 𝑝𝑟𝑖𝑐𝑒 𝑝𝑒𝑟 𝑘𝑊 𝑎𝑡 𝑝𝑒𝑟𝑖𝑜𝑑 𝑝

$
𝑘𝑊ℎ

𝐸𝑐𝑠 : 𝐸𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (𝑘𝑊) 𝑜𝑓 𝑎𝑛𝑦 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑏𝑒𝑖𝑛𝑔 𝑖𝑛 𝑠𝑡𝑎𝑡𝑢𝑠 𝑠
𝑇𝑡𝑠 : 𝑇𝑖𝑚𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑡𝑜 𝑏𝑒 𝑠𝑝𝑒𝑛𝑡 𝑖𝑛 𝑎 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑠𝑡𝑎𝑡𝑒 𝑠 ∈ 𝑇𝑆
𝐷𝑒: 𝐷𝑒𝑚𝑎𝑛𝑑 𝑐ℎ𝑎𝑟𝑔𝑒

$
𝑘𝑊

𝑅𝑤: 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑒𝑟𝑖𝑜𝑑𝑠 𝑓𝑜𝑟 𝑝𝑒𝑎𝑘 𝑙𝑜𝑎𝑑 𝑟𝑜𝑙𝑙𝑖𝑛𝑔 𝑤𝑖𝑛𝑑𝑜𝑤

Variables
1,
0,

𝑀𝑎𝑐ℎ𝑖𝑛𝑒 𝑖 𝑖𝑠 𝑖𝑛 𝑠𝑡𝑎𝑡𝑢𝑠 𝑠 𝑑𝑢𝑟𝑖𝑛𝑔 𝑝𝑒𝑟𝑖𝑜𝑑 𝑝
𝑂. 𝑊.

1,
0,

𝑀𝑎𝑐ℎ𝑖𝑛𝑒 𝑖 𝑖𝑠 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑜𝑟𝑑𝑒𝑟 𝑗 𝑑𝑢𝑟𝑖𝑛𝑔 𝑝𝑒𝑟𝑖𝑜𝑑 𝑝
𝑂. 𝑊.

1,
0,

𝑀𝑎𝑐ℎ𝑖𝑛𝑒 𝑖 𝑏𝑒𝑔𝑖𝑛𝑠 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑜𝑟𝑑𝑒𝑟 𝑗 𝑑𝑢𝑟𝑖𝑛𝑔 𝑝𝑒𝑟𝑖𝑜𝑑 𝑝
𝑂. 𝑊.

1,
𝑧𝑖𝑠𝑝 {
0,

𝑀𝑎𝑐ℎ𝑖𝑛𝑒 𝑖 𝑏𝑒𝑔𝑖𝑛𝑠 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑠𝑡𝑎𝑡𝑢𝑠 𝑠 𝑑𝑢𝑟𝑖𝑛𝑔 𝑝𝑒𝑟𝑖𝑜𝑑 𝑝
𝑂. 𝑊.

𝑤𝑖𝑠𝑝 {
𝑥𝑖𝑗𝑝 {

𝑦𝑖𝑗𝑝 {

𝑑 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑝𝑒𝑎𝑘 𝑒𝑛𝑒𝑟𝑔𝑦 𝑖𝑛 𝑎 𝑅𝑤 𝑝𝑒𝑟𝑖𝑜𝑑 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙
Objective
(𝐷𝑒 ∗ 𝑑) + ∑ ∑ ∑(𝑤𝑖𝑠𝑝 ∗ 𝐸𝑐𝑠 ∗ 𝐸𝑝𝑝 )

(1)

𝑖∈𝑀 𝑠∈𝑆 𝑝∈𝑃

Subject to:
∑ 𝑥𝑖𝑗𝑝 = 𝑤𝑖𝑠𝑝 ,

∀ 𝑖 ∈ 𝑀, 𝑝 ∈ 𝑃, 𝑠 ∈ 𝑃𝑟

(2)

𝑗∈𝐽
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∑ 𝑤𝑖𝑠𝑝 = 1,

∀ 𝑖 ∈ 𝑀, 𝑝 ∈ 𝑃

(3)

𝑠∈𝑆

𝑤𝑖00 = 1,

∀𝑖 ∈𝑀

𝑤𝑖𝑠𝑝 ≤ ∑ 𝑤𝑖𝑠𝑘+1 ,

(4)
∀ 𝑖 ∈ 𝑀, 𝑠 ∈ 𝑆, 𝑝 ∈ {1. . |𝑃| − 1}

(5)

𝑘∈𝑇𝑠

∑ 𝑥𝑖𝑗𝑝 ≤ 1,

∀ 𝑖 𝑖𝑛 𝑀, 𝑝 𝑖𝑛 𝑃

(6)

∀ 𝑗 𝑖𝑛 𝐽

(7)

𝑗∈𝐽

∑ ∑ 𝑦𝑖𝑗𝑝 = 1,
𝑖∈𝑀 𝑝∈𝑃
𝑝+𝑃𝑡𝑗 −1

𝑃𝑡𝑗 ∗ 𝑦𝑖𝑗𝑝 ≤
1
∑∑
𝑅𝑤

∑

𝑥𝑖𝑗𝑝 ,

∀ 𝑖 ∈ 𝑀, 𝑗 ∈ 𝐽, 𝑝 ∈ 𝑃

(8)

𝑝
𝑝+𝑅𝑤−1

𝑖∈𝑀 𝑠∈𝑆

∑

𝑤𝑖𝑠𝑝 ∗ 𝐸𝑐𝑠 ≤ 𝑑,

∀ 𝑝 ∈ {1. . |𝑃| − 𝑅𝑤}, 𝑅𝑤 ≥ 1

(9)

𝑝

𝑤𝑖𝑠𝑝 + 𝑤𝑖𝑠𝑝−1 ≤ 𝑧𝑖𝑠𝑝 ,

∀ 𝑖 ∈ 𝑀, 𝑠 ∈ 𝑇𝑆, 𝑝 ∈ 𝑃: 𝑝 ≥ 1, 𝑇𝑡𝑠 ≥ 2

(10)

𝑝+𝑇𝑡𝑠 −1

𝑇𝑡𝑠 ∗ 𝑧𝑖𝑠𝑝 ≤

∑

𝑤𝑖𝑠𝑡 ∀ 𝑖 ∈ 𝑀, 𝑠 ∈ 𝑇𝑆, 𝑝 ∈ 𝑃, 𝑇𝑡𝑠 ≥ 1

(11)

𝑡= 𝑝

∑ 𝑤𝑖𝑠𝑝 = 1,

∀ 𝑖 ∈ 𝑀, 𝑝 ∈ {|𝑃| − 𝑇𝑡𝑠 + 1. . |𝑃|}, 𝑠 = {𝑇𝑢𝑟𝑛 𝑂𝑓𝑓}

(12)

𝑠∈𝑂𝑓𝑓

Constraint (2) ensures that all machines must be in the processing state when they process any jobs.
Constraint (3) limits machines to be in only one state during any period. Constraint (4) is used to start the
schedule with all the machines off. Constraint (5) is used to respect the logic of changing from one status
to another according to the logic shown in Figure 6. Constraint (6) ensures that only one job at a time can
be processed on a machine. Constraint (7) has two purposes, the first one is to ensure that all jobs get started,
and the second one is to ensure that a job can only be started once. Paired with constraint (8), it is not
necessary to include a constraint that tracks where the job gets started, since it ensures that all jobs are
finished before the schedule ends and does not allow preemption of jobs. Constraint (9) records the
maximum peak load in the specified rolling window. Note that for this constraint to work, the periods must
be the same as, or longer than, the rolling time window. Constraints (10) & (11), along with the z variable,
are only needed when the machine has transitional states that require a specific amount of time for such
transitions. In the case of the logic shown in Figure 6, those states will be “Turn On” and “Turn Off.”
Constraint (10) is used to track the first period each of the transitional states that require a specific amount
of time (i.e. if “Turn On” goes between period 3 and 5, this constraint knows that “Turn On” started in
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period 3). Constraint (11) ensures that the transitional state lasts the required number of periods, it does not
need to be used if the time is less than 2 periods. Constraint (12) ensures that the machine is “Off” at the
period right after the schedule ends. Note that this constraint is slightly modified depending on the
transitional states that happen before “Off.”
5.1 Model Verification
Before going to the sensitivity study to analyze the effect of demand charges in different policies
and rules, it was imperative to verify that the model developed worked as intended. Different examples will
be shown in which the logic proposed and the optimal solution are verified. The last example will be a
comparison to one of the baselines models which was proposed by Shrouf et al. [5].
To verify that the logic is followed and the optimal solution is the expected one, two scenarios were
run in which the RTP schedule, number of orders, processing time, rolling time window for computing the
average peak load, and the “Turn Off” and “Turn On” time stayed the same while the demand charge
changed. The logic follows Figure 6, where “Turn On” is required to have two periods and “Turn Off” one
period. There are five jobs that need to be finished, where three of them require four periods and the other
two require two and three periods respectively. The RTP schedule is shown in the table for each scenario.
There is one period for the rolling window of time to calculate average peak load. The optimal schedule for
the scenario that includes no demand charge is shown in Table 4 while the one that includes a demand
charge of $10 is shown in
Table 5. To validate the value of the total electricity cost given by the model, the schedules are used
and the values for both demand and consumption charge are calculated and then compared to the ones
attained in the model. This comparison is shown in Table 6. Using these tables, the following can be
confirmed: Each transition state lasted the required number of periods, each job was completed without
preemption, the transition logic was followed and calculations of the costs are correct.
Table 4: Optimal Schedule of 5 jobs with 16 periods 2 machines and 0 Demand Charge

Period
Electricity Price ($/kWh)
Machine 1 Schedule:
Status
Job Started
Job Processing
Period
Machine 2 Schedule:
Status
Job Started
Job Processing

0
0

1
4

2
4

3
4

4
4

5
2

6
2

7
2

8
2

9
10

10
10

11
10

12
10

13
3

14
3

15
3

16
3

0
0
0
0

1
0
0
1

1
0
0
2

3
2
2
3

3
0
2
4

3
4
4
5

3
0
4
6

3
0
4
7

3
0
4
8

4
0
0
9

0
0
0
10

0
0
0
11

0
0
0
12

0
0
0
13

0
0
0
14

0
0
0
15

0
0
0
16

0
0
0

1
0
0

1
0
0

3
3
3

3
0
3

3
0
3

3
1
1

3
0
1

3
0
1

3
0
1

2
0
0

2
0
0

3
5
5

3
0
5

3
0
5

3
0
5

4
0
0
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Table 5: Optimal Schedule of 5 jobs with 16 periods 2 machines and 10

Period
Electricity Price ($/kWh)
Machine 1 Schedule:
Status
Job Started
Job Processing
Period
Machine 2 Schedule:
Status
Job Started
Job Processing

$
𝑘𝑊

Demand Charge

0 1 2
0 4 4

3 4
4 4

5 6
2 2

7 8
2 2

9 10 11 12 13 14 15 16
10 10 10 10 3 3 3 3

0
0
0
0

1
0
0
3

3
5
5
5

3
0
5
7

3
0
5
8

4
0
0
9

0
0
0
10

0
0
0
11

0
0
0
12

0
0
0
13

0
0
0
14

0
0
0
15

0
0
0
16

3 3
2 0
2 2

3
4
4

3
0
4

3
0
4

3
0
4

3
3
3

3
0
3

3
0
3

4
0
0

0
0
0
1

0
0
0
2

0 1 1
0 0 0
0 0 0

1
0
0
4

3 3
1 0
1 1

3
0
5
6

3 3
0 0
1 1

Table 6: Verification of Model Calculations

Scenario without
Demand Charge
Scenario with
Demand Charge

Average Peak Load (kW)
Demand Charge ($)
Consumption Charge ($)
Average Peak Load (kW)
Demand Charge ($)
Consumption Charge ($)

Expected Values
10
0
377
9
90
385

Values
10
0
377
9
90
385

The differences between each schedule can be seen more easily in Figure 7, where 7(a) does not
include demand charges and 7(b) does include demand charges. The main differences of the scenario
including demand charges is that none of the machines go to idle, the peak load is lower and the
consumption charge is higher.
(a)

Figure 7: Scenarios where (a) has no demand charge and (b) has 10

(b)

$
𝑘𝑤

as demand charge

15

After comparing model results to the schedule results and proving that schedules can change when
demand charge prices are included, a benchmark comparison was done with the Shrouf et al. study [5]. To
make this comparison a new constraint (13) had to be included to ensure that the orders follow the same
sequence as proposed by Shrouf et al. [5]. The results of the schedule were the same and the graph is shown
in
Figure 8. This figure shows how the model avoids scheduling jobs during periods in which
electricity cost is high, and that no matter how the orders are scheduled, the average peak load will always
be of 5 kW because there is only one machine. This comparison also shows that the transition logic between
turning on and turning off is working correctly.
𝑝

∑ 𝑦𝑖𝑗+1𝑝 ≤ ∑ ∑ 𝑦𝑖𝑗𝑙 ,
𝑖∈𝑀

∀ 𝑝 ∈ 𝑃, 𝑗 ∈ {1. . |𝐽| − 1}
(13)

𝑖∈𝑀 𝑙=1

Figure 8: Verifying model with [5]
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6. Methodology and Experimentation
The aim of this study is to uncover the effects on different response variables when demand charge
prices are included in the objective function. To explore what could happen in terms of these response
variables, an experiment was conducted with the factors and levels specified in Table 7. Each factor is
discussed in section 6.3.
Table 7: Factors of the experiment

Factors

Levels

Detail

2

2, 5

Demand Charge Price 𝑘𝑊𝑝

3

0, 10.2, 15.3

Utilization %

3

70, 80, 90

Orders per machine

2

2, 4

Policy

2

RTP, TOU

Number of machines
$

The number of orders per machine was used to introduce variability in the data since this
optimization model is deterministic. This variability was simulated by assigning random processing time
to each order. This simulated process along with the design of experiments is shown in Figure 9. All 720
random scenarios used the same logic for machines, time of transition between “Turn On” and “Turn Off”,
and electricity cost per state of machine as specified by Table 8. The same number of periods (32) was used
as well as rolling window of periods to calculate peak load (1), and price per period depending on whether
TOU or RTP is used.
Table 8: Power and time requirement of each state

State

Power Required (kW)

Time Required (in periods)

“Off”

0

N/A

“Turn On”

5

1

“Idle”

2

N/A

“On”

4

N/A

“Turn Off”

1

1
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Figure 9: Experiment configuration and logic

6.1 Response Variables
Three response variables are defined to observe the impact of including peak demand in terms of
electricity costs under different level values of the factors of interest. The first variable is the peak load
which is the highest average power (kW) used under a window of time of 15 minutes. The second variable
is the consumption cost of the schedule which is the cost of energy consumed by all machines across the
schedule. The third and last variable is the total electricity cost which will be calculated by adding the
optimal consumption charge and demand charge of a scenario.
6.2 Factors
The factors of interest of this study are the demand charge price considered, number of machines,
utilization of machines, orders per machine, and policy used to determine variable prices of electricity.
These factors are described in the following subsections.
6.2.1 Demand Charge
The demand charge factor allows us to understand the effect of demand charge price on the
schedules provided by the model. Utility companies price the demand charge differently and the Energy
Information Administration does not collect or regulate this price [20]. This demand charge according to
18

PG&E [21] can be $15.37 which is be about three hundred times higher than the consumption charge per
period in the rates suggested by Amaren Illinois [22]. The three levels of this factor were calculated by
¢

taking the maximum hourly price (𝑘𝑊ℎ 5.1) of the schedule presented in Table 9 and multiplying it by 0,
$
𝑘𝑤

200 and 300 which corresponded to 0, 10.2 and 15.3

respectively. This RTP schedule was created by

obtaining sample values of the schedule from the month of July from Amaren Illinois [22].
Table 9: (a) RTP (b) TOU Schedule
(a) RTP

Period
8:00 AM
9:00 AM
10:00 AM
11:00 AM
12:00 PM
1:00 PM
2:00 PM
3:00 PM
4:00 PM

(b) TOU

Price US
2.7
2.7
2.9
4
4
5.1
4.1
4.2
4

¢
kWh

¢

Period

Price US kWh

8:00 AM
9:00 AM
10:00 AM
11:00 AM
12:00 PM
1:00 PM
2:00 PM
3:00 PM
4:00 PM

21.2
23.9
23.9
23.9
23.9
26.3
26.3
26.3
26.3

6.2.2 Number of Machines
Since demand charges do not affect the schedule of a scenario in which only one machine is
included, it is important to know the effect of including demand charge price when more than one machine
needs to be scheduled. To understand this relationship, two levels of this factors are used. The first consists
of including two machines and the second consists of five machines.
6.2.3 Utilization
One of the key assumptions of this study is that there is some flexibility in the schedule to allow
reduction of electricity costs. A way of measuring productivity in a production setting is using the utilization
rate of the machines. Three levels of utilization are used to explore this factor, which mimics utilization
rates of 70,80 and 90%, which over a 32-period schedule corresponds to a machine being used 22,26, and
29 periods respectively.
6.2.4 Orders per Machine
Before scheduling the orders, the model needs to know how many orders need to be completed and
how much time each order will take. To create this order schedule, two levels of orders per machine (2 and
4) were included. These levels were also used to add some variability to the study by assigning a random
time of completion to each order.
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The limitations of this variability are that the numbers produced need to be integers (discrete
distribution), machine utilization needs to equal the levels specified by the design of experiments and there
needs to be feasibility across all scenarios which means that all scenarios must complete all the orders in
the allotted time. The multinomial distribution ensures these three limitations are always met because it
takes a specific number of periods (utilization) and divides it into a vector of random numbers of a specified
length (orders per machine). Pseudo code for the randomization of orders is shown below.
Pseudo Code for Order Randomization
Input: Parameters
Size u of Utilization
Number o of orders per machine
Number m of Machines
Number r of Replications
Number s of Scenarios
Output: List of random orders for the scenarios
Algorithm:
For i = 1 to s do
Vector of o probabilities
While there is any order that has a processing time of 0
For j = 1 to m do
## Multinomial distribution of 100 random vectors
listoforders[m] = multinomial (100, size = u, probabilities = v))
End for
Remove duplicates
Extract r orders from the matrix of jobs
Add to orders of scenario list
End while
End for

Figure 10 shows how the vector of random orders fits a Poisson distribution for a scenario with 2
machines, 70% utilizations and 2 orders per machine. The other scenarios had a similar fit. One of the
limitations on this design of experiments is shown in Table 10, whereas utilization increases, the mean for
the jobs in each scenario increases. An assumption that is made in the results section is that even though
there is a slight difference in average length of jobs, it is fair to compare the scenarios.
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Figure 10: Fitting a scenario with 2 machines, 70% utilizations and 2 orders per machine to a Poisson distribution
with lambda of 5.5
Table 10: Mean processing time of orders depending on the scenario

Scenario
2 Machines, 70% Utilization 2 Orders per Machine
2 Machines, 80% Utilization 2 Orders per Machine
2 Machines, 90% Utilization 2 Orders per Machine
5 Machines, 70% Utilization 2 Orders per Machine
5 Machines, 80% Utilization 2 Orders per Machine
5 Machines, 90% Utilization 2 Orders per Machine
2 Machines, 70% Utilization 4 Orders per Machine
2 Machines, 80% Utilization 4 Orders per Machine
2 Machines, 90% Utilization 4 Orders per Machine
5 Machines, 70% Utilization 4 Orders per Machine
5 Machines, 80% Utilization 4 Orders per Machine
5 Machines, 90% Utilization 4 Orders per Machine

Mean Processing Time (minutes)
11
13
14.5
11
13
14.5
5.5
6.5
7.25
5.5
6.5
7.25

6.2.5 Policy Used
There are different pricing policies used in the US, and it is important to understand the effects of
including demand charge prices in at least two of them. The first policy is an RTP which was already shown
in Table 9 and the second policy is a TOU obtained from [21] also shown in Table 9.

7. Results and Discussion
This section shows the results of the experimental design that explains the influence of changing
the factors of interest on the response variables defined in section 6.1. The randomization of data as well as
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the analysis of the results were performed in R while the model was implemented in AMPL and solved
with CPLEX.
To create the different replications the only factors needed are jobs per machine, utilization and
number of machines. With these factors and 10 replications, 120 different job lists were created for the
experiment. These jobs lists were consistent across all different demand charge prices considered. After
solving all the instances, a summary of the response variables was analyzed.
The results will show how the different response variables are affected by the factors of the
experiment. Each response variable will have its own subsection with an analysis that includes a graph with
the response variable and all the factors excluding orders per machine. Orders per machine are not included
since they did not affect any of the response variables. Figure 11 shows all the response variables versus
jobs per machine and demand charge under RTP and TOU policies. In these graphs, the response variable
has the same distribution using 2 orders per machine and 4 orders per machine. Therefore, this factor is
disregarded and not included in other analyses. Since this factor only added a small variability, only the
average of the response variables is included in the following subsections.

Figure 11: Response variables under different policies vs. jobs per machine and demand charge
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7.1 Peak Load
Considering that the peak load price is much higher than the consumption charge in both TOU and
RTP policy, a great change should be seen when demand charge prices are included. Figure 12 and Figure
13 show how peak load is impacted when the company starts to consider the price of the demand charge.
Interestingly, within each category, peak load stays constant between a demand charge price of 10.2

$
𝑘𝑊

and

$

a demand charge of 15.3 𝑘𝑊. This is due to the large difference between consumption and demand charges.
When no demand charge price is considered, the optimization problem only focuses on avoiding the high
prices due to the electricity policy; but when the price for demand charge is included, it takes a greater
priority since the price of peak load tends to be in terms of dollars and the consumption charge is in terms
of cents of a dollar. This also explains why the response was similar no matter which policy was used.
Another expected response is seen in both Figure 12 and Figure 13, in which as the number of
machines increases, peak load increases as well. However, the same cannot be said about increasing
utilization. For the two-machine setting for both policies there was no effect on peak load by increasing
utilization. For the five-machine setting, when there is high utilization (80% and 90%) the same 25% drop
can be achieved as in the two-machine scenarios. Nevertheless, when utilization is low (70%), the peak
load reduction is 56.25%. This suggests that this optimization model provides larger benefits when more
machines are included and there is flexibility in the schedule.

Figure 12: Average peak load under RTP policy
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Figure 13: Average peak load under TOU policy

Although the results indicate that at least 25% of peak load demand can be reduced, there is a large
gap between the first and second level of demand price for peak load, which could explain the large decrease
in peak load shown in both Figure 12 and Figure 13. Because of this, different levels of peak load are
explored to observe at which level this sharp decrease happens. Figure 14 shows the results one of the
$

scenarios in which even when electricity companies charge a low price of 0.2𝑘𝑊, the peak load falls to
16kW. This shows that even when demand charge prices are low, including them in the model will reduce
the peak load significantly.

Figure 14: Exploring peak load as demand charge price consideration changes
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7.2 Consumption Charge
As opposed to peak load, consumption charge is affected by all the factors of the experiments. Since
the TOU prices are almost ten times higher but do not change hourly as the RTP prices, the expected results
of the TOU schedule are higher prices that change less depending on the factors. Comparing Figure 15 to
Figure 16 suggests that consumption charge is higher in the TOU than in the RTP. However, comparing a
$

scenario that considers no demand charge to a scenario that considers a demand charge of 15.3𝑘𝑊 with the
same utilization level, the increase in consumption charge is similar in both TOU and RTP, suggesting that
including demand charges does not significantly impact consumption of electricity. This means that there
is no additional electricity usage when peak loads are avoided.

Figure 15: Average consumption charge under RTP policy

Figure 16: Average consumption charge under TOU policy
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7.3 Total Electricity Costs
Total electricity cost is calculated by adding the consumption charge and the demand charge. To
make a fair comparison between the changing demand charge prices, demand charge was calculated by
$

multiplying the respective peak load of the scenario by a demand charge price of 15.3 𝑘𝑤. Looking at Figure
17 and Figure 18, it can be observed that when demand charge prices are ignored in the scheduling process,
the total electricity costs are much higher than in the other scenarios. However, once demand charges are
considered, the cost of electricity is reduced.
Contrary to consumption charge, total electricity cost decreases as demand charge price is taken
into consideration in the scheduling process. Comparing RTP and TOU while making the same comparison
as the one in the previous section, in a two-machine setting, TOU had a decrease of 8.2% while in a fivemachine setting it had a decrease of 8.49%. RTP had a decrease of 21.23% in a two-machine setting and a
21.31% decrease in a five-machine setting. Although this suggests that RTP has more benefits, the
difference is negligible and similar benefits can be achieved independently of the pricing policy.

Figure 17: Average total electricity costs under RTP policy
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Figure 18: Average total electricity costs under TOU policy

8. Scalability of model
The model developed in this study used as a baseline the models developed by Shrouf et al. [5] and
Tang et al. [16] which proved that this instance of parallel machine problem is NP-hard. Figure 19 shows
that there is a very large difference in terms of solution time comparing the same scenarios but with different
orders per machine. Having more orders causes a significant increase in time. This is because the problem
expands as more constraints are created when more orders are introduced. As soon as more machines are
introduced, time to solve the model gets affected, but the same thing does not happen with utilization. The
highest time to solve in terms of utilization was the one with 80% utilization. One of the issues with the
solve time is that the model proposed creates many optimal solutions with different schedules. This is due
to having coefficients that are integer or scalar multiple of each other as parameters in the cost function. To
examine this, the highest time scenario was taken and the model was run with different time restrictions.
Figure 20 show that the solution stops improving after 120 seconds while the MIP Gap restrictions happen
at 1,000 seconds. Considering that the model can be scaled without increasing the time significantly for the
smaller case, the same experiment will be done with a larger model with 10 machines, 80% utilization and
4 jobs per machine (40 total jobs) to see how the time of finding a solution scales. The results are shown in
Figure 21 where the solution time for good solutions increases to 1,000 seconds compared to the 120
seconds form the smaller scale scenario.
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Figure 19: Solve time depending on the different factors of the model
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Figure 20: Re-running highest time scenario

Since there seemed to be some problems in finding an initial feasible solution, two different time-studies
were done with a scenario with 10 machines, 80% utilizations, 10.2

$
𝑘𝑤

demand charge and 4 orders per

machine. Figure 21 shows the comparison of both scenarios. Even though the scenario that starts with a
feasible solution (b) gets a solution faster, it takes more time to find a better solution. Both scenarios stall
at a similar solution until they reach the required MIP Gap, but the scenario with no feasible start (a)
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achieves this solution at 960 seconds while the one that had a feasible start (b) achieves this solution at
1,680 seconds. However, both find the optimal solution in the MIP Gap at the same time limit of 3,600
seconds. This means that the issue is not in the start of the solution but more in the branch and bound part
of the algorithm. Although both optimal solutions are within cents of each other, the scenario that did not
start with a feasible solution had a slightly lower cost.
(a)
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Figure 21: Comparing 10 machine scenario with (a) and without (b) a feasible start points

9. Conclusion and Future Work
This study focuses on a parallel machine setting wherein the schedule of orders is only constrained
by the utilization of the workshop. This setting is used to suggest that demand charge prices should be
considered to save the highest amount of cost in terms of electricity. The methodology used mathematical
optimization to understand how demand charge prices affect peak load, consumption charge and total
electricity consumption under scenarios with different machines, utilization rates, number of orders and
consumption charge policies. Additionally, the scalability of the model along with a much larger scenario
was analyzed. Considering demand charges helped to reduce peak load and the best results are achieved
when the number of machines are increased and utilization is lowered. Even when the price for demand
charge is low, the schedule avoids high peak loads. Consumption charge was not significantly impacted by
adding demand charges. The response variables were independent of whether TOU or RTP was used. This
meant that similar benefits can be achieved with both policies. When demand charge prices are considered,
there is a sharp decrease in total electricity costs. This suggests that demand charge prices are important
and should be considered when electricity cost include these.
Different assumptions were made in this study for which more research is needed. One of the most
important assumptions lies on creating a very flexible schedule wherein as long as orders are completed by
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the end of the day, the schedule will be feasible. This allowed the experiment to concentrate mostly on
electricity instead of production, which is what the literature tends to focus on. An extension of this study
could include different additions to the model that allow exploration of a setting wherein electricity and
production are considered. An interesting addition to the model is introducing multiple objective functions
in which both electricity and tardiness of jobs would be considered. In terms of constraints, the scenario
could be expanded by having jobs instead of orders that must be completed by a specific machine. This
would further complicate the problem.
Although the scenarios presented in this research focus on scheduling parallel machines the results
can be extrapolated to other areas. In summary if there is time to avoid turning on all the equipment in a
building at the same time or avoid doing activities that demand high loads of electricity together, there will
be a reduction of electricity costs even when electricity is consumed for a longer period.
The results of this research can be used as a benchmark to understand how demand charge prices
affect electricity costs when scheduling production for a set of machines. The formulation is flexible enough
to allow machines with different states than the ones included in this model. Additionally, it can help electric
utilities design better policies to allow a more efficient and smooth consumption of energy. Reducing
electricity cost is a win-win-win situation for customers, utilities and the environment. This is because
customers can save money while utilities do not have to invest in so much expensive plants to keep up with
high loads which consequently reduces the carbon footprint.
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Appendix A AMPL CODE
Model:
### Sets
param Nj; # Number of jobs
param Np; # Number of periods
param Ns; # Number of states
param Nm; # Number of machines
param Nt; # Number of transitional states that require a specific amount of time to complete
param Npr; # Number of states that represent machines processing parts
param Noff; # Number of states that need to happen before the schedule ends
set J:= 1..Nj; # Set of Jobs
set P:= 0..Np; # Set of Periods
set S:= 0..Ns; # Set of Transition States of machine
set M:= 1..Nm; # Set of machines
set TS; # Set of transitional states that require a specific amount of time to complete
set Pr; # Set of states that represent machines processing parts
set Off; #Set of states that need to happen before the schedule ends
set T{S}; # Set of allowed transitions
### Parmeters
param Pt {J}; # Processing time of job j
param Ep {P}; # Energy price per kW at period p
param Ec {S}; # Energy consumption kW of any machine being in status S
param Tt{TS}; # Time required to be spent in a transitional state
param De; # Demand charge ($/kW)
param Rw; # Rolling window of time for peak load
### Variables
var w {i in M, s in S, p in P} binary; # Machine i is in status s during period p
var x {i in M, j in J, p in P} binary; # Machine i is processing job j during period p
var y {i in M, j in J, p in P} binary; # Machine i begins processing job j during period p
var z {i in M, s in TS, p in P} binary default 1; # Machine i begins transition state s during period p
var d >=0; # maximum average amount of energy in a Rw period interval
### Objective
minimize electricityCosts:
sum {i in M,p in P, s in S}(w[i,s,p]*Ec[s]*Ep[p]) + De*d;
# Constraints
subject to machineOn {i in M, p in P, k in Pr}: sum{j in J}x[i,j,p] = w[i,k,p];
subject to macineMustBeInOneState {i in M, p in P}: sum{s in S}w[i,s,p] = 1;
subject to MachineStartsOff {i in M}: w[i,0,0] = 1;
subject to statusShift {i in M, s in S, p in P: p < Np}: w[i,s,p] <= sum{k in T[s]}w[i,k,p+1];
subject to beginTransition {i in M, s in TS, p in P: p>=1}: w[i,s,p] - w[i,s,p-1] <= z[i,s,p];
subject to TransitionTime {i in M, s in TS,p in P: p <= Np-Tt[s]}: Tt[s]*z[i,s,p] <= (sum{k in P: p <= k
<= p+Tt[s]-1}w[i,s,k]);
subject to oneJobProcessing {i in M, p in P: p >= 1}: sum{j in J}x[i,j,p] <= 1;
subject to jobCanOnlyStartOnce {j in J}: sum{i in M, p in P}y[i,j,p] = 1;
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subject to nonPreemptionandProcessingTime {i in M, j in J, p in P}: Pt[j]*y[i,j,p] <= sum{k in P: p <=
k <= p+Pt[j]-1}x[i,j,k];
subject to demandCharge {p in P:p <= Np-Rw}: (1/Rw)*sum{i in M, s in S, k in P: p <= k <= p+Rw1}w[i,s,k]*Ec[s] <= d;
subject to lastPeriods {i in M, in P: Np-Tt[4]+1 <= p <= Np }: sum{k in Off} w[i,k,p] = 1;
# Constraint used to verify Shrouf et al. work [5]
#subject to order {p in P, j in J: j <= Nj-1}: sum{i in M}y[i,j+1,p] <= sum{i in M, l in P: l <= p}y[i,j,l];

Run file:
option solver cplex;
option cplex_options 'mipgap = 1e-2';
reset;
# -----------------------------------------------------------------# ---- Experiment Input -------------------------------------------# -----------------------------------------------------------------#include ThesisExp.run;
# ---- defining paths ---# this path is where the model and main data files are.. Thesis.mod (Main data stays static from run to
run)
param Source symbolic default "/home/jcb1541/Desktop/Thesis/Experiment/";
# this path is where all of your results for your experiment will be exported to
param PathOut symbolic default "/home/jcb1541/Desktop/Thesis/Experiment/Data_Out/";
# this path is where the dynamic dat files are, by dynamic i mean the dat files that have the parameters
and sets that will change from run to run in your experiment
param PathIn symbolic default "/home/jcb1541/Desktop/Thesis/Experiment/Data_In/";
# ---- defining your dat file names ---# this is the prefix that all of your dat files should have, this prefix comes before a number (ie. fileID_)
param Prefix symbolic default "fileID_";
# this is the set of numbers which come after the "Prefix" in all of your dat files (ie. 1, 2, 3)
# use this to create a simple set which defines you entire experiment, or a segment of your experiment
set Experiments := {1..360};

# -----------------------------------------------------------------# ---- Preparing the Experiment -----------------------------------# -----------------------------------------------------------------param ExpName{Experiments} symbolic;
let {i in Experiments} ExpName[i] := (Prefix & i);
model (Source & "Thesis.mod");
data (Source & "ThesisMain.dat");
param tottime;
param cc; # Consumption Charge
param dc; # Demand Charge
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param out symbolic;
param summcsv symbolic:= (PathOut & "SummaryOfExperiments.csv");
param ptpm; # Processing Time per Machine
# -----------------------------------------------------------------# ---- Running the Experiment -------------------------------------# -----------------------------------------------------------------for{i in Experiments}
{
reset data Nj, Nm, De, Pt;
display ("solving " & ExpName[i]);
let tottime := 0;
data (PathIn & ExpName[i] & ".dat");
solve;
let ptpm:= round(sum{j in J}Pt[j]/Nm);
let
out:=
(PathOut&Nj&"_Jobs_"&ptpm
&"_Processing_Time_Per_Machine_"&Np
&"_Periods_"&Nm&"_Machines_"&De&"_Demand_Charge.csv");
#let
out:=
(PathOut&Nj&"_Jobs_"&Np&"_Periods_"&Nm&"_Machines_"&De&"_Demand_Charge.csv");
let tottime := tottime + _solve_elapsed_time;
let cc:= sum{m in M,p in P, s in S}(w[m,s,p]*Ec[s]*Ep[p]);
let dc:= De*d;
#Printing vertically and for anlysis
#printf "Machine %i Schedule: \n",i ; # Prnts the schedule of that machine
if i == 1 then {
printf "Period," > (out)
};
for {k in M} { # Loop over all machines
if i == 1 then{
if k < Nm then {
printf "Machine %s,", k > (out);
} else {
printf "Machine %s,Price,Replication\n", k > (out);
}
}
}
for {p in P} { # Loop over all periods
if p < 10 and i == 1 then { # Leave a space if period has less than two digits
printf "%i,",p > (out);# Prints period you are on
} else {
printf "%i,",p > (out);# Prints period you are on
}
for {m in M} {
for {s in S} { # Loop over all statuses
# Loop over all machmnes
if m <> Nm then {
if w[m,s,p] = 1 then {
printf "%i,", Ec[s] > (out); #Prints out the status of the
machine
}
} else {
if w[m,s,p] = 1 then {
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printf "%i,%g,%i\n", Ec[s], Ep[p], i > (out); #Prints out
the status of the machine
}
}
}
}
} close (PathOut & out);
if i == 1 then {
printf
"FileID,Consumption
Charge,Demand
Charge,Total,Average
Peak
Load,Time,Status\n" >> (summcsv);
}
printf "%i,%g,%g,%g,%i,%g,%s\n", i,cc,dc,cc+dc,d,tottime,solve_result >> (summcsv);
display ("solving " & ExpName[i]);
} close (PathOut & summcsv);
Example data file:
param Nj := 4 ;
param Nm := 2 ;
param De := 0 ;
param Pt :=
1
9
2
9
3
13
4
13
;
set T[0] := 0 1;
set T[1] := 1 2 3;
set T[2] := 2 3 4;
set T[3] := 2 3 4;
set T[4] := 0 4;
set Pr := 3;
set Off := 0 4;
set TS:= 1 3;
param Np = 32; # Number of periods
param Ns = 4; # Number of states there are 5, starts at 0
param Nt = 2; # Number of transtional states
param Rw = 1; # Rolling window of time for peak load

param Tt:=
11
41
;
param Ec:=
0
0
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1
2
3
4

5
2
4
1;

param Ep:=
0
0.00675
1
0.00675
2
0.00675
3
0.00675
4
0.00675
5
0.00725
6
0.00725
7
0.00725
8
0.00725
9
0.01
10
0.01
11
0.01
12
0.01
13
0.01
14
0.01
15
0.01
16
0.01
17
0.01275
18
0.01275
19
0.01275
20
0.01275
21
0.01025
22
0.01025
23
0.01025
24
0.01025
25
0.0105
26
0.0105
27
0.0105
28
0.0105
29
0.01
30
0.01
31
0.01
32
0.01
;
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