Abstract. In this paper, we study a few theoretical issues in the discretized Kohn-Sham (KS) density functional theory (DFT). The equivalence between either a local or global minimizer of the KS total energy minimization problem and the solution to the KS equation is established under certain assumptions. The nonzero charge densities of a strong local minimizer are shown to be bounded below by a positive constant uniformly. We analyze the self-consistent field (SCF) iteration by formulating the KS equation as a fixed point map with respect to the potential. The Jacobian of these fixed point maps is derived explicitly. Both global and local convergence of the simple mixing scheme can be established if the gap between the occupied states and unoccupied states is sufficiently large. This assumption can be relaxed if the charge density is computed using the FermiDirac distribution and it is not required if there is no exchange correlation functional in the total energy functional. Although our assumption on the gap is very stringent and is almost never satisfied in reality, our analysis is still valuable for a better understanding of the KS minimization problem, the KS equation and the SCF iteration.
Introduction
The Kohn-Sham density functional theory in electronic structure calculations can be formulated as either a total energy minimization problem or a nonlinear eigenvalue problem. Using a suitable discretization scheme whose spatial degree of freedom is n, the electron wave functions of p occupied states can be approximated by a matrix X = [x 1 , . . . , x p ] ∈ R n×p . The charge density of electrons associated with the occupied states is defined as
where diag(A) denotes the vector containing the diagonal elements of the matrix A. Let tr(A) be the trace of A ∈ R n×n , i.e., the sum of the diagonal elements of A. A commonly used discretized KS total energy function has the form of E(X) := 1 4 tr(
where L is a finite dimensional representation of the Laplacian operator, V ion is the ionic pseudopotentials sampled on a suitably chosen Cartesian grid, L † corresponds to the pseudo-inverse of L, e is the column vector of all ones and ǫ xc (ρ) denotes the exchange correlation energy functional. The four terms in E(X) describe the kinetic energy, local ionic potential energy, Hartree potential energy and exchange correlation energy, respectively. The KS total energy minimization problem solves
s.t.
The orthogonality constraints are imposed since the wave functions X must be orthogonal to each other due to physical constraints. It can be verified that the gradient of E(X) with respect to X is ∇E(X) = H(X)X, where the Hamiltonian H(X) ∈ R n×n is a matrix function
where µ xc (ρ) = ∂ǫxc ∂ρ ∈ R n×n and Diag(x) denotes a diagonal matrix with x on its diagonal. The so-called KS equation is H(X)X = XΛ,
where Λ is a diagonal matrix consisting of p smallest eigenvalues of H(X). The KS equation (5) is closely related to the first-order optimality conditions for (3) which are the same as (5) except that the diagonal matrix Λ consists of any p eigenvalues of H(X) rather than the p smallest ones.
In this paper, we first study the relationship between the KS total energy minimization problem (3) and the KS equation (5) under certain conditions. A simple counter example is provided to demonstrate that the solutions of these two problems are not necessarily the same. The second-order optimality conditions of (3) are examined based on the assumption of the existence of the second-order derivative of the exchange correlation functional [16, 29] . For a specialized exchange correlation functional, we prove that a global solution of (3) is a solution of (5) if the gap between the pth and (p + 1)st eigenvalues of the Hamiltonian H(X) is sufficiently large. The equivalence between a local minimizer of (3) and the solution (5) needs an additional assumption that the corresponding charge densities are all positive. For a strong local minimizer X * which is defined based on the second-order sufficient optimality conditions of (3), we show that the nonzero charge densities at X * are bounded below by a positive constant uniformly.
Our second purpose is the analysis of the most widely used approach, the self-consistent field (SCF) iteration, for solving the KS equation (5) . The SCF iteration is based on computing a sequence of linear eigenvalue problems iteratively. It is well known that the basic version of SCF iteration often converges slowly or fails to converge [18] even with the help of various heuristics. A convergence analysis of the SCF iteration for solving the Hartree-Fock equations according to the optimal damping algorithm (ODA) is established in [6] and an analysis of gradient-based algorithms for the Hartree-Fock equations is proposed in [21] using Lojasiewiscz inequality. The interested reader is referred to [2, 3, 4, 5, 7, 8, 9, 10, 12, 13, 20, 26] for discussion on ODA, the gradient-based algorithms and numerical analysis of DFT. A condition is identified in [30] such that the SCF iteration is a contractive fixed point iteration under a specific form of the Hamiltonian without involving any exchange correlation term. Global and local convergence of the SCF iteration for general Kohn-Sham DFT is established in [24] from an optimization point of view. Their assumptions include that the second-order derivative of the exchange correlation energy functional is uniformly bounded from above and the gap between the pth and (p + 1)st eigenvalues of the Hamiltonian H(X) is sufficiently large.
We improve the convergence results of the SCF iteration from the following three perspectives. (i) The KS equation (5) is formulated as a nonlinear system of equations (fixed point maps) respect to either the charge density or potential. Applying the differentiability of spectral operators, the Jacobian of these fixed point map is derived explicitly and analyzed. (ii) Global convergence (i.e., convergence to a stationary point from any initial solution) of the simple mixing scheme can be established when there exists a gap between pth and (p + 1)st eigenvalues of the Hamiltonian H(X). This assumption can be relaxed for local convergence analysis, i.e., convergence behavior if the initial point is selected in a neighborhood sufficiently close to the solution of (5) . If the charge density is computed using the FermiDirac distribution, the assumption on the gap is not needed as long as a suitable step size for simple mixing is chosen. Our results requires much weaker conditions than the previous analysis in [24] . (iii) We propose two approximate Newton methods according to the structure of the Jacobian of the fixed point maps. The second type of our approaches is exactly the method of elliptic preconditioner proposed in [23] . Preliminary convergence results are also established for them. Although our assumption on the gap between eigenvalues of the Hamiltonian in the above three perspectives is very stringent and is almost never satisfied in reality, our analysis is still valuable for a better understanding of the KS equation and the SCF iteration.
The rest of this paper is organized as follows. A counter example between the equivalence of the KS minimization and KS equation is presented in subsection 2.1. The optimality conditions of the KS minimization problem under smoothness assumptions on the exchange functional is provided in subsection 2.2. The necessary conditions for the equivalence between a local minimizer of the KS minimization and the KS equation is established in subsection 2.3.
The corresponding analysis for a global minimizer is established in subsection 2.4. Lower bounds for the charge density at local minimizers are presented in subsection 2.5. In subsection 3.1, we view the KS equation as fixed point maps with respect to the charge density or potential. The Jacobian of these fixed point maps is presented in subsection 3.2. In section 4, we establish both local and global convergence for the SCF iteration with simple mixing schemes.
Two approximate Newton approaches and their convergence properties are discussed in section 5.
Equivalence Between the KS Total Energy Minimization and the KS Equation

A Counter Example
The following three-dimensional toy example shows that a solution of the KS equation is not necessary a global optimal solution of the KS total energy minimization problem. Let n = 3, p = 1 and choose It can be verified numerically that X * = 0.3683 −0.6188 0.6939
T is a global minimizer of (3). On the other hand, we have 
Optimality Conditions Under Smoothness Assumptions on ǫ xc (ρ)
The Lagrangian function of the minimization problem (3) is
Suppose X is a local minimizer of (3). It follows from X T X = I that the linear independence constraint qualification is satisfied. Hence, there exists a Lagrange multiplier Λ such that the first-order optimality conditions hold:
Multiplying both sides of the first equality in (6) by X T and using X T X = I, we have Λ = X T H(X)X, which is a symmetric matrix. Note that E(XQ) = E(X) and H(XQ) = H(X) hold for any orthogonal matrix Q ∈ R p×p .
Hence, if X is a stationary point, any matrix in the set {XQ | Q ∈ R p×p and Q T Q = I} is also a stationary point, and their objective values are the same. LetQΛQ T be the eigenvalue decomposition of X T H(X)X andX := XQ.
Then the Lagrangian multiplierΛ =X T H(X)X is a diagonal matrix whose entries are the eigenvalues of H(X).
Let L(R n×p , R n×p ) denote the space of linear operators which map R n×p to R n×p . The Fréchet derivative of
The next lemma shows an explicit form of the Hessian operator, if the exchange correlation energy is second-order differentiable.
Lemma 2.1 (Lemma 2.1 in [29] ). Suppose that ǫ xc (ρ(X)) is twice differentiable with respect to ρ(X). Given a direction S ∈ R n×p , the Hessian-vector product of E(X) is
where
Consequently, the second-order necessary and sufficient optimality conditions can be obtained from Theorems 12.5 and 12.6 in [25] , respectively. Theorem 2.2. 1) Suppose that X is a local minimizer of problem (3) and ǫ xc (ρ(X)) is twice differentiable with respect to ρ(X). Then, for all S ∈ T (X), it holds
where Λ = X T H(X)X and
2) Suppose that X ∈ R n×p satisfies (6) with a symmetric matrix Λ and (9) holds with a strict inequality for all 0 = S ∈ T (X). Then X is a strict local minimizer for problem (3) .
Proof. It follows from Theorem 12.5 in [25] that the second-order necessary condition for X to be a local minimizer
Using Lemma 2.1 and the fact that
which together with (11) yields (9) . The second part is a direct application of Theorem 12.6 in [25] .
An equivalent formulation of the tangent space (10) is
where P ⊥ X := I − XX T . Hence, the second-order optimality conditions in Theorem 2.2 can be presented in terms of an arbitrary Z ∈ R n×p similar to the analysis of maximization of the sum of the trace ratio on the Stiefel Manifold in [31] .
Theorem 2.3. 1) Suppose that X is a local minimizer of problem (3) and ǫ xc (ρ(X)) is twice differentiable with respect to ρ(X). Then for all Z ∈ R n×p , it holds
2) Suppose that X ∈ R n×p satisfies (6) with a symmetric matrix Λ and (13) holds with a strict inequality for all
Proof. Using (6) and the definition of P ⊥ X , we obtain P
It can be verified that
where the last equality holds because of
which together with (14) and (15) gives (13) . The proof of the second part follows directly from Theorem 2.2.
Necessary Condition for Local Minimizers
In this subsection, we establish a necessary condition under which a local minimizer of (3) is a solution of a modification of the KS equation (5) . Our discussion is restricted to a special exchange correlation functional
where γ = 2 
Lemma 2.4. Let X ∈ R
n×p satisfy X T X = I, and ρ be defined by (1) . We have
Proof. The inequality (17) holds from X T X = I and the fact that
ij for all i = 1, . . . , n.
Our analysis relies on the gap between the pth and (p + 1)st eigenvalues of H(X).
There exists a positive constant δ such that λ p+1 − λ p ≥ δ.
Note that E(X) may not be second-order differentiable since some components ρ i (X) can be zero. Let I be the collection of indices of the nonzero components of ρ(X), i.e.,
Then the complement setĪ of I is the set of indices of the zero components of ρ(X). Let r be the cardinality of I. We have r ≥ p by the orthogonality of X. If I = {α 1 , . . . , α r }, we define the submatrices X I and L II as
The following theorem shows that a local minimizer X * of the KS total energy minimization (3) is a solution of KS equation (5) if all rows of X * are nonzero and Assumption 2.5 holds with a sufficiently large gap δ. Theorem 2.6. Suppose that X * is a local minimizer of (3) using (16) and
matrix. Let I * be the index set of X * defined as (18) . If Assumption 2.5 holds at H(X * ) with a constant δ satisfying
then it holds
and the diagonal of Λ * consists of the p smallest eigenvalues of H I * I * (X * ).
Proof. It can be verified that X * is a local minimizer of the restricted problem
Hence, X * I * is a local minimizer of the reduced problem
The structure of the energy functional E(X) implies ∇Ê(X *
These facts together with the first-order optimality of (22) at X * I * yield (20) . It is obvious that the diagonal entries of Λ * are the eigenvalues of H I * I * (X * ). Suppose that they are not the p smallest eigenvalues of H I * I * (X * ). For convenience, we denote the eigenvalues of H I * I * (X * ) in an ascending order asλ 1 ≤ ... ≤λ r and their corresponding eigenvectors are u i , i = 1, . . . , r, where r = |I * |. Let x i , 1 ≤ i ≤ p, be the ith column for X * I * . Without loss of generality, let x 1 be associated with an eigenvalue greater thanλ p , and u i (i ≤ p) be an eigenvector associated with an eigenvalue less than or equal toλ p but not be a column of X * I * . The Assumption 2.5 implies that u i / ∈ span{X * I * }. Let V be a matrix whose columns satisfy
Since the functionÊ(X) is twice differentiable at X * I * according to the definition of I * . Therefore, an application of Theorem 2.3 gives
It follows from that V is an orthonormal eigenbasis of H I * I * (X * I * ) and Assumption 2.5 that
Since u i / ∈ span{X * I * }, we obtain
which further give
, 0
where the first inequality uses (24) and the fact that ||diag(
2 ≤ 1, the second inequality follows from ρ ∈ [0, 1], the third inequality uses the fact that ||L † I * I * || 2 ≤ ||L † || 2 since the largest/smallest eigenvalue of a matrix is no less/greater than the largest/smallest eigenvalue of its any principal submatrix, and the last inequality (27) is due to (19) . However, (27) is a contradiction to (23) . This completes the proof.
Necessary Condition for Global Minimizers
In this subsection, we consider whether a global minimizer of (3) is a solution of the KS equation (5) under the exchange correlation functional (16) . We first show the following inequality.
Lemma 2.7. It holds for all
Proof. The inequality holds for a = 0 or b = 0. Consider the case on a ≥ b > 0. Introducing the variable t = b/a ∈ (0, 1] yields
for all t ∈ [0, 1], and then the inequality is proved. The case on b ≥ a > 0 can be proved in a similar fashion.
The next theorem establishes the equivalence based on estimating the difference of total energy function values.
Theorem 2.8. Suppose that X * is a global minimizer of (3) using (16) . If Assumption 2.5 holds at H(X * ) with a constant δ satisfying
then X * must be an orthonormal eigenbasis of H(X * ) corresponding to its p smallest eigenvalues, namely, a solution of the KS equation (5) .
Proof. Suppose that X * is not but Y is an orthonormal eigenbasis of H(X * ) corresponding to its p smallest eigenvalues. Since X * must be an orthonormal eigenbasis of H(X * ) and using Assumption 2.5, we have
Applying Lemmas 2.4 and 2.7 gives
It follows from Lemma 2.4 that
, the inequalities (29), (30) and (31), and the assumption (28), we obtain
which is a contradiction to the fact that X * is a global minimizer. This completes the proof. 
Lower Bounds for the Charge Density of Local Minimizers
The exchange correlation energy functional is twice differentiable if all components of ρ(X) are positive. However, the second-order derivative may not be bounded at an arbitrary point X. In this subsection, we provides a few lower bounds for the charge density at certain types local minimizers. These properties are useful for our analysis on the KS equation.
Traditionally, a point x * is called a strong local minimizer [1, 15] of a function f : R n → R, if there exists a constant κ > 0 and a neighborhood U of x * such that the inequality
holds for any x ∈ U . Here, we define a strong local minimizer based on the second-order optimality conditions. Definition 2.10. A point X * is called a strong local minimizer of (3) using (16) if and only if X * I * is local minimizer of (22) and there exists a constant κ > 0 such that, for all Z ∈ R n×p ,
where Λ * = (X * I * ) T H I * I * (X * )X * I * and I * is the index set of X * defined as (18) .
Our condition (33) is weaker than (32) applying to problem (3) when the total energy E(X) is twice differentiable.
The next result shows that the charge densities at a strong local minimizer are bounded below uniformly if they are positive. 
Then it holds:
for any i ∈ {1, 2, ..., n},
Proof. For convenience, we denote ρ * I * = ρ(X * I * ). If there exists a row j in X * I * such that either 1 or −1 is an entry of this row, then this row has only one nonzero entry according to the orthonormality of X * I * . Hence, (ρ * I * ) j = 1 and (35) holds at j.
We next consider the components in the set J := {j | j ∈ I * and |(X * I * ) js | < 1, s = 1, . . . , p}. For any given j ∈ J , there exists a nonzero entry, denoted as (X * I * ) js , in the j-th row of X * I * . Since |(X * I * ) js | < 1, there exists at least another nonzero entry, denoted as (X * I * ) is , in the s-th column of X * I * due to the orthonormality of X * I * . For simplicity, let x l , l = 1, ..., p, be the l-th column of X * I * and set r = |I * |, x js = (X * I * ) js and x is = (X * I * ) is . Define a vector z ∈ R r whose l-th component (l = 1, . . . , p) is
A short calculation gives ||z|| 2 = 1, z T x s = 0 and
where e (j,−i) ∈ R r has 1 on its j-th entry, −1 on its i-th entry and 0 elsewhere.
For a ∈ [0, 1], let Z a ∈ R n×p be a matrix whose s-th column is az + √ 1 − a 2 x s and all other columns are zero.
Without loss of generality, letλ 1 ≤ ... ≤λ r be the eigenvalues of H I * I * (X * ) in the ascending order, and x s be an eigenvector of H I * I * (X * ) associated withλ s , s ∈ {1, ..., r}. Then, we obtain
which yields
The definition of Z a gives
Hence, we have
and
Combining (42) and (43) together yields
The equality (37) gives
Let Z a with a = κ λr −λ1
. Using (40) and (44), we have
It follows from our definition of strong local minimizers that
which together with (46) gives
Substituting (45) into (48), we obtain
Expending the terms of (49) yields
which implies
Therefore, we obtain
where c j is defined in (34). Similarly, we can prove (52) holds for any j ∈ J . This completes the proof.
Analysis of the KS Equation
Formulating the KS Equation as a Fixed Point Map
The KS equation (5) constitutes a nonlinear system with respect to X. Note that the Hamiltonian matrix (4) is a symmetric matrix function with respect to ρ aŝ
and the KS equation becomes Ĥ (ρ)X = XΛ,
where X ∈ R n×p and Λ ∈ R p×p is a diagonal matrix consisting of the p smallest eigenvalues ofĤ(ρ). The eigenvalue decomposition ofĤ(ρ) is determined once ρ is given. Hence, we can write X as X(ρ) to reflect the dependence on ρ and the KS equation (5) can be viewed as a system of nonlinear equations with respect to the charge density ρ as
Alternatively, the function
is called potential and the Hamiltonian matrixĤ(ρ), by convenient abuse of notation, can be expressed as
Obviously, it holdsĤ(ρ) = H(V (ρ)). Therefore, X can be interpreted as an implicit function of V . Let X(V ) ∈ R n×p be the eigenvectors corresponding to the p smallest eigenvalues of H(V ). Then, the fixed point map (55) is a system of nonlinear equations with respect to V as
The fixed point map (58) is well defined if there is a gap between the pth and (p + 1)st smallest eigenvalues of H(V ). However, when these two eigenvalues are equal, there exists ambiguity on choosing the eigenvectors X(V ) since the multiplicity is greater than one. A common approach is to revise F φ (V ) in (58) by constructing a proper filter function. Let q 1 (V ), . . . , q n (V ) be the eigenvectors of H(V ) associated with eigenvalues λ 1 (V ), . . . , λ n (V ), respectively. A particular choice of the filter function is the Fermi-Dirac distribution of the form
where µ is the solution of the equations
Since the left hand side of (60) is monotonic with respect to µ for a fixed β, the solution to (60) is unique for any choice of β and λ i . Then the fixed map (58) is replaced by the approximation
The Jacobian of the Fixed Point Maps
We first reformulate the functions F φ (V ) in (58) and F fµ (V ) in (61) as the form of spectral operators. Using the differentiability of spectral operators, they can be proved to be differentiable under some conditions. Let {λ i (V ), q i (V )} be the eigenpairs of H(V ) and assume that the eigenvalues λ 1 (V ), . . . , λ n (V ) are sorted in an ascending order,
The eigenvalue decomposition of H(V ) can be written as
where Q(V ) and Π(V ) are
Hence, the function F φ (V ) in (58) is equivalent to
where φ(Π) = Diag(φ(λ 1 (V )), φ(λ 2 (V )), . . . , φ(λ n (V ))) and
Similarly, the function F fµ (V ) in (61) in the spectral operator form is
Let µ 1 , · · · , µ r(V ) be the distinct eigenvalues among {λ 1 (V ), · · · , λ n (V )}, r(V ) be the total number of distinct values and r p (V ) be the number of distinct eigenvalues no greater than λ p . For any k = 1, · · · , r(V ), the set of indices i such that λ i = µ k is denoted by α k := {i | λ i = µ k , i = 1, · · · , n}. The next lemma shows the directional derivative of F φ (V ) by using the differentiability of the spectral operators [11, 14, 22, 28, 27] .
Lemma 3.1. Suppose that Assumption 2.5 holds at H(V ), i.e., λ p+1 (V ) > λ p (V ). Then F φ (V ) is continuously differentiable and its directional derivative at
where "•" denotes the Hadamard product between two matrices, and g φ (Π(V )) ∈ R n×n is the so-called first divided difference matrix defined as
otherwise.
Proof. The chain rule gives
By applying the continuous differentiability of the spectral operators in Proposition 2.10 of [14] , the function Qφ(Π)Q T is differentiable with respect to H and its directional derivative is given by
where, for any i, j = 1, ..., n,
Substituting (65) into (71) yields the specific form of g φ (π(V )) in (68). Since diag(·) is a linear function, we obtain
It follows from (57) that
Plugging (72) and (73) into (69), we obtain (67). This completes the proof.
Remark 3.2. Computing ∂ V F φ (V )[z] requires all the eigenvectors Q(V ) and all eigenvalues Π(V )
. Let E j,p (O j,p ) be the j × p matrix with ones (zeros) at all its entries. Then the matrix g φ (Π(V )) ∈ R n×n takes the specific form
The directional derivative of F fµ (V )[z] can be assembled in a similar fashion.
Lemma 3.3. The function F fµ (V ) is continuously differentiable and its directional derivative at
where g fµ (Π(V )) ∈ R n×n is defined as, for any i, j = 1, ..., n,
We next compute the Jacobian of V(F φ (V )) and V(F fµ (V )).
Theorem 3.4. Let J(ρ) be defined as (8).
Suppose that Assumption 2.5 holds at
Proof. Note that
Applying the chain rules to ∂ V V(F φ (V ))[z] and using (78) and (67), we obtain (76). This completes the proof.
Convergence of the SCF iteration 4.1 The SCF Iteration and the Simple Mixing Scheme
Starting from an initial vector V 0 ∈ R n , the SCF iteration for solving the fixed point map (58) recursively computes the eigenpairs {X(V i+1 ), Λ(V i+1 )} as the solution of the linear eigenvalue problem:
and then the potential is updated as
When the difference between V i and V i+1 is negligible, the system is said to be self-consistent and the SCF iteration is terminated.
The SCF iteration often converges slowly or even fails to converge. One of the heuristics for accelerating and stabilizing the SCF iteration is charge or potential mixing [17, 19] . Basically, the new potential V i+1 is constructed from a linear combination of the previously computed potential and the one obtained from certain schemes at current iteration. In particular, the simple mixing scheme replaces (79) by updating
where α is a properly chosen step size. Similarly, the SCF iteration using simple mixing for solving the fixed point map (61) is
Global Convergence Analysis
We first make the following assumptions. 
Although we cannot verify Assumption 4.1 for any X ∈ R n×p , it holds at a strong local minimizer using our lower bounds for nonzero charge densities in subsection 2.5 if the exchange correlation energy is (16) .
It can be verified from the definition of the operator
respectively. The next lemma shows that their ℓ 2 -norms are bounded if Assumption 2.5 holds at H(V ).
Lemma 4.2. If Assumption 2.5 holds at H(V )
for a given V ∈ R n , then it holds
Proof. For any z ∈ R n , we obtain
where the second inequality is due to |(g φ (Π(ρ))) ij | ≤ 1/δ. Then the first inequality in (84) holds from the definitions (83) and (85). It follows from (76) and (85) that
This completes the proof.
The set {H(V ) | V ∈ R n } is called uniformly well posed (UWP) [2, 30] with respect to a constant δ > 0 if Assumption 2.5 holds at H(V ) with δ for any V ∈ R n . We next establish the convergence of the simple mixing scheme (80) when UWP holds.
Theorem 4.3. Suppose that Assumption 4.1 holds and {H(V ) | V ∈ R
n } is UWP with a constant δ such that
Let {V i } be a sequence generated by the simple mixing scheme (80) using a step size α satisfying
Then {V i } converges to a solution of the KS equation (5) with linear convergence rate no more than |1−α|+α(1−b 1 ).
Proof. For any V i , it follows from (86), (87) and (88) that
which completes the proof. . Since neither p nor n is involved in (87), it is much weaker than
required by Theorem 1 in [24] .
We next establish convergence to the solutions of the modified fixed-point map (61) without assuming the UWP properties.
Theorem 4.5. Suppose that Assumption 4.1 holds and
Let {V i } be a sequence generated by the simple mixing scheme (81) using a step size α satisfying
Then the sequence {V i } converges to a solution of (61) with linear convergence rate no less than |1 − α| + α(1 − b 2 ).
Proof. Using the mean value theorem and the fact that
we obtain |(g fµ (Π(V ))) ij | ≤ β/4, which yields
Then, the convergence of (81) is proved similar to that of Theorem 4.3.
Remark 4.6. Suppose that UWP holds and f µ is chosen such that
where γ ≪ 1 is a constant. It can be shown that β ≥ On the other hand, the closer γ is to zero, the closer f µ is to φ from (91). Therefore, the convergence rate of the fixed-point iteration using F φ is better than that of F fµ when F fµ is sufficiently close to F φ . [30] under the condition
Remark 4.7. The convergence of the SCF iteration without simple mixing for solving a special KS equation without the exchange correlation energy is established in
We can see that our condition is weaker than (92) since n 4 is not required.
Local Convergence Analysis
Suppose that V * is a solution of the fixed point map (80). Let B(V * , η) := {V | ||V − V * || 2 ≤ η} be a neighborhood of V * for a given η > 0. The Taylor expansion at V * yields
If the spectral radius of the operator I − α(I − ∂ V V(F φ (V * ))) is less than one, there must exist a sufficiently small η so that the simple mixing scheme (80) initiating from a point in B(V * , η) converges to V * linearly.
We first present a few properties of the linear operators. Denote the space of linear operators by
Since L(R n , R n ) is isomorphic to R n×n , the eigenvalue, eigenvector and the spectrum for any linear operator can be defined similar to a matrix. For a given P ∈ L(R n , R n ), if a scalar λ ∈ C and a nonzero vector z ∈ C n satisfy
the scalar λ and the vector z are called the eigenvalue and eigenvector of P, respectively. The spectrum of P, denoted by λ(P), is the set consisting of all the eigenvalues of P. The spectral radius, denoted by ̺(P), is the largest absolute value of all elements in its spectrum. The operator P is called symmetric if 
Let P be the basic transformation matrix of P ∈ L(R n , R n ). Then P is symmetric if and only if P is symmetric.
Moreover, P and P has the same spectrum since P[z] = P z. Let M 1 , M 2 ∈ R n×n be two real matrices and P 1 and P 2 be the basic transformation matrices of P 1 , P 2 ∈ L(R n , R n ), respectively. Then M 1 P 1 + M 2 P 2 is the basic transformation matrix of the linear operator
We next show that the eigenvalues of the product of a symmetric matrix and a symmetric positive semidefinite linear operator are real. 
Proof. Let P be the basic transformation matrix of P. It suffices to prove the statements with P replaced by P . Since P is symmetric positive semidefinite, P is also symmetric positive semidefinite. Hence, it can be diagonalized as P = U DU T , where U is orthogonal and D = Diag(µ 1 , . . . , µ n ) such that µ i ≥ 0. Define D T . Then we obtain P = P . We now prove that every eigenvalue of R := P ǫ is invertible, we have R ǫ = P 1 2
Therefore, R ǫ and M P ǫ have the same eigenvalues. As ǫ → 0, these eigenvalues converge to those of R and M P , respectively. Hence, R and M P have the same eigenvalues. The symmetry of R further implies that the eigenvalues of M P are real.
Since λ max (M )I M , we obtain
which yields (95) since the eigenvalues of R = P 
The next lemma shows that ∂ V F φ (V )[·] is negative semidefinite.
Lemma 4.10. For any
Proof. For any z ∈ R n , we have
where the third equality uses the properties of the Hadamard products and the inequality is due to
We now establish the local convergence result for the simple mixing scheme. 
where λ *
There exists an open neighborhood Ω of V * , such that the sequence {V i } generated by the simple mixing scheme (80) using V 0 ∈ Ω and a step size
converges to V * with R-linear convergence rate no more than
Proof. The Taylor expansion (93) implies that local convergence of the scheme (80) holds if
Using Lemma 4.9, we conclude that all the eigenvalues of A are real. Hence, (99) is guaranteed if
δ from Lemma 4.2 and the definition of λ * min , we obtain
where α is a step size. Obviously, this method is not computationally practical for solving the fixed-point maps due to the presence of all eigenvectors and eigenvalues in ∂ V F φ (V ) [·] . In this section, we propose two approximate Newton approaches in the form
where α > 0 and D i ∈ R n×n is a matrix for approximating the Jacobian ∂ V V(F (V i )). 
, and σ min and σ max are the smallest and largest singular values of I − D i , respectively. If 
Approximate Newton Method I
Our first approach replaces the operator
where τ i is a non-positive scalar.
It is chosen to be non-positive since
is negative semidefinite from Lemma 4.10. Consequently, we set
and the scheme (106) becomes
The next theorem presents the local convergence analysis for the method (107). 
where λ * min := min{0, λ min (J(F φ (V * )))}. Let {V i } be a sequence generated by the scheme (107) using lim
δ , 0 and a step size
which together with (116) gives (112).
It follows from Lemma 4.9 and (114) that
Combining (109) and (118) together yields (113).
Similar to Corollary (4.13), the condition (108) holds when J(F φ (V * )) is positive semidefinite.
Approximate Newton Method II
The matrix J(ρ) has to be calculated for each ρ in the approximate Newton method (107). If the computational cost of second-order derivatives of the exchange correlation function is expensive, a simpler choice is to approximate
Hence, approximate Newton method (106) becomes
where {τ i } is negative. In fact, (119) is exactly the method of elliptic preconditioner proposed in [23] . 
Let {V i } be a sequence generated by the scheme (107) using lim
δ−θ , and a step size α ∈ 0, 2 
). The convergence of the iteration (119) is guaranteed by
Using the formulation of ∂ V V(F φ (V * )), we can decomposeM
. Since L † is positive semidefinite, a similar proof as Theorem 5.2 implies that all the eigenvalues ofM 1 are real and
Using Assumption 4.1 and Lemma 4.2, we have
Using (124) and ξ ≥ ||L † ||2θ
δ−θ , we obtain
which together with (126) yields
On the other hand, it follows from (121), (125) and (126) that
Combining (128) and (129) together gives
which guarantees (123).
Conclusion
The equivalence between the KS total energy minimization problem and the KS equation is ambiguous in the current literatures on KSDFT. A simple counter example shows that the solutions of these two problems are not necessarily the same. We examine the equivalence based on the optimality conditions for a specialized exchange correlation functional. We prove that a global solution of the KS minimization problem is a solution of the KS equation if the gap between the pth and (p + 1)st eigenvalues of the Hamiltonian H(X) is sufficiently large. The equivalence of a local minimizer requires that the corresponding charge densities are all positive. For strong local minimizers, the nonzero charge densities are bounded below by a positive constant uniformly. These properties are summarized in Table 1 .
We improve the convergence analysis on the SCF iteration for solving the KS equation by analyzing the Jacobian of the corresponding fixed point maps. Global convergence of the simple mixing scheme can be established when there exists a gap between pth and (p + 1)st eigenvalues of the Hamiltonian H(X). This assumption can be relaxed for local convergence analysis and if the charge density is computed using the Fermi-Dirac distribution. Our results requires much weaker conditions than the previous analysis in [24] . The structure of the Jacobian also suggests two approximate Newton methods. In particular, the second one is exactly the method of elliptic preconditioner proposed in [23] . Although our assumption on the gap is very stringent and is almost never satisfied in reality, our analysis is helpful for a better understanding of the KS minimization problem, the KS equation and the SCF iteration. A summary of our convergence results is presented in Table 2 . ρ i > 0, i = 1, . . . , n ρ i (X * ) ∈ [0, c) ⇒ ρ i (X * ) = 0 -X * is a strong local minimizer 
