Network Intrusion Detection Systems (NIDSes) face significant challenges coming from the relentless network link speed growth and increasing complexity of threats. Both hardware accelerated and parallel software-based NIDS solutions, based on commodity multi-core and GPU processors, have been proposed to overcome these challenges. This work explores new parallel opportunities afforded by many-core processors for high performance, scalable and inexpensive NID-S. We exploit the huge many-core computational power by adopting a hybrid parallel architecture combining data and pipeline parallelism. We also design a hybrid load balancing scheme, using both ruleset and flow space partitioning. Furthermore, the proposed design leverages particular features of the processor to break the bottlenecks. We have integrated the open source NIDS Suricata into our proposed design and evaluated its performance with synthetic traffic. The prototype exhibits almost linear speedup and can handle up to 7.2 Gbps traffic with 100-bytes packets.
INTRODUCTION
Network Intrusion Detection Systems (NIDSes) have become important components of modern network security infrastructures. Signature based NIDSes [1] that parse packet headers and inspect payloads, checking against a large ruleset, i.e., a collection of signatures of known attacks, viruses, worms, spyware or malicious code [2] , are the de-facto NIDS standard. With increasing line speed and traffic complexity, growing number of exploits and attacks that result in inflation of the NIDS rulesets, signature based NIDS is becoming more challenging [3] .
Dedicated hardware-based ASIC/FPGA implementations [4, 5] and software implementations on commodity multicore processors [6, 7] or GPU based solutions [8, 9] , have been proposed for high speed NIDS. Among all stages in NIDSes' packet processing, the payload signature matching is the main performance bottleneck: e.g., in Snort [10] approximately 70% to 80% of the processing time is consumed by the signature matching engine [11] . Custom A-SIC/FPGA hardware and GPU based solutions target this particular stage for acceleration. However, both solutions generally leave flow level tasks like protocol analysis, IP defragmentation, TCP stream reassembly and applicationlevel parsing, to classical CPUs. While hardware component or GPU can achieve signature-matching engine of tens of gigabits per second, massive payload transfer between components, flow level coordination and CPU-bound flow management processes reduce overall system performance. Besides, the low flexibility, low scalability and high cost of F-PGA/ASIC based hardware solutions are serious issues that hinder large-scale deployment of NIDSes. GPU solutions, in addition to performance limitations, suffer also from high power consumption.
The availability of generic many-core architectures with tens to hundreds of cores per processor is offering new opportunities for high-speed NIDS. In this paper, we explore the design and performance of NIDS systems on such processors. More precisely, we present a parallel and modular design for implementing NIDS on the TILERAGX36, a manycore processor with 36 cores, developed by Tilera Inc. [12] . The design follows two strategies. We first designed a hybrid parallel architecture, combining data and pipeline parallelism. We also designed a hybrid load-balancing scheme, using both ruleset and flow space partitioning. Furthermore, the proposed design leverages particular features of the TILERAGX36 hardware to break the bottlenecks. By using the mPIPE (multicore Programmable Intelligent Packet Engine) [12] available on TILERA platforms, the lock contention is reduced by 75%. In order to evaluate scalability and performance, we have integrated the Suricata [14, 15] NIDS into our proposed design. Our experimental results show that the system achieves an almost linear speedup with the number of core dedicated to NIDS. As an integrated NIDS solution, the prototype implementation can handle up to 7.2 Gbps synthetic traffic with 100-bytes packets.
In section 2 we introduce background information on manycore processors and describe related work on parallel NIDS. Section 3 develops the proposed design on TILERAGX36 and discusses its strong and weak points. Section 4 introduces optimizations applied on the initial design and describes in detail the proposed hybrid load-balancing scheme Figure 1 : High-level overview of the TILERAGX36 architecture [12] that is used in the system. Section 5 describes the experimental environment and presents the experimental results. The paper is concluded in section 6.
BACKGROUND AND RELATED WORK

Overview of TILERAGX36 Processor
Many-core processors, which are usually equipped with a larger number of cores per processor (tens to hundreds of cores per processor compared to up to 6 or 8 in existing commodity multi-core processors), have emerged in the past years. In particular, each core in these processors can run a full operating system, which provides high flexibility and simplicity for software development.
The TILEGX36 processor is a typical many-core processor with 36 homogeneous, general-purpose computational elements, named tiles, organised in a 6 × 6 grid interconnected through a iMesh on-chip network [12, 16] (see Fig.1 ). Each tile element consists of a full-featured processor core with both L1 and L2 cache and a non-blocking switch that connects the core to five 2-dimensional mesh networks connecting all titles. Among these five Network-on-Chip (NoC) interconnects, only one, the User Dynamic Network (UD-N), is dedicated to the applications for communication among tiles, while the processor itself uses other networks to improve efficiency and speed up data transfers among the tiles, the I/O devices and the memory. The UDN is connected directly to the Arithmetic Logical Unit (ALU) in the tile, which allows very low communication latency between tiles. Table. 1 shows a comparison of communication among tiles via UDN and shared memory: The UDN network exhibits a very low transmission latency and meanwhile very high bandwidth up to 60 Tbps, which provides a much better performance than traditional shared memory. Each tile of the TILERAGX36 chip has a 256 KB L2 cache. Each of these L2 caches, in addition to be used locally, can be used as a remote L3 cache for other tiles. This results in a big distributed L3 cache accessible by all the tiles. This strategy allows a page of virtual memory to be homed on a specific tile, then cached remotely by others. The processor also integrates a packet capture engine (mPIPE) on the die [12] . [17] that searches in the packet payload for occurrences of a set of fingerprints extracted from the whole signature set, and a verification stage that only receives packets that match at least one fingerprint. The verification stage uses the indices of the matched fingerprints in the pre-filtering and carries, over the packets, in-depth checks for the rules associated with these fingerprints. A match is returned if at least one of the rules is matched. This process eliminates any potential false positive in the pre-filtering stage. When the fingerprints are wisely chosen to ensure that it has a full coverage of the ruleset, i.e., each rule is at least represented by one fingerprint, the above two-step architecture is very efficient.
Packet processing in NIDS
Parallel Architectures in NIDS
Both data and pipeline parallelism have been used in the context of NIDS. In pipeline parallelism, the whole packet processing is divided into several sequential stages that each run on a dedicated execution unit. A packet is transferred sequentially from one execution unit in the pipeline to the next. In addition to the parallelism gained, pipelining improves reference locality and potentially increases the cache hit ratio since each execution unit only deals with a subset of the entire application memory [18] . In contrast, data parallelism replicates the entire packet-processing loop on separate cores, such that several packets can be processed independently in parallel. Both forms of parallelism can only achieve a linear speedup when the memory space of each execution unit is independent and isolated. When there is an overlap in memory, costly locking mechanisms -resulting in performance loss caused by contention -are needed to ensure consistency. The alternative of replicating the datastructures in each execution unit results in linear increase of the memory footprint. Load balancing is also critical in order to achieve full parallel performance through full compute Snort is often regarded as the reference for the evaluation of parallel NIDS designs. As snort is essentially singlethreaded, data parallelism is the most direct applicable parallel strategy. A Round-Robin scheduling scheme is adopted for data parallelism in [19] and achieves a throughput of 29 Mbps with 4 threads concurrently running on a server platform equipped with 2 Dual-Core Intel Xeon Processors. The pipeline parallelism is implemented in this work too by dividing the program into a two-stage pipeline where one thread is responsible for packet capturing and dispatching to the second stage where several packet-processing threads process the traffic concurrently. To share the load among the packet processing threads, a Flow Static Hash (FSH) is used, i.e., the 5-tuples identifying a TCP/UDP flow in the IP packet header is hashed modulo the number of parallel packet processing threads. Experimental results showed that the pipeline provides about six times better performance than data parallelism alone, achieving a throughput of 188 Mbps, by improving the cache hit ratio.
A follow-up of this work [20] proposed lock optimization and attained 10% to 75% performance improvement. Nonetheless the proposed techniques still suffered from two issues: a huge memory footprint due to the replication of the Snort data structures in each concurrent thread, and residual imbalance between packet processing threads. While FSH is very easy to implement, it suffers from the fact that the load induced by a flow depends on its duration and size and these values are very difficult to predict a priori. This results in poor load balancing performance [18] and further impacts the overall performance. To deal with these issues [21] implemented a shared memory into the Intel pipeline and achieved a throughput of 3.1 Gbps on a commodity 8-core server platform.
Further, a dynamic flow based load balancing scheme, called Join-the-Shortest-Queue(JSQ), was used in the ParaSnort system in [22] . The reported highest performance in this system is about 800Mbps with two quad-cores Xeons E5335 at 2.00GHz. While adaptive flow-based load balancing schemes such as JSQ achieve a better equilibrium between threads [23] , it still cannot fully resolve the load imbalance problem as the flows exhibit intrinsic large imbalance [21] and short-term packet bursts which are common in network traffic [24] are not managed well.
Suricata is another open source NIDS that adopts a pipeline model. As shown in Fig.3 , Suricata divides the overall process of a NIDS into a larger number of fine-grained stages.
Each stage of the pipeline runs as a separate thread that is connected to the next stage through a buffer. The traffic is scanned in several parallel Detection Engine threads to break the performance bottleneck, i.e. packets belonging to different flows are dispatched by the load balancer among the parallel detection engines. Suricata has a very modular architecture that makes it very flexible, so that the modules and their interconnection can be easily changed. This is the reason why we adopted Suricata as our main evaluation platform.
The latest version of Suricata uses FSH for the sake of ease of implementation. In our previous work [25] , we have proposed Ruleset Partition Balancing (RPB) to optimize performance. The approach consists of partitioning the NIDS ruleset, rather than the traffic, across the execution units. Experiment results showed that the system performance was improved by 42%, comparing with FSH. In this current work, we have adopted RPB in conjunction with flow-based load balancing in the hybrid load-balancing approach that will be described later.
MIDeA [8] and Kargus [9] are two recent NIDSes that are designed using Graphics Processing Unit (GPU). GPUs are specialized and highly parallel hardware units designed for graphical computation-intensive purpose. While the raw performance of GPUs is much higher than multi-core based solutions CPUs, they are dedicated to Single-Instruction, Multiple-Thread (SIMT) operation mode where a same process is applied in parallel to a large number of data instances. In particular they are not well suited to implementing algorithms with several branches, which are unfortunately common in protocol processing in NIDS. For this reason, in both MIDeA and Kargus, the protocol processing is still done on classical CPUs and the pattern recognition is deported to GPUs. This means that large amount of data (packet payloads) have to be exchanged between CPU and GPU over the video card bus and in order to reduce the contention over this bus, batching mechanisms must be implemented that add relatively large delays in the packet processing pipeline. Moreover, optimizing a GPU application requires leveraging particular hardware primitives/structures meant for graphics and this is more challenging than a many-core implementation [26] . And last but not least, GPUs often have very large power consumption, e.g., Kargus uses two NVIDIA GTX580 GPU card that consume up to 720W when processing 10Gbps traffic.
MANY-CORE NIDS ARCHITECTURE
In this section, we present our many-core NIDS parallel design. A high level description of the proposed architecture is shown in Fig.4 . Our approach consists of several Packet Processing modules running in parallel (data parallelism), each containing a fully functional NIDS running on several cores (pipeline parallelism). Internally a Packet Processing module is structured as three stages. The first stage is the Packet Capture that receives packets and fills a message data structure (MSG) obtained from a message pool shared among all Packet Processing modules. This MSG will be propagated through the packet processing pipeline. The Packet Capture feeds several parallel Protocol Processing components (a component is a thread exclusively assigned to a core) that parse protocol information and update the MSG accordingly. Each Protocol Processing stage is followed by several parallel Detection Engines that implement The message propagation is a performance issue for each Packet Processing module. As it shown in Fig.4 , each Protocol Processing and Detection Engine component in the module contains an MSG buffer to absorb temporary traffic bursts. In order to eliminate overheads such as synchronization, cache missing and false sharing in shared memory based solution, we adopted UDN for the message propagation among stages. To use the UDN, the MSG descriptor is written at the source (core) in special-purpose registers accessible by the ALU and retrieved at the destination (core) from registers too. The overhead of reading and writing to these special-purpose registers is much lower than writing to memory. In addition MSGs are transferred between cores without polluting local caches, so that processing steps can be performed at the remote core immediately without checking any condition variables.
The load balancing in the proposed architecture consists of dispatching MSG data structures at each bifurcation point in Fig.4 (the dashed circles in the figure). We used different load balancing schemes for each one of these points. First, load balancing must decide which Packet Processing module should process the incoming packet. For this step, we propose to use a dynamic load balancing scheme such as JSQ [22] , in order to reduce the impact of non uniform flow sizes. In between the Packet Capture and Protocol Processing threads, a simple FSH load balancer is used. For the last stage of load balancing, towards Detection Engines, a rule splitting load balancer [25] is used. With this load balancer each Detection Engines only checks a subset of the rules. Meanwhile if any signature matching is found in a packet in one of Detection Engines, the others can skip over the packet.
Discussions about the design
The above architecture exploits both data and pipeline parallelism. However, the fine granularity of the internal stages of each Packet Processing module enables a more flexible core allocation. Moreover as the Packet Processing modules are independent and identical, a linearly increase in performance can be achieved by replicating them as long as processing cores are available. Another benefit of fine modules granularity is improved reference locality and cache hit ratio. This is because each execution unit only deals with a subset of the entire application memory. In particular, the flow management in Protocol Processing threads benefits from caching recent flow data for subsequent packets belonging to the same flow. Finally, the design benefits from reduced memory footprint by sharing, between all modules, common data structures like MSG pool, packets buffers and memory containing intrusion/attacks signatures that are used by the Detection Engine threads.
This memory sharing has a cost: contention resulting from shared data structures. More precisely, there are three types of public variables that are shared among all threads and are encircled by a green dashed rectangle in the lower-right corner of Fig.4 . The intrusion/attack signatures used by the signature matching engine, and the memory used for storing raw packets can be freely shared among all threads because they are read-only. However, the shared MSG pool can cause frequent contention, as costly lock mechanisms are needed to manage concurrent accesses. In addition when contention builds up, the lock variables in the caches are invalidated frequently, and the cache miss rate increases. This indeed has a negative effect on scalability, since the contention will increase with the number of cores [27] . The load balancing is another source of performance loss. As mentioned, we have used, for each Protocol Processing thread, an F-SH balancing scheme that is simple to implement, but can result in load imbalance because of non-uniform flow size distribution. In order to overcome the above issues, we have optimized the proposed architecture with some features of the TILERAGX36 hardware.
NIDS OPTIMIZATION ON TILERAGX36
Contention reduction
As explained above, the contention in our proposed design comes mainly from concurrent accesses to the MSG pool containing MSG data structures that are propagated through the whole pipeline. To avoid the per-packet allocation and deallocation costs of MSG data structures, we preallocate a number of these data structures in the initialisation phase of the NIDS and store them into the MSG pool. For each incoming packet, Packet Capture thread gets an unoccupied MSG data structure from the pool and erases Figure 5 : Elimination of the contention for MSG Pool the previous information recorded in it, then the last Detection Engine thread to finish processing the packet needs to return the MSG to the pool. And sometimes the Protocol Processing threads also need to fetch and release MSG data structures from the pool to do fragment reassembly of TCP/IP packets. The MSG pool is thus a multi-reader, multi-writer data structure, and any operation on it should be protected by locking mechanisms.
In order to keep the parallel system busy and avoid pipeline stalls, the MSG pool must contain thousands of MSG data structures. But protecting the whole MSG pool with a single lock would result in coarse-grained locking that significantly increases access contention and reduces performance. Fortunately, the mPIPE hardware packet capture component in the TILERAGX36 provides an alternative solution to avoid this coarse-grain lock. The mPIPE preallocates fixed size buffers, in a packet capture ring, that record packet metadata and are accessed through DMA (Direct Memory Access). Each buffer position in the ring is indexed, tracked and managed by mPIPE. This capture buffer index is exposed by the mPIPE and sent along with the packet descriptors to a thread managing the packet. To reduce contention, we allocate an MSG data structure for each buffer in the packet capture ring. As shown in Fig.5 , each MSG data structure in the MSG pool is associated with a buffer in mPIPE. When a packet is captured, the mPIPE provides a packet descriptor as well as the index of the packet buffer to one of our Packet Capture threads which uses this index to get the corresponding MSG data structure from the MSG pool. Therefore, locking is no longer required for the management of the MSG pool as each MSG data structure is associated with a specific packet buffer. However, as several threads can scan a packet simultaneously, a fine grain lock is still needed to detect when all Detection Engine have finished their work. For this purpose, two atomic variables are added in each MSG data structure rather than the whole MSG pool. The first variable represents the number of Detection Engines that have not yet finished their activity. The counter is initialized to the number of concurrent Detection Engines in the third stage, which is known at initialization time. When a Detection Engine finishes its processing, it calls an atomic sync sub and fetch (provided by the hardware) to decrease the counter and check its value. If the operation returns zero, the corresponding Detection Engine is the last to finish the scanning and the MSG data structure can be released to the pool. The second variable represents if any signature matching is found in a packet. A Detection Engine will check the variable before processing a packet. If the variable has been set yet, the thread will skip over the packet. This highly reduces lock contention as getting the MSG will not cause any contention, and the contention to release a MSG is simply some fine grained atomic operations.
Hybrid load balancing scheme
Load balancing is a particularly important element controlling the performance of parallel systems. As explained in the architecture description, there are three levels of load balancing. A first level is load balancing between Packet Processing modules. For this level we benefit from the dynamic load balancing scheme similar to the JSQ that is implemented in the mPIPE hardware. This dynamic load balancing alleviates partially the issues of imbalance resulting from different flow sizes.
The second level of load balancing dispatches incoming flows in a Packet Processing module (actually in the Packet Capture thread of the Packet Processing module) among the attached concurrent Protocol Processing threads. We used a simplistic FSH scheme to ensure that all packet of the same flow are managed by the same Protocol Processing thread. This is likely to generate some imbalance between Protocol Processing engines. However the impact should be reduced by the mPIPE dynamic load balancing scheme used in level 1 that already strongly reduces the imbalance between Packet Processing module.
The third level of load balancing is among Detection Engines after a Protocol Processing thread. As explained earlier, a Ruleset Partition Balancing (RPB) scheme is used in this level, rather than a Flow Balancing (FB) one. The main idea consists of dividing offline the whole ruleset into several smaller signature subsets that have approximately the same computational load and to assign each subset to a particular Detection Engine. Thereafter packets coming out of a Protocol Processing thread are forwarded to all concurrent Detection Engines attached to it. If one signature matching is found in a packet in one Detection Engine, the packet will be labeled and the other Detection Engines will skip over the packet then. As reported in [25] , RPB achieves very good load balancing, better cache locality and decreased the cache miss ratio, thanks to the smaller memory footprint of the smaller rule subsets. Indeed, the balancing performance depends on the way the rules are split among the threads. In [25] , an algorithm to achieve this aim is proposed. The main rational of this algorithm is that it evenly distributes rules with the same protocol information in different subsets, i.e., a packet is likely to either make several parallel Detection Engines to check or to not need any processing at all.
PERFORMANCE EVALUATION
In this section, we give details of the evaluation platform we have built to evaluate the performance of the proposed parallel NIDS design. We will evaluate the performance using a theoretical optimistic model. First we analyse the performance of a single Packet Processing module and optimize its resource allocation. Thereafter, we extend the analysis to several Packet Processing modules, each with the optimal resource allocation, and get the overall throughput for our parallel design. We also compare the design with other proposed parallel NIDS platforms.
Experimental Setup
We build an evaluation platform using a TILERAGX36 PCIe card installed in a x86 server platform. Each tile pro-cessor runs at 1.2GHZ clock rate, with 64 KBytes L1-cache and 256 KBytes L2-cache. The Tilera processor accesses 8 GBytes DDR3 memory and four 10GE ports, all installed on the processor card. The TILERAGX36 card is managed by the Tile-monitor [12] program running on the server.
The TILERAGX36 processor runs the Linux operating system. We use the Multicore Development Environment (MDE) provided by Tilera corporation [12] to compile, upload and manage our prototype programmes on the PCIe card. The components running in each Packet Processing module are obtained from Suricata 1.3's architecture thanks to its modular design. In the evaluation experiments, we have used the Snort official ruleset containing 7571 rules. We use a version of OProfile [28] utility customized by Tilera that uses the hardware performance counters built in the processor to collect performance data.
We evaluate the performance of the NIDS under a variety of workloads generated by a custom synthetic traffic generator that can generate variable-size packets with speed up to 10 Gbps.
Performance evaluation model
Assuming a perfect data level parallelism with complete isolation and perfect load balancing among the Packet Processing modules, the cumulative processing performance of the system is Psys = N mod * P mod (1) where N mod is the number of parallel Packet Processing modules in the system, and P mod is the throughput performance of each Packet Processing module. As the Packet Processing module is pipelined, the throughput of the module is at most the throughput in the slowest stage. The highest throughput of each stage is attained when it reaches saturation. We represent this by stating that
where P i is the throughput of a thread in the i th stage of the pipeline, NProt is the number of parallel Protocol Processing threads and NDet is the number of Detection Engine threads attached to each Protocol Processing thread. However, the throughput can even be less because of contention and cache misses in downstream levels.
The performance of a thread in the last stage, the Detection Engine stage, can be evaluated as P3 = αPDet, where PDet is the throughput performance of a single Detection Engine thread in isolation, and 0 < α < 1 is a coefficient representing the negative effects of residual contention and cache misses induced by the parallel execution of Detection Engine threads. α decreases as the number of Detection Engine threads increases.
The performance of a Protocol Processing thread can be estimated as P2 = min {βPProt, NDet * P3}, where PProt is the throughput performance of a single Protocol Processing thread in isolation, and 0 < β < 1 represents the negative effects of residual contention and cache misses on the Protocol Processing thread from downstream Detection Engines. Saturation can occur when βPProt < NDet * P3, i.e., the Protocol Processing becomes the bottleneck. β keeps decreasing with more Detection Engine threads. In other words, after saturation of Protocol Processing, one can expect the overall throughput to decrease with the addition of more Detection Engine threads. Detection Engines threads will also decrease the value of γ, decreasing further the overall performance when the Packet Capture module is saturated. The above analysis shows that one has to choose carefully the number of cores dedicated to a Packet Processing module in order to ensure that maximal throughput is achieved without wasting downstream resources because of saturation of upstream levels.
Performance of the Packet Processing pipeline
Backed by the analysis in previous section we analyse the throughput performance of a Packet Processing module and find the optimal number of core to dedicate to each level of the pipeline. We have implemented each thread on a single and dedicated tile core, i.e., the number of core used for a Packet Processing module is equal to the number of threads. In this evaluation we use the traffic generator to send 256 Bytes packets at a 10 Gbps rate.
Performance without optimization
In Fig.6 , we plot the measured throughput for a single Packet Processing module when we increase the number of tile cores allocated to the Protocol Processing and the Detection Engines stages. We see that the simplest case with a single Protocol Processing and a single Detection Engines achieves a throughput around 0.15 Mpps. By increasing the number of attached Detection Engine threads, we observe a gradual increase in throughput and saturation, at 0.47 Mpps, when the Protocol Processing component has four attached Detection Engine threads. As predicted by the model, increasing the number of Detection Engine threads after saturation only decreases global throughput (for 5 Detection Engine threads the throughput drops to 0.44 Mpps). The throughput in the module increases when augmenting the number of Protocol Processing threads. We achieve a quasi-linear improvement that, as predicted by the performance model flatten when the number of parallel threads 
Lock contention avoidance
The previous evaluation was done without applying any of the optimizations we described in section 4. In this section we will add the first optimization trick and see its impact on the performance. A first level of optimization used the mPIPE capture buffer to alleviate the need for locking the MSG data structure until the Detection Engine phase. In the original Suricata implementation, a coarse-grained lock is used for protecting the MSG pool, causing a lot of contention. We proposed to replace the lock by atomic operations with much smaller overhead. We show in Fig.7 the average number of locking attemps per packet, with and without the optimization, and observe a major drop of the contention probability by up to 75%.
We now show in Fig. 8 the throughput of a single Packet Processing module after adding the lock contention avoidance optimization. A comparison with Fig.6 shows that the performance of the optimized system improves. The processing ability of threads in the three stages are enhanced correspondingly. The highest performance obtained in the module with 3 Protocol Processing threads and 4 Detection Engine threads for each, improving from 1.3 Mpps to 1.6 Mpps (a 23% improvement). Moreover the saturation throughput of the Protocol Processing thread is now 0.78 Mpps that is an improvement of 66% over the 0.47 Mpps with optimisation.
RPB scheme optimization
The second part of the optimization was related to load balancing. The original Suricata implementation was using a static flow based load balancing scheme that can be unbalanced due to the non-uniform distribution of flow sizes. We proposed earlier to use the hybrid load balancing scheme consisting of the mPIPE provided dynamic adaptive load balancing for the first stage, a simple FSH at the second stage and the RPB scheme for the last stage. We argued that this combination achieves a better load balancing and has a better space locality. We show in Fig.9 the attained throughput when using this hybrid load balancing. As we observed in previous sections, the performance is now governed by the Packet Capture saturation, meaning that one cannot expect that the load balancing will improve a lot the overall performance. Nonetheless, when there are several concurrent Detection Engines in the module, the load balancing improves the throughput in the third stage. Take the module with one Protocol Processing and two Detection Engines for example, the performance in the third stage is improved from 0.42 Mpps (see Fig. 8 )to 0.48 Mpps (a 14% improvement). The improvement enables to achieve almost the best throughput of 1.6 Mpps with only 2 Protocol Processing threads, each attached with 3 Detection Engine threads. This similar performance was happening with 2 Protocol Processing threads, each is attached with 4 Detection Engine threads without the optimization i.e., best performance can almost be achieved with 9 cores in place of 11 cores. This last point will become very valuable in next section.
Full system Performance
In previous sections, we described the performance of a single Packet Processing module and saw that the saturation throughput of the Packet Capture module happens at around 1.6 Mpps, meaning that we cannot go beyond this throughput for a single Packet Processing module. Fig.9 shows that this performance can be attained with 11 cores (2 Protocol Processing, each attached to 4 Detection Engine threads), but 9 cores almost achieve a throughput of 1.5 Mpps (2 Protocol Processing, each attached to 3 Detection Engine threads, when load-balancing is optimized). Because the TILERAGX36 contains 36 cores, choosing the second We show in Fig.10 the performance obtained for a synthetic traffic with different packet sizes ranging from 100 to 512 Bytes over a 10 Gbps interface. As can be seen the overall system can handle traffic with 100 Bytes packet size at 7.2 Gbps (9 Mpps) speed rate. This is almost the maximum rate that can be send over a 10 GE interface considering the padding added by MAC layer. The NIDS was able to handle more than 10 GE bandwidth when connected to two 10 GE interfaces for tests with larger packet sizes. By increasing the packet size to respectively 200 Bytes, 256 Bytes and 512 Bytes, the throughput grows to resp. 11.04 Gbps (6.9 Mpps), 12 Gbps (6 Mpps), 13.5 Gbps (3.3 Mpps). The decreasing gain in packets per second is due to the larger overhead associated to larger packets. In particular the achieved throughput for 256-bytes packets validates the linear improvement with concurrent execution of optimized Packet Processing modules. For example, the system achieves a speedup almost 4 with 4 concurrent modules. As the optimal configuration for the module is gained under traffic with 256-bytes packet, the speedups for traffic with 100-bytes and 512-bytes packet are less linear in Fig.10 , comparing with the other two curves. For example, the system achieves a speedup about 3.5 with 4 concurrent modules, when processing traffic with 512-bytes packet. Thus we need to get different optimal configurations for different traffic scenario in practice. As it shown in the last paragraph, the optimal configuration for a scenario should be selected carefully and may not occur at the point in one module with the best performance.
Comparison with existing systems
In order to show the gain obtained with our architecture, we have also implemented raw Suricata and Snort on the TILEARGX36 processor. Porting Suricata on Tilera is easy as it is designed as a pipeline and can be compiled and run directly on the TILERAGX36 processor. For Snort, which is designed as a single thread, we ran several instances and bound each instance through the load balancing offered in hardware by mPIPE. The evaluation is done with 256-bytes packets generated at 10 Gbps. The performance of a single instance of non-modified Suricata running a pipeline has already be shown in the leftmost side of Fig.6 . We see that with a single Packet Processing module, the pipeline saturates with around 4 Detection Engine threads and the performance decreases with more threads. The highest throughput achieved is only around 0.47 Mpps when using 6 tile-cores.
We then evaluated the non-modified Snort running as parallel independent threads. We bound each instance of nonmodified Snort on a single tile in TILERAGX36. The performance results are shown in Fig.11 . As all the instances are isolated, the performance exhibits an almost linear speedup up to 6 instances and saturates thereafter. This is due to the huge memory consumption resulting from independent data. The highest achieved throughput in Fig.11 is around 3.4 Mpps.
We wanted to compare our design with GPU based solutions [8, 9] , however we do not have the access to their source code to be able to execute it on the same ruleset and experimental setting we used. However we compared our obtained performance with the reported performance of these two systems with 200 bytes packets. We show the comparison in Table 2 . Our achieved throughput is about 6 times larger than that of MIDeA's [8] . Comparing with Kargus [9] that was proposed in 2012, we achieve 60% of their performance. Nonetheless, the Kargus NIDS is using two GPU's and it will be fair to compare its performance with an implementation using two TILERAGX36 processor that would be able to achieve 15% more throughput that the one achieved by Kargus. We added two other elements of comparison the price of the processor and the achieved throughput per dollar spend. We observe that TILERAGX36 based design achieves a throughput per dollar cost of 17.40 Mbps/$ that is 8 times larger than MIDeA's, and almost 3 times larger than Kargus's. As our proposed design is more cost effective, we can easily consider improving the performance by just adding more TILLERAGX36 processors and running them in parallel.
CONCLUSION
In this paper, we have proposed a parallel design for high performance, flexible, scalable and inexpensively NIDS on TILERAGX36 many-core processor. We optimized the architecture by exploiting existing features of TILERAGX36 to break the bottlenecks in the parallel design. The system with optimal configuration exhibits linear speedup on TILERAGX36 and can deal with traffic over 13.5 Gbps for 512-bytes packets and 7.2 Gbps for 100-bytes packets. Comparing with current proposed NIDS systems on GPU, our parallel design on TILERAGX36 achieve a throughput per dollar that is three fold. The obtained performance looks very promising. As it is possible to have on the same board up to 2 TILERAGX36 many-core processor, we can expect to almost double the attained performance in practice.
Moreover as the power consumption of TILERA processor is 50 W at 1.2 Ghz (compare with 750 W for GPU based design), one can even think of several processor cards. In the context of the evolution of the PEARL programmable router platform presented in [29] , we are precisely working on that. Another promising aspect of our design is related to the usage of rule based partition that enable our design to easily absorb greater attack complexity and a larger ruleset, especially as future processors will have increasing number of cores. This means that basically we can "scale" our design along two axes: more traffic with more TILERA processor implementing more packet processing modules a more rules with more Detection Engines per packet processing. In our future work, we also plan to mitigate load variation resulting from different rulesets and traffic variation by doing on the fly dynamic tile allocation to accommodate more realistic real scenario.
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