Abstract-Cognitive radio networks challenge the traditional wireless networking paradigm by introducing concepts firmly stemmed into the Artificial Intelligence (AI) field, i.e., learning and reasoning. This fosters optimal resource usage and management allowing a plethora of potential applications such as secondary spectrum access, cognitive wireless backbones, cognitive machine-to-machine etc. The majority of overview works in the field of cognitive radio networks deal with the notions of observation and adaptations, which are not a distinguished cognitive radio networking aspect. Therefore, this paper provides insight into the mechanisms for obtaining and inferring knowledge that clearly set apart the cognitive radio networks from other wireless solutions.
I. INTRODUCTION
T HE CORE idea of cognitive radios is based on the cognitive cycle, according to which radios must be able to observe their operating environment, then decide how to best adapt to it, and act accordingly. As the cycle repeats, the radio should be able to learn from its past actions. The principle rests on the radio's ability to observe, adapt, reason, and learn.
A little over ten years since cognitive radios have been first proposed by Mitola [1] , the research literature on cognitive radios is vast. It has, however, tended to focus on the first two aspects (observation, adaptation) and less so on the last two (reasoning, learning). The 'observe' portion of the cognitive cycle is exemplified by work on sensing for opportunistic access to spectrum. The 'adapt' portion can manifest itself when the radio, based on its sensed operating environment, performs channel selection, power and topology control, adaptive modulation and coding, or some combination thereof.
In this paper, we focus on the 'reason' and 'learn' aspects of cognition. Those aspects lend themselves to multi-disciplinary analysis, taking advantage of advances made in game theory, artificial intelligence, multi-objective reasoning, and policy systems, among others.
We start with a brief review of the framework according to which cognitive radios are understood. We then discuss two alternate mathematical views of learning mechanisms. Game theory offers us the mathematical tools to model interactions among autonomous players (in the context of this paper, typically cognitive radios seeking to maximize some objective function). Through dynamic game models, we can study how the radio's actions are affected by past experiences: in a way, how the radio 'learns' from its past actions and those of others. Dynamic games have been applied to problems that model the interaction among secondary users competing for opportunistic access to the spectrum, as well as those that model interactions between primary and secondary users. Such models range from repeated games [2] , [3] , [4] to stochastic games [5] , [6] , [7] and evolutionary games [8] , [9] . We briefly define each of those classes of games and discuss some example applications.
We then look at reinforcement learning, both by a single agent and by multiple agents, and how advances in that field can be applied to cognitive radio and dynamic spectrum access problems. Reinforcement learning has been applied to a variety of problems in the context of the cognitive radio literature, including dynamic channel selection [10] , transmission power adaptation for spectrum management [11] , cooperative sensing in ad hoc networks [12] , and multicarrier aggregation [13] .
The next portion of this survey concerns itself with reasoning, a fundamental aspect of every 'intelligent' entity, regardless of being biological or artificial. Reasoning may be broadly classified into being instinctive or cognitive [14] . Instinctive reasoning is driven by emotions and is therefore an inherent characteristic of biological entities (including humans). Cognitive reasoning requires the power of cognition, i.e. the complex interaction of knowledge (past and present), learning and the associated inference mechanisms, stripping the emotions from the entire process. This leads to an increased reasoning time, but also to an improved reasoning result (i.e. a more meaningful and 'intelligent' solution). This paper refers to the notion of cognitive reasoning in its application in wireless networking.
The primary responsibility of the cognitive reasoning is the choice of a set of actions that lead to efficient decisionmaking. Therefore, the cognitive reasoning is often viewed as a decision process using historical as well as current knowledge of the environmental context. Additionally, the process of learning must be powerful enough to enrich the knowledge base, to foster increased efficiency of the subsequent reasoning. As a result, there is a tight coupling among knowledge, learning, and reasoning in the cognitive sense.
Cognitive reasoning may be investigated at three levels of abstraction: conceptual, formal and realizational [15] . The conceptual abstraction requires models capable of capturing the specific and possible nuances within the reasoning entity. An example is a cognitive agent [15] , which can be a living 1553-877X/13/$31.00 c 2013 IEEE entity, a group of living entities, or a technical system. The formal theory requires frameworks and logic to interpret the interactions among the elements involved in the cognitive reasoning. The formalism is crucial for handling the various plausible reasoning methods. It also ensures that the reasoning itself is self-contained and independent from the actual enabling technology [16] . Finally, the realizational theory should encompass the envisioned application and the environmental practical limitations of an operating cognitive engine. For instance, in the context of cognitive radios, [17] introduces a 'cognitive wrapper,' envisioned as a realizable cognitive entity with scalable intelligence and designer-specified learning and reasoning algorithm capabilities, while [18] discusses the aspect of reasoning robustness, which is extremely important for practical realizations.
There are numerous applications of cognitive reasoning in the telecommunications domain. For instance, [19] and [20] elaborate on the usage of reasoning for network monitoring and management. These applications address the problem of scalability and showcase the potential of cognitive reasoning to handle various network incidents. Reference [21] introduces a reasoning framework for enabling smart homes, with reasoning as an intelligent interpreter of data coming from various electronic devices in homes. Moreover, reasoning can provide an unambiguous interface for the consumers to track and, possibly, intervene in the home environment, allowing for increased intelligence and energy-awareness. Of particular relevance to our paper, the main application of cognitive reasoning to wireless communications has been in the area of efficient and flexible spectrum management [22] .
Cognitive reasoning is a focal aspect of cognitive radio networks. It fosters the development and/or the extraction of contextual and environmental awareness towards an optimal solution to a particular problem. A reasoning output would then be a timely and intelligent answer to a problem set based on previous actions and consequences, current observations and objectives, and the descriptions of the used datatypes [17] , [23] . However, the reliability of the reasoning output strongly depends on the accurate estimation of the environmental context, which needs to be carefully analyzed in different cognitive networking applications [24] . This paper enumerates and discusses some possible frameworks for reasoning in cognitive radio networks, from Bayesian networks to case-based reasoning. We give special attention to policy-based reasoning, as it is particularly applicable to cognitive radios operating in new and dynamically changing spectrum regimes. In the conclusions, we offer our views on some of the open research areas in reasoning and learning for cognitive networks.
In each section, we combine some fundamental discussion of the principles of learning and reasoning with some examples of how they can be applied to cognitive radios and dynamic spectrum access.
II. COGNITIVE RADIO FRAMEWORK
Prior to the introduction of the cognitive radio networking paradigm, learning and reasoning mechanisms were not customarily built into wireless network architectures. Rather, the observations and the adaptations were governed and fostered by hard-coded rules inside the terminals' firmware. The introduction of cognitive radio networks allowed for the incorporation of learning and reasoning mechanisms as a distinct characteristic of the cognitive cycle within.
Learning mechanisms are responsible for building up knowledge and knowledge bases. However, the knowledge by itself would be useless in cognitive radio networks unless there is a form of inference that determines how various pieces of knowledge can be translated into actionable decisions. The inference is enabled by reasoning mechanisms, resulting in a tight coupling between learning, knowledge and reasoning.
The aspects of learning and reasoning, knowledge and knowledge bases, as well as observations and adaptations, are intertwined in a general cognitive radio architecture, abstracted in Fig. 1 . The Cognitive Radio Application requires a Software Defined Radio (SDR) in order to fulfill its functionalities. These functionalities may include spectrum mobility, spectrum handovers, adaptations based on perceived past and predicted future environmental changes, etc. However, a crucial cornerstone of the general cognitive radio architecture is the need for platform independence of the knowledge and the application itself. Therefore, the Perception and Action Abstraction Layer (PAAL) is introduced as a mediator that allows translation of the SDR observables and the actions into a platform-independent knowledge representation. This allows independence of the actual cognitive radio application from the plethora of market-available SDR devices that use different software wrappers.
On the other hand, the acquired knowledge also necessitates independence from the potential application. As a result, the Ontology and Rule Abstraction Layer (ORAL) is foreseen as a presenter of knowledge (i.e. ontologies and rules) in a platform-independent implementation manner. Finally, the Knowledge Base (KB) stores the acquired knowledge and the set of actions that were or are to be executed.
The general cognitive radio architecture from Fig. 1 can be instantiated into various specific architectures [25] that incorporate different numbers of loops in the cognitive cycle, different duration of the learning process, adaptations to different conditions and parameters, etc. Every instantiation may also include some specific functionalities (e.g. genetic algorithms), but they all adhere to the common principles elaborated in the Introduction.
The next section details the most prominent learning mechanisms within modern cognitive radio networking.
III. DECISION MAKING AND LEARNING MECHANISMS
We take a broad view of learning to study the adaptations performed by a network of cognitive radios. Our discussion encompasses both the application of machine learning techniques to cognitive networks and game-theoretic analysis of simple adaptation mechanisms that can be shown to converge to an equilibrium (such as a Nash equilibrium or one of its variations in cooperative and non-cooperative game theory). Recent work [26] investigates the intersection between machine learning and game theory.
A. Game-theoretic analysis
Game theoretic models account for multi-agent decision making, including cases where each player decides on her actions based on observing the history of actions selected by other players in previous rounds of the game. This allows us to model a learning process by each player and whether this learning ultimately leads to a stable state for all. Games that model competition and cooperation that evolve with time are called dynamic games. The parallel to cognitive networks should be clear: in many game theoretic models of cognitive networks, the players in the game are the cognitive radios that form the network. These radios take actions such as setting their transmit power or selecting a channel in which to operate. Such actions are based on the radio's observations of its environment (e.g., channel availability, frame error rate, or interference). As time progresses, a radio can learn from the outcome of its past actions and from observing the actions of other radios in the network, and modify its actions accordingly.
1) Repeated games:
The simplest game theoretic model that captures these concepts is that of a repeated game. A repeated game is one in which each stage of the game is repeated, usually with an infinite time horizon. Let N denote the set of radios in a network, and the vector a (k) denote the N -dimensional vector of actions taken by the players in the k th stage of the game. In each stage k, a player's strategy seeks to maximize her utility function, while taking into account the history of actions collected in the vector
In other words, a player's strategy can be expressed as a mapping from histories to actions: a
). The expected utility is typically discounted by a factor 0 < δ < 1, meaning that a payoff in future stages of the game is worth less than the same payoff in the current stage.
The cognitive radio process is often described by the OODA loop (observe-orient-decide-act). In Fig. 2 , we map the four steps in this reasoning process to the formalism of a repeated game.
A simple example may be in order at this point. Consider a number of cognitive radios competing for channels that are available when the primary licensee for the frequency band is not active. Mapping this problem into the repeated games formulation above, the radios are the players in the game, their action is the selection of one of C channels, and these selections may depend on the history of primary user Fig. 2 . Starting at the top of the diagram, cognitive radio i observes other radios' actions at the k th stage: these actions are collected into a history vector. The history vectors for all previous stages are considered during the orientation step. The radio then decides on an action by applying a strategy that maps from the set of histories to the radio's action set. Finally, the radio performs an action during the (k + 1) th stage of the repeated game, and the cycle repeats.
activity, as well as on the pattern of channel utilization by other secondary users (for example, a channel that has a history of being frequently occupied by the primary may be avoided by all secondary users).
The well-known concept of Nash equilibrium is readily applied to repeated games: In a Nash equilibrium strategy profile, no player can unilaterally increase her expected payoff by selecting a different strategy.
In the study of economic incentives for cognitive radios and networks, [27] considers an oligopoly spectrum market, with license holders competing to provide services to secondary users. This is modeled as a repeated game: with associated incentives and punishment for deviating, the authors show that it is possible to sustain a Nash equilibrium that maximizes the providers' profit.
Channel selection in opportunistic spectrum access has also often been modeled as a repeated game. Wu et al. [2] model the sharing of open spectrum as a repeated game; they consider a punishment scheme and show that a more efficient equilibrium can be reached when autonomous radios interact repeatedly, as opposed to when they interact in a single stage game (in general, a well known result in game theory, an example of which is the repeated Prisoner's Dilemma). They go further and also consider incentives for cognitive radios to truthfully report their operating conditions in negotiating access to spectrum: relying on mechanism design, the authors of [2] design cheat-proof strategies for dynamic spectrum sharing. The selection of the best spectrum opportunities by secondary users of some spectrum band is modeled as a repeated game in [3] . In that model, secondary users will have to vacate their current channel whenever a primary user becomes active, and the authors consider a cost associated with switching channels. A subgame perfect equilibrium [28] , a Nash Equilibrium that is also an equilibrium for every proper subgame of the original game, is one way to characterize the likely outcome of such a game.
In [4] , the authors use repeated games to model the evolution of reputation among secondary users, when one of them is chosen to manage the spectrum made available by the primary user. In several of the applications above, repeated interactions among a set of cognitive radios allow for the design of incentive mechanisms that lead to a more efficient equilibrium. A different question is whether there are simple ways for a radio, by observing others' actions and the utility resulting from its own actions, to converge to a Nash equilibrium. We treat that question next.
2) Potential games: The class of games called potential games is of particular interest in the context of learning. If a dynamic adaptation problem can be modeled as a potential game, then if radios follow a simple adaptation algorithm (which we will discuss in more detail shortly) they are guaranteed to reach a solution that is stable from the point of view of the entire network.
To introduce potential games, let us start with the concept of a potential function. A potential function V maps from the action set of all players, A = A 1 × ... × A N , into the real numbers: V : A → R. A unilateral change in action by one player has the same effect on that player's utility u i (a) as it has on the potential function. Formally, for all players i ∈ N and all a i , b i ∈ A i :
(Here, we adopt standard notation in game theory, with
representing the vector of all players' actions, except player i.) A game for which a potential function can be found is called an exact potential game.
A weaker concept of potential function is that of an ordinal potential function. That function also maps the action set of all players to the real numbers, but with the following property:
A game for which such a function can be found is called an ordinal potential game. It is easy to see that every potential game is an ordinal potential game, but also that the converse is not true. But how are potential games relevant to our discussion of learning in networks of cognitive radios? Because potential games have desirable properties in terms of the existence of a Nash equilibrium and the convergence to that equilibrium through simple adaptations. For instance, all finite potential games have at least one Nash equilibrium in pure strategies (a finite game is a game where the player and action sets are finite). More generally, if the strategy space for the game is compact and the potential function continuous, then the game has at least one pure strategy Nash equilibrium. Just as importantly, from the point of view of learning, is that the players are guaranteed to reach these equilibria through best reply and better reply dynamics.
To introduce better and best reply dynamics, let us consider a repeated game where at each stage exactly one player is offered the opportunity to take action. A player is said to follow a best reply strategy if her selected action maximizes her utility, given the other players' current actions. With a better reply strategy, the player will always select an action that provides an improvement in utility with respect to her previous action, again given the other players' current actions.
Some of the seminal work in applying potential games to cognitive radio problems was done by Neel [29] . A number of problems in multi-channel communications can be modeled as potential games. For example, when the utility function of each radio considers the social welfare of the network (e.g., by attributing a cost to the radio from interference caused to others, as well as interference suffered from others) a potential function naturally emerges. This is the case in the work on channel selection by [30] .
Even when players have utility functions that reflect their own selfish interests, rather than those of the network, in a number of cases of interest to dynamic spectrum access and cognitive network games the model results in a potential game.
Thomas et al. [31] , for example, model the topology control problem for an ad hoc network where nodes can select a channel to operate on from a finite set of available channels. This topology control mechanism consists of two phases: in the first phase, radios select a transmit power level with energy efficiency and network connectivity in mind; in the second, they select channels, with interference minimization objectives. The authors are able to show that both problems (power control and channel selection) can be formulated as ordinal potential games, and best-response dynamics are guaranteed to converge to an equilibrium.
3) Other dynamic games: More general formulations of dynamic games have also been applied to cognitive radio and dynamic spectrum access problems.
The dynamic game model in [32] , for example, is used to model uncertainty about observed strategies adopted by other players. A primary and multiple secondary users (SUs) interact, with the former setting prices for access to the spectrum and the latter selecting how large a portion of spectrum to use. Since each secondary user only interacts with the primary, it cannot get a complete picture of the strategies and payoffs of other secondary users. Each SU therefore gradually adapts its selection of how much of the spectrum to occupy based on the marginal benefit it can observe from this selection. A learning rate parameter adjusts the speed with which adaptations can be made. This parameter will impact the stability region of the learning algorithm, as well as its sensitivity to the selection of the initial strategy.
A particular class of dynamic games that has found recent applications to the dynamic spectrum access problem is that of stochastic games. In stochastic games, the environment changes in response to the actions of all players. This is captured by the introduction of a state space and a stochastic process that models the game's transitions among states. Each player's stage payoff depends on the current state of the game as well as on all players' actions.
The work in [5] considers a set of radios performing distributed and opportunistic access to the channel, wherein in each time slot one radio can be scheduled per spectrum hole (and, when the primary user is present, none of the secondaries is allowed to transmit). The authors model this problem as a switching control game, a type of stochastic game where the state space can be partitioned into disjoint subsets such that, whenever the game is in state S i , the transition probabilities depend only on player i's actions. The decisions of each of the radios can be then described by a finite sequence of Markov decision processes.
Both centralized and distributed stochastic games are formulated in [6] , where radios compete for spectrum opportunities with and without help from a central spectrum moderator, respectively. In [7] , the same authors model bidding policies for secondary users competing for spectrum controlled by a spectrum broker, again using the formalism of stochastic games and considering that each secondary user can only observe a partial history of previous usage of spectrum.
Another variation of stochastic games gives rise to evolutionary game theory. This is inspired by evolutionary biology and the idea that an organism's genes largely determine its fitness to the environment in which they exist. The more fit the organism, the higher the likelihood that it will produce offspring, increasing the representation of its genes in the overall population. The process of mutation is also modeled through random changes to the players' strategies over time.
An evolutionary game is proposed in [8] to study behavioral dynamics in cooperative spectrum sensing, where each sensing agent (possibly belonging to different providers) must decide whether to contribute to the overall picture of spectrum availability. Reference [9] applies evolutionary games to the problem of network selection by radios facing the choice of multiple wireless access technologies.
After having briefly summarized some of the game theoretic models used to analyze multi-agent decision making and the process of arriving at stable outcomes (critical for cognitive radios operating in a network), we turn our attention to the application of reinforcement learning to cognitive radios.
B. Reinforcement-learning techniques
Reinforcement learning (RL) plays a key role in the literature on multi-agent learning. In fact the nature of the task itself, i.e. learning a mapping between situations and actions while interacting with other agents, makes the use of supervised learning techniques quite difficult. In a dynamic and nonstationary environment it would be challenging, sometimes even impossible, to provide the agents with the correct actions associated with the current situation. The RL paradigm is more versatile in the multi-agent domain, as it allows the agents to autonomously discover the situation-action mapping through a mechanism of trial and error. An RL agent learns by exploring the available actions and refining its behavior using only an evaluative feedback, referred to as the reward. In other words, in the RL paradigm an agent learns by interacting with its environment, which in the multi-agent domain also includes other agents. The learning mechanism is driven by the rewards. Generally an agent is expected not just to take into account the immediate reward, but also to evaluate the consequences of its actions on the future in order to maximize its long-term performance. Delayed reward and trial-and-error constitute the two most significant features of RL.
1) Single-agent RL: Multi-agent reinforcement learning (MARL) evolved from the single-agent RL setting. In the single agent case, RL is usually performed in the context of Markov decision processes (MDP). In a typical RL scenario the agent represents its perception at time k as a state x k ∈ X, where X is the finite set of environment states. The agent interacts with the environment by performing actions. Each action a k ∈ A, where A is the finite set of actions of the agent, could trigger a transition to a new state. The agent will receive a reward as a result of the transition, according to the reward function ρ : X × A × X → R. The agent's task is to devise a policy, i.e. a sequence of (state, action) pairs, to maximize the expected discounted reward. In the context of MDP, it has been proved that an optimal deterministic and stationary policy exists [33] . The problem of learning the optimal policy for the single-agent RL scenario has been addressed both in the case where the state transition and reward functions are known (model-based learning) and in the case where they are not (model-free learning). Most MARL algorithms are based on Q-learning [34] , a model-free algorithm that estimates an optimal action-value function. An action-value function, named Q-function, is the expected return of a state-action pair for a given policy. The optimal action-value function, Q * , corresponds to the maximum expected return for a stateaction pair. Once it estimated Q * , the agent can select the optimal actions by using a greedy policy, i.e. the policy that for every state the agent selects the action with the corresponding highest Q-value. The updating rule of the Q-function is:
where γ is the discount factor, α k ∈ [0, 1] is the learning factor, and r k+1 = ρ(x k , a k , x k+1 ). As it can be noted, the updating rule of Q-learning does not require knowledge about the reward or the transition functions: only the observed reward is used to update the Q-values. In a stationary environment the learned Q-function converges to Q * if all the state-action pairs are visited an infinite number of times and under the stochastic approximation conditions on the sequence of the learning factors α k [34] .
Incidentally, there are clear connections between MDPs and game theoretic models, in particular stochastic games. A stochastic game is a dynamic game for which state transitions are probabilistic, allowing us to model uncertainty in the players' operating environment. While an MDP models a single agent's decisions, in a stochastic game there are multiple agents, and their actions, the next state, and rewards depend on the vector of all players' actions ( [35] offers a good treatment of stochastic games and their relationship to MDP). Fig. 3 provides one way to position reinforcement learning and game theoretic models with respect to the number of agents considered and to the cardinality of the state space.
In the next sub-section, we will treat reinforcement learning from a multi-agent point of view.
2) MARL: A possibility that has been extensively explored in the MARL domain is the straightforward use of the Qlearning algorithm while ignoring the presence of the other agents acting in the same environment and considering the results of this interaction as noise. In the following we will use the term "independent Q-learning" to refer to this approach. However, because of the non-stationarity of the environment caused by the presence of other agents, the theoretical result on convergence no longer holds. This means that for some games the agents may exhibit cyclic behavior. Despite its limitations, the independent Q-learning approach has been widely adopted in the cognitive radio literature. In some cases (e.g., [36] ), the issues related to convergence are acknowledged and simulation results are presented to show that the agents achieve an equilibrium. In other cases (e.g., [37] ), the question of convergence is not discussed.
An intuitive extension of the independent Q-learners approach is to maintain a Q-value for each combination of the states and actions of all agents. However this approach requires that the other agents' actions be observable. Most importantly, the curse of dimensionality, which already poses serious challenges in the single-agent domain, raises even more important issues in this case.
Furthermore, the main issue with the use of independent Q-learners is that the update is based on the agent's own maximum payoff in the next state. This is hardly justified in the multi-agent domain, as the agent's payoff in the next state depends on the other agents' actions [38] .
Various attempts have been made to find a different update rule, more suitable to the multi-agent case. A useful example to better understand the strong relationship between MARL and game theory is the Nash Q-learning algorithm [35] . This approach clearly acknowledges the interactive nature of the learning involved in the multi-agent domain by modeling the MARL problem as a stochastic game. In particular, a modified version of the Q-learning rule is proposed. Each agent updates its Q-table using the expected return corresponding to the NE of the stage games corresponding to the states of the stochastic game. This approach, however, requires that each agent be able to compute an NE in every stage game given by all the agents' Q-tables. This means that each agent has to maintain the Q-tables for all the other agents, i.e. it has to observe the other agents' actions and rewards. Moreover, all agents have to agree on using the same NE. This requires a coordination mechanism for all but a restricted class of games where all the agents achieve the maximum expected return in correspondence to the same NE. It is unclear how strong a role this or similar approaches based on game theoretic analysis will play in the context of cognitive radio applications, due to their strict requirements and their sensitivity to noisy observations. More recent models for games of imperfect private or public monitoring can be used to model such noisy observations, but they come at the cost of significant increased complexity.
A common feature of most MARL algorithms is the use of a discrete state-action space. This is a heritage from the classic single-agent approach. Moreover, generally algorithms derived from the Q-learning algorithm can only learn deterministic policies. A notable exception to the above observations is Hyper-Q [39] , where the agent state includes an estimate of the other agents' strategies. As the Q-function evaluates the other agents' mixed strategy, Hyper-Q employs a function approximator.
A possible solution to these limitations is provided by direct policy search methods. This class of algorithms tries to directly learn the optimal policy, without attempting to approximate the value function. In other words, the learning problem is modeled as an optimization problem with unknown objective function. The policy is generally represented as a parametric function, and different approaches can be adopted to explore the strategy space (see [40] and references therein).
Some of the solutions proposed in the MARL literature use an opponent-independent closed-form solution for the matrix games (see for example [41] ). In cognitive network applications this class of approaches is unlikely to play a key role but for a limited set of scenarios. In fact cognitive network applications are characterized by the intrinsic heterogeneity of the radios' behavior, due for example to hardware limitations. This feature will favor agents that are aware of and therefore can exploit other players' strategies. In this respect a class of approaches that learn a model of the other agents' strategies is of particular interest. Typically an agent chooses the best response based on its current model of the other agents' strategies. It then refines this model after observing the other agents' play. Examples of this class of approaches are fictitious play [42] and Joint Action Players [35] . In some cases the model of the other agents' strategy is simply based on a frequentist approach: an agent counts the number of times that another agent has selected a certain action. A simple but effective extension in the case of non-stationary strategies is the Exponential Moving Average, which assigns greater weight to the most recent observations and allows each player to react more quickly to the dynamics of the other players. More sophisticated techniques, based on a Bayesian approach, can also be used.
A number of MARL algorithms have been proposed that can only deal with repeated stateless games (see [40] and references therein). In the CR literature independent Q-learning has also been used in this fashion [43] . It should be noted that the delayed reward, which is an essential feature of RL in general and Q-learning in particular, is no longer part of this simplified scenario. In the case of repeated games, more suitable RL schemes, such as learning automata [44] , should be adopted. A learning automaton is a reinforcement learning scheme where each agent is a policy iterator, i.e. it directly updates its action probabilities based on the environment response. We have recently applied learning automata to the problem of distributed channel selection in the context of frequency-agile radios that are able to operate in multiple frequency bands simultaneously [13] .
The general update rule is [44] :
where the functions f and g are the reward and the penalty function, respectively, and β t ∈ [0, 1] is the reward received by the agent at time t (with β = 0 corresponding to a favorable outcome). Different choices of the reward and penalty functions lead to different reinforcement schemes. Among them, the linear reward inaction scheme is of particular interest in that it has been proved to converge to a pure NE for special types of finite stochastic games, such as two-player zero sum games, N-player games with common payoff, and particular general sum N-player games [45] . For a review on the use of learning automata for adaptive wireless networks the reader is referred to [46] . When using the linear reward inaction scheme, the agent modifies its policy only when it receives a favorable feedback from the environment. In particular the penalty function is null, while the reward function is a linear function of the action probabilities. It should be noted that a linear reward inaction scheme can only converge to pure Nash equilibria [45] .
Among the learning schemes that can only converge to a pure Nash equilibrium, the trial-and-error learning algorithm [47] is concise and of simple implementation. In fact, each player only maintains the last selected action and the corresponding perceived utility. At each time, each player decides to either perform the last selected action with probability 1 − or to randomly select another action with probability . If the player observes a strict increase in the payoff, the new strategy is adopted. If all players adopt trial-and-error learning, a pure Nash equilibrium is played at least 1 − fraction of the times, for any > 0 [47] . In [48] , the authors applied this result to the discrete power allocation problem, and observed that the number of iterations required to be close to a Nash equilibrium depends on and on the structure of the observed payoffs.
In general, RL algorithms select an action with probability proportional to the total reward received in the past as a result of choosing that action. In order to achieve a balance between exploration and exploitation, whilst avoiding the most unsatisfactory actions, a softmax action selection rule is generally adopted, where actions are ranked and weighted according to their estimated utility. The most commonly used softmax action selection rule is based on the BoltzmannGibbs distribution. In this case, the exploration/exploitation tradeoff is controlled by the temperature parameter τ . High values of τ determine a random action selection; low values of τ favour the selection of actions corresponding to higher rewards; τ → 0 corresponds to the greedy action selection scheme. A congestion game is a game where resources are limited and the utility of a player depends on which resources she chooses and how many other players chose the same resource. In [48] it is shown that, for congestion games, a learning scheme using the Boltzmann-Gibbs distribution to update the players' strategy almost surely converges to Nash equilibria.
A different approach, namely regret matching [49] , also considers the hypothetical rewards the agent would have received by selecting actions it did not play. The agent associates to each action a regret, i.e. the difference between the average reward the agent would have received by always playing that action and the actual average reward. The agent then selects an action with probability proportional to the corresponding regret. Only actions with positive regret are considered. Although regret matching has been proved to converge to correlated equilibria in self-play, it makes strong assumptions on the agents' inputs. In fact, in order to compute the regret, each agent has to be able to observe all the other agents' actions.
The concept of regret is also used as an alternative evaluation criterion for learning algorithms. The no-regret criterion is verified when the average regret is less than or equal to zero against all other agents' strategies. For example in [50] the authors examine the performance of two algorithms for distributed channel selection providing bounds on the regret experienced by the secondary users while learning a channel access policy.
3) Pros and cons of different learning techniques: In [26] the authors present an interesting and useful comparison of some of the learning techniques discussed above with respect to the algorithms' requirements (computational complexity and assumptions on the agents' inputs) and to the convergence properties. However the analysis of RL is not conclusive, as RL is family of algorithms whose convergence properties and requirements depend on the particular implementation.
One of the fundamental issues common to all RL approaches is the convergence time when the dimension of the state-action space is beyond that of a toy problem. This aspect has not received sufficient attention in the CR literature. One exception is [10] , where the spectrum pool, which corresponds to the action space, is randomly partitioned into different subsets in order to expedite the exploration stage. Although successful in facilitating the exploration, the obvious risk of this approach is that the CRs might converge to a suboptimal, and potentially inefficient, policy, as the exploration stage is blindly limited to a subset of the available actions. The problem of scaling up reinforcement learning has been well studied in the machine learning community. A possible solution is to use function approximation [51] . This approach allows an agent to generalize from previously observed states and actions to an approximation of the action-value function for state-action pairs that have never been observed by the agent. This approach has been adopted in [11] , where CRs use function approximation to determine channel assignment and transmission powers for large state problems.
As a final comment, the application of learning techniques to cognitive network problems should include an assessment of whether there is sufficient structure in the observation of the changing wireless environment (e.g., spectrum utilization patterns of a primary user) to justify trying to learn from these observations. We have tackled this question in [52] , where we show the correlation between the Lempel-Ziv complexity of observed spectrum use and the benefits of a reinforcement learning approach in the secondary users' selection of a channel for opportunistic use.
IV. REASONING MECHANISMS
After the previous section's discussion of the relevant learning mechanisms within the cognitive networking context, this section will focus on the inference mechanisms needed to relate the acquired and the learned knowledge. These inference mechanisms are represented by reasoning mechanisms, which are also a quintessential part of the cognition process.
The field of reasoning is popular among psychologists, philosophers, and cognitive scientists. The development of cognitive networking imposes reasoning as a challenge for technologists and networking scientists as well. It is expected that a simple mapping of the reasoning process from other science fields will also fit the cognitive networking world. While this may seem mostly true, there are clear differences in the cognitive networking context that must be taken into account when analyzing the reasoning mechanisms and their associated aspects. We focus on those differences.
A. Cognitive frameworks and associated reasoning
As already discussed in section II, the general cognitive radio architecture depicted in Fig. 1 may be instantiated in various specific realizations. This proves to have a profound effect on the process of reasoning, since different cognitive architectures incorporate various approaches within the cognitive cycle.
Cognitive frameworks are generally classified into being basic or stemming from the unified theory of cognition [25] , [53] . The basic ones can be symbolic, connectionist or hybrid. The frameworks stemming from the unified theory of cognition can be either simple, e.g. Observe-Orient-DecideAct (OODA) and Critique-Explore-Compare-Adapt (CECA), or complex, e.g. SOAR, Storm and ACT-R [25] .
The implementation of a specific cognitive framework reflects on the associated reasoning within. For instance, the OODA framework relies on a feedback loop to model adaptations to changing environmental conditions. The reasoning, i.e. the decision-making, involves identification of the available hardware configuration changes, identification of the best option to meet the new situation and implementation of the reconfiguration changes on the hardware in a constant feedback loop. This framework was originally developed by the US Department of Defense in order to describe the methodology that fighter pilots utilize during aerial combat and is applicable to reactive situations. The CECA framework expands the OODA framework to adequately describe a proactive decision-making process. The reasoning here is based on social cognition, i.e. multiple entities working on complex problems. This framework does not rely on reactive external observations, but focuses on proactive goal-oriented situations. Both OODA and CECA frameworks are applicable in cognitive radio networks.
The SOAR framework is a complex and powerful software suite designed to approximate rational behavior. Its complexity limits its application in cognitive radio networks. The Storm framework extends SOAR towards the development of Biologically Inspired Cognitive Architectures (BICA) and may be suitable for applications in cognitive radio networks. Finally, the ACT-R framework theorizes the way human cognition functions. It allows users to represent tasks and measure the time to perform a task and the accuracy of a task. This has potential application to decision-making in cognitive radio networks.
This section focuses on the reasoning and its possible types, methods, and realizations. Specific practical implementations within a complete cognitive framework will also be mentioned whenever applicable.
B. Reasoning types
There is a lack of straightforward logical categorization of the reasoning types in the cognitive networking world, as a result of the technical implementation peculiarities of a particular cognitive networking solution and the corresponding limitations, as well as of the potential applications and the corresponding requirements. Therefore, Table I briefly elaborates the most prominent reasoning types used within the field of cognitive networking today.
C. Reasoning methods
The process of reasoning necessitates enablers (i.e. methods) of the inference goals. The most relevant ones within the cognitive networking context are [54] :
• Distributed constraint reasoning -further classified as Distributed Constraint Satisfaction Problem (DisCSP) or Distributed Constraint Optimization Problem (DCOP). The former attempts to find any of a set of solutions that meets a set of constraints, whereas the latter attempts to find an optimal solution to a set of cost functions.
• Bayesian networks -a method of reasoning under uncertainty that can be a result of limited observations, noisy observations, unobservable states, or uncertain relationships between inputs, states, and outputs within a system. • Metaheuristics -an optimization method that teams simpler search mechanisms with a higher-level strategy that guides the search. This method commonly employs randomized algorithms as part of the search process and, as a result, may arrive at a different solution each time it runs. Metaheuristics are a powerful method for tackling Non-deterministic Polynomial-time hard (NPhard) problems.
• Heuristics -a method that exploits problem-specific attributes and may lead to increased performance of certain heuristic techniques. This method is not generic as the previous three.
A special form of a reasoning method is represented by multi-objective reasoning, which is used when there are multiple, potentially competing goals in the inference process. Therefore, multi-objective reasoning is essentially a multiobjective optimization problem and, as such, follows the characteristics of multi-objective optimizations. Recently, there are attempts to combine this approach with the DCOP.
D. Some specific reasoning realizations
Combining a specific reasoning type with a specific reasoning method (along with the inevitable and intertwined learning mechanisms) instantiates a specific reasoning realization that can be effectively deployed in a cognitive networking context. Some of the most relevant reasoning realizations are elaborated below.
Case-Based Reasoning (CBR). CBR [55] is a combination of reasoning and learning. The knowledge base is termed as the case base, where cases are representations of past experiences and their outcomes. The case base possesses a structured content in order to be easily shared among different entities within the cognition process and the cognitive network itself (termed agents). The sharing allows usage of past experiences and makes the network more robust and resilient. Usually, CBR involves a 4-stage cycle: retrieve, reuse, revise and retain. CBR was used in a practical realization of the cognitive radio architecture for IEEE 802.22 applications [56] . The CBR engine is the focal point allowing decision-making in situations when secondary users must vacate a spectrum for a primary incumbent user.
Subsumption reasoning. Subsumption reasoning [57] essentially represents a decomposition of the target goal into smaller sub-goals and ideally with regard to their complexity. The decomposition leads to a set of layered modules operating in parallel that build upon each other, i.e. a hierarchical approach. Higher-level behaviors are assumed to function at a longer time scale and take advantage of complex optimization and learning functions such as partial plan generation and time series learning. Lower-level behaviors provide a tight coupling between the sensory input data and the actuation and often employ reactive learning algorithms with little to no state, such as self-organizing maps, decision trees, or hard codes input to output mappings. As a result, each layer realizes a sub-goal of the more complex overall goal.
Fuzzy logic reasoning. Fuzzy logic reasoning [58] relies on Fuzzy Logic (FL), which is a multivalued logic that allows intermediate values to be defined between conventional evaluations like true/false, yes/no, high/low, etc. In an FL system, the knowledge of a restricted domain is captured in the form of linguistic rules, i.e. the relationships between two goals are defined using fuzzy inclusion and non-inclusion between the supporting and hindering sets of the corresponding goals. FL is helpful in very complex processes and is already applied in various telecommunications domains (e.g. QoS routing, caching, RRM, etc.). Lately, it has become popular for efficient reasoning (i.e. decision-making) in cognitive networks.
One of the most promising approaches to providing FLassisted reasoning in cognitive radio networks is the usage of Fuzzy Cognitive Maps (FCMs) [59] . FCMs represent a means for modeling systems through the causal relationships that characterize them. Graphically, they are rendered as directed graphs in which a node represents a generic concept (e.g. an event or a process) and edges between any two nodes indicate that there is a causal relation between them. Their advantage lies in the power to handle feedback loops (unlike Bayesian networks), the straightforward inference method (simple multiplication and thresholding), and the ability to merge into a combined FCM that can smoothen discrepant biases stemming from the merging FCMs. However, there may be some disadvantages in practical cognitive network applications, since the inference of causality between events based only on observational data (without any a priori knowledge) is not immediate. Additionally, the abductive reasoning, i.e. the process of stating which causes are responsible for a given effect, is an NP-hard problem.
FCMs can be very useful in cognitive networks, facilitating cross-layering and using this information for reasoning within the cognition cycle. Reference [60] introduces a mathematical methodology able to represent the complex interactions among various protocol stack layers based on FCMs. The methodology is then applied to a sample test case of a VoIP WiFi system. The authors investigated the number of systemsupported VoIP calls using given specific quality constraints on different protocol stack layers. The FCM framework was used to represent the correlation among the operating parameters on different layers and increase the overall system performance. Reference [61] extends the work in [60] by analyzing the scalability issues within the FCM framework when there exists a high number of cross-layer interactions. The authors discuss and propose a method for distinction among the cross-layer interactions that carry valuable information for the cognitive process. This should ensure that the reasoning in cognitive networks could converge to a solution before the environmental conditions change, thus minimizing the reasoning time.
Relational reasoning. Relational reasoning [62] relies on the relational structure of propositional knowledge and the semantic features of objects and relational roles. It is enabled by the notion of similarity, which is a fundamental construct in cognitive science and inherently possesses featural and relational aspects. These aspects may allow for the development of relational analogies, which is common in human reasoning. However, [63] argues that these relational analogies may be modeled using sound scientific models capable of increasing the scientific literacy for the cognitive reasoning process.
A special reasoning realization that has attracted increased attention within the cognitive networking world is policy based reasoning [64] . It relies on the concept of dynamically derivable and interchangeable policies that surpass the traditional hardcoded firmware in current devices, offering higher flexibility and efficiency for the cognition process. The policies are expressed using a specific policy language consisting of a set of clearly defined ontologies. An ontology language defines the meaning of terms in vocabularies and their relationships [65] . Policy based reasoning is starting to be adopted by academia, industry and standardization [66] and regulatory bodies and may become a cornerstone of future efficient cognitive networking. Therefore, the following sub-sections will focus on a specific, already developed and operating, architectural realization of the policy based reasoning concept, along with its potential applications. Fig. 4 depicts a fully functional architectural instantiation of the policy based reasoning concept [67] . The architecture embraces policies, expressed in CoRaL [64] , coming from various stakeholders (e.g. operators, regulators, and users), offering options for each of them to express their specific goals. Moreover, the architecture supports dynamic resource management through dynamic policy changes that reflect the different behavior of the terminals. The full set of policies is efficiently reasoned and the reasoning output is presented to the resource management system (represented by the Cognitive Resource Manager -CRM) as an available solution set.
E. Case study: policy based reasoning

1) Architectural components and interfaces:
The proposed policy system architecture comprises three main elements: a policy server, a Policy Engine (PE) and a Policy Handling Toolbox (PHT). The first one is located on the network side, while the other two are terminal-based policy elements (Fig. 4) .
Policy Server. The policy server is the central policy repository in the network, storing policies coming from the operator and regulator sides. It comprises:
• Policy Server Database (PSD) -for keeping track of all active users and active policies in the network and the user/policies associations.
• Policy Server Database Handler (PSDH) -for managing the database (storing policies and registering users into the database), disseminating the policies to the users, and informing them about policy changes.
• Policy Manager (PM) -for extracting the policies from the database, making the appropriate changes (add/change/delete policies) and reflecting the changes back in the PSD.
Policy Engine (PE).
The PE is the policy decision point in the proposed policy architecture. It is located in the terminal and is responsible of reasoning on the set of active policies and presenting the reasoned result to the CRM. In order to be capable of performing the previously mentioned assignments, the policy engine consists of three components:
• Policy Engine Database (PED) -for local storage of the operator and regulator policies dedicated to the host user, as well as the locally derived user policies.
• Policy Engine Manager (PEM) -for handling the communication of the PE with the other policy network entities.
• Policy Reasoner (PR) -for performing the reasoning process on the set of policies in PED after every received policy query, thus providing the solution space to the CRM. The PR used in the proposed policy framework is the XG Prolog PR [68] with modified and extended functionalities. The crucial improvement to the XG PR is the support of "why not permitted?" response from the reasoning process. This is important because it highly improves the conformance checking process and, as a result, it minimizes the time required to converge to a permitted solution.
Policy Handling Toolbox (PHT).
The PHT is an integral part of the CRM which is the policy enforcing point in the architecture. The CRM is responsible for optimization, learning and decision making. The PHT creates and sends policy language-specific requests to the PE. In the opposite direction, the policy replies are received and provided in CRMunderstandable fashion.
Interfaces. As illustrated on Fig. 4 , the policy architecture yields two key interfaces, the policy interface (supporting the local communication between the PE and the CRM) and the control channel interface (handling the communications between the policy server and the PEs of the nodes).
The policy architecture also includes the specification of a custom policy protocol [67] , which defines the communication between the policy components via the defined policy and control channel interfaces.
2) Policy architecture functionalities: The elaborated policy architecture incorporates many functionalities [67] . This sub-section briefly describes some of them that are crucial for the subsequent understanding and elaboration of the policybased reasoning applications.
User and/or terminal classification. The organization of the PSD provides a feature for policy classification and dissemination based on the users' class and device type. Each terminal registers to the policy server at start up, announcing its user class and device type. As a response, the relevant policies are received from the policy server (Fig. 5) .
Efficient policy checking mechanism. The policy architecture has an efficient and flexible policy conformance checking mechanism. When the policy request is not permitted, a list of alternative solutions is formed utilizing the "why not permitted?" response (Fig. 5) .
Dynamic policy management. The proposed architecture offers a framework for dynamic network resource management utilizing policies. When there is a policy change in the PSD (either manually input or emergency-triggered), the changes are immediately distributed to the users (terminals) of interest, so the changes can be reflected in their behavior instantly (Fig. 6) .
For more extensive details on the elaborated policy architecture and its functionalities, the reader is referred to [67] . 
F. Applications of policy-based reasoning
The potential applications of the policy-based reasoning concept and the previously elaborated policy architecture are firmly stemmed in the cognitive networking context. They allow crucial cognitive networking operations such as spectrum opportunity detection, spectrum mobility, spectrum management, etc. This sub-section discusses some of the possible applications, along with results obtained on a testbed implementation of the policy-based architecture.
1) Spectrum handover: The ability to perform spectrum handover (i.e. switching between different channels or spectrum bands) is an essential cognitive networking concept. The policy-based reasoning can significantly facilitate fast and accurate spectrum handover, fostering the cognitive networking viability and wide range deployment in various scenarios. Fig. 7 depicts testbed results on the throughput of an RTP over UDP based streaming application while performing policy controlled channel switching in an IEEE 802.11 ISM environment (WiFi). The testbed consists of a central PS performing channel and policy management for two USRP2 [69] enabled laptops aiming to establish communication using the following storyboard: Fig. 7 . RTP over UDP streaming throughput.
1) The PS sends both USRP2 nodes predefined policies specifying the allowed WiFi channels.
2) The source USRP2 forms a spectrum map (top-down power ranking of available channels) and chooses the best solution for the RTP over UDP streaming (in this case WiFi channel 3). 3) A policy that forbids WiFi channel 3 is manually input in the PSD. 4) The policy change is immediately sent to the USRP2 nodes, enforcing their reconfiguration in order to change the channel and perform appropriate spectrum handover. 5) The PR calculates a new solution and passes it to the USRP2s. The source USRP2 repeats step 2 and combines both pieces of information to select the best channel solution (in this case, WiFi channel 1). The application handover delay is around 1.5s including all actions performed during the channel switching. However, the system reaction time to policy changes (exchange of policy related messages and performing the reasoning) is only around 200ms. The rest of the handover time is due to the actual USRP2 characteristics.
2) Spectrum opportunity detection: The policy-based reasoning architecture can be used to efficiently detect spectrum opportunities and translate them into policies, which will easily govern the cognitive network behaviour afterwards [70] . Figs. 8-10 depict 2.4GHz ISM band channel occupancy measurements in an indoor scenario in a time period between 9:30 and 21:30 for typical working days. The results show that channel 10 (2457 MHz) experiences the highest utilization during the day and is not suitable for potential secondary usage. The frequency ranges 2400-2408 MHz and 2470-2480MHz are practically underutilized and are subject to potential secondary usage. The frequencies in the range 2408-2430 MHz can also be used for secondary access, because of relatively low utilization. However, one should be cautious not to harm potential primary users in this range, and therefore a CSMA/CA medium access should be used with a backoff slot higher than the standard IEEE 802.11 MAC. Finally, the frequency range 2426-2448 MHz is available only after 17:00, with lower transmission power levels in order not to violate the SINR requirements of potential primary users. The first policy (i.e. specOpp1) specifies that transmissions are allowed within 20m of the defined location "loc1", on central frequencies in the ranges 2401-2407MHz and 2471-2479MHz using a mean Equivalent Isotropically Radiated Power (EIRP) of 30dBm and a bandwidth of 2.5MHz. The second policy (i.e. specOpp2) specifies that transmissions be allowed within 20m of the defined location "loc1", on central frequencies in the range 2409-2429MHz using a mean EIRP of 30dBm and a bandwidth of 2.5MHz. Additionally, this policy specifies that the nodes use CSMA/CA as a MAC procedure with backoff time slot duration of 10ms. Finally, the third policy (i.e. specOpp3) allows transmissions within 10m of the defined location "loc1" in the time period 17:00-08:00, on central frequencies in the range 2427-2447MHz using a mean EIRP of 30dBm, a bandwidth of 2.5MHz and a CSMA/CA MAC procedure with a backoff time slot duration of 10ms.
The policy system can afterwards use these CoRaL spectrum policies in order to regulate the secondary access to the 2.4 GHz ISM band for multiple secondary users. The following sub-section elaborates this aspect in more detail.
3) Spectrum sharing: The derived policies can be efficiently used to share the available spectrum among multiple secondary users. The potential of the policy-assisted spectrum sharing application is investigated with a laboratory testbed comprising several unaware secondary USRP2 based users that try to access and use the 2.4 GHz ISM band. The usage of this band is regulated according to the rules of the active secondary system policies specified in the PS residing on a desktop computer. The desktop computer is also enabled with a sensing capability so that it can dynamically derive and change secondary spectrum policies. Furthermore, the desktop computer is enabled with reasoning capabilities and performs the policy reasoning, resulting in the secondary USRP2 based users getting already reasoned information in the form of an available solutions set. Whenever a policy change occurs (because of a change in the environment, manual change, etc.), the new solution set is calculated (reasoned) and the secondary users are informed about the changes and the new solutions.
The secondary users' policies are dynamically planned considering spectrum occupancy history (similar graphs as in Figs. 8-10 ). The policy server keeps two tables, i.e. a short term occupancy decisions table, saving the channel vacancy decisions in the last several minutes, and a medium term history reflecting the spectrum availabilities in the last couple of hours. Then, a channel is considered as an opportunity if the duty cycle of the channel activity is below a predefined threshold for 10% of the time in the short term history. However, the entire frequency band in the short term history is divided into 1 and 2 MHz non-overlapping channels, in proportion 30% (at most) and 70% (at least if possible) of the available spectrum. The 1 MHz channels are the ones that, although unoccupied in the short term table, were detected as used in the medium term history. Therefore, from a spectrum opportunity detection point of view, these channels are treated as riskier than the 2 MHz channels. Furthermore, when the targeted 70% for the spectrum assigned to 2 MHz channels is not fulfilled, i.e. some of the channels are repossessed by the primary system, secondary users can occupy the bands already assigned to non-priority 1 MHz channels. The testbed comprises two priority classes of USRP2 based secondary users, i.e. a higher priority class (aiming to establish realtime video streaming communication) and a lower priority class (targeting file transfer communication). The first class is allowed to use 2 MHz and 1 MHz channels, while the second class is only allowed to use 1 MHz channels. Fig. 11 depicts the assigned bandwidth through time for the two types of channels, the priority and non-priority channels, as well as the detected available bandwidth through time [71] . It can be concluded that the priority channel assignment is more static through time and, therefore, the higher priority class would experience fewer forced terminations by the primary system. This is due to the fact that the priority users have the "exclusive right" to the medium term history of the duty cycle in the bands of interest. Another reason is that whenever the targeted number of priority channels falls below the current assigned (due to environment changes, 70% of the current available bandwidth), the exceeding number of priority channels are not released, in order not to force termination on the priority users. In contrast, the assigned non-priority bandwidth through time follows the available bandwidth curve, i.e. is more dynamic through time and adapts to more dynamic environment changes.
The results from the policy-assisted secondary sharing show that the proposed scheme is flexible and efficient, since it enables dynamic secondary system channel allocation and classification using policies. The channel classification into priority and non-priority secondary channels ensures that priority users (or applications) will experience higher QoS than the non-priority ones.
G. Pros and cons of different reasoning mechanisms
Different reasoning mechanisms exhibit different behavior in 'intelligent' wireless networks. There is no single reasoning approach that can suit and accommodate the plethora of possible applications of cognition in wireless networks. Therefore, it is often extremely important to have as much as possible a priori knowledge of the environment (i.e. observations) so that proper actions (i.e. outputs) are inferred.
Proactive reasoning is applicable to wireless environments that have relaxed time constraints. This implies that the channel characteristics are not rapidly changing, allowing for increased reasoning time and more reliable reasoning results. The proactive reasoning schemes are often combined with sequential and centralized reasoning mechanisms in order to use the available time for several intermediate reasoning results and relying on more closely related inputs/outputs of the system. This ensures that the system's reaction upon every intermediate reasoning result is carefully scrutinized and used in the process of converging towards an optimal reasoning solution. Examples of such reasoning approaches include cognitive wireless backhauling or secondary spectrum access in TV white spaces. These scenarios assume a more static environmental context in the spatial locations of interest and application, thus allowing for proactive, sequential and centralized reasoning.
In contrast to that, dynamic wireless environments exhibit fast changes, leading to time restrictions when it comes to cognitive reasoning. In this case, reactive reasoning is more suitable, as it can shorten the reasoning time and perform the reasoning within the specified time constraints. Reactive reasoning does not rely on past knowledge, but forms imminent actions based on immediately available information or on the expected need for immediate actions. This form of reasoning is often combined with one-shot and distributed reasoning schemes and is expected to become a major cognitive reasoning mechanism for future dynamic cognitive radio networks. Examples of these types of reasoning can be found in cognitive ad-hoc networks and cognitive cellular networks. These scenarios assume very dynamic wireless environments imposing serious time limitations on the reasoning part of the cognitive cycle. Table II summarizes the main advantages and disadvantages of the specific reasoning realizations in cognitive radio networks today.
V. CONCLUSIONS
The focal point of cognitive radio networks that clearly distinguishes them from other wireless networking solutions is their ability to learn, build knowledge bases, and reason upon stored knowledge. They tightly integrate these concepts into a unified networking framework able to 'learn' about its environmental surroundings and taken actions and efficiently 'reason' in order to infer knowledge and perform optimal decision-making. Additionally, the cognitive framework also comprises the characteristics of autonomous 'observation' of the radio environment and optimal 'adaptation' to current conditions based on past perceived or maybe even future predicted actions. Therefore, cognitive radio networks are envisioned as a multidisciplinary engineering challenge integrating concepts from artificial intelligence and wireless networking sciences. This paper focuses on the learning and reasoning challenges within cognitive radio networks. It discusses prominent learning mechanisms able to efficiently model the behavior of cognitive radio nodes. Furthermore, the paper gives a broad overview of the notion of reasoning, discusses the most relevant reasoning mechanisms and frameworks today, and in particular focuses on policy based reasoning as an efficient and implementable mechanism for deploying cognitive behavior in wireless networks.
A. Future Directions
The introduction of learning and reasoning into cognitive radio networks still faces some challenges. Some of the theoretical algorithms have high implementation complexity, limiting their practical implementation. This also gives rise to the problem of real-time algorithm convergence, of upmost importance for practical deployments.
Game theory has proven to be a powerful tool to model adaptations by cognitive radios, as well as emerging market mechanisms to support dynamic sharing of spectrum. Some of the challenges include translating the theoretical results about stability of adaptations and convergence to an equilibrium into practical and scalable adaptation mechanisms and an enforceable spectrum sharing etiquette. The field of mechanism design, so successful in the design of auction rules, may hold the key to broader protocol design for cognitive radios coexisting and competing for scarce resources, even in the absence of monetary incentives. Our research community has also only scratched the surface in the analysis of the impact of partial or even inaccurate information on the actions taken by these radios. Relatively recent developments in games of imperfect public and private information have the potential to yield new insight into what we have termed the price of ignorance [72] .
In terms of machine learning, one interesting aspect that requires further investigation in a cognitive network scenario is the concept of delayed reward. Most of the cognitive radio literature focuses on the maximization of the immediate reward, whereas the RL paradigm aims at optimizing the long term performance by taking into account the consequences of the agent's actions into the future. An important factor which needs further attention is the convergence time of many of the RL learning algorithms discussed in the paper. This aspect will become more and more significant with the increase of the degrees of freedom of a CR, i.e. of the cardinality of the action space of a CR. For example, if we consider the combined channel and power selection problem, the dimension of the action space for a realistic scenario does not allow the use of the traditional look-up table approach to store the value function. It is not unrealistic to envisage a scenario where a cognitive network will be required to dynamically perform carrier aggregation and, therefore, to decide how many and which channels it should access, thus further (in a combinatorial manner) increasing the number of decision variables.
There are several cautionary perspectives when discussing practical applications of cognitive reasoning in wireless networks. As already mentioned, the implementation complexity may seriously limit the entire solution, thus an optimal tradeoff between resources and expected outcomes is a must. Furthermore, the process of cognitive reasoning is inevitably time consuming, giving rise to the aspect of reasoning time. It is common to think that longer reasoning times yield better results, but this may become problematic in dynamic environments (especially in wireless networks). Namely, longer reasoning time may result in environmental changes that would need to be taken into account anew, thus leading to an ever increasing delay and, sometimes, even non-convergence of the reasoning process. In this sense, it is extremely important to address the number of reasoning inputs that will be used for the process. An efficient reasoning engine assumes careful selection of important and unimportant knowledge within the cognitive cycle, making the reasoning closely intertwined with the learning. Finally, the choice of the reasoning framework and approach requires accurate estimation of the environmental context and is strongly affected by and dependent on the precision of the other cognitive cycle elements.
As the field of cognitive radio networks attracts increased academic and industry interest, new standards must foster platform independence and cover the plethora of currently envisioned scenarios and potential applications of the cognitive radio paradigm. The IEEE DySPAN Standards Committee [73] is intensively working on these challenges, attempting to provide a common terminology, provide coexistence and conformance mechanisms, and propose efficient policing of cognitive radio networks along with appropriate policy languages and necessary ontologies. All these aspects provide a broad foundation for research in the area of cognitive radio networks, especially in the distinct sub-areas of learning and reasoning. The end-goal is to provide autonomous and cognitive behavior of wireless networks in the future wireless interconnected world. 
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