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Inference of functional neural connectivity and convergence
acceleration methods
Nikitchenko Maxim
The knowledge of the maps of neuronal interactions is key for system neuroscience,
but at the moment we possess relatively little of it . The recent development of ex-
perimental methods which allow a simultaneous recording of the spiking activity, but
not the intracellular voltage, of thousands of neurons gives us an opportunity to start
filling that gap. In Chapter 2, I present a method for the inference of the param-
eters of the leaky integrate-and-fire (LIF) model featuring time-dependent currents
and conductances based only on the extracellular recording of spiking in the network.
The fitted parameters can describe the functional connections in the network, as well
as the internal properties of the cells. The method can also be used to determine
whether a single-compartment model of a neuron should include conductance- or
current-based synapses, or their mixture. In addition, because the same mathemati-
cal model describes some of the flavors of the Drift Diffusion Model (DDM), popular
in the studies of decision making process, the presented method can be readily used
to fit their parameters. Making the proposed inference procedure – based on the
expectation-maximization (EM) algorithm – accurate and robust, necessitated a de-
velopment of a new numerical adaptive-grid (AG) method for the forward-backward
(FB) propagation of the probability density, which is required in the computation of
the sufficient statistic in the EM algorithm. These topics are covered in Chapter 3.
Another issue which had to be addressed in order to obtain a usable inference algo-
rithm is the well known slow convergence of the EM algorithm in the flat regions of
the loglikelihood. Two complementary approaches to this issue are presented in this
dissertation. In Chapter 4, I present a new framework for the acceleration of con-
vergence of iterative algorithms (not limited to the EM) which unifies all previously
known methods and allows us to construct a new method demonstrating the best
performance of them all. To make the computations even faster, I wrote a Matlab
package which allows them to be done in parallel on several machines and clusters
(Section 5.1). As one can see, all the aforementioned projects were sprouted up from
one ”head” project on the inference of the LIF model parameters. At the end of
the dissertation, I briefly describe a disconnected project which is devoted to the
development of a flexible experimental setup (software and hardware) for behavioral
experiments, with a specific application to a particular type of the virtual Morris
water maze experiment (VMWM).
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”To strive, to seek, to find, and not to yield.”
Alfred, Lord Tennyson
Brains are built of numerous neurons which endow organisms with behavior
through interaction with each other. Up until recently most of our insight into how
neurons interact was obtained from single (or a few) unit recordings. Even though
it is possible that the homogeneity of the biological neural systems is sufficient for
such recordings to provide enough information in order to understand how the sys-
tem works (for example, if the dimensionality reduction, such as might occur in retina
(81, 83), is ubiquitous), such a scenario seems unlikely to be realized in most brain
circuits. What is more plausible is that we will need to be able to characterize the
neuronal interactions in a significant portion of a neuronal network in order to under-
stand its behavior and function.
Recently, with anatomical reconstruction of large neuronal circuits in mind, a
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plethora of new techniques was developed. Genetic tools, such as the ”brainbow”
mice (45), viral retrograde tracing (17), and channel-rhodopsin-like constructs (95),
are promising to revolutionize the field dealing with genetically targetable cells. Ad-
vances in electron microscopy (10, 51) and the development of the array-tomography
technique (49) make it feasible to obtain an approximately 95% accurate anatomi-
cal reconstruction of a large neuronal network in a near future. All these techniques
(with the exception of channel-rhodopsin) aim at acquiring structural information and
largely ignore the connectivity strength between neurons. Therefore, these methods
should be considered as complementary to the methods which target the functional
connectivity (or vice versa). The latter provide information on what are the conse-
quences of the activity of one neuron on the other neurons in the network. In addition
to the structural organization, they also depend on the connectivity strength (includ-
ing state-dependent neuromodulators), state of the network and other parameters,
relevant to functioning of the network.
Several methods for the reconstruction of the functional connectivity are avail-
able today. The standard, most direct method being used to probe the functional
connectivity between two (or more) neurons is the dual-cell intracellular patch-clamp
recording. The advantages of the method include the ability to directly measure the
connectivity strength and to mark the cells being recorded for later reconstruction
of the their morphologies. Unfortunately, this technique rarely allows more than a
few recordings in one preparation. Other problems with the technique include an
introduction of a bias in the type of neurons on which the recordings are done, and
significant tissue damage, capable of distorting the network properties.
Recently developed techniques, such as the optical stimulation of neurons with
glutamate uncaging, or activation of neurons expressing channelrhodopsin with light,
along with simultaneous intracellular recording from a chosen cell (1), help to increase
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the number of cell pairs being probed in one preparation. Unfortunately, the strength
of the connections remains largely unknown in these studies, and the number of the
postsynaptic neurons is still limited by that of intracellular recordings. The further
development of voltage-sensitive dyes (VSD) (85) might help solve the latter problem
by endowing us with the ability to record the membrane potentials of the cells using
optical methods. Unfortunately, the signal to noise ratio (SNR) achievable with the
dyes available today ( 1% of change in fluorescence) does not allow the study of
neuronal networks.
The current developments in mathematical statistics are looking for new ways to
extract the functional connectivity that would rely only on the spike timing infor-
mation, not requiring to know the pre- and postsynaptic potentials (42, 68). This
approach should allow us to characterize the neuronal interactions in large networks
using the experimental techniques which are capable of detecting spike timing but
not resolving the subthreshold activity in the cells.
Electrophysiological recordings with multielectrode arrays is one of the options for
large-scale extracellular recordings (9, 83), and have already led to enlightening results
in macaque retina studies (23, 27, 68). Two imaging techniques also can provide us
with the desired spike timing information. One of them utilizes ion-sensitive dyes,
such as Ca2+-imaging (60). Unfortunately, Ca2+-imaging has the disadvantage of
poor temporal resolution, which results from the slow calcium response, and the need
to scan through the specimen to reduce the photodamage. A recent development
promises to overcome this problem, though, by utilizing a statistically-optimal method
for the inference of spike timing (91, 94). Another technique, which, at the moment,
is effective for invertebrate studies only, is the aforementioned VSD imaging (VSDI).
Mostly due to the large size of the cell bodies, VSDs in the invertebrates give a signal
strong enough to discern the action potentials.
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The application of voltage-sensitive dyes for the recording of the activity in a
majority of the neurons in the whole spinal cord segment in the medicinal leech
has already led to the discovery of the decision-making neurons in the circuitry (8).
It also demonstrated that the information on the decision to be taken emerges in
the network as a whole before it can be deduced from the spiking of any single
neuron. Unfortunately, the dye used in the study (coumarin) was not fast enough
to discriminate each single spike (the dye response time: ∼4 ms, imaging frame rate:
50 ms). At the same time, the dye RH-155 was shown to work in Tritonia a long time
ago (7), demonstrating a sub-millisecond resolution and little photodamage (28, 35).
Thus, in combination with, e.g., photodiode arrays or CCD cameras, the VSD imaging
can provide us with simultaneous recordings of the activity of up to hundreds of
neurons.
Statistical methods of inference of the functional neural
connectivity
Numerous studies aiming at inferring the parameters of connectivity in neuronal
networks were presented recently (42, 58, 68, 90). Most of this effort was made in
the framework of Generalized Linear Model (GLM). As the name suggests, the model
describes each neuron in the network as a generalization of the standard rectifying
integrator of the input it receives. The success of this framework is due to its flexibility
and its attempt to include the major contributors affecting the activity of the neurons
in the network. These contributors include the stimulus terms, which correspond to
the ”sensory input”; coupling terms, relating one neuron’s activity to the firing rate
of another; history terms, accounting for the dependency of the spiking of a neuron on
its own previous activity, which allows including such spiking properties as burstiness
4
Chapter 1. Introduction
and refractoriness; common input terms, which represent the unobserved ”common
input” to the neurons of the network (introduced to account for some of correlations
observed in the observed part of the circuitry).
Another statistical inference framework – which is the subject of this thesis –
makes use of the leaky integrate-and-fire (LIF) neuronal model (Section 2.2; (12, 19,
20, 64, 65)). In comparison to the GLM model, the LIF model describes neurons at
a more fundamental level of intracellular voltage dynamics. I present the LIF model
and methods which we developed to infer the parameters of the model in Chapter 2.
The model parameters which we obtain by fitting a given data set are precisely
defined only within the model itself, and it might be hard, or impossible, to map
the parameters from one model to another. For example, the exact meaning of the
”functional” connectivity differs depending on whether it is defined with the patch-
clamp methods, Ising model, GLM, or LIF model. However, it is usually possible
to put the parameters carrying a similar physical meaning in different models in a
qualitative correspondence with each other (e.g., see (20)).
In addition to the problem of interpretation of the parameters, there is also a
challenge of making sure that the obtained fit is accurate (depending on a model,
the issue of ensuring that the found optimum is global might also pose significant
problem). In practice, the procedures which are used for fitting the models often do
not work in the entire range of parameters and/or for all the provided data points.
Often, workarounds can be constructed when problems with the original algorithm
are encountered. However, it is not always easy to maintain the quality of the intro-
duced fixes and might require the developer of the algorithm to participate in data
analysis. A special objective of this dissertation was to develop an algorithm which




The EM algorithm – the iterative algorithm that we use to fit the parameters of
the LIF model to the provided inter-spike interval (ISI) data – is intrinsically robust
and guarantees the convergence of the objective function (loglikelihood in our case;
Section 2.4.1) to the local maximum, provided that we are capable of computing
the required sufficient statistic (SS) accurately. The major step in our procedure for
the calculation of the SS was to compute the (unnormalized) forward-propagation
probability density (FPD) – a solution to the initial value problem given by the
Fokker-Planck equation. I present the methods which we developed to obtain the
FPD in Chapter 3. As explained there, a wide range of parameters encountered in
the process of optimization imposes strict requirements on the implementation of the
numerical methods, calling for the development of new ones.
It should be noted that the developed methods for the solution of the one-
dimensional Fokker-Planck equation type of problems are not limited to the scope
of our optimization problem. In neuroscience, for example, the Fokker-Planck equa-
tion is used to describe the dynamics of oscillatory networks, as well as in the popular
diffusion model of decision making.
Acceleration of computation
While the EM algorithm is robust, the speed of its convergence (inverse of the
number of iterations it takes to converge) becomes notoriously low when the opti-
mization gets into the flat region of the objective function (which typically happens
near its maximum, but is not limited to it).
This problem can be attacked from two directions. First, it is desirable to reduce
the time which it takes to do one EM iteration. In addition to optimizing the meth-
ods for the forward propagation (the most costly part of our method), as described
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in Chapter 3, I utilized the independence of computations for different ISIs and devel-
oped a Matlab package which allows those computations to be perfomed in parallel
on multiple machines, including remote clusters (Section 5.1). It is a general package,
which can be used in any program relying on cycling through independent loop-blocks
and is relatively easy to deploy in such codes.
Another way to speed the optimization up is to reduce the number of iterations
which it takes an iterative algorithm to converge. In Chapter 4, I present a new
framework for the acceleration of convergence which relies only on the knowledge of
the several last obtained iterations. I demonstrate there an improvement over the
existing acceleration methods that were developed in the last few decades. It is also
important to note that the presented work allowed the interpretation of the methods
previously perceived as independent in a single framework and endowed them with
graphical meaning, simplifying the description and hopefully stimulating the further
development of the field. Also, although the examples in the chapter focus on the
EM algorithm, mostly for historical reasons, the constructed accelerator is actually
not limited to the EM and also works well with other iterative algorithms, such as
the interior-point method (not shown in the thesis).
A setup for behavioral experiments
Finally, in Section 5.2, I give a brief description of a software/hardware setup
designed for the experiments of the type of the virtual Morris water maze task, which
I developed for Pablo Jercog working in the group of Erik Kandel. The setup has a
number of unique features, such as the flexible paradigm design, a visual tracker, as
well as some hardware components.
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Chapter 2
Parametric fit of the leaky
integrate-and-fire model




Recent years have seen significant progress in both electrophysiological and imaging
techniques allowing simultaneous multi-unit temporally-resolved recording of neu-
ronal spiking activity. Planar multi-electrode arrays have been used to obtain the
spiking activity of a majority of neurons comprising 2D structures such as the retina
(27, 83) and cell cultures (70, 75). State of the art three-dimensional multi-electrode
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arrays provided the means for the recording in a more common 3D spatial configura-
tion from more than a hundred neurons at once (25, 29). Newly emerging techniques
in confocal microscopy allowed imaging of a large population of neurons at high frame
rates (36, 92). A combination of high-rate two-photon microscopy with Ca2+-imaging
led to high-fidelity reconstructions of the neuronal spike-timing (54, 91, 94). In some
invertebrates voltage-sensitive dyes produce high signal-to-noise ratio (SNR) which,
in combination with charge-coupled device (CCD) cameras, made it possible to simul-
taneously record the spiking activity from a significant fraction of neurons comprising
the functional circuitries of those animals (4, 11, 34).
By viewing the recorded spike trains as point processes, the ”strength of inter-
action” between neurons in the network, or the couplings, can be characterized
in several ways. For example, it can be done either by directly calculating cross-
correlations (15, 29), or by fitting the parameters of the Ising/maximum entropy
models (20, 81, 83). However, although informative, these approaches result in sym-
metric non-causal couplings. In principle, these limitations can be overcome by ex-
plicit modeling of the interaction between neurons – of course, at an expense of a
possible inaccuracy of the model itself. Two such related models are currently pop-
ular: the generalized linear model (GLM) (3, 12, 19, 43, 44, 58), which models the
spike train as an inhomogeneous Poisson process and the leaky integrate-and-fire
(LIF) model (5, 20, 24, 41, 52, 53, 62, 64–66) – a more biophysically motivated model,
in which the spikes are generated via direct modeling of the cell membrane voltage
dynamics.
In this thesis we consider the LIF model for spike generation. This model has been
shown as capable of capturing the rich repertoire of activity displayed by various types
of neurons (13, 14, 40, 72), retaining, at the same time, the simplicity required for
fitting model parameters and interpreting the results. Over the last few years sev-
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eral groups addressed the problem of fitting the parameters of the LIF model (see
Section 2.3 for a detailed review). While many approaches required simplification of
the general LIF model, such as the assumption of the vanishingly small noise levels,
pre-fixing the conductance or considering just constant input currents, Dong et al.
(24), Paninski et al. (64, 65) developed inference procedures for a general LIF model,
similar to the one we consider here (with the exception of the time-dependent con-
ductance filters). The three aforementioned papers describe methods of computation
of the gradient of the observed spike train’s loglikelihood over the model parame-
ters differing in performance efficacies: scaling linearly with the number of time- and
voltage bins, as well as the number of model parameters (O(NT ×NV × Nparam)) in
Paninski et al. (65) and cubically with the number of time-bins (O(N3T )) in Dong
et al. (24), Paninski et al. (64).
The main result presented in this chapter is the development of a method based on
the expectation maximization (EM) algorithm (22, 78), the computational complex-
ity of which scales linearly with the number of time bins and is nearly independent of
the number of parameters (O(NT )). In addition to the dependence on NT , the com-
putation time also depends on the fineness of the voltage space binning. We weaken
this relation by utilizing the adaptive grid (AG) method, described in Chapter 3. The
AG method also allows us to compute the sufficient statistic (SS) for the entire range
of parameters within a single framework, without resorting to the large-deviation ap-
proximation, and to improve the computation accuracy compared to the previously
published methods. To accelerate the inference procedure even further, we make use
of the smooth mapping induced by the EM algorithm and develop a new method
(Chapter 4) which provides an additional order of magnitude acceleration of the con-
vergence achieved by extrapolating the successive iterations into the locally inferred
fixed point (FP) of the algorithm. As a natural extension to the EM algorithm, we
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also implement the conjugate gradient (CG) algorithm. By combining the developed
methods, we obtain a fast and robust inference algorithm for the flexible biophysical
model, the runnning of which does not require special mathematical knowledge.
This chapter starts with the introduction of the LIF model (Section 2.2) and the
review of the methods of computation and maximization of the spike train likelihood
(Section 2.3). We proceed with the general outline of the EM and CG algorithms and
their implementation for the LIF model (Section 2.4). The SS required by these meth-
ods can be obtained using the standard forward-backward (FB) propagation approach,
described in Section 2.5 (we defer the description of the numerical implementation of
the solution until Chapter 3). We then show how the confidence intervals (CIs) of the
inferred parameters can be estimated by approximating the Hessian at the FP of the
algorithm (Section 2.6). We continue with the analysis of the speed of convergence
of the EM algorithm and derive methods for its acceleration (Section 2.7). In the
ensuing Section 2.8, we demonstrate the performance of the developed methods on
a simalated dataset with the input currents are obtained by modeling the activity
of multiple IF neurons and present results for the case of time-dependence conduc-
tances. We illustrate the effect of different temporal axis discretizers – breaking the
temporal axis into unequal time-bins – on the accuracy of the parameters inference.
In passing, we analyze the performance of the maximum-a-posteriori (MAP) param-
eter estimator described in Koyama and Paninski (41), which we re-derive for the
case of an inhomogeneously binned temporal axis, using it to initialize some of the
parameters of the EM algorithm (Section 2.7.3, Appendix 2.F). In Section 2.9, we
review the existing methods for fitting the parameters of the LIF model, mentioned
in Chapter 1, and discuss the limitations of the method presented in the paper and
future directions. We leave some of the derivations and proofs, those unique to our
work and those primarily known in specialized literature, for the appendix.
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2.2 Leaky integrate-and-fire model
We consider a noisy leaky integrate-and-fire (LIF) neuron with the time-dependent
conductance, g(t), input current, I(t) (which also incorporates the constant current
accounting for the resting potential), and white Gaussian noise, Nt, with the standard
deviation σ. The subthreshold membrane voltage potential, V (t), of such a neuron
evolves according to the following stochastic differential equation:
dV (t) = (−g(t)V (t) + I(t)) dt+ σNt, (2.1)
and, depending on the way the threshold is modeled, generates action potentials
either after crossing Vth (hard-threshold case) or with the Poisson process rate defined
by a positive, monotonically increasing function of the membrane voltage λth(V )
(soft-threshold case; Plesser and Gerstner (69)). Following the spike, the voltage is
instantaneously reset to Vr. The resulting spike train, O(t), is written as the sum of





Note that because we assume that the intracellular data is unavailable, the
voltage here is modeled as a hidden variable with the unlearnable mean and
scale factor. Therefore, without loss of generality, we can rescale the voltage as
V → (V − Vr)/(Vth − Vr), making it dimensionless, with Vr = 0 and Vth = 1. The
way Eq. (2.1) is written also implies the rescaling of the current by the membrane
conductance as I/cm → I, which, along with the redefined voltage, gives [I] = s−1.
The conductance is defined as g = 1/τm, with [g] = s
−1.
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Next, let’s assume that g(t) and I(t) can be expressed as the linear weighted sums








In different experimental setups, the basis functions can represent different quantities.

















where the first term in the brackets is the single passive leakage term with I1 = g1 ≡
1 ms−1. The second term models the change in conductance caused by self-spiking,
in an attempt to account for the refractory period; the respective conductance basis
functions are modeled as exponentials decaying to 0 (Figure 2.15A). The last term
in the brackets stands for the additive input current from the other cells in the
network, as measured at the soma, modeled as the convolution of the excitatory and
inhibitory postsynaptic potentials (EPSPs and IPSPs) with the spike trains of those
cells, as shown in Figure 2.8. Note that a potential connection can be modeled with
several basis functions corresponding to different conjectured PSPs, even though it
complicates the interpretation of the estimated parameters. For now, we stay agnostic
about the exact origin of the basis functions and require them only to be explicitly
specified.
It might appear that modeling neuronal inputs with the conductance-based models
is more realistic than with the current-based ones, since the activation of biological
synapses involve the change of the membrane conductance rather than a membrane
current. But for a one-compartment model considered here, this is not necessarily the
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case. The inputs to the soma from the distant dendritic synapses arrive filtered and
might be better modeled with a current-based PSP term, whereas the inputs from the
synapses set directly on the soma are better represented with the conductance-based
term. In this regard, note that the inference method developed here can be used to
distinguish which one of these models, or their mixture, are best suited for modeling
a particular neuron.
The most general form of the inference problem that has been considered in the
studies exploiting LIF neurons, and which is also the subject of own work, is finding
the vector of parameters θ = (α,β, σ)T maximizing the likelihood (or the posterior),
p(O|θ), of observing the recorded spike train of the cell, O ≡ O(0 : T ). If the activity
of a population of neurons is known, and we choose the set of basis functions to
represent the expected effects of neurons on each other, the inferred α-weights can
be associated with the strength of interactions between neurons and are commonly
dubbed as ”functional connectivity”, or ”neuronal coupling”.
2.3 Computation of the loglikelihood and its
maximization
Computation of the likelihood p(O|θ) is significantly simplified by the independence
of the interspike intervals (ISIs) composing the spike train. Indeed, since our model
neuron resets its potential after each spike generation to V (tk+) = Vr, it loses the
information about the preceding activity. Therefore, the likelihood of the whole spike





log p(O(tk : tk+1)|θ). (2.4)
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It is worth mentioning that the interactions between the spike train’s ISIs, which
occur, for example, in bursts, can be straightforwardly accounted for by including the
”spike-history terms” into the set of the conjectured input currents and conductances.
Introduction of these terms is analogous to that of an additional neuron into the
system that has the same spiking as the neuron under consideration, the effect of
which is modeled using a special set of basis functions. Thus, it does not break the
essential property of independence of the ISIs.
In turn, the likelihood p(O(tk : tk+1)|θ) can be computed using a well-known
formula for the first-passage time density (FPTD) (see, e.g., Paninski et al. (65)):









where pf (V, t) is the forward-propagation density (FPD) – the probability density of
observing the voltage V at time t, given that the voltage of the neuron was reset to
Vr at time tk, evolved according to Eq. (2.1), and no spikes were generated until time
tk+1. Note though, that because of the leak over the spiking threshold, the FPD is
not normalized with respect to voltage and thus is the improper density. However,
we omit this qualifier below for the sake of brevity.
The FPD, pf(V, t), can be computed, for example, by solving the Fokker-Planck
equation, or similarly, by propagating the FPD from t = 0, convolving with the
transition density, p(Vi+1|Vi), at each time step (Chapter 3). Alternatively, instead
of using Eq. (2.5), the FPTD can also be obtained by solving a Volterra integral
equation (Paninski et al. (64)).
Given that we can compute the likelihood, p(O|θ), its gradient can be found using
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the finite-difference (FD) approximation (as was done in Paninski et al. (65)):
∇θ,FDp(O|θ) = p(O|θ + ǫ)− p(O|θ)
ǫ
. (2.6)
One of the drawbacks of using the FD scheme, is that the calculation of
∇θ,FDp(O|θ) takes Nθ ≡ (Nα + Nβ + 1) of the likelihood computations at each it-
eration. For a network with hundreds of neurons and with an array of filters to fit,
this task becomes unfeasible. Another disadvantage of the FD approximation is its
inherent inaccuracy due to the finite size of ǫ and round up errors, which leads to
a poor estimation when the loglikelihood profile is flat near its maximum. Here we
develop a new technique, which allows us to overcome these limitations.
2.4 Expectation-maximization and conjugate
gradient algorithms
The dynamical model of the LIF neuron, presented in Section 2.2, describes the
temporal evolution of the membrane voltage, which is the unobserved variable in
our experimental setup. In order to obtain the required likelihood, p(O|θ), we need
to marginalize the likelihood p(O, z|θ), which we obtain from the LIF model, over




This marginalized form of the likelihood leads naturally to the EM algorithm (22),
which we review below and then apply to the LIF problem.
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2.4.1 A review of the EM algorithm
The EM is the local iterative algorithm, in which the logarithm of a hard-to-
compute objective function p(O|θ) is approximated, at each iteration n with θ = θˆn−1,
by a lower bound function QB
θˆn−1
(O, θ), which hopefully can be computed relatively
inexpensive. In addition, QB
θˆn−1
(O, θ) is chosen such that it sits below and is tangential
to the objective function, touching it at θˆn−1 (for an illustration of the algorithm, see
Figure 2.6). Below we review the derivation of the commonly used bound function,
some of the intermediate results of which we will use later.
Denoting the current estimation of θ by θˆ we express the loglikelihood (LL) as









p(z|O, θˆ) log p(O, z|θ)dz −
∫
p(z|O, θˆ) log p(z|O, θ)
≡ Qθˆ(O, θ)−Hθˆ(O, θ).
(2.8)
It is easy to see that the second term Hθˆ(O, θ) can be bounded as (see Section 2.C
for details)




(O, θ) ≡ Qθˆ(O, θ)−Hθˆ(O, θˆ), (2.10)
with the equality holding only at θ = θˆ.
Since Hθˆ(O, θˆ) does not depend on θ, each EM iteration consists of defining and
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maximizing the first term in Eq. (2.10):
θˆn = argmax θ(Qθˆn−1(O, θ)) = argmax θ(Ep(z|x,θˆn−1) log p(O, z|θ)). (2.11)
It can be shown that each iteration step (θˆn−θˆn−1) has a positive projection on the
direction to the maximum of the objective function, log p(O|θ) (Salakhutdinov et al.
(78)). Unfortunately, the convergence of the EM algorithm can be slow (53, 78). We
describe the methods which can be used to accelerate its convergence in Section 2.7.
2.4.2 Application of the EM algorithm to the LIF model
To apply the EM algorithm to our problem with the LIF neurons (Section 2.2),
we first simplify the likelihood by breaking the spike train into a series of independent
ISIs (Eq. (2.4)). Next, we notice that due to the Markovian nature of our model the
high-dimensional integral in Eq. (2.11), after binning of the temporal axis, breaks
into a series of much simpler 2D integrals. To establish it, observe that
p(O, z|θ) = p(O|z, θ)p(z|θ) = p(O|z)p(z|θ). (2.12)
The density p(z|θ), after binning of the temporal axis into NT temporal intervals






In turn, the transition probability densities for the intra-ISI time moments,
p(Vi+1|Vi, θ), can be found from Eq. (2.1) as
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while p(Vr|Vi) = 1 when xi = 1.
Therefore, for each ISI starting at the time of the k’th spike, tk, ending at tk+1,
and containing Nk temporal intervals in between the spikes, the loglikelihood of the
voltage trace zk, log p(O, zk|θ), can be approximated as











where i(t) is the time-bin indicator function for the time t. The term const is inde-
pendent of θ – we drop it below. Lastly, Nk − 1 = (i(tk+1)− 1)− (i(tk) + 1).
Combining Eq. (2.15), Eq. (2.4), Eq. (2.12) and Eq. (2.11), we obtain the θ-
dependent term of the lower bound function for the spike train O











Vi+1 − (1− gi∆ti)Vi − Ii∆ti
)2
.
As can be seen from the gradient of Qθˆn−1(O, θ) (Eq. (2.21)), in order to max-
imize Q over θ and to make the next iteration, we first need to find the weights
wn = (αn,βn)
T minimizing the inner sum in Eq. (2.16) and then to obtain σ = σn
maximizing Qθˆn−1(O, {wn, σ}).
To find wn, we rewrite the sum in Eq. (2.16) in matrix notations as a quadratic
form of w and minimize it under the constraint of conductance non-negativity (which
can be done using standard, efficient techniques, implemented, e.g., in the function
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with the coefficients of the quadratic form depending on the sufficient statistic (deriva-
tion and explicit expressions are given in Section 2.D) as
Hk = Hk(E(Vi), E(V
2
i ))







where we substituted Ep(z|O,θˆn−1) with E to shorten the notations.
The quadratic form, the minimization of which gives us wn, is obtained by sum-





















Below, we distinguish the quadratic form coefficients summed over the ISIs
by dropping the subscript k from the corresponding symbols. Thus, e.g., H =∑Nspikes−1
k=1 Hk.
After obtaining the weights wn, we conclude the EM algorithm by computing σn






wTn Hwn + b
T wn + c
]
. (2.20)
It is straightforward to compute the gradient of the loglikelihood using the equality
between the gradients of the lower bound function Qθˆn−1(O, θ) and of the objective
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function at the current iteration, θˆn−1, in the EM algorithm. Substituting Eq. (2.17)
































where we denoted the sum in Eq. (2.17) as S(α,β, θˆn−1). Note that the loglikelihood
gradient can be computed using the same statistic as the one required by the EM
algorithm, and thus its computation takes the same time per iteration. In addition,
since we obtain the sufficient statistic using the forward-backward density propagation
(Section 2.5), we can compute the value of the likelihood at the current iteration using
Eq. (2.5) at no additional cost.
2.5 Calculation of the sufficient statistic
As it follows from Eq. (2.18), in order to get the bound function Qθˆn−1(θ), we need to
compute the expectations Ep(z|O,θˆn−1)(Vi), Ep(z|O,θˆn−1)(Vi
2), Ep(z|O,θˆn−1)(ViVi+1) for all
the time moments {ti}. In this section we derive a version of the standard forward-
backward algorithm to obtain these expectations. It is worth noting that when we
are interested in fitting only α-components of θ, the sufficient statistic reduces to
Ep(z|O,θˆn−1)(Vi) and can be obtained via the Kolmogorov forward-backward propaga-
tion densities (for details, see Section 2.E). However, in general, obtaining such a
solution can be computationally demanding and inaccurate, and we do not discuss it
further.
Consider an ISI partitioned into N − 1 consecutive temporal intervals of length
∆ti, i = 1, . . . , N − 1 by time points t1, t2, . . . , tN , where t1 is the time of the first
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spike of the ISI and tN is that of the second one (see Figure 2.5). Let xi1:i2 denote the
period of observations between time points ti1 and ti2. Then, using the Markovian
properties of voltage dynamics, we can factorize p(ViVi+1|x0:T ), i ∈ 1, .., N − 1, as
follows
p(ViVi+1|x0:N) = p(Vi+1|x0:N ) · p(Vi|Vi+1, x0:N)
= p(Vi+1|x0:N ) · p(Vi|Vi+1, x0:i)













· p(xi+1|Vi+1) · p(Vi+1|Vi) · p(Vi, x0:i),
(2.22)
The term p(Vi, x0:i) in Eq. (2.22) is the FPD – the ”forward” part of the forward-
backward algorithm, the same as in Eq. (2.5) – and can be precomputed independently
from the rest of the algorithm (Figure 2.1A; see Chapter 3 for the methods of FPD
computation); p(Vi+1|Vi) is the transition density given by Eq. (2.14).
The spiking probability density, p(xi|Vi), for the soft-threshold case with Poisson
firing rate λth(V ) is


p(xi = 1|Vi) = 1− e−λth(Vi)∆ti , i ∈ {0, N} – spiking
p(xi = 0|Vi) = e−λth(Vi)∆ti , i ∈ 1 : N − 1 – no spiking.
(2.23)
The hard-threshold case can be seen as a particular case of the soft-threshold model
and is obtained by setting λth(V ) = 0 for V < Vth and λth(V ) =∞ for V ≥ Vth.
The last term to be computed in Eq. (2.22) is the forward-backward (FB) density
distribution, p(Vi|x0,N ) (Figure 2.1B). At tN , it is simply the normalized FPD for the
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same time moment
p(VN |x0:N) = 1
p(x0:N)
p(x0:N , VN), (2.24)
with p(x0:N ) playing the role of normalization constant. At all other times, ti, i =
1, . . . , N−1, the FB density can be obtained via backward propagation. For that, we
first obtain the FPD, p(x0:i, Vi), i = 1, . . . , N , as described above, and then recursively




starting from the last time point of the ISI tN , for which p(VN |x0:N) is known from
Eq. (2.24).
To illustrate the algorithm presented above, we plot the forward and forward-
backward densities for the hard-threshold case in Figure 4.5. We also plot the corre-
sponding expectations and sample traces, as well as the ML path for the FB density,
computed using the method described in Paninski (62). Note that the ML path lies
closer to the spiking threshold than the expected voltage; this is understandable since
the ML path is obtained in the large-deviation approximation, which is similar to the
requirement of σ ∼ 0 here.
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Figure 2.1: Illustration of the forward- and forward-backward propagations com-
puted in the hard-threshold case. (A) p(Vi, x0:i) – forward-propagation probability
distribution – a solution to the initial value problem with the voltage set to Vreset
at t = 0 and bounded from above, except for the last temporal interval, when it is
required to exceed the threshold. Note that the density with the otherwise diminish-
ing mass is normalized here to unity at each time step for illustration purposes. (B)
p(Vi|x0,N) – forward-backward probability density distribution. Contrary to the for-
ward probability, here the voltage is fixed at both ends. The blue line is the ML path,
computed with the same inputs as the densities. For both plots: σ = 0.15 ms−3/2
(same as in Section 2.8); red dots on top of the figures indicate spikes; the green
lines are the expectations of the corresponding densities (normalized for the forward
probability) and the red lines are the sample voltage traces.
2.6 Approximation of the Hessian at the fixed
point; confidence intervals
To characterize the precision of estimation of θ, we turn to the Crame´r-Rao bound and
estimate the variance of θ as the diagonal of the inverse Fisher information computed
24
Chapter 2. Parametric fit of the LIF model
at the algorithm’s FP θ∗:













The approximateness of the equality here is the consequence of computing the
Fisher information based on one spike train instance instead of obtaining the ex-
pectation. However, given that the spike train is comprised of multiple statistically
independent ISIs, that approximation should not significantly corrupt the result. For
the model with three parameters, θ = {α, β, σ}, and the constant conductance and
input current, Mullowney and Iyengar (53) claim (referring to their submitted paper)
that the MLE of θ is asymptotically normal. Assuming the asymptotic normality
is also applicable to the models with more than three parameters and time-variable
basis functions, the CIs of the parameters can be found as
θd = θestim,d ± z 1−αz
2
√
V ar(θd) , d = 1 : Nα +Nβ + 1. (2.27)
For the confidence level αz = 95%, z 1−αz
2
= 1.96. In Section 2.8 we compare the
variance estimated as described above to the variance computed directly from several
data instantiations, demonstrating their qualitative similarity.
There is a direct formula (Oakes (59)) which allows computation of the loglike-
lihood Hessian via the function Qθˆ(O, θ). However, its usage requires the ability to
take a mixed derivative of Qθˆ(O, θ) with respect to θ and θˆ, which cannot be com-
puted for Qθˆ(O, θ) given by Eq. (2.16) due to the lack of an explicit expression for
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where it is assume that θi 6= 0. If θi = 0 then ǫθ∗ is substituted with a sufficiently
small ǫ.
It should be noted that the information matrix can be approximated using the
methods of estimation of the iteration algorithm map’s Jacobian described in Chap-
ter 4 (see also Louis (46)), but we have not tested them here.
2.7 Rate of convergence and acceleration of the
EM algorithm
2.7.1 Rate of convergence of the EM algorithm
As we stated above, the gradient of the objective function matches the gradient
of the bound function in the EM algorithm (Eq. (2.21)), allowing for an effective
implementation of the CG algorithm. At the same time, the Hessians of the two
functions do not match and the degree of their discrepancy, which was first analyzed
by Dempster et al. (22), determines the rate of convergence of the EM algorithm.
Specifically, if we define the mapping M of the parameters from the iteration n to
n+ 1 as
M : θn+1 =M(θn), (2.29)
and assume its continuity, we can approximateM(θ), in the vicinity of the fixed point
θ∗ : M(θ∗) = θ∗, with the first two terms of the Taylor expansion as




(θn − θ∗). (2.30)




, defining the rate of convergence,
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or, using Eq. (2.8), we can re-express it in a form more useful for us as













which, after we insert Eq. (2.32) into Eq. (2.30), finally gives us the size of the step
in the parameter space at the n’th iteration as












(θn − θ∗). (2.33)











. This statement can be illustrated from two viewpoints. If we consider
the convergence over one-dimensional θ, Eq. (2.33) reflects the relatively small size of
the θ-step from the point where the bound function, Qθˆ(θ), touches the loglikelihood,
LL(θ), to the maximum of Q in the cases when the curvature of Q is much larger
than the curvature of LL (Figure 2.6). From another point of view, the term with the
loglikelihood represents the measure of information about the parameters which we
obtain from the observed spike train, while the term with the bound function is the
Fisher information computed from the unobserved full voltage path. Thus, another
possible interpretation of Eq. (2.33) is that when the ratio of the missing to the full
information for a given parameter is small, the convergence over that parameter is
fast and vice versa. Of course, since, in general, the eigenvectors of the Hessians of
LL and Q do not coincide, these interpretations are approximate, even if we move to
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one of those eigenspaces.
In the previous section we discussed how the LL Hessian can be computed. An-
other quantity required to compute M ′(θ∗) with Eq. (2.32) is the Hessian of Q which,
in the case of the LIF model, can be calculated analytically using the sufficient statis-
tic obtained for the EM algorithm (Section 2.5) by differentiating the gradient of Q









































In Section 2.8 we compute M ′|θ∗ for a simulated data set and discuss the conver-
gence characteristics which we expect to be common among different data sets.
2.7.2 Acceleration by the extrapolation
There are several ways to accelerate the rate of convergence of the EM algorithm.
For example, in the ”flat” regions of the loglikelihood, where the amount of the
missing information is large, the CG algorithm has been shown to be an effective
accelerator of the EM algorithm (Salakhutdinov et al. (78)). Since the computation
of the loglikelihood gradient is inherent to the EM algorithm (Eq. (2.21)), the CG
iterations come at the same cost as for the EM algorithm. In addition to the plain CG,
we also tried the following algorithms combining the CG ideas with other methods:
function ’fminunc’ from the Matlab Optimization Toolbox, ’minimize’ by Carl Edward
Rasmussen (2006-09-08), and ’macoptII’ by Iain Murray (June 2004) (’fminunc’ showed
the best results in our tests).
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Unfortunately, the reduction in the number of iterations as a result of comple-
menting the EM algorithm with the CG algorithm in our simulations did not exceed
2 folds – still leaving the overall convergence slow. It motivated the development of
the method which we present in Chapter 4. It is a general, easy to use, and com-
putationally inexpensive method, allowing a considerable reduction in the number of
iterations which it takes an iterative algorithm (not only EM) to converge to the log-
likelihood maximum. In application to the problem described here, the acceleration
led to a reduction of the number of the EM iterations (and the computational time)
required by the algorithm to converge by up to a factor of 80 (Section 4.5.3).
2.7.3 Initialization of the EM algorithm
Before running the LIF EM-CG algorithm described above, we initialize α by op-
timizing it along with the voltage path {V (t)} using the joint optimization algorithm
introduced in Koyama and Paninski (41) (the derivation of the method adaptation
to the case of the non-equidistant temporal grid is given in Appendix 2.F). Using
the Laplace approximation of the marginal likelihood centered at the MAP voltage
path, accurate in the limit of small σ, this method provides a good starting point
for the non-Gaussian EM-CG algorithm. This estimator does not optimize over the
conductance, which has to be set manually. In the example given in Section 2.8, the
most accurate inference of α is obtained at the conductances smaller than the true
value of DC-β.
2.8 Numerical Simulations and Results
To test the performance of the algorithm, we create a set of the input current basis
functions, Ia(t), mimicking the postsynaptic potentials (PSPs) arriving at the soma.
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Those PSPs are obtained by convolving the shifted Weibull density function (Fig-
ure 2.8B) with the spike trains of 50 IF neurons (Figure 2.8A). The sub-threshold
activity of these IF neurons is simulated using Eq. (2.1) at the temporal resolution
of ∆t0 = 0.1 ms, where we put g = 0 ms
−1, σ = 0.4 ms−3/2 (as we mentioned in
Section 2.2, the voltage is unitless in our notations), and generate the input currents,
µa(t), according to




with the random, neuron-specific parameters {µ0,a, Aa, τa,Φa} shown in Figure 2.7.
The resulting Ia(t) are shown in Figure 2.8C. In addition to the generated time-
varying Ia(t), one current filter of constant size equal 1 ms
−1 is added to account for
the resting potential. We choose the corresponding αs randomly and sparsely (red
line in Figure 2.2A), setting the first component of α (corresponding to the constant
input) equal to 0.01.
Most of the analysis in this section is done on the data simulated with one-
dimensional, constant conductance, g = 0.05 ms−1 (setting β = 0.05, g1(t) =1 ms−1),
corresponding to the membrane time constant of 20 ms, and σ = 0.15 ms−3/2. The
case of several time-dependent conductance basis functions is considered at the end
of this section. The subthreshold voltage dynamics is simulated utilizing the hard-
threshold version of Eq. (2.1) for the duration of 500 s (see the sample path in Fig-
ure 2.8D), resuling in a spike train with the mean firing rate 〈ν〉 ≈ 28 Hz, and the
total number of spikes equal to 14144.
The inference procedure presented in this chapter requires a discretization of the
temporal axis. We call a procedure leading to the particular axis binning, the tempo-
ral axis discretizer (TAD). The simplest TAD, which we denote by TAD0, corresponds
to the original discretization of the pre-binned simulated data, which in this section is
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generated with constant intervals of length ∆t0 (Figure 2.9A). However, using TAD0
is not always a viable option. In particular, the need to speed up the computation
and reduce the memory load, as well as the analysis of experimental data where it is
hard to define an appropriate resolution to describe the voltage dynamics, requires a
coarsening (or setting low, when working with an experimental data) of the tempo-
ral resolution. We tested several TADs, all of which reduce the number of temporal
intervals of the simulated data by roughly 10 times via re-binning the ISIs into a new
non-equidistant temporal mesh. In order to retain the ability to model the voltage
dynamics in short ISIs, we required TADs to reduce the number of intervals per ISI to
no less than 10. We found that the accuracy of the inference under the different TADs
was most affected by the way the first and last temporal intervals in each ISI are han-
dled. Their importance is understandable: the first intervals in ISIs contain the action
potentials, which our biophysical model describes as an instantaneous event, and do
not contribute to the sufficient statistic; in the last ISI intervals we compute the FPD
distributions spilled over the threshold, which, given the potentially large probability
mass transition, is desirable to model on as short temporal interval as possible. In
the main text below, along with the results of the inference with TAD0, we present
the results for the data with the temporal axis coarsened using TAD1, which keeps
the duration of the first intervals in each ISI equal to ∆t0, while increasing the size of
other intervals (Figure 2.9B). TAD1 leads to the best overall accuracy of inference of
the parameters. At the same time, when only the inference over those components of
α that correspond to the time-variable Ia(t)s are of interest, more accurate estimates
are achievable with another TAD, called TAD2 (Figure 2.9C). TAD2, in addition to
the first temporal interval of each ISI, preserves the length of the last interval as well.
We compare the inference accuracy obtained under different TADs in Appendix 2.H.
We conclude that the algorithm reaches the FP when the following conditions
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are met: the relative change of the loglikelihood at two consecutive steps becomes
smaller than 10−8, the L4-norm of the change of θ relative to its absolute value gets
smaller than 10−3, and the L2-norm of the loglikelihood gradient divided by
√
Nsp
becomes less than 0.1. The last condition is important, because the computation
of the loglikelihood, as pointed out below, is less precise than that of its gradient
and is not very reliable at the level of 10−8. Also, in practice, the condition on the
gradient was the hardest to satisfy, and the inferred parameters could change up to
20% compared to the FP after the first two conditions were already met. Finally, if




might turn negative at the FP at some t, and if we enforce the requirement g(t)>0, ∀t,
the FP complying with this condition will have ∇LL 6= 0. This problem can be
resolved with Laplace multipliers, but we, instead, complement the previous criteria
of the FP with the condition of stopping the algorithm unconditionally of the size of
||∇LL||2 when both statements are true: ∆LLj < 10−16, ∀j, and the relative θ step,
computed as described above, is less than 10−12.
We start the assessment of performance of our algorithm with a couple of san-
ity checks. We make sure that the expected voltages computed with the forward-
backward algorithm at the true parameter values are not biased relative to the sam-
ple voltage trace with which the spike train was generated (Appendix 2.I.1). We also
check that the gradients computed using the FPD estimate and the EM conjugate
gradients match each other (Section 2.I.2). We conclude that they do match, with a
small discrepancy being likely due to the less accurate gradient estimation based on
the FPD compared to the EM estimate.
Next we look at the inference of θ. On Figure 2.2A we plot α inferred with the
EM algorithm using the first 1000 spikes of the dataset. Along with them, we plot
the MAP estimate (Section 2.7.3). With the shaded area we show the CIs for the
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inferred α computed with the EM algorithm (Eq. (2.27); see below for details on
computation of the variances). The conductance and the noise are not shown in the
plot. For TAD0 they were estimated to be βˆ = 0.033 ms−1 (βtrue = 0.05 ms−1) and
σˆ = 0.138 ms−3/2 (σtrue = 0.15 ms−3/2). The difference between the inferred and the
true parameters decreases when more ISIs are taken into account, as illustrated in
Figure 2.2B.
In Section 2.6 we showed how to estimate the variance of the θ inference. The
loglikelihood Hessian computed with Eq. (2.28) (ǫ = 0.4) at the FP of the inference
algorithm θˆ (using the first 1000 spikes of the dataset described above) is plotted
in Figure 2.13A and Figure 2.13B. Notice that it is dominated by (α1, β, σ) – the
DC-components of θ, with both the diagonal and the mutual correlation terms being
the largest in the Hessian. It it easy to see why this is the case by observing that
I/g is the resting potential, the value of which is greatly affected by the noise. Using
the obtained Hessian, we compare V ar(θˆ) estimated using Eq. (2.26) to the sample
variance obtained by splitting the data into 14 parts containing 1000 spikes each (1–
1000, 1001–2000, etc.) and inferring the parameters independently for each of them.
The variances obtained with these two methods appear to be in good agreement with
each other (Figure 2.2C), with the majority of the variance components estimated
via the Hessian falling into the 90% CIs of the sample variances.
Plotting the componentwise ratio of θ to the width of its CIs, computed as
2 · 1.96 ·√V ar(θ), in Figure 2.12 shows that for the 1000 spikes long data the rel-
ative size of the 95% CIs width is comparable to the size of the estimated parameters
– the same conclusion as the one reached by Mullowney and Iyengar (53) for their
model with 3 DC parameters (analogues to α1, β and σ in our model).
In Figure 2.3 we plot the dependence of the accuracy of the MAP estimator
(Section 2.7.3) on both the number of spikes available and the conductance, which
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has to be chosen manually in the algorithm. Note that the values of β leading to
the smallest errors of the MAP inference are always significantly smaller than its
true value. Note also that, because of the strong aforementioned correlation of α1
(corresponding to the DC-current) and manually chosen β, the inferred value of α1
matches its true value only as well as does β.
As we discussed in Section 2.7.1, the convergence rate is determined by the eigen-
spectrum of the Jacobian M ′(θn), with the convergence being slow over the eigen-
modes which eigenvalue is close to 1. The eigenspectrum computed using the FD-
approximation of the Hessian found above is shown in Figure 2.4. In Section 2.7.1
we presented the method of acceleration of the EM algorithm in the case when the
eigenspectrum is dominated by one eigenvalue. As we can see in Figure 2.4, there
are two dominant eigenvalues in our case. Despite that, the described algorithm still
enjoyed a significant acceleration because of the co-directionality of the eigenvectors
corresponding to the major eigenvalues (with the dot product of 0.97). Also, far from
the FP the Hessians in our example are dominated by one eigenvalue (not shown
here).
Figure 2.14 shows the converging evolution of the θ estimates with the increasing
number of spikes used for the inference (taken inclusively from the same dataset).
Here, in addition to the multidimensional acceleration of the EM algorithm along
the major eigenmodes (Chapter 4), we also used the particularly slow convergence
along the σ component of θ by starting the EM algorithm with the component-wise
extrapolation, fixing all components but σ, and optimizing the latter first.
Next, we modify the stimulus set described above by adding the time-dependent
conductances while keeping the rest of the generation process intact. Figure 2.15B
shows the results of the inference of β for the dataset 5000 spikes long and binned
with TAD1-discretizer, and Figure 2.15D shows the dependence of the overall quality
34
Chapter 2. Parametric fit of the LIF model
of reconstruction on the number of spikes.
A Matlab class with a diverse set of options allowing to run the full optimiza-
tion procedure as well as to separately compute the loglikelihood and its gradient is
available upon request. The package contains several subprograms which might be
of general interest, such as the function allowing the parallel computing on several
machines, including remote access servers (Section 5.1); a class for the computation
with real numbers ranging from very small to very large (implementing the general
floating point representation); a class making it possible to be agnostic about different
ways to represent the spike input (such as a vector binary representation, or the spike
timing); etc.
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Figure 2.2: Precision of the inference with the EM algorithm. θ = (α, β, σ2).
(A) 51-D α inferred on the data containing Nsp = 1000 under two different TADs
and the MAP estimator (Section 2.7.3). The shaded areas are the CIs for the TAD0
estimator; (B) the dependence of the L2-norm of the inference error on Nsp computed
by gradually increasing the size of the dataset; (C) the variance of θ computed in
two ways: via the Hessian and directly, by splitting the data into 14 chunks of length
1000 spikes each (with 90% χ2-CIs).
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Figure 2.3: The dependence of the quality of the MAP estimator (Section 2.7.3)
on the number of spikes, Nsp, in the dataset and the guessed value of the constant
conductance. The insert shows the dependence of the error on the number of spikes,
computed at the optimal conductance, and serves as a demonstration that the error
does not go to 0 as the amount of the data increases.
Figure 2.4: The eigenvalues of the Jacobian of the iteration map M defining the
rate of convergence of the EM algorithm (Section 2.7.1).
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2.9 Discussion
Over the last decade several groups made progress in developing algorithms for the
inference of the parameters of the LIF neurons in the networks with observed spike
trains. Mullowney and Iyengar (53) considered the voltage dynamics as the Ornstein-
Uhlenbeck process with time-independent parameters µ (same as I here), g and σ
and showed that the addition of the conductance, g, to the parameter space leads to a
significant increase in the amount of data required to achieve a desired accuracy of the
fit. Monasson and Cocco (52) developed an ultra fast algorithm (with the complexity
scaling as O(Nspikes)) for the fitting of the neuronal current couplings between cells,
but assumed δ-function synaptic inputs and considered moderate σs only. Koyama
and Paninski (41), under similar assumptions of a low-noise (high-information) limit
and fixed conductance, derived an algorithm based on the Laplace approximation of
the loglikelihood. It allows us to jointly fit the MAP voltage trace and the current
couplings for arbitrary synaptic current filters in O(NT ) – linear with the number
of time bins used to model the subthreshold voltage dynamics. Similarly, Cocco
et al. (20) infer the connectivity in the large-deviation approximation with fixed,
constant g. A few studies considered the general LIF model with time-dependent
input currents and conductances, and non-zero noise. Paninski et al. (65) proved
the unimodality of the likelihood in the subspace of the current-weights α and the
standard deviation of noise σ and, by computing the likelihood of the spike train
as explained in Section 2.3, presented a method of loglikelihood maximization with
the complexity scaling as O(NT ·Nparam). By numerically solving Volterra integral
equations, Paninski et al. (64) and Dong et al. (24) derived a robust method for the
computation of the loglikelihood gradients in O(N3T ) time.
Our primary goal was to develop an algorithm which would provide us with a
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reliable, accurate and fast inference of the parameters for a general LIF model, sim-
ilar to the last three aforementioned papers. We achieved it by using a combination
of the EM algorithm (Section 2.4), the forward-backward density propagation (Sec-
tion 2.5) and the adaptive voltage grid (Chapter 3) with the resulting computational
complexity scaling as O(NT ) – linear with the number of the temporal intervals. The
formalism of the EM algorithm allows computation of the loglikelihood gradient at
no additional cost (and more accurately than with the FD approximation (Eq. (2.6))).
We found that switching to the CG descent from the straight EM method in the flat
regions of the loglikelihood was only moderately helpful. It motivated us to develop a
new method for extrapolation, which we describe in Chapter 4. Finally, we presented
a method for computation of the CIs of the inferred parameters using the Hessian of
the loglikelihood approximated at the FP of the algorithm (Section 2.6).
We tested the algorithm on synthetic data, demonstrating its ability to accurately
estimate the LIF parameters with multiple time-dependent input currents and con-
ductances. The performance of the algorithm with the different discretizers of the
temporal axis showed that by proper non-equidistant binning of the axis the speed
of the algorithm can be significantly increased while preserving the accuracy of the
inference. We note that it is possible to decrease the number of temporal intervals
even further if the temporal grid is dynamically adapted to the probability density
as explained in Chapter 3, but we do not present this here. Finally, we showed that
the MAP estimator serves as a good initialization for the α-weights corresponding to
the time-dependent input, giving the best results when the conductance is set lower
than its true value.
While the described work concerned the inference of the LIF model parameters,
it is important to note that the same, or similar, mathematical model is used in the
popular Drift Diffusion Model (DDM) describing the process of decision making (see,
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e.g., Milosavljevic et al. (50)). While not all of the different flavors of the DDM
fit precisely into the model described here, the extension of our methods is often
straightforward.
We tried to maximize the generality of the LIF model conditioned on our ability to
optimize its parameters. But one of the important assumptions which we made is that
the noise is white. It is a usual assumption in the theoretical studies which is accurate
when the neurons receive a lot of inputs with short correlation times. However, it
is often not true in reality. In particular, our preliminary study shows that when
a network of 200 neurons is simulated in the same way as described in Section 2.8,
but spikes from only 50 of them are recorded, with the rest of the neurons playing
the role of the noise, the inferred α-weights are a scaled version of the true weights.
Thus, the ability to include a colored noise into the inference model appears to be an
importand avenue for future development.
If the recordings are obtained from neurons comprising only a small fraction of
the whole network, there is a substantial probability that the recorded neurons share
an unobserved common input. The common input can mimic a connection between
the two neurons, thus corrupting the inferred connectivity. While there is no general
solution to the problem, methods suggested in Vidne et al. (90) suggest a way to
alleviate the problem and can be directly applied to the model described here.
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Appendix
2.A Schematic of the adaptive voltage-temporal
grid
Figure 2.5: An ISI is broken down into a set of the temporal intervals ∆τi, i =
1, .., N−1, specific for each ISI. The probability distributions are obtained at voltages
shown with ticks on the vertical bars at times ti, i = 1, .., N . The range of the voltage
mesh at each time moment is made only as large as necessary to support all the
probability distribution of interest. Thus, at time t = 0 the voltages are concentrated
around V = 0, while at t = tN the mesh is above the spiking threshold (for the hard-
threshold case). Note, the notations are the same for the adaptive and non-adaptive
grids.
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2.B Schematic of the EM algorithm
Figure 2.6: At the iteration n − 1, a bound function is constructed such that it
is guaranteed to stay below the objective function, touching it only at the current
parameter value, θˆn−1. The parameter value θn, maximizing the bound function, is
then taken as the next iteration. Here, the objective function is shown as bimodal
to illustrate the local nature of the EM algorithm and does not correspond to the
loglikelihood introduced in Chapter 2.
42
Chapter 2. Parametric fit of the LIF model
2.C Proof of the inequality in Eq. (2.9)
Here we sketch the prove of the inequality in Eq. (2.9), which is essential for the
construction of the LL lower bound (Eq. (2.10)) in the prevailing version of the EM
algorithm.
Hθˆ(O, θ)−Hθˆ(O, θˆ) ≡
∫
p(z|O, θˆ) log p(z|O, θ)dz −
∫















p(O, z|θ)dz ≤ 0.
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2.D Quadratic Form Coefficients in Eq. (2.17)
Here we derive the quadratic form coefficients introduced in Eq. (2.17). To shorten
the notations, in this section, we substitute Ep(z|O,θˆn−1) with E, Ia(ti) and gb(ti) with
I ia and g
i
b, and assume the summation over the same indexes i as in Eq. (2.17). Re-





















let hi = ∆ti[−(I i1 I i2 . . . I iNα), (gi1 gi2 . . . giNβ) ·V i], di = (V i+1−V i), l, m = 1:(Nα+Nβ),
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2.E Alternative method for the calculation of the
sufficient statistic when θ ≡ α
We observe here that when it is required to optimize only over the α parameters,
the sufficient statistic reduces to Ep(z|O,θˆn−1)(Vi) (as follows from eqs. (2.36–2.38)).
Its calculation depends only on p(Vi|x0:N), but not p(V 2i |x0:T ) and p(ViVi+1|x0:T ) –
required when θ also includes β or σ.
Note that p(Vt|x0:T ) can be factorized as
p(Vt|x0:T ) = p(x0:T |Vt)p(Vt)
p(x0:T )
=










where pKB ≡ p(Vt, xt:T ) – the solution to the Kolmogorov backward equation – can
be obtained using the same algorithms as for the forward propagation, but with the
initial boundary condition pKB(T ) = pFPD(T ) and propagating backward. When the
forward and backward densities largely overlap, it makes such a method a little faster
than the one described for the full statistic. However, it has a significant drawback:
pKB has an opposite dynamic to pFPD, and, in response to the strong positive input,
when pFPD concentrates around the firing threshold, the pKB density mass drifts to
V << 0. It makes the overlap between the forward and backward densities small,
which poses problems to the numeric realization of Eq. (2.39). In addition, a large
voltage grid required to support the probability density spread over the V << 0 and
V ∼ 1 regions, makes the computation of the sufficient statistic for such an input
potentially slow and memory demanding. While the mentioned complications can
be partially dealt with using the adaptive grid method, described in Chapter 3, due
to the limited statistic produced by the method, we do not use this method in the
inference procedure.
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2.F Joint optimization over the voltage and
α-parameters on the non-equidistant
voltage-temporal grid
The EM algorithm described in the main text displays fast convergence over the α-
parameters. However, a few iterations of the EM algorithm can still be spared by
pre-initializing the α-parameters with the method described in Koyama and Panin-
ski (41), which relies on the joint (α, {V (t)}) optimization of the posterior density.
This problem is equivalent to the optimization of the Laplace approximation of the
marginal density, p(O, θ), centered at the MAP voltage path, computed at low values
of σ (see (41) for details). Due to the tridiagonal structure of the predominant part
of the objective function Hessian and the concavity of the optimization problem, it
can be solved rapidly in O(NT ) time with Newton-Raphson methods.
The original algorithm by Koyama and Paninski (41) was described for the tem-
poral grid binned into identical intervals. Here we extend the method to the non-
equidistant grid, as well as further improve the performance of the algorithm by
utilizing the block structure of the Hessian, emerging due to the independence of the
ISIs.
We wish to find α maximizing the likelihood of the MAP path of the voltage,
{V (t)}, given the spike train O. Let the NT -dimensional vector V be the voltage
path discretized on the temporal grid binned by the intervals ∆ti, i = 1, . . . , NT − 1.
Then, under our standard assumption of the Gaussianity of noise, the optimization
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(E0 + Elbar) .
The second term Elbar introduces the hard-threshold into the loglikelihood using the
log-barrier method (6), with which the hard-threshold is approximated by successively
”hardening” the soft-threshold by making the ǫ parameter smaller.
Denoting the number of temporal intervals in each particular ISI as NISI, E0,

















































where const combines the terms independent of both α and V . The part of the above
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equation dependent on the problem variables, ˜E0(α,V ), can be expressed in matrix
form as













V˜ TTTTV˜ − 2V˜ TTTI˜α+αTI˜TI˜α+ Elin
), (2.42)
where T and I are the block matrices with NISI blocks of corresponding sizes
NT ISI−1×NT ISI−2 and NT ISI−1×Nα defined below, V˜ is the NT−2NISI voltage vector
























































































The gradient of E˜0 over [α; V˜ ] is of the size (Nα +NT − 2NISI)× 1 and is given
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by























































































The Hessian of E˜0 is









To solve the optimization problem Eq. (2.40) we need to maximize E = σ2(E˜0 +
50












Its gradient and Hessian are straightforward to compute:
g ≡ ∇α,VE =

 I˜TTV − I˜TI˜α











H ≡ ∇2α,VE =

−I˜TI˜ I˜TT


































 = g. (2.52)
In general, solving a system of such a size is intractable. However, it can be done
via the Schur complement, due to the special structure of HV V – the dominating block
of the Hessian, with the side sizes of NT −2NISI. If the Schur complement is invertible
(as we can safely assume here), the solution to Eq. (2.52) is
δα =
(
Hαα − HαVH−1V VHαV T
)−1 (





V V (gV − HV αδα). (2.54)
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Notice that, since T is bidiagonal (Eq. (2.43)), TTT has a tridiagonal structure,
and so does H22. It allows computing H12H
−1
22 and Eq. (2.54) in O(NT ) time using
the Thomas algorithm (and its variants), instead of computing the costly inverse H−122 .
It is still necessary to compute the inverse of
(
Hαα −HαVH−1V VHαV T
)
, but this is a
relatively small Nα×Nα matrix and inverting it is not a problem.
This concludes the description of the extension of the algorithm presented in
Koyama and Paninski (41) to the non-equidistant voltage-temporal grid. However,
one more improvement to the algorithm can be made by noting that H22 is a block-
diagonal matrix, with the blocks corresponding to the different ISIs. By running the
Thomas algorithm independently on each of the blocks, it is possible to both increase
its the speed and reduce the memory requirements – the property which becomes
especially important when dealing with long recordings, resulting in exceedingly large
matrix H22.
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2.G Figures on the stimulus set generation




























Figure 2.7: Parameters used for the generation of the activity of 50 IF neurons
(with Eq. (2.35); Figure 2.8A), which is used to build the input current filters Ia(t)
(Figure 2.8C). The first parameters, all equal to 0, correspond to the constant current
input, forming the resting potential.
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(A) Raster plot of the spikes of the neurons
the strength of connection of which to the cell
is being inferred.











(B) The shifted Weibull density function,
W (O) = kλ(
O
λ )
k−1 exp(−(Oλ )k) at k = 2, λ =
10, which we convolve with the spike trains
of the feeding-in neurons (Figure 2.8A) to ob-
tain the input current basis functions Ia(t).













(C) basis current functions, Ia(t).










(D) sample voltage path for the stimulus set
generated as described in Section 2.8.
Figure 2.8: Generation of the input current basis functions and the voltage trace
sample.
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2.H Results of the inference with different
Temporal Axis Discretizers (tAD)
In the main text (Section 2.8), we introduced the discretizers of the temporal axis
as the mean of coarsening the temporal resolution for the purpose of acceleration
of the inference procedure. Here, we show the plots of the temporal intervals, ∆t’s,
which we referred to in Section 2.8 and complement the results of the inference for
the TAD1, presented in the main text, with the discussion of the performances of the
other two discretizers.
In Figure 2.9 we introduce a new TAD(not described in Section 2.8) – TAD3. It
is built by the same rules as TAD1 and TAD2, but with all the intervals ∆ti within
each ISI equal.
While the inference results presented in Figure 2.10A provide a clear ordering of
the discretizers by their overall precision, Figure 2.10B and Figure 2.10C demonstrate
that the final choice of the discretizer should depend on the choice of the θ-components
for which we seek the best quality of the inference. Expectedly, the use of TAD1,
which keeps the duration of the first interval in each ISI to the minimum, leads to
the better results than coarsening the time homogeneously with TAD3. At the same
time, for some reasons, which we do not understand well, the performance of TAD2,
which differs from TAD1 by preserving the last intervals in each ISI to be equal to ∆t0,
performs better than the other discretizers for the θ-components corresponding to the
time-dependent components of the current filters (AC-components, Figure 2.10B),
but doing much worse for the DC-components of θ (α1, β and σ; Figure 2.10C). As
we showed in Figure 2.13A, the DC-components are strongly correlated, and if one
of them is inferred incorrectly, the others will be inferred wrong as well, but for where
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Figure 2.9: Four tested temporal axis discretizers (Section 2.8). The red stars
correspond to the temporal intervals between the times of spiking and voltage resets.
(A) TAD0 corresponds to the partitioning of the temporal axis used for the stimuli
generation; (B) TAD1 preserves the size of the ”red star” intervals, and coarsens
all other intervals of each ISI equally; (C) TAD2: same as TAD1, but with the last
temporal interval of each ISI kept equal to ∆t0 as well; (D) TAD3 coarsens all the
intervals in each ISIs homogeneously.
the initial inference inaccuracy of one of them is coming from we have no satisfactory
explanation.
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Figure 2.10: The accuracy of the inference with different TADs described in the
main text. As everywhere in Chapter 2, the accuracy is computed as L2-norm of the
difference of the inferred θ and its true value. The parameter m appearing in the
legends is an epi-parameter of the TADs which sets the maximal allowed descrease of
the ∆t for a TAD(e.g., 10 times in Figure 2.9B). (A) presents the overall accuracy
across all components of θ, (B) shows the accuracy of the inference across the AC-
components of θ, and (C) across its DC-components.
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2.I Sanity checks
2.I.1 Check of the bias in the inferred voltage trace
Here we check the accuracy of the statistic obtained in Section 2.8 for the case
of 1-D β by measuring the average bias of the expected voltage Ep(z|O,θtrue)(V (t))
computed at θtrue to the voltage path of the stimulus set (Figure 2.8D). Figure 2.11
shows that the absolute value of the bias decreases as the number of ISIs increases;
this behavior holds for the both tested TADs.






















Figure 2.11: The dependence of the absolute value of the average bias of
Ep(z|O,θˆn−1)(Vi) to the voltage path with which the neuron’s spike train was gener-
ated on the number of ISIs over which the averaging is performed.
2.I.2 Comparison of the loglikelihood gradients computed
with two different methods
We tested the accuracy of the loglikelihood gradients computed as the EM conju-
gate gradients (Eq. (2.21)) by comparing them with the gradients estimated with the
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FD approximation (Section 2.3). For the tests, we modified Eq. (2.6) as
∇FDp(O|θ) = p(O|θ(1 + ǫ))− p(O|θ)
θǫ
, (2.55)
and used the smallest practical values of ǫ before the FD approximation gets unstable
due to the numerical errors (which is around ǫ ∼ 10−8). At those ǫ, the difference be-
tween the gradients computed with the two aforementioned methods made up roughly
0.01% of their α- and 0.1% of their β- and σ-components. When used in the optimiza-
tion procedure, both methods converged, but the optimal β was much closer to the
true value, βture, when computed with the EM algorithm than with the FD method.
A possible reason for this discrepancy is that the inference with the EM method is
based on a more data points, using the expected voltage of the full voltage trace,
while the computation of the loglikelihood relies only on the change of the forward
density mass during the last time interval. Because of the flatness of the loglikelihood
profile for the β and σ components (our observation; also, see Mullowney and Iyengar
(53)), the minute inaccuracies in computation of the loglikelihood will result in large
errors in these components.
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2.J Hessian and Confidence intervals
Similar to the results obtained by Mullowney and Iyengar (53) for their model with 3
parameters (analogues to α1, β and σ in our case), Figure 2.12 shows that when the
estimatation of the parameters is based on 1000-spikes long data, the uncertainty of
the obtained parameters is comparable to their values.
Figure 2.12: The ratio of the components of the inferred θ ≡ [α,β, σ] to the width
of their confidence intervals for 1000-spikes long data.
In Figure 2.13 we plot the result of estimation of the loglikelihood Hessian at the
fixed point of the inference algorithm based on the 1000-spikes long data. The appar-
ent strong mutual dependence of the DC-components of θ, {α1, β, σ}, corresponding
to the θ-components {1, 50, 51}, respectively, suggests a whitening reparametrization
of θ.
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Figure 2.13: The estimated Hessian of the loglikelihood at the algorithm’s fixed
point for 1000 spikes long data. Time is discretized with TAD0. (A) Full Hessian;
(B) The Hessian with the zeroed largest DC-components (at the ”corners”), making
the matrix elements of smaller values discernible.
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2.K Inferrence on data sets of different sizes and
the convergence evolution














Figure 2.14: Inferrence on data sets of different sizes and the evolution of con-
vergence with iterations. Smaller data sets are included into the larger ones.
Time is discretized with TAD0. (A) α parameters inferred on data sets of
{1000,2000,5000,14144} spikes long, (B) Evolution of some θ components normed
by their true values. The algorithm is initialized with the MAP estimate. Parameters
inferred on smaller data sets serve as the starting points for the larger data sets (iter-
ations [0–141–210–288–314]). Over the first 13 iterations all the parameters, except
for σ, are fixed. The abrupt changes in the parameters correspond to the instances
of extrapolation, computed as described in Appendix 4.C.
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Figure 2.15: Inference of the parameters for the data generated as described in
Section 2.8, but with 3 conductance basis functions. (A) The first second of the con-
ductance basis functions used for the inference. (B) β estimated on stimuli containing
different number of spikes (the longer sets are the extensions of the shorter ones). (C)
Estimation of α-components of θ for the longest stimulus containing 12367 spikes. (D)
The dependence of the discrepancy between the true parameters and their estimates
on the length of the stimulus.
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Chapter 3
Voltage-temporal adaptive grid
”If people do not believe that mathematics is simple, it is only because
they do not realize how complicated life is.” John Louis von Neumann
3.1 Introduction
In Section 2.5 we described the numerical method for obtaining the forward-backward
(FB) probability density distribution, p(Vi|x0:T ), i = 1 . . .NT . There we took the
binning of the voltage-temporal (VT) space, as well as the knowledge of the forward
density (FD), p(Vi, x0:i), as given. Meanwhile, obtaining these quantities in a fast and
robust manner is nontrivial, and the ability to do so is key for the reliable performance
of the inference algorithm presented in Chapter 2. This chapter is devoted to the study
of the numerical methods of the forward density propagation (FDP) which allow us
to compute the sufficient statistic of the LIF model for the entire range of parameters
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encountered in the inference procedure.
The FDP can be described in two alternative ways: using path integrals and
with the Fokker-Planck partial differential equation (PDE). The path integral formu-
lation follows directly from the definition of the FD, introduced in Section 2.3, which
prescribes the iterative computation of the FD by convolving it with the transition
probability at each time step as
p(V, t+ dt) =
∫
ptr(V, V −∆V, t)p(V −∆V, t)d∆V. (3.1)
This equation can be transformed into the form of the Fokker-Planck PDE by
applying the Pawula theorem to the result of the Kramers-Moyal expansion of the
FD (Risken (74)). In the case of the LIF problem presented in Section 2.2, the















One distinction between the aforementioned formulations is worth mentioning
here. The Pawula theorem states that the Kramers-Moyal expansion of the FD will
contain either less than three terms (such as in the second-order Fokker-Planck PDE),
or an infinite number of them. It can be shown that the Gaussian transition proba-
bility (δ-correlated in time, as implied by Eq. (3.1)) leads to the PDE of the second
order. However, the accuracy of the Fokker-Planck representation of the propagation
process is not guaranteed for other noise forms. Thus, the path integral formulation
can be considered as the more general alternative.
While in some special cases there exist simple, semi-analytical solutions of the
FDP problem (see, e.g., Paninski (62)), in the general case of time-dependent g(t)
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and I(t), Eqs. (3.1, 3.2) should be solved with numerical methods; they are the
subject of this chapter.
This chapter is quite technical, and while all the quantities are introduced along
the way, having a visual image of them in mind might be helpful. Please refer to
Figure 2.5 and Figure 3.1 for the largely self-explanatory illustrations.
We start with the description of the finite-difference, split-operator solution of the
Fokker-Planck equation (Eq. (3.2)) on the fixed VT mesh (Section 3.2; we’ll be using
the terms mesh and grid interchangably throughout the chapter) – the method which
we presented in Nikitchenko and Paninski (57). Unfortunately, while fast and simple,
it does not work in the entire range of the model parameters encountered during the
optimization for the reasons explained below.
The first problem is due to the limitations introduced by the discretization of
the solution space with the prefixed equidistant voltage mesh. While, of course, the
precision of solutions obtained on such a grid can always be increased by reducing
the bin size (see, e.g., Pillow (67)), the reciprocal dependence of the number of the
voltage bins on their size limits the voltage resolution attainable in practice. In
addition, the boundedness of the fixed grid introduces another source of a possible
error and necessitates making the grid larger than is normally needed.
In the context of our problem, the fine voltage grid is required, for example,
when the inputs, g(t) and I(t), are >> 0 at the current iteration of the optimization
algorithm, which can happen when either the current value of θ is far off the optimum,
or when our biophysical model fails to capture the voltage dynamics. Under such
conditions, the probability mass, in the process of the forward propagation, quickly
concentrates near the firing threshold in the area which can get smaller than the size
of the prefixed voltage bin. On the contrary, when the driving current is strongly
negative, we are forced to move the lower boundary as low as possible in order to
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avoid hitting the FPD against it.
The two described scenarios lead to yet another problem. As we explain in Sec-
tion 2.E, the FB density can be obtained by taking a product of the forward- and
backward-Kolmagorov densities (the former is the same as the FD). When the for-
ward Kolmagorov density mass is moving up or down, the behavior of the backward
Kolmagorov density mass is the opposite, and their product reaches its maximum in
between the maxima of the two densities. In the case of extreme parameters, the
product’s maximum is achieved at the voltages where both Kolmagorov densities
are already exceedingly small and cannot be represented using the standard double
precision computer representation.
To deal with both aforementioned cases, the large-deviations approximation
method was developed in Dembo and Zeitouni (21), Paninski (62), which provides
an efficient calculation of the ”most likely” (ML) voltage path, VML(t), for the low-
likelihood events. Unfortunately, this approach has two drawbacks. First, it is ac-
curate only when the driving force constantly pushes the voltage over the threshold.
If, for example, the current input changes its sign within an ISI, and the leak across
the threshold ceases, as might happen when the inputs are transient, the algorithm
is no longer accurate. Another shortcoming of the large-deviation approach is that it
does not provide all the necessary statistic required for the EM algorithm. Namely,
we cannot obtain Ep(z|x,θˆn−1)(Vi
2) and Ep(z|x,θˆn−1)(ViVi+1) with this approach. We can
work around the latter drawback, although at a cost of losing some of the computa-
tional efficiency, by noticing that the sufficient statistic for the EM (as well as the CG
(Eq. (2.21))) iteration over α includes only Ep(z|x,θˆn−1)(Vi) due to the structure of the
quadratic form terms in Eq. (2.36) and Eq. (2.37). And to make the iteration over β
(which we expect to be, usually, low-dimensional) and σ, we can resort to the finite
difference scheme. Nevertheless, it is apparent that such an approach is far from ideal
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and might significantly slow down the EM algorithm.
Two solvers of the Fokker-Planck equation which allow for the non-equidistant
mesh were presented in 2007 and 2009. They are based on two popular methods
(after the finite-difference method), for solving the differential equations: the finite-
volume method (FVM; Marpeau et al. (47), Rosenbaum et al. (76)) and the finite-
element method (FEM; Gala´n et al. (30)). However, the presented solutions were not
adaptive and also couldn’t handle the exceedingly small numbers encountered in the
optimization process. It should also be noted that although, contrary to the FDM,
the FVM and the FEM allow one to model complex shape boundaries, this property
is of no concern in our problem.
It is worth pointing out that Marpeau et al. (47) used the Fokker-Planck equation
to describe a network rather than voltage dynamics in their study. In such an inter-
pretation, the density distribution is used to describe the proportion of a population
of neurons with cells at a particular voltage. In particular, the spilling of the density
over the firing threshold is interpreted as the firing event and the voltages of those
neurons are reset to the reset potential, Vr. Due to this back-injection of the density
at Vr, the densities become bimodal, contrary to the unimodal density which we use
for demonstrations of our methods below. The methods presented in this chapter are
well suited for such simulations as well.
All three aforementioned discretization methods: FDM, FVM, and FEM, can
be made adaptive – meaning changing in time to accommodate for the changing
density support – by combining them with the adaptive moving mesh methods. The
adaptivity makes possible the effective allocation of the voltage bins, accommodating
both the narrow and wide density distributions.
Unfortunately, it proved to be difficult to retain the speed of the Fokker-Planck
equation solver when combined with the general floating-point representation of num-
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bers which we have to use in order to be able to work with very small probability
values. It motivated us to choose the path integral solution over the Fokker-Planck
approach, and to develop a new method of the adaptive mesh construction, suited
specifically for our purposes. We describe these methods in Section 3.5. As we show
there, such a combination allows one to make the solution both fast and robust. Fur-
thermore, the speed of the path integral density propagation method can be further
improved by combining it with the fast Gauss transform (FGT), as we describe in
Section 3.5.1, which turns the dependence of the convolution on the number of voltage
nodes from quadratic to linear.
Finally, we derive the stability condition for the discretized path integral solution
in Section 3.B which, somewhat surprisingly, limits the time step, ∆t, from below.
Throughout the chapter we will be using the following conventions. The voltage-
temporal grid is represented by pairs (ti, Vj) with indexes i = 0, . . . , NT indicating
the temporal dimension and j = 1, . . . , NV the dimension of voltages. tis correspond
to the time moments when the quantities are measured (the edges of the temporal
intervals), while Vjs designate the centers of the voltage bins. We denote vectors with
bold font and matrices with straight capital letters. So, for instance, pi denotes the
probability density across all the voltages at time ti.
3.2 Numeric solution of the Fokker-Planck
equation with the time and space dependent
advection coefficient
In this section we describe the details of the solution of the Fokker-Planck equation
for the LIF model (Eq. (3.2)), obtained using the finite difference method combined
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with the operator splitting method on the fixed VT grid. At the end of the section we
discuss the advantages of the method, as well as the shortcomings, which motivated
the development of the adaptive grid. Throughout the section we assume a uniform
grid with the time step ∆t and the voltage mesh bin size ∆V .








∂ (g(t)V − I(t))
∂V
+ f(V ) = Lˆ1 + Lˆ2 + Lˆ3. (3.3)
The PDEs composed of the temporal derivative at the left side of Eq. (3.2) and one
of the right terms in the absence of the others can be solved efficiently and fully
stably. At the same time, it is tricky to derive such a differencing scheme for the
whole right-side operator Lˆ. Instead, we resort to the fully stable operator-splitting
method (Press et al. (71)), which is not as accurate, but is simple to implement and
still converges to the true solution with decreasing size of the mesh.
The basic idea of the operator splitting method is that the general solution for
the iteration from p(V, t) to p(V, t+∆t) for the PDE of the form
∂p(V, t)
∂t
= (Lˆ1 + Lˆ2)p(V, t) (3.4)
can be approximated as
p(V, t +∆t) = e(Lˆ1+Lˆ2)∆tp(V, t) ≈ eLˆ1∆teLˆ2∆tp(V, t), (3.5)
with the error resulting from the non-commutation of the operators Lˆ1 and Lˆ2 and
being of the order of O(∆t2), as follows from the Baker-Hausdorff formula.
Then let’s consider the PDE corresponding to the right-side operator Lˆ given by
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Let also the differencing scheme for Eq. (3.3) with only one right term Lˆi, 1 = 1, . . . , 3
result in the updating formula p(V, t + ∆t) = Ui(p(V, t)). Then by the operator
splitting method
p(V, t+∆t) = U3 (U2 (U1 (p(V, t)))) . (3.7)
It should be noted that there are other forms of the operator-splitting method which
aims at reducing the error caused by the mentioned noncommutativity of the opera-
tors, but we don’t consider them here.
We now turn to deriving the stable methods for each of the right-hand side oper-
ators Lˆi, i = 1, . . . , 3.
3.2.1 Diffusion step
There are several differencing schemes available for the diffusion step correspond-
ing to Lˆ1 = α
∂2
∂V 2
, where α = σ
2
2
. Here we briefly describe three of the most popular
of them (Press et al. (71)).
The most intuitive method is the fully explicit scheme, where the quantities at the









Unfortunately, this solution is stable only when 2α ∆t
∆V 2
≤ 1. As a result, the number
of time steps scales quadratically with the number of voltage bins, preventing us from
obtaining a fast and accurate solution at the same time.
Another possible differencing scheme is the fully implicit one. This approach is
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unconditionally stable, but is only first-order accurate in time. The stability of the
method is achieved by implicitly substituting the values of the function from the next









There is still another fully stable Crank-Nicolson method, which combines the
fully explicit and implicit schemes, gaining this way the second order accuracy in
time. Unfortunately, we found that this scheme can lead to negative solutions, which
is inconsistent with p(V,t) being the probability density in our problem.
Thus we opted for the fully implicit scheme with the solution obtained by reversing
the following equation:
Adiffp
i+1 = pi, (3.10)




1 + 2α −α 0 . . . 0 0
−α 1 + 2α −α . . . 0 0







0 0 0 . . . 1 + 2α −α




Eq. (3.10) can be solved for pi+1 in the O(NV ) time due to the tridiagonal structure
of Adiff by using the Thomas algorithm (a simplified form of Gaussian elimination).
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3.2.2 Advection step
The advection step corresponds to the operator Lˆ2 = −∂a(V,t)∂V . The coefficient
a(V, t), in our case, is
a(Vj, ti) = −g(ti)Vj + I(ti). (3.12)
It plays a role of the ”velocity” of the probability drift caused by the non-random
”forces”, here corresponding to the input conductances and currents. As it is common
for the advective equations, we are most worried about the accurate translation of
the probability mass along the voltage axis and less so about the exact shape and
amplitude of the probability density at a given time t. For this reason, we solve the
advective equation with the upwind differencing scheme, which postulates that p(V, t)
propagates to the next time point i+1 only ”upwind” (up, or down, the voltage axis),















j+1 − aijpij) , if aij < 0
. (3.13)
Note that because of the linear dependence of the coefficient a(V, t) on V
(Eq. (3.12)), there is a voltage Vj0 = Ii/gi at which the functional forms in Eq. (3.13)
switch, with the upper case corresponding to the lower voltages. Thus the propaga-
tion matrix Cadv corresponding to the operator Lˆ2 will be a block matrix which, for
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1− a˜i1 0 0 . . . 0 0 0 . . . 0
a˜i1 1− a˜i2 0 . . . 0 0 0 . . . 0










0 0 0 . . . 1− a˜ij0 0 0 . . . 0
0 0 0 . . . 0 1 + a˜ij0+1 −a˜ij0+2 . . . 0
0 0 0 . . . 0 0 1 + a˜ij0+2















where we introduced a˜ij =
∆t
∆V
aij to unclutter the notations.
For the upwind differencing scheme (as well as the other differencing schemes for
the first-order PDEs) to be stable, the Courant condition should be satisfied,
∆t ≤ ∆V
a(V, t)
, ∀(V, t), (3.15)
which ensures that the propagation matrix Cadv has no negative elements. This
condition limits the size of time step ∆t which can be used for the FB propagation at
a given resolution of the voltage mesh, thus slowing down the optimization procedure
overall.
3.2.3 Killing step
The third operator in the Fokker-Planck equation, Lˆ3 = f(V ), describes the leak
of the probability mass caused by the Poisson spiking of the neuron (Section 2.2).
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Integrating the corresponding PDE,
∂p
∂t
= −f(V )p, (3.16)




We initialize the density by setting p(V, 0) at the beginning of each ISI to
p(V, 0) = δ(V − Vr), (3.18)
propagating it afterwards for NT time steps.
Setting the boundary conditions on the voltages is trickier. Ideally, we would like
to set no limit on the voltages from below; in practice, it is set as low as possible. In
the simulations on the fixed grid, we set Vmin = −3Vth. In addition, to ensure that
no probability mass is lost, we make the lower boundary reflective. Specifically, we
extend the grid to Vmin = −3Vth − ∆Vrefl and multiply pn+1j at every time step by
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0 0 0 0 0 0 . . . 0
0 0 0 0 0 0 . . . 0
0 0 1 0 0 0 . . . 0
0 1 0 1 0 0 . . . 0
1 0 0 0 1 0 . . . 0






... . . .
. . .
...




It creates a buffer under the original lower boundary, where the densities are allowed
to propagate, but then are reflected to the region above the buffer at each iteration.
Since, in the hard-threshold case, the condition for spiking is V > Vth, we make
the upper voltage boundary absorbing, ∀t < T , by imposing the Dirichlet condition
on p(V, t):
p(Vth, t) = 0, ∀t < T. (3.20)
At t = T the neuron spikes, and we need to obtain p(V > Vth, t = T ) for the FB
propagation algorithm. Thus, at i = NT , we expand the voltage grid to Vmax = 5/4Vth
(5/4 is a somewhat arbitrary factor which we could get away with; it obviously depends
on the particularities of the simulation).
When the spiking is described with the soft-threshold model, there is no theoretical
upper limit on the voltage. For practical purposes, it can be safely set at the voltage
level where the probability of spiking, p(xi = 1|Vmax), raises over, e.g., 99%.
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3.2.5 Conclusions for the Fokker-Planck solution on the fixed
grid
Combining all the derived components of the operator splitting method with the
boundary conditions, we obtain the formula for the density propagation from time i
to i+ 1:
pi+1 = Brefl ·Cadv ·A−1diff ·Dkill ·pi. (3.21)
Note that because of the single-, bi-, and tri-diagonal structure of the matrices in
Eq. (3.21), the computations take only O(NV ) time at each time step.
Due to the special ”local” structure of each of the operators entering the split-
operator solution of the Fokker-Planck equation (Eq. (3.21)), the calculation of the
density propagation between voltage bins at times ti and ti+1 is very efficient. Unfor-
tunately, the described solution has several important drawbacks, some of which are
crucial in the context of the EM solution for the LIF problem presented in Chapter 2.
The first drawback is associated with the property of the presented finite-differencing
method: the locality of the operators comes at the cost of the requirement of sat-
isfaction of the Courant condition (Eq. (3.15)), which limits the maximum size of
the time steps for which the scheme is still stable. Other shortcomings are due to
the implementation of the solution on the fixed voltage-temporal grid – we deal with
them by introducing the adaptive grid in the next section.
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3.3 Adaptive grid
3.3.1 Fokker-Planck equation on the moving mesh
The concept of the mesh adaptivity is a well studied subject which plays an
important role in the theory of differential equations (Carey (18), Thompson et al.
(86)). While most of the studies in the field focus on the spatial boundary problems
with the goal of increasing the accuracy of the solution through the iterative mesh
refinement, a couple of recent publications provided a great overview of the application
of the grid adaptivity to the initial value problems as well (Huang (37), Huang and
Russell (38)).
In the context of solving the differential equations, perhaps, the most natural way
to introduce the moving mesh is via the coordinate transformation. Indeed, let us
represent the moving mesh as a time-dependent function of a fixed mesh. Then the
differential equation transformed into the new coordinates will again be evolving on
the fixed grid. So, let ξ be a fixed equidistant grid (dubbed as the ”computational
space”) spanning the interval [0, 1]:
ξ = 0 : ∆ξ : 1. (3.22)
The voltage (the ”physical space”), and the density in the new coordinates are
V ≡ V (ξ, t), (3.23)
pˆ(ξ, t) ≡ p(V (ξ, t), t).
To shorten the notataion, below in this section, we denote the derivatives with
78
Chapter 3. Voltage-temporal adaptive grid
the corresponding subscripts. So, e.g., Vξ ≡ ∂V∂ξ .
Let us derive all the derivatives in the Fokker-Planck equation Eq. (3.2) in the
new coordinates. By the chain rule
pˆξ = pV Vξ, (3.24)






pˆξξ = (pˆξ)ξ = (pV )ξVξ + pV Vξξ = pV V V
2
ξ + pV Vξξ, (3.26)












pˆt = pV Vt + pt (3.28)
for pt, in combination with Eq. (3.25), gives
pt = pˆt − pV Vt = pˆt − pˆξ
Vξ
Vt. (3.29)
Putting all the pieces together then, we get the Fokker-Planck equation for the
















pˆξ+(g(t)+f(V (ξ, t)))pˆ. (3.30)
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What is missing still is the mapping between the computational and the physical
spaces, V (ξ, t). There are different ways of defining it, usually via a construction of an
associated PDE describing the evolution of the density (see Huang and Russell (38)
for details). However, for the propagation of the unimodal one-dimensional density
encountered here, a simpler and faster method described below works better.
Another thing to note is that the advective term in Eq. (3.30) depends inversely
on the derivative Vξ. For a narrow distribution, as it is in the beginning of ISIs, Vξ
becomes small, resulting in a large advective term. This, in turn, necessitates a small
time step to satisfy the Courant stability condition (Eq. (3.15)), thus slowing the
forward propagation algorithm.
3.3.2 Construction of the adaptive grid
Our goal is to contruct a moving mesh which would support both the forward
(pf ≡ p(x0:i, Vi)) and the forward-backward (pfb ≡ p(Vi|x0:N)) propagation densities.
We begin by constructing the AG for pf . It is built sequentially, starting with
initializion at i = 0 with a very narrow mesh containing several voltage bins con-
centrated at the reset potential, Vr. To construct the grid for the time step i + 1,
given it is already built for and the density is propagated over the time steps 0 : i,
we utilize the unimodality of the forward and forward-backward densities, following
from their log-concavity for the convex and log-concave threshold functions, f (61).
It suggests the following strategy relying on the path integral formulation (Eq. (3.1))
of the propagation problem.
First, we find the intervals, If,i and Itr, where both the pf and ptr are larger than
some preset values (say, 10−6 of their maxima), which defines the support of the two
densities. As a result of convolution, these intervals will be projected to another
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interval, If,i+1, calculated as
If,i+1 = [min(Ifi + Itr),max(Ifi + Itr)]. (3.31)
It is the basic equation for If,i+1. Of course, the spiking threshold also constrains the
mesh from above for the interspike time moments, and from below for i = TN . See
the code for the implementation details.
Next, the obtained interval, If,i+1, is broken into a preset number of identical
voltage bins (or, to limit the maximal coarsness of the grid, into bins of a preset size
∆Vmax, whichever is smaller). In Section 3.A we describe a method for the generation
of the non-equidistant mesh which has a higher computational cost, but allows for the
same accuracy of the density representation with a smaller number of voltage bins.
To ensure that the mesh supports pfb, we overlay the obtained AG with another
voltage grid, which we call the ”basal grid” and build by stitching in time the con-
fidence intervals constructed around the ML path (Paninski (62); the variance is
computed as described in Paninski (63)), and dividing those intervals into identical
voltage bins. As a last precaution, if there is a gap between the basal grid and the pf
AG, we extend the basal grid to cover it.
Figure 3.1 illustrates the resulting adaptive grid as well as some aspects of its
construction.
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Figure 3.1: Adaptive grid for the forward and forward-backward densities. The
top two plots show the current, I(t), and conductance, g(t), aligned in time with
the lower plot. The forward, p(x0:i, Vi), and forward-backward, p(Vi|x0:N), densities
(both shown in gray color in the background) can differ significantly from each other.
When this is the case, the AG supporting only the forward propagation probability
(AGf) has to be extended to the AGfb, which is a combination of the AGf and the
ML solution ±3σML. Red and orange lines indicate the voltage intervals containing
the AGf, and the AGfb, accordingly. The insert zooms into the indicated portion
of the plot (note that here the AG is not equidistant, constructed as explained in
Section 3.A).
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3.4 Floating-point representation
As we discussed in Section 3.1, in the process of forward propagation, the density
can become exceedingly small and be zeroed out, preventing us from obtaining the
sufficient statistic.
Typically, the real numbers in computing are represented using the floating-point
representation and take the following form:
x = m · be, (3.32)
where m is the mantissa, and b is the base of the exponent e.
In order for the computations to be fast, the standard data type numbers are
stored in a fixed number of bits, allowing for the implementation of the associated
operators, such as summation and multiplication, to be done via fast bit-shifting
processor-level operations. So, e.g., the double-precision numbers in Matlab take up
64 bits (8 bytes) of memory, of which 1 bit carries the sign of the number, 10 bits are
used for the exponent and 53 bits for the mantissa (expressed as 1.f). Thus, the low
limit for the double-precision numbers is 22
10 ≈ 2 · 10−308.
Unfortunately, the double-precision low limit is not sufficient for our purposes.
To reduce it, we use the same floating-point representation as given by Eq. (3.32),
but with m and e recorded as doubles themselves. We only constrain m ∈ [0, 10],
which gets handy in the implementation of the summation operation discussed below.
While the explicit computation of the exponentials slows down the Fokker-Planck
solver, it does not significantly effect the efficiency of the path integral solver if the
transition probability is a Gaussian function(Eq. (3.1)). Then, by choosing the base
as b = exp(1), the computation of the forward density exponentials can be combined
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with that of the transition probability.
Clearly, the precision of the representation Eq. (3.32) is preserved under mul-
tiplication. Indeed, because the encountered mantissa and the exponent are small
compared to the limit values of the double precision class, m3 and e3 in the following
equation can be computed accurately:
x1 ·x2 = m1 ∗m2 ∗ exp(e1 + e2) ≡ m3 ∗ exp(e3). (3.33)
Summation is a little tricky. Contrary to multiplication, summation requires ex-
plicit computation of the exponentials, which might result in zeroing of the result,
if all the exponents are << 0. To avoid it, we factor the largest exponent of the
summed terms out of the summation sign. Since all the mantissas are of the order of
1, it makes the largest term in the sum, after the extraction of the largest exponent,
to be of the order of 1 too, thus allowing for an accurate calculation of the sum as
∑
j
mj exp(ej) = exp(max(ej))
∑
j
mj exp(ej −max(ej)). (3.34)
3.5 Numerical implementation of the path integral
solution
After obtaining the voltage grid at times ti and ti+1, Eq. (3.1), for the transition
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Figure 3.2: The oscillation of the forward density caused by the violation of the
stability condition for the path integral numerical solution. ∆t = 1.7 · 10−5, I = 100,
g = 0, σ = 1.4. Voltage grid spans the interval [−1; 1], with ∆V alternating between
0.01 and 0.02 for the consecutive temporal steps.
Because here the density at a given voltage node is computed by taking into
account the contribution of all the voltage nodes at the previous time moment, there
is no explicit limit on ∆t from above, as imposed by the Courant condition (Eq. (3.15)).
However, as we show in Section 3.B, propagation with Eq. (3.35) becomes unstable
as ∆t gets smaller than a particular limit. This limit is the result of a growing
inaccuracy of the integral approximation in Eq. (3.35) with decreasing ∆t, and can
be corrected by using a more accurate, albeit slower formula. Figure 3.2 gives a rather
drastic example of oscillations of the consecutive in time density distributions when
the stability condition is violated.
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3.5.1 Fast Gaussian Transform methods
The cost of the forward propagation with Eq. (3.35) increases multiplicatively with
the number of the bins in the pre- and post-convolution grids: NV i×NV i+1 (contrary
to the linear dependence of the Fokker-Planck equation solution). This dependence
can be made linear though, by using the Fast Gauss Transform (FGT) technique (32)
(in our code we used the Matlab function written by Se´bastien Paris, available for
download on Matlab Central).
The FGT allows the Gauss transform of a vector w from the old grid, x, of length






to be performed in O(NV 1 +NV 2) time. The convolution of p(x0:i, Vi) and p(Vi+1|Vi)
takes exactly this form if we assign wa = p(x0:i, Via)∆Vi, xa = (1−gi∆t)Via+Ii∆t, and
yb = Vi+1b. Obviously, the same applies to the backward propagation of p(Vi|x0:NT ),
as it is also done via the convolution with the transition density. It should be noted
though that the FGT is an approximate method, the accuracy and speed of which are
controlled by a few parameters. However, even with conservatively chosen parameters,
the FGT method is faster than the plain convolution.
There is one nuance in the numeric implementation of the FGT. To avoid zeroing
of Eq. (3.36), we could use the same trick as in Eq. (3.34) by taking the largest










2−db ; db = max
a
(lnwa − (xa − yb)2).
(3.37)
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Summing the logarithm of the sum with db would prevent us from computing the
potentially zeroing exponential edb . Unfortunately, it can be shown that the right
side of Eq. (3.37) cannot be written in the form of Eq. (3.36) required for the FGT
transform.
As a workaround, in the context of the FDP, we assume that the grids at any
two consecutive time steps do not differ too much. Then, taking the exponent of the











; d = max
a
(lnwa), (3.38)
should prevent the expression from zeroing. In the rare events when any of w˜b turns
out to be zero, we recalculate the convolution without the acceleration with FGT
technique.
3.6 Concluding remarks
In this chapter we presented two approaches to the forward-backward density prop-
agation: as a solution of the Fokker-Planck and path integral equations. The prop-
agation via the Fokker-Planck equation results in the time steps which are cheap
to compute, due to the sparse tridiagonal form of the multiplied matrices, but are
limited in length by the Courant condition. When the density values are stored on a
computer in standard data types, the key advantage of the Fokker-Planck equation
over the path integral solution is that the former does not require computing the
costly exponentials in the Gaussian transition probabilities. However, this advantage
fades when we start using the explicit floating-point representation, which has to be
used in order to represent the exceedingly small density values, unavoidable in the
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optimization process. An additional acceleration of the path integral solution is ob-
tained by using the FGT method, making the cost of each time step to change linearly
with the number of voltage nodes.
In order to account for the entire range of possible densities, we perform the
computations on the adaptive grid, for which we developed a new, efficient method
of construction.
While the path integral solution in floating-point representation on the AG was
faster in our tests, which was due to the imposed Courant condition, it is possible that
the Fokker-Planck solver can be improved by finding a better differencing method. In
this regard, it is worth exploring the class of total variation diminishing (TVD) Runge-
Kutta schemes, which can provide a stable non-oscillatory solution of the advection
PDE on a coarser grid than it is prescribed by the Courant condition for the upwind
scheme (see, e.g., Wesseling (93)).
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Appendix
3.A Nonequispaced adaptive grid
Essentially, the construction of the adaptive grid requires making a prediction of the
density at the next time step, which the grid has to support. The simple interval
method developed in the main text approximates the extent of the support for pf,i+1
with If,i+1, but does not utilize the shape of pf,i+1 itself. As a result, If,i+1 is simply
filled there with identical voltage bins. At the same time, as it is often the case,
the regions where the probability density is high or is changing rapidly require a
higher precision of description than the others. Clearly, utilizing this distinction, it
is possible to reduce the overall number of mesh nodes by placing them preferentially
into those regions of high interest. Here, we implement this idea by crudely estimating
pf,i+1 as the result of convolution of pf,i and ptr, using it to generate the mesh V f,i+1.
Figure 3.3 serves as an illustration for the algorithm.
First, we approximate the convolved vectors by leaving only those voltages, the
probabilities at which fall closest to a predefined set of fractions of the functions’




;1]). As a result, we get the densities p∗f,i and p
∗
tr,
supported by V ∗f,i and V
∗
tr. Next, same as in the simpler grid generation method, the
interval onto which the grids are projected is found using Eq. (3.31). By dividing it
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Figure 3.3: Generation of the non-equidistant adaptive grid for the probability den-
sity propagation. First, the forward propagation density, p(x0:i,V f,i) (black dots)
is approximated by leaving only the points (blue) closest to the preset fractions of
the probability maxima (black dash lines). It is then convolved with the transi-
tion probability p(Vi+1|V f,i) (grean line) to get the approximation (red solid line) of
p(x0:i+1,V i+1). This distribution is then used to produce the grid for the time step
i+1 (red triangles – the edges of the grid bins). For the comparison, the crosses mark
the edges of an AG with identical bins, which yields a similar accuracy as judged by
the obtained sufficient statistic.
We continue by obtaining a crude approximation of the density at the next step,
p∗f,i+1(V
∗




tr. The convolved functions are described in
a piecewise-linear form, which endows us with an efficient piecewise-analytic expres-
sion for the convolution. Finally, we generate the grid V f,i+1 by making its density
proportional to the gradient of p∗f,i+1.
By allocating more bins into the rapidly changing regions of pf,i+1 and less in the
flat ones, the non-equidistant voltage grid is a more efficient way of describing the
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density. But it comes at a price of a higher computational cost. Since we found in
our tests that the simpler interval grid generation method was slightly faster than the
method described here, when the number of bins was chosen to provide a similar level
of the accuracy of computation of the sufficient statistic, we used the former method
in our optimization routine.
It should be noted though, that this method of grid generation has a more general
field of application that described here. In particular, it can be naturally extended for
the multimodal probability densities, as well as to other density features governing
the concentration of the grid nodes. Thus, we hope the method will be found useful
in other applications as well.
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3.B Exact solution for the density propagation
between two bins
As we mentioned in Section 3.5, the discretization of the path integral with Eq. (3.35)
becomes unstable when ∆t goes below a certain limit. Here, we obtain an exact
expression for the convolution of the forward density uniformly distributed within
a voltage bin (rather than concentrated in its center) and the transition probability,
which makes the solution stable at small ∆t and provides us with a stability condition
for the discretization in Eq. (3.35). Specifically, we derive the dependence of the den-
sity p2 uniformly distributed across the bin of width ∆V2, centered at V2, as a function
of the convolution of the density p1, uniformly distributed across the bin of width ∆V1,
centered at V1, and the transition probability ptr =
1√
2πσt
exp(− (V ′2−(1−g∆t)V ′1−I∆t)2
2σ2t
),






























which, after introducing a new variable x1,
x1 =
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After introducing new variables ar and al,
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Using the following identity for the error function:
∫
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which is the negative exponent of the original transition density probability, Eq. (3.40)



































the terms in Eq. (3.40) can be Taylor expanded by ∆b and ∆a as
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It’s easy to see that the zero order term in the series gives us zero. The first order
expansion is also zero:

















Thus, the first nonzero term in the series is the second order one:
p2∆V2 = 0 + 0 +− σt p1√
2(1− g∆t)
[


































Note that this expression corresponds to Eq. (3.35) describing the propagation
between bins with the densities concentrated at their centers. Also, since all the
higher order terms are represented by the e−c
2
multiplied by the polynomials of c, their
inclusion should not slow down the computations, but might improve the accuracy.
All the odd terms of the series turn out to be zero in the same way as it happened
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2 + (1− g∆t)2∆V 21 )
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The second term inside the brackets should be a correction to the second order term
of the series, providing us with the stability condition (which turn out to be consistent







∆V 22 + (1− g∆t)2∆V 21
)
<< 1. (3.47)
Note that both 1/σ2t and c
2 have ∆t at their denominators, which explains our ob-
servation that the path integral forward propagation with the discretization as in
Eq. (3.35) becomes unstable for small ∆ts.
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Chapter 4
Extrapolation and acceleration of




("Get to the root of the matter"
Koz'ma Prutkov)
4.1 Introduction
It is often the case that vector sequences obtained with a ”sequence generator” have
a smooth local dynamics which can be explored to predict the vector in the sequence
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some number of steps ahead of the last obtained iteration. Examples of such sequence
generators include an iterative algorithm for function minimization, and the states of
a dynamical system separated in time by intervals of length ∆t. The extrapolation
methods can be used, e.g., in the online control applications where the anticipated
future state of the system is of interest (s.a. those for the airplane flight control or
the weather forecast), or for the acceleration of convergence of iterative optimization
algorithms.
As an illustration of application of the extrapolation to the acceleration of algo-
rithm convergence, which is one of the main topics of this chapter, consider a problem
of minimization of a 2-D function, f(y), y ∈ R2 (from here on, we will write the vec-
tors in bold font and matrices in straight capital letters), solved using an iterative
Markov algorithm with a smooth map, M(y) : y(i) = M(y(i−1)), converging to the
local minimum in N steps (Figure 4.1). The local minimum – the fixed point (FP)
of the algorithm, yFP – satisfies yFP = M(yFP ). Our goal is to reduce the amount
of computations which it takes to converge to yFP by reducing N at a minimal com-
putational cost of additional operations.
Let us assume that we have performed three iterations, obtaining Y =
{y(1),y(2),y(3)}. Intuitively, we can predict where that sequence is evolving by fitting
Y with a smooth curve, and get closer to the FP by jumping some distance ahead
along that curve (to the point denoted by y(3∗) in Figure 4.1). If this is so, we can
anticipate that, by restarting the iterative algorithm from y(3∗), and repeating the
entire process until the minimum of the function is reached, it will take less than N
iterations altogether (exluding the extrapolations) to do so. Such an alternation be-
tween the acquisition of the unaccelerated vector sequences (UVS), Y = {y(1), ..,y(n)}
(where, in general, n ∈ [2,∞)), and the extrapolation based on Y is called cycling
and is the basis of all the convergence acceleration algorithms. Figure 4.10, where we
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Figure 4.1: Speeding up an algorithm convergence in the problem of 2-D function
minimization. The black dashed lines are the function isolines. The iterations com-
puted with the unaccelerated algorithm (the first 3 red dots and black dots) converge
slowly to the fixes point of the algorithm (gold star). Cycling through fitting the
UVS (red dots) and extrapolating ahead (red dashed lines and red stars) can help to
reduce the number of the unaccelerated iterations required to converge to the FP.
plotted an example of the accelerated convergence of the 1-dimensional β parameter
from the LIF model presented in Chapter 2, can serve as a vivid illustration for the
described cycling extrapolation process.
As can be seen from the simple illustrative problem presented above, the outlined
approach to the convergence acceleration has three components which have to be
defined. Namely, it is necessary to specify a method for obtaining a parametric fit
to the UVS; to determine how to choose its length, n (e.g., we could use two points,
Y = {y(1),y(2)}, instead of three, to obtain the straight line fit shown with the blue
dashed line in Figure 4.1); and to know how far to jump along the curve (e.g., from
y(3) to y(3∗) in Figure 4.1).
An important observation made in this chapter is that all of the methods for the
convergence acceleration which we found in literature can be described in terms of the
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three graphical components introduced above (we plot the graphical representations
of all the major methods in Figure 4.4). It should be noted that this fact is not
obvious at first sight due to the algebraic nature of the derivations of most of the
existing methods, constructed under a diverse set of motivations, often based on an
observation of a mathematic equality (contrary to the general graphical construction
presented in our work).
Based on the illustration presented above, the existing methods of extrapolation
and speeding up the convergence of vector sequences – presented in details later in
the chapter – can be split into two large groups, differing in how the extrapolation
length is computed.
The methods from the first class extrapolate into the local approximation of the FP
of the UVS, when it is deemed to be converging. They are similar to the quasi-Newton
method, with which they share the advantage – a potentially fast convergence, and
disadvantages – they cannot be used in the diverging regions, and require a potentially
expensive computation of the Jacobian, or its analog. They don’t use a notion of the
fitting curve in their derivations. Actually, most methods from this category are
algebraic in nature and can be considered as been based on the generalized Shanks-
Schmidt (GSS) transform (Schmidt (80), Shanks (82)). It appears to be that the
reduced-rank extrapolation (RRE; Eddy (26), Smith et al. (84)), which corresponds
to the multi-dimensional Aitken’s iteration (Aitken (2), Nievergelt (56)), and the
minimal polynomial extrapolation (MPE) methods (Cabay and Jackson (16)), are
the best in the class (for a review and comparison of the methods see Smith et al.
(84)). The quasi-Newton method is geometric in construction, and is usually obtained
under strict limitations of the structure of the Jacobian (e.g., Jamshidian and Jennrich
(39)).
The second group of the methods utilizes the idea of curve fitting and the notion
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of the steplength determining a characteristic interval which allows extrapolating a
varying distance along the fitted curve, contrary to only one extrapolation length
pertaining to the first class of the methods. Until recently, this group had included
only the Steffensen-type methods (STEM), which seek to extrapolate some distance
along the straight line passing through the last two points of the UVS composed
of three vectors, Y = {y(1),y(2),y(3)}. The extrapolation with these methods can
obey the directionality of the UVS progression and are cheap in computation, but
in the converging regions, they are inferior in speed to the methods from the first-
category due to the one-dimensionality of the extrapolation. In the last decade,
there was developed a method for the acceleration of convergence of the expectation-
maximization (EM) algorithm called SQUAREM (e.g., Saaˆdaoui (77), Varadhan and
Roland (89)). As in the STEM methods, the SQUAREM method extrapolations are
computed based on sequences of three vectors. However, as we discuss in Section 4.3.2,
contrary to the STEM methods, SQUAREM also takes the curvature of the UVS into
account by a double application of the STEM method, which increases the speed of
convergence. Note, that despite being originally developed with the EM algorithm
in mind, the SQUAREM method can also be used to accelerate the convergence of
vector sequences in general. In addition, the ability to vary the extrapolation length
allows the methods from the second category to back-track when the extrapolated
vector falls outside of its region of definition (or violates other constrains), by reducing
the size of the steplength.
In this chapter, we develop a framework in which the two aforementioned cate-
gories are combined. By describing the evolution of Y with a dynamical equation, we
obtain a parametric fit which explicitly predicts the state of the UVS some number of
iterations, t, ahead of the last one obtained. When the sequence converges, jumping
to t→∞ corresponds to the standard quasi-Newton iteration to the inferred FP. At
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the same time, when the sequence is diverging, the fit allows the extrapolationq some
finite t steps ahead – accelerating the passing of the ”slow” region, but retaining the
stability of the method. The introduction of the metric along the fitted curve also
enables us to backtrack whenever necessary, as it is possible to do with the methods
from the second group.
As mentioned above, the derivations of most of the methods on convergence accel-
eration described in the literature are based on algebraic considerations and in most
cases originate from the problem of finding the solution of a system of linear equations.
Here, we show that the RRE and the MPE methods have the direct analogs in the
class of the quasi-Newton methods, which are obtained by regularizing the Jacobian
of the map with different penalty functions endowed with a direct geometric meaning.
We present all the methods (including the STEM and SQUAREM) in an easy to
grasp visual format which we believe is instrumental for the intuitive understanding
and the further development of the extrapolation methods.
The analysis of convergence and the inference of the FP in the RRE and MPE
methods is computationally expensive for the high-dimensional problems, which was
one of the incentives behind the development of the SQUAREM method. In Sec-
tion 4.4 we show that by performing all of the analysis in the subspace defined by the
Y vectors, the computational complexity is reduced to the cost of the reduced-size
QR decomposition of an m× n matrix, which is O(2m× n2) for real valued matrices
(see, e.g., Golub and Van Loan (31)) – linear with the space dimensionality, m, which
is, usually, s.t. m >> n (see Section 4.3).
Another compelling feature of the framework introduced in this work is its modu-
larity. The methods for the extrapolation, the estimation of the map’s Jacobian and
the transformation of the vectors into the appropriate basis can be mixed in differ-
ent combinations, simplifying their development. Each section in the chapter can be
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considered as describing a separate ”module”.
Finally, we would like to stress that while the complexity of implementation of
the discussed acceleration methods vary, their use in the existing optimization code
requires only a minimal modification. All of them depend only on the sequences of
vectors obtained wtih an iterative algorithm, don’t require any higher order informa-
tion, such as the derivatives, and can be used in a ”plug-and-play” fashion, requiring
only a few extra code lines.
The chapter is organized as follows. In Section 4.2 we derive the exponential ex-
trapolation method under the assumption that the Jacobian of the map is known.
We describe and analyze the properties of the STEM and SQUAREM algorithms in
Section 4.3.1 and Section 4.3.2 accordingly. In Section 4.3.3 we derive the Jacobian es-
timator based on the solution of the penalized least-square (LS) problem and establish
the analogy between the qNF (quasi-Newton method with Frobenius norm penalty
function), MPE and RRE methods. We conclude the description of the methods by
graphically illustrating their construction in Section 4.3.4. In Section 4.4 we show how
to increase the speed and the robustness of the computations by performing them in
the subspace defined by Y vectors, as well as by implementing some other tricks and
controls. After Section 4.5, where we provide examples comparing different methods
in acceleration of the EM algorithm, we present a pseudocode for the exponential
extrapolation algorithm in Section 4.6. We wrap up with the discussion on possible
ways for improving the methods in Section 4.7.
For quick reference and the roadmap, see Section 4.3.4 and Section 4.6. We
summarize the system of abbreviations in Section 4.5.
The code can be downloaded from
http://www.neurotheory.columbia.edu/∼max/codes/accelExtrap/vecExtrap.zip
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4.2 Quasi-Newton update and exponential
extrapolation
Consider a sequence of vectors y(i) ∈ CM , i = 1, 2, ..., generated by an iterative
algorithm with a smooth map, M(y), which converges to the map’s FP, yFP . Our
goal is to devise an algorithm accelerating the sequence convergence. We are going to
achieve it by alternating generation of n vectors (unaccelerated sequence of vectors,
UVS) and extrapolation ahead of the last obtained vector in the sequence (n might
vary for different extrapolation cycles).
Let us consider the extrapolation cycle with the UVS: y(i), i = 1, .., n. Note that
the FP is the zeroing point of the secant approximation of the derivative of y over i:
∂y
∂i
≈ g(y) ≡ M(y)− y, (4.1)
which, in the vicinity of y(n−1), can be expanded into the Taylor series as
g(y) ≡ M(y)− y ≈ (y(n) − y(n−1)) + (J− I) (y − y(n−1)), (4.2)
where Jml ≡ (∂Mm/∂yl)|y(n−1) ∈ CM×M is the Jacobian of the map at y(n−1) and I is
the identity matrix.
When I − J is positive-definite, i.e. the real parts of all the eigenvalues of J are
less than one: ∀j, ℜ(λj(J)) < 1, the sequence is converging at n → ∞ and, by
equating g(y∗) = 0, we obtain the approximation for the FP, y∗, in the form of the
quasi-Newton update as
y∗ ≈ y(n+1) = y(n−1) + (I− J)−1(y(n) − y(n−1)). (4.3)
105
Chapter 4. Extrapolation and acceleration of the convergence of vector sequences
When ∃j : ℜ(λj(J)) > 1, the corresponding eigenmodes are diverging and the
respective FP components correspond to the anti-limits – located in the opposite
direction of the progression of y(1:n) vectors, at n → −∞. This situation arises,
e.g., when y(n) is in the diverging region of the vector sequence, far from the FP of
the map that is not convex everywhere; or when the approximation of the Jacobian
is inaccurate. The classical recipe employed in such a case is to continue with the
unaccelerated iterations until the sequence starts converging again. One of the ways
to somewhat remedy the resulting slowdown of the algorithm is to damp the Jacobian,
reducing its eigenvalues and thus making the sequence converge again. However, this
approach works well only for the slightly diverging sequences and, by distorting the
Jacobian, worsens the quality of the extrapolation. We, on the other hand, exploit the
step-length metric induced by the unaccelerated iterations and obtain the dynamical
equation, which describes the local trajectory of the vector sequence, and use its
solution to jump a finite number of iterations ahead of y(n). The intuition behind
such an extrapolation is illustrated in Figure 4.2.
Let us extend i to continuous values, replacing it with t ∈ R, and using the
derivative, ∂y/∂t, in place of the secant approximation (Eq. (4.1)). Then Eq. (4.3)
takes the form of the following differential equation:
∂y
∂t
= (I− J)(y∗ − y), (4.4)
with the solution,
y(t) = y∗ + exp [−(I− J)t] (y0 − y∗), (4.5)
approximating the trajectory of the succession of the unaccelerated vectors y(t), t ∈ R.
The best choice of y0 depends on the method of estimation of the Jacobian. For the
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Figure 4.2: Fitting a sequence of converging 1-D vectors (blue dots) with exponen-
tials (corresponding to the Aitken ∆2 process in the converging part of the sequence)
in two different stages of the convergence process (large blue dots). The FP of the
exponential fit in the diverging region (red star at n = 0) corresponds to the anti-
limit of the sequence and lies in the opposite direction of the converging progression.
The green star at n = 100 depicts the location of the steady point of the converging
green exponential, while the red star in the middle of the plot stands for the result of
extrapolation along the exponential line 10 steps ahead using Eq. (4.5).
approaches described below, we set it to y0 = y
(n), in which case t > 0 stands for the
number of steps made ahead of the last obtained iteration.
When the largest eigenvalue of the Jacobian, λmax ≡ max(λ(J)) : λmax & 1,
divergence is small and it is desirable to extrapolate using large t. In contrast, when
λmax >> 1, it is prudent to keep t small. To account for that dependency on λmax,





where K is a constant. K can be fine-tuned for a particular problem, but even
when it is simply set to a small value the procedure results in the acceleration of the
convergence (for more details see Section 4.6).
It might also be advantageous to extrapolate using Eq. (4.5) with a finite t when
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Figure 4.3: We distinguish three regions of the maximal eigenvalue of J, λmax,
where the exponential extrapolation with Eq. (4.5) differs by the number of steps, t,
projected ahead of the UVS. In the central region, where t → ∞, the extrapolation
is equivalent to the quasi-Newton method.
λmax < λml << 1, for some λml. This condition indicates that the current iteration
is probably far away from the FP and the first-order Taylor expansion in Eq. (4.2)
is no longer accurate. Then, instead of jumping with the quasi-Newton’s update,
corresponding to t→∞ in Eq. (4.5), it appears to be better to treat the UVS in the
same way as the diverging sequences and extrapolate a finite number of steps ahead
using Eq. (4.5), where, similarly to Eq. (4.6), t is adjusted as
t =
Kl
λmax − λml + 1 , (4.7)
where Kl is a constant. Figure 4.3 sums up the different extrapolation regions corre-
sponding to Eq. (4.5).
It is worth noting that in the literature an expression similar to Eq. (4.3) is
obtained by expanding M(y), in the equation y(i) = M(y(i−1)), in the vicinity of
the FP instead of y(n−1), as presented above. The only difference resulting from that
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discrepancy, though, is that the Jacobian in such an alternative method is assumed
to be computed at the FP. It does not change the resulting iteration update for the
methods assuming J to be invariable between the iterations.
Alternatively to the quasi-Newton’s update, the FP approximation can be found
from Eq. (4.5) as
y∗ = y(n−KFP ) + (I− exp [−(I− J)KFP ])−1 (y(n) − y(n−KFP )). (4.8)
The first order Taylor expansion of Eq. (4.8) by I−J matches Eq. (4.3) when KFP = 1,
with the higher order terms being negligible in the vicinity of the FP, but not neces-
sarily far from it. The FP computed as the base line of the exponential with Eq. (4.8)
is more consistent with the exponential extrapolation than the quasi-Newton’s FP
(Eq. (4.3)), which explains a slightly faster convergence, observed in Section 4.5, when
the FP in Eq. (4.5) is computed with Eq. (4.8).
Another important application of the finite-t exponential extrapolation (Eq. (4.5))
is for the backtracking in the cases when the extrapolated vector violates the con-
straints on y. When it happens, several strategies are possible. If the constraints
are available in an analytical form, in might be possible to compute the number of
iterations kcritical at which the exponent Eq. (4.5) crosses the bound. However, in the
examples presented below and in the supplemented code, we rely on a simpler, more
general, but nonetheless efficient backtracking method. Specifically, we start with t
defined with Eq. (4.6) or Eq. (4.7) and divide it by 2 until the constrains are satisfied.
There is a special, rare case when the Jacobian has an eigenvalue very close to 1,
|λj − 1| < ǫ ≈ 0, which occurs when the j eigencomponents of the vectors in Y lie on
the straight line when plotted against the iteration index, i. In such a case the FP
approaches the infinity and Eq. (4.5) cannot be used for the extrapolation. When we
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encounter such situation, we first damp the Jacobian by ǫ (divide the eigenspectrum
by a constant, s.t. new λmax = 1−ǫ) and only then jump to the FP. However, to avoid
too much of a distortion of the Jacobian ǫ should be small, which might still result
in numerical inaccuracies when extrapolating in the diverging regions with large t.
Thus, we limit the size of all the eigen-exponents in Eq. (4.5) to be
− (1− λj)t < Emax, ∀j, (4.9)










4.3 Estimation of the Jacobian of the map
The extrapolation methods described in the previous section require the knowledge
of the Jacobian of the map, J. While any extrapolation algorithm based on n ≤ m
number of steps can be expressed in the form of the quasi-Newton iteration (Eq. (4.3)),
the properties of the Jacobians obtained with the methods from the two categories
introduced in Section 4.1 differ. We start by describing the methods from the second
category, STEM and SQUAREM, which construct the extrapolation based on the
triplets of vectors: y(n−2:n).
4.3.1 Steffensen-type methods
In the Steffensen-type methods (STEM) two local approximations of the FP are
computed using the quasi-Newton-like formula (cf. Eq. (4.3)) applied to the two pairs
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of vectors as
y∗j = y
(n−3+j) + αn∆y(n−3+j), j = 1, 2, (4.11)
where ∆y(i) = y(i+1)−y(i) and the scalar factor αn is chosen to minimize some measure
of discrepancy between y∗1 and y
∗
2 (see Section 4.3.4 for the illustration). STEM then
iterates to y∗2. Note that by complementing αn with the condition αn ≤ −1, it can
be ensured that the extrapolation is performed along the direction of ∆y(n) with
the origin at y∗2(αn = −1) = y(n) (similarly to making t > 0 in the exponential
extrapolation).
Varadhan and Roland (89) consider three different discrepancy measures for ob-
taining αn: minimizing ‖y∗2 − y∗1‖22, ‖y∗2 − y∗1‖22/α2n, or −‖y∗2 − y∗1‖22/αn. The last
criterion, complemented with the requirement αn ≤ −1, favored by Varadhan and








where ∆(∆y(i)) = ∆y(i+1) −∆y(i). With this choice of αn, the condition αn < −1 is
satisfied when
‖∆y(n−2)‖22 > ‖∆(∆y(n−1))‖22
= ‖∆y(n−2)‖22 + ‖∆y(n−1)‖22 − 2 cos(γ)‖∆y(n−2)‖2‖∆y(n−1)‖2,
‖∆y(n−1)‖2 < 2 cos(γ)‖∆y(n−2)‖2, (4.13)
where γ = ∠(∆y(n−2),∆y(n−1)), which ensures that ∆y(n−2) and ∆y(n−1) are pointing
in the same direction, and the degree of divergence following the extrapolation is
limited.
While the form of the STEM iteration (Eq. (4.11)) is identical to the quasi-
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Newton update with J = (1 + 1/αn)I, in its spirit, STEM is much closer to the
exponential extrapolation described in Section 4.2. Similarly to t in the exponen-
tial extrapolation, αn controls the steplength in STEM and it is easy to show that
STEM corresponds to Eq. (4.5) with y∗ computed with Eq. (4.3), J = βI, b 6= 1
and k = −(1 − β)−1 (ln(1 + αn(1− β))− ln(β)). Such an observation gives rise to a
method of determining t in the exponential extrapolation method automatically (we
elaborate on it in Section 4.7). Also, because of that analogy, STEM is endowed with
the same backtracking procedures as described in Section 4.2.
4.3.2 SQUAREM method
SQUAREM (Varadhan and Roland (88, 89)) was originally derived as a mod-
ification of the Cauchy-Barzilai-Borwein (CBB) method developed for solving the
multidimensional linear problems (Raydan and Svaiter (73)) for the maps induced
by the EM algorithms. It linearly extrapolates y∗1 and y
∗
2 obtained with STEM (Sec-
tion 4.3.1) to the final FP approximation in the current cycle (see Section 4.3.4 for
the illustration) by reapplying Eq. (4.11) to y∗j , j = 1, 2 and using the same αn, with
which the two FPs were obtained:
y∗ = y∗1 − αn(y∗2 − y∗1) = y(n−2) − 2αn∆y(n−2) + α2n∆(∆y(n−2)). (4.14)
SQUAREM inherits the good properties of STEM: its robustness to the divergence,
the extrapolation in the direction of the UVS’s progression, and the ability to back-
track. However, contrary to the STEM method, it is 2-dimensional and of the second-
order.
It is worth noting that unlike STEM, SQUAREM cannot be expressed in terms
of the exponential extrapolation presented above.
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4.3.3 Jacobian as a solution to the penalized least squares
problem
Contrary to STEM and SQUAREM, in all other methods presented here, the
extrapolation is constructed based on n ≥ 3 iterations, on the premises that, as
long as the Jacobian does not change too much between the consecutive iterations,
each next iteration provides us with an extra constraint, allowing a better fit of the
vectors’ progression. Below we present methods for the estimation of the Jacobian
under the assumptions of the linearity of the map and the consistency of the Jacobian
in between the iterations and relate these methods to the well known RRE and MPE
algorithms.
Let us assume that Eq. (4.3) can be applied to any pair of vectors (which is not
true in STEM and SQUAREM):
y∗ = y(i) + (I− J)−1∆y(i), ∀i = 1 : n− 1. (4.15)
Then, the consecutive iterations can be related as
∆y(i) = J∆y(i−1), i = 1, .., n− 1. (4.16)
Note that in case of the exponential extrapolation, it would be more consistent to
fit the parameters of Eq. (4.5) directly, instead of relying on Eq. (4.3). However, we
don’t consider methods for doing it here.
One of the insights which can be gained from Eq. (4.16) is that the collinearity
between the consecutive iteration steps increases with i. It reduces the effective
dimensionality of the problem, making efficient even the low-dimensional methods,
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such as STEM, SQUAREM or the acceleration via the one-dimensional exponential
fit of the UVS (for details of the 1-D methods, which we developed for the EM
algorithm in Chapter 2, see Appendix 4.C). Indeed, if the eigenmodes of the Jacobian
are defined as
Jeα = λαeα , α = 1..m, (4.17)












and the iterations will align exponentially fast along the eigenbasis with the largest
eigenvalue, with the time constant of the alignment proportional to the ratio of the
largest eigenvalues.
Now, assuming we accumulated n UVS vectors, y(1:n), let us present the relation-
ships between the iteration steps in Eq. (4.16) in matrix form as
V = JU, (4.20)
where U =
[




∆y(2),∆y(3), . . .∆y(n−1)
]
.
When m > n, Eq. (4.20) is an underdetermined problem, which has to be regu-
larized to constrain the solution. One way of doing it is by presenting the problem





(JikUkj −Vij)2 + λJ2ij, (4.21)
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with the solution
J = VU+, (4.22)
where U+ is the Moore-Penrose pseudoinverse of U. We abbreviate the quasi-Newton
method without extrapolation (t→ −∞), with J as in Eq. (4.22), as qNF.
While U+ can be computed as U+ = (UTU)−1UT , it is more robust and accurate
to do it using the singular value decomposition (SVD). The stability issues arise, e.g.,
in the overdetermined problems which are common in the reduced-dimensionality
method described in Section 4.4.
In Appendix 4.A we prove that despite the difference in the approaches to the
derivation and in the appearance of the final formulas, the qNF method is equivalent
to the minimal polynomial extrapolation (MPE) method (Cabay and Jackson (16),
Smith et al. (84)).
It is also easy to see that the RRE method can be obtained in the same way as
the qNF method if we use the following substitution in Eq. (4.3):
W = (I− J)−1. (4.23)
Indeed, in this notations Eq. (4.16) becomes
∆y(i) = −W(∆y(i+1) −∆y(i)), i = 1, .., n− 1, (4.24)
and, combining all the available iterations, W can be found as
W = −U(V− U)+. (4.25)
The quasi-Newton iteration (Eq. (4.3)) with such W corresponds, e.g., to Eq.(3.4) in
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Smith et al. (84) for the RRE iteration. Note that because of penalization of different
quantities in Eq. (4.22) and in Eq. (4.25), J and W found from these equations don’t
satisfy Eq. (4.23). For the graphical illustration of the methods see Section 4.3.4.
There are two important consequences of Eq. (4.19). One is that the ratio between
the longest and the shortest ∆y vectors used for the inference of J increases with n,
which eventually leads to the pseudoinverse problem been badly scaled. We show how
this issue can be dealt with in Section 4.4.
Another consequence of Eq. (4.19), also noticed by Smith et al. (84), is that it
might be advantageous to exclude the first nskip iterations in the beginning of each
extrapolation cycle from the estimation of the Jacobian. The reasons behind such
a strategy is that, while the accumulation of the unaccelerated iterations gradually
reduces the dimensionality of the problem (due to Eq. (4.19)), each extrapolation
”jump” brings the ”fast” eigenmodes back. Figure 4.1 illustrates such a behavior: the
UVS which was already evolving along the ”slow” eigencomponents in the ”valley”
gains the fast eigencomponent as a result of the extrapolation (the red star on the
”wall”). The inclusion of the fast eigencomponents into the inference of the Jacobian
can be detrimental because it biases solution of the undetermined problem of estimat-
ing J towards the fast eigenmodes (as can be easily seen by considering the inference
based on just one step, ∆y), which should play minimal role in the extrapolation.
Another possible drawback of the inclusion of the first ∆y in the cycle is that the
Jacobian is more likely to change in between the larger initial steps, corresponding to
the fast eigencomponents, than later on in the cycle, once again reducing the quality
of the inference of the slow eigencomponents.
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4.3.4 Graphical summary of the extrapolation methods
One of the advantages of presenting the methods from the perspective of the
quasi-Newton extrapolation is that they can be easily visualized, simplifying the
description of the construction and leading to important insights into the machinery
of the methods, which, in turn, allows for their further improvements. In Figure 4.4
we illustrate the construction of the STEM (Section 4.3.1), SQUAREM (Section 4.3.2)
and qNF (MPE; Section 4.2 and Section 4.3.3) methods. We didn’t include the RRE
method into the illustration as we showed it to be conceptually the same as the qNF
(MPE) method.
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Figure 4.4: The graphical illustration of the methods described in the paper on
the example of 2-D extrapolation based on the sequence of 3 vectors y(i). Stars
indicate the extrapolated iterations. Dashed lines show the extrapolation curves.
Red dots illustrate the exponential extrapolation (Eq. (4.5)) for t ∈ N. Note that the
extrapolation with the qNF and qNFE methods can be based on more than 3 points.
4.4 Increasing the efficiency and robustness of the
extrapolation
According to Eq. (4.21), the pseudoinverse solution satisfies Eq. (4.20) and, in ad-
dition, minimizes the Frobenius norm of the Jacobian. It is easy to see that if we
transform the Jacobian into a basis generated by ∆y(i), i = 1, .., n − 1 (the matrix
range of [∆y(1),∆y(2), . . .∆y(n−1)]), all the Jacobian eigencomponents outside of the
subspace spanning those vectors will be zero. For example, for n = 3, the two iter-
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ation steps lie in one plane. Since we have no information on the progression of the
UVS outside of that plane, the extrapolated vector sequence in Eq. (4.5) should be-
long to that plane as well. The same property is observed if the Jacobian is computed
with Eq. (4.21)). Moving to the described subspace reduces the spatial dimension-
ality of the problem to m′ = n, making it well-posed and solvable using standard
matrix inversion. Nevertheless, because of the steady degeneration of the Jacobian
eigenmodes according to Eq. (4.19) (e.g., when ∆y(2) ≈ α∆y(1) for some constant α),
the problem can actually become overcomplete, in which case it is still necessary to
use the pseudoinverse solution.
Also note that since ∆y vectors are the linear combinations of y vectors, the
matrix range of the latter will include the matrix range of the former. Thus, instead
of estimating only the Jacobian in the aforementioned subspace, we can perform the
whole extrapolation procedure in that subspace and return back into the original
space at the end of the extrapolation procedure. By doing so, we reduce the effective
dimensionality of the problem and, as a result, reduce the computational cost of the
extrapolations.
Since the UVS is invariant relative to y(1), let us shift the UVS by that vector:
Y =
[
y(2) − y(1), y(3) − y(1), . . . , y(n) − y(1)] . (4.26)
To obtain the basis in which the UVS will have only n − 1 nonzero components,
the QR-decomposition can be used:
QRY
′ = Y, (4.27)
where QR ∈ Cm×m is the unitary matrix and Y′ ∈ Cm×n−1 is the triangular matrix
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with the row elements corresponding to the coordinates of the Y matrix in the new
coordinates system. All the rows of Y′ below n− 1 are zero. They correspond to the
dimensions which are not represented in the UVS and do not carry information which
can be used for the extrapolation. This observation motivates the use of the reduced-
size QR-decomposition, which rotates only the first n− 1 basis vectors and discards
the rest, producing QR ∈ Cm×n−1 and Y′ ∈ Cn−1×n−1. The cost of such operation is
only O(2m×n2) for real valued matrices (e.g., Golub and Van Loan (31)), compared
to the O(m3) cost of the full QR-decomposition. Because n is typically small and
the complexity of the problem depends only linearly on its dimensionality, m, as m
growth the advantage of performing the extrapolation in the lower-dimensional space,
Cn−1, quickly surpasses the extra operations needed to rotate into that subspace.
This observation is demonstrated in the examples in Section 4.5.
All the subsequent operations involved in computation of the extrapolation are
done with Y′. At the end, the FP y∗ ∈ Cm is recovered from y′∗ ∈ Cn−1 as
y∗ = QR y′∗ + y(1). (4.28)
As a result of the aforementioned degeneration of the Jacobian’s eigenspace, some
of the projections of Y′ in the reduced-space might be small (corresponding to the
nearly zero rows), leading to a badly scaled inverse Jacobian (with the condition











with some small constant ǫ. Such a dimensionality reduction results in the overdeter-
mined problem, requiring the computation of the Jacobian using the pseudoinverse
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(Eq. (4.22)).
The extrapolation algorithm described in the previous section requires the knowl-
edge of the largest eigenvalue of the Jacobian, which is costly to obtain. However,
the cost of the eigendecomposition can be shared with the computation of the matrix




where ΛJ is a diagonal matrix (ignoring the possibility of emergence of the Jordan
boxes for linearly dependent eigenvectors for the real value problems), we can compute
a function f(J) as
f(J) = QJdiag(f(ΛJ ii))Q
−1
J , (4.31)
where ΛJ ii ≡ diag(ΛJ) is the vector composed of the diagonal elements of the eigen-
value matrix. This way, the potentially costly f(ΛJ ii) has to be computed no more
than n− 1 times.
And lastly, computing Q−1J y as the solution of the equation QJx = y, which we
denote as QJ\y, gains us another 10− 20% in speed when computing such equations
as Eq. (4.3), Eq. (4.5) and Eq. (4.8), which become respectively:












y(n+1) = y(n−KFP )+QJ diag [1÷ (1− exp(−(1− ΛJ ii) ∗KFP ))]
(




where ÷ denotes the element-wise division of the left operant by the elements of the
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right one.
4.5 Examples
In this section we compare the performance of the presented extrapolation algorithms
at speeding up the convergence of the EM algorithm. We consider the methods as
been composed of modules which can be added and altered semi-independently from
each other. The modules roughly correspond to the topics of the previous subsections
of this paper and include the finite-t exponential extrapolation (below abbreviated
as E, when the extrapolation is used only for the diverging sequences, and as E2,
when it is used for the small λml as well; Section 4.2), the method for the computa-
tion of the Jacobian with a particular choice of the penalty term (below: F for the
Frobenius norm penalty, R for the RRE method; Section 4.3.3) and the computation
in the subspace defined by Y vectors (below: S ; Section 4.4). So, for example, the
qNFE2 denotes the algorithm in which the Jacobian is computed using Eq. (4.22)
and the finite-t extrapolation (Eq. (4.5)) is used when the estimated J corresponds to
a diverging or a nonlinear region (and the backtracking is used whenever required),
but all the computations are made in the original vector space. Since the transition
into the subspace effects only the computational time and the memory requirements,
we will omit the S identifier whenever these properties are of no concern. All the
modules are combined in one Matlab function and are activated by corresponding
switches (although, to get the best out of it, we implemented RRE method in a
separate function).
While all the considered extrapolation methods can be expressed in the modular
framework, it is computationally more efficient to compute the SQUAREM updates
using Eq. (4.14). Note though that while in Varadhan and Roland (89) the backtrack-
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ing is used to ensure that the extrapolation increases the likelihood, here we backtrack
when the extrapolation violates the constraints on y. In addition, we study the effect
of adding nskip iterations in the beginning of each cycle on the speed of convergence,
as explained in Section 4.3.3.
To study the performance of the extrapolation algorithms at different parameter
values, in the first two examples, we tested the algorithms on multidimensional meshes,
with the performance for each set of the parameters assessed by the number of the
EM iterations (nEM) required to converge to the FP, averaged over ntr = 500 random
trials. The qNFE2 we tested on the 5-dimensional mesh, composed of n, nskip, K,
λml and Kl; the qNRES on the 3-D mesh, made of n, nskip, K; and the performance
of SQUAREM we scanned only over nskip. We call the set of parameters at which
the algorithms result in the smallest average nEM the optimal set of parameters.
Because the EM iterations are usually more computationally demanding than the
extrapolations, the optimal parameters are the same or close to those leading to the
shortest computational time. At the optimal parameters, we study the sensitivity
of the results to the parameters of the extrapolation algorithms and compare the
performance of the algorithms on ntr = 5000 random trials.
For the simulations at the optimal parameters, we report nEM and the number
of extrapolations which it took to converge to the FP, the total CPU time spent to
obtain the EM iterations, the total CPU time taken by the extrapolation algorithms,
as well as the optimal parameters themselves. All the computations were performed
on similar machines with 8 Intel, 2.93 GHz processors running in parallel, and 8Gb
of RAM. But because the overall load of the computers was consistent only within
simulations generating a particular table below, the CPU times can be truthfully
compared only within each table.
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4.5.1 Low-D Poisson mixture model
Consider Table 4.1 containing the widely-used data on the frequency of death of
women older than 80 years old (Schilling (79)). A good maximum-likelihood estima-
tion (MLE) fit is provided with the two-component exponential mixture distribution
and can be obtained using the EM-algorithm with both, E and M steps, available in
analytical form. But the unaccelerated EM algorithm converges notoriously slow due
to the large amount of missing information.
# of death, ni 0 1 2 3 4 5 6 7 8 9
# of days, fi 162 267 271 185 111 61 27 8 3 1
Table 4.1: Data from the London Times on the number of death of women 80 years and
older (Schilling (79))
For the mixture weights, w and 1− w, and the exponents, µ1 and µ2, the loglike-













The goal is to find y = (w, µ1, µ2) providing the best fit of the data.



















































1 − i ln(µ(n)1 )− (µ(n)2 − i ln(µ(n)2 ))
) .
Notice that when µ
(n)
1 −i ln(µ(n)1 )−(µ(n)2 −i ln(µ(n)2 )+ln(1+w(n))−ln(w(n)) . −37,
π
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i ∼ 0 and, being expressed in the
floating point representation, it is not rounded to 0. In order to be able to use the
EM algorithm in a wide range of µ parameters, without a loss of generality, we use





1 , we exchange µ
(n)
2 ↔ µ(n)1 and make w(n) → 1 − w(n).
Observe though that in the simulations below the extrapolation required such a swap
only a few times in all of the simulations.
We constrain y within its natural range of definition, which is w ∈ [0, 1] and
µi > 0, i = 1, 2. Most of the analysis is done for y
(0) initialized at w(0) = U(0.05, 0.95),
and µ
(0)
1 = U(3, 7)+U(0, 3), µ
(0)
2 = U(3, 7)−U(0, 3), where U(a, b) denotes a random
value drawn from a uniform distribution between a and b. At the end of this example
subsection, we compare the algorithms initialized with both µ
(0)
1,2 = U(0, 100).
We constructed the meshes used for the analysis of the performance
of the algorithms at different parameters as follows. For the qNF:
[n, nskip] = [3:7, 0:2] (15 parameters); for the qNFE2: [n, nskip, K, λml, Kl] =
[[3:7, 0:3, 1:35, 0.40:0.95, 1:35]
⋃
[3:6, 0:3, 3:11,−∞, 0] (19440+144 parameters); for
SQUAREM: [nskip] = [0:4]; for the qNRE2: [n, nskip, K] = [4:7, 0:3, 3:11] (144 pa-
rameters).
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The convergence condition was ‖∆y(n)‖2 < 10−7. When the algorithms converged
(maximum number of allowed iterations was set to 3000), they converged to the correct
FP of y = [w, µ1, µ2] = yFP,0 ≈ [0.356, 1.256, 2.663] within ‖y − yFP,0‖2 < 10−6.
Only the qNFE2 failed ever to converge, doing so in 0.61% of all the simulations
(see Appendix 4.B.1 for details of the analysis). We could reduce the percentage of
failed convergences to 0.20%, by removing the complex parts of the eigenvalues of the
Jacobian, limiting the set of the failed parameter space to the manifold defined by
having n = 3. While for most of the triplets [n, nskip, K] there was a set of parameters
for which the qNFE2 converged faster than the qNFE, the optimal parameter set has
λml → −∞. For that reason and because at λml → −∞ (corresponding to the qNFE
algorithm) the sequences always converged, below we consider only the 3-D parameter
space composed of [n, nskip, K].
Another important conclusion which follows from the simulations is that the speed
of convergence of the original SQUAREM can be improved 5 times by allowing the re-
laxation to the slow eigencomponents after each extrapolation (nskip = 1; Figure 4.8).
The absolute gradient (computed in the central difference approximation) of the
qNFE algorithm computed in the vicinity of the optimal parameters,
∇n,K,nskip(nEM) = ( 6.0 0.7 8.0 ), (4.40)
reveals a relatively strong dependence of nEM on n and nskip, but not K. In turn, the
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shows that, somewhat surprisingly, the parameters are relatively independent.
However, the dependence of nEM on parameters is strong only in the vicinity of
the optimal parameters. Excluding the trials with n = 3 (when some of the trials
didn’t converge) from the 5-D scan of the qNFE2 algorithm using the real-valued
Jacobians, the qNFE2 algorithm converged in fewer than in 77 EM iteration – best
achieved with SQUAREM – in 98.6% of cases. And the 3-D qNFE algorithm was
worse than the SQUAREM algorithm only for nskip = 3.
The results at the optimal parameters are shown in Table 4.2. All algorithms
result in a significant speed-up of the unaccelerated EM algorithm, with the best
one – qNFES, accelerating the convergence by 73 folds on average. All algorithms








EM 2417 ± 232 / 0 (4.6 ± 0.7) · 10−1 0 – – –
SQUAREM 77.4 ± 21 / 25.5 (9.0 ± 3.1) · 10−3 (1.5 ± 0.6) · 10−3 3 1 –
qNF 39.8 ± 13.9/ 7.7 (4.2 ± 1.5) · 10−3 (2.3 ± 0.9) · 10−3 5 1 –
qNFS 39.8 ± 13.9/ 7.7 (4.4 ± 1.8) · 10−3 (2.5 ± 1.0) · 10−3 5 1 –
qNFES 33.1± 12.1 / 6.3 (3.5 ± 1.5) · 10−3 (2.1 ± 0.9) · 10−3 5 1 4
qNRES 38.1 ± 8.1 / 8.8 (7.3 ± 3.3) · 10−3 (5.3 ± 2.0) · 10−3 5 1 4
Table 4.2: Performance of different optimization algorithms at estimation of the param-
eters of the Poisson mixture model, averaged over 5000 random starting values
Figure 4.5 shows the dynamics of convergence for the EM, SQUAREM, qNF and
qNFE algorithms.
We also ran the simulations initialized with µ
(0)
1,2 = U(0, 100) (Table 4.3) – same
as in Varadhan and Roland (89). For some reasons the results differed from (89) for
the optimizations with the plain EM and SQUAREM algorithms. But because the
codes are not provided in (89), we are not aware of the reason for the discrepancy.
We conclude this example by observing that all of the acceleration methods greatly
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Figure 4.5: Convergence of different algorithms for the Poisson mixture problem
judged by the distance (L2-norm) between y after nEM EM computations and its
final value. The lines are the logarithms of the average distances, and the shaded
areas fill the distances between the first and the third quartiles of the ‖y − yend‖2
distributions for each nEM .
sped up the convergence of the EM algorithm (up to 75 times) with the qNFES al-
gorithm significantly excelling SQUAREM at almost all the tested parameters, per-
forming similarly in the worst cases.
4.5.2 Multivariate t-distribution
The multivariate t-distribution is a generalization of its unidimensional version to
higher dimensions. It is often used as a substitute for the normal distribution when
the one-dimensional components of the data vectors are believed to have fat tails.
For p-dimensional data, x ∈ Rp, the probability density function of the multivariate
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EM 2715 ± 101 / 0 (3.3 ± 0.3) · 10−1 0 – – –
SQUAREM 136.9 ± 33.4 / 45.3 (1.8 ± 0.6) · 10−2 (1.1 ± 0.4) · 10−2 3 1 –
qNFES 102.1 ± 45.1 / 20.1 (1.2 ± 0.5) · 10−2 (2.0 ± 1.7) · 10−2 5 1 4
Table 4.3: Performance of different optimization algorithms at estimation of the param-
eters of the Poisson mixture model, averaged over 5000 random starting values initialized
with µ(0) = U(0, 100).










where Σ ∈ Rpxp is a symmetric positive definite matrix. Note that fν(x|µ,Σ) is
unimodal, but not concave.
Since Σ is symmetric, the parameters y = (µ,Σ) to be fitted from the data have
(p2+3p)/2 = 65 independent components. The EM update maximizing the likelihood
function,
∏

















i (xi − µ(n))(xi − µ(n))T , (4.44)







ν + (xi − µ(n))T (Σ(n))−1(xi − µ(n)) , i = 1, .., N. (4.45)
The goal is to infer {µ,Σ} based on ntS i.i.d. samples drawn from fν(x|µ,Σ).
By definition, the scale matrix, Σ, should be positive definite. We set the con-
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straints in a such a way that y satisfies that property, modifying it slightly by requiring
∀ eig(Σ) > −10−7 to accommodate for the possible numerical errors.
The random trials, for each algorithm and each parameter set, were obtained by
drawing µ = U10(0, 1), where Up(a, b) generates random U(a, b) values for p com-
ponents of µ vectors (see Section 4.5.1), and Σ = randPosDef(U10(0.1, 1.1)), where
randPosDef generates a random positive definite matrix with given eigenvalues (see
the code for details). Each set of parameters is inferred based on ntS = 100 i.i.d.
samples.
We present the results for two different initializations of the algorithms. The first,
”good” initialization of y, which was suggested in Meng and Van Dyk (48) and used








(xi − y¯)(xi − y¯)T . (4.46)
In the second initialization we simply corrupt the good initialization by divid-
ing each component by 10: y(1)/10, with a purpose of putting it outside of the
concave region. o that The meshes used for the analysis of the performance
of the algorithms at different parameters were constructed as follows. For the
qNF: [n, nskip] = [4:8, 0:2] (15 parameters); for the qNFE2: [n, nskip, K, λml, Kl] =
[4:8, 0:2, 1:60, 0.40:0.95, 5:60]
⋃
[4:8, 0:2, 1:60,−∞, 0] (14040+195 parameters); for
SQUAREM: [nskip] = [0:4]; for the qNRE2: [n, nskip, K] = [4:9, 0:3, 5:60] (144 pa-
rameters).
The convergence criterion was ‖∆y(n)‖2 < 10−7. All of the algorithms at all of the
tested parameters converged to the same FP as the plain EM algorithm. Similarly to
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the example from the Section 4.5.1, the effect of the finite-t extrapolation at low λml
for the qNFE2 algorithm at its optimal parameters was low. Moreover, nEM(λml, Kl)
averaged over [n, nskip, K], 〈nEM(λml, Kl)〉[n,nskip,K], was almost flat. Taking that into
consideration, as well as our conclusions from Section 4.5.1 on the lower extrapolation,
below we report the results only for the qNFE algorithm.








EM 187.3 ± 6.9 / 0 (6.9± 0.3) · 10−1 0 – – –
SQUAREM 36.8 ± 4.2 / 8.7 (1.5± 0.2) · 10−1 (9.8± 1.1) · 10−4 3 2 –
qNF 24.9 ± 2.1 / 5.9 (9.9± 0.9) · 10−2 (1.9± 0.2) · 10−2 5 0 –
qNFS 24.9 ± 2.1 / 5.9 (9.9± 0.9) · 10−2 (2.8± 0.3) · 10−3 5 0 –
qNFES 24.5 ± 2.0 / 5.7 (9.6± 0.8) · 10−2 (3.4± 0.7) · 10−3 5 0 45
qNRES 27.0 ± 1.3 / 5.0 (1.1± 0.1) · 10−1 (2.4± 0.4) · 10−3 6 1 15–60
Table 4.4: Performance of different optimization algorithms at estimation of the parame-
ters of the p = 10-dimensional t-distribution, with ν = 1 degrees of freedom, averaged over
5000 simulations with random µ and Σ, generated as explained in the text. Each inference
is based on 100 i.i.d. samples, xi, drawn from fν(x|µ,Σ). y(1) are initialized with Eq. (4.46).
The result is not very sensitive to the choice of the parameters. The average
gradient at the optimal parameters:
∇n,K,nskip(nEM) = ( 3.11 0.17 2.67 ), (4.47)









The low sensitivity to K, as well as the insignificance of the improvement of the
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qNFE over qNF (Table 4.4) is due to the concavity of the region containing the path
between the good initialization of y and the FP. In order to test the algorithms in
the regions which are not concave, we corrupted the initialization of y as explained
above (following Eq. (4.46)). And, as expected, now qNFE required much fewer EM








SQUAREM 41.5 ± 4.5 / 9.8 (1.7 ± 0.2) · 10−1 (1.1± 0.1) · 10−3 3 2 –
qNFS 59.4 ± 7.9 / 11.6 (2.4 ± 0.3) · 10−1 (5.8± 0.8) · 10−3 5 0 –
qNFES 26.9 ± 2.7 / 6.1 (1.0 ± 0.1) · 10−2 (3.0± 0.6) · 10−3 5 0 25
Table 4.5: Same as Table 4.4, but with all the parameters initialized at y(1)/10, with y(1)
obtained using Eq. (4.46).
The gradient and the Hessian at the optimal parameters obtained with such an
initialization remain the same as for the good initialization, except for the K compo-
nents, which increase a little bit: ∇K(nEM) = 0.87 and ∇2K(nEM) = 1.72.
Figure 4.6 shows the dynamics of convergence of the algorithms for the ”corrupted”
initialization.
Finally, we tested the SQUAREM and qNFES algorithms in acceleration of the
larger dimensional t-Distribution with p = 100 (making y 5150 dimensional), using








SQUAREM 3894 ± 4524 / 963.9 (3.1 ± 4.4) · 102 (1.2 ± 1.5) · 100 3 2 –
qNFES 1041 ± 3147 / 208 (9.8± 30.0) · 101 (5.8± 10.6) · 10−1 5 0 25
Table 4.6: Same as Table 4.4, but for the t-Distribution with p = 100. The results are
obtained based on 100 trials.
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Figure 4.6: Convergence of the parameters, y, of the multivariate t-distribution to
the FP, yend, under the different accelerators. The lines correspond to the average
distances, and the shaded areas mark the regions between the first and the third
quartiles of the ‖y − yend‖2 distributions computed for each nEM .
Similarly to Section 4.5.1, this example demonstrates a multi-fold speed-up of the
EM algorithm by the acceleration methods, as well as a robust superiority of the
qNFES over SQUAREM (Table 4.4, Table 4.6 and Figure 4.6). We also showed that,
if the path to the maximum of the function goes through a non-concave region, the
qNFES preserves its efficiency, while the quasi-Newton method (qNFS) slows down.
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4.5.3 Inference of the parameters of the leaky
integrate-and-fire (or decision accumulation) model
with the EM algorithm
This problem, presented in Chapter 2, motivated us to develop the exponential
extrapolation method, while unaware of the existence of other convergence accelera-
tors. In this optimization problem, due to one dominant, close to one eigenvalue of
the EM map (associated with σ), it takes a lot of iterations for the EM algorithm
to converge. Given that the computation of each of the EM iterations takes from
seconds to hours, the convergence without acceleration becomes prohibitively slow.
Here we test the performance of the SQUAREM and the qNFES algorithms on
the same data set as in Chapter 2, but limiting the length of the spike train to the
first 100 spikes. The number of the parameters is Nα + Nβ + 1 = 51 + 1 + 1 = 53.
The inference is done with TAD1 temporal axis discretizer (see Section 2.8).
The results are summarized in Table 4.7. Because obtaining each EM iteration
takes a long time, we did not scan for optimal parameters, choosing ”reasonable” val-
ues, as explained in Section 4.6. We initialized the current-weights, α, with the large
deviation approximation (Section 2.7.3). And to test the performance of the accel-
eration algorithm we varied the initial values of the conductance and noise weights
as β(1) = f · βtrue, σ(1) = f ·σtrue, where βtrue, σtrue are the parameters at which the
data set was generated and f ∈ {2/3, 1/2, 1/3, 1/4, 1/5, 1/6}.
As with the previous examples, there is a significant improvement of the plain EM
algorithm performance by both of the acceleration algorithms, with the qNFES being
the best. It is worth noting that in about a dozen anecdotal comparisons of the EM
algorithm with the qNFES on the data with thousands of spikes and a more than
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EM 483.3 ± 46.9 / 0 (1.4 ± 0.3) · 106 0 – – –
SQUAREM 65.5 ± 5.1 / 21.7 (1.9 ± 0.2) · 105 (1.8 ± 0.3) · 10−3 3 0 –
qNFES 42.2 ± 8 / 8.4 (1.2 ± 0.3) · 105 (1.4 ± 0.5) · 10−2 5 0 40
Table 4.7: Acceleration of the convergence of the EM algorithm in the
problem of the inference of 53 parameters of a LIF neuron.
one conductance weights, the EM algorithm converged in more than 2000 iterations,
while qNFES still maximized the loglikelihood using around 30−50 EM computations,
raising the acceleration factor to 40− 80 folds.
4.6 Convergence accelerating algorithm:
pseudocode and parameters
In this section we present the pseudocode for the qNFE2S algorithm and discuss
the choice of parameters. The only difference of the qNFES algorithm from the
pseudocode below is that there is no extrapolation in the qNFES for the case when
λmax < λml.
PSEUDOCODE
Cycle through the following steps until reaching the FP
(1) Collect nskip + n unaccelerated map updates, y
(i), i = 1, .., nskip + n.
(2) Move to the subspace defined by the matrix range of y(nskip+(1:n)) (Eq. (4.27),
Eq. (4.29)).
(3) Estimate the map’s Jacobian, J (Eq. (4.22)).
(4) Eigendecompose J (Eq. (4.30)).
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(5) If |λmax − 1| < ǫ1, rescale the eigenspectrum of J to have λmax < 1− ǫ1.
(6) If λmax < λml (the linear approximation is not accurate) or λmax > 1 (the sequence
is diverging), use the exponential extrapolation with a finite number of steps (Eq. (4.8)
(with KFP = 0) for y
∗, Eq. (4.7) (if λmax < λml) and Eq. (4.6) (if λmax > 1) for t,
and Eq. (4.33) for the extrapolation),
otherwise use the quasi-Newton update (Eq. (4.32)).
(7) Return to the original, full space (Eq. (4.28)).
(8) Check the result of the extrapolation to satisfy the constraints on y. If is does
not – backtrack, by extrapolating (Eq. (4.5)) with a reducing number of extrapolation
steps, t, until the constraints are met.
The parameters of the qNFE2S algorithm which can be adjusted to optimize the
extrapolation algorithm are: n, nskip, K, λml, Kl. Below we discuss the choice of
parameters for the applications where it is not possible to scan the parameter space
for optimal values. We discuss the possibility of auto-selection of the parameters in
Section 4.7.
The number of the unaccelerated iterations obtained at each cycle is ncycle =
nskip+n. Increasing nskip – the number of vectors which we skip over in the beginning
of each cycle to allow the sequence to relax to the slowest eigenmodes – leads either
to a larger ncycle or extrapolating based on a fewer iterations n. At the same time, we
saw in the first two examples that nskip and n influenced nEM relatively independently.
While making nskip > 0 can lead to a dramatic acceleration of the convergence, as we
saw on the example of the SQUAREM algorithm in Section 4.5.1, we can probably
assume that its effect is usually low and put nskip ∈ {0, 1} (but see Section 4.7).
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The optimal number of iterations, n, on which we base the estimation of the
Jacobian, depends on the spectrum of J (specifically, on the number of the slow
eigenmodes) and, similar to nskip, is in the interplay between the improvement of the
estimation of J and the increase of ncycle. Furthermore, the length of the vectors in
the UVS decreases in size according to Eq. (4.19) leading to numerical instabilities
at large n. Taking that into account, as well as that in many problems the Jacobian
have only a few major eigenvalues, we suggest choosing n ∈ [min(m, 5), 10].
Both K and Kl control the extrapolation length when it has to be limited due
to the estimated Jacobian. Making K = 0 recovers the quasi-Newton method with
the disabled acceleration in the regions of the divergence. Setting K →∞ makes the
algorithm unstable (even though it might still work with a properly set constraints
on y). Thus, if the properties of the map are unknown, it is desirable to keep K
small – it will still accelerate the quasi-Newton algorithm and be stable. Similar
considerations apply to Kl in the cases when the linear approximation does not work.
However, the optimal size of Kl is also related to the size of λml, since λml controls
the proportion of the number of cycles in which we extrapolate by a finite t defined
by Eq. (4.7) (Figure 4.3). Reducing λml lessens the criticality of the choice of Kl.
Given the results of the parameter scans in the first two examples from the previous
section, we suggest setting λml → −∞, turning the qNFE2S into qNFES algorithm.
4.7 Discussion
We have developed a new framework for the extrapolation of vector sequences. It is
based on the parametric fit of the UVS by a curve with an induced metric correspond-
ing to the number of unaccelerated iterations, t, by which the UVS is expected to
reach a particular point on the curve. In application to the problem of accelerating
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the convergence of vector sequences, such an extrapolation allowed us to complement
the quasi-Newton update (corresponding to t→∞), used in the extrapolation cycles
where the estimated Jacobian corresponds to the converging sequence, with the finite-
t extrapolations, employed in the diverging and locally non-linear regions of the map.






|y(k+1) − yFP |
|y(k) − yFP |q = µ, s.t. µ . 1
)
, (4.49)
where ks index the values of the extrapolated vectors, was found to be around 2 for
the qNFE method in all of the above examples.
We do not discuss it here, but note that the same approach can be used for the
acceleration of the Newton method, which also cannot be used when the Hessian is
not positive-definite.
We would like to emphasize that the developed method requires only the knowl-
edge of ncycle previous iteration vectors and no higher-order information, and therefore
has low memory requirements, requiring to hold m × ncycle values. The accelerator
also takes a little of the CPU time and requires a minimal effort to be incorporated
into an existing optimizer.
There are four main attributes defining the framework: the method for the esti-
mation of the map’s Jacobian, J; the choice of the length of the sequence used to
estimate the Jacobian, n; the number of iterations in the beginning of each cycle,
excluded from estimation of J, nskip; and the constant defining the steplength of the
extrapolation in the regions of the divergence, K.
In the work presented in this chapter, we concentrated on the description of the
framework and its relation to the existing methods. One of the desirable component
that we barely touched upon here is the auto-selection of the parameters. Preliminary
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results demonstrate that n can be chosen based on the analysis of stability of the
locally fitted FP to the varying n; K can be estimated with a method similar to
STEM – by minimizing a measure of discrepancy between the FP estimates, based
on the consecutive UVS subsequences and the decision upon nskip can be taken by
analyzing the spectrum of the estimated Jacobian. It remains to be seen though how
robust these methods are, and how well do they compare to ”intuitive” choices of
parameters.
Since the typical number of the vectors being fitted is expected to be smaller than
the dimensionality of the problem, one of the key components of this framework is
a particular choice of the penalty term in the LS problem used to compute J. We
showed here that the Frobenius norm penalty of J and (I − J)−1, in a combination
with the quasi-Newton update, leads to the well known MPE and RRE methods
correspondingly. However, other penalties can be designed to achieve the desired
effect as well.
For example, contrary to the quasi-Newton method, the exponential extrapolation
tends to overshoot the correct solution. One of the ways to deal with this problem is












It can be shown that the solution of the problem via the QR-decomposition cor-
responds to the ARfit method applied for the estimation of the first-order auto-
regressive (AR) model (with a regularized ill-conditioned moment matrix (Hansen
(33)) designed to reduce the effect of rounding and data errors), presented in Neu-
maier and Schneider (55).
When the last acquired iteration, y(n), is far from the FP, the linear approximation
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in Eq. (4.3) might be inaccurate. This fact is reflected in both the local Jacobian
approximated with Eq. (4.16) being inaccurate and the extrapolation calculated with
Eq. (4.5) and Eq. (4.3) missing the higher-order terms. Here we describe a couple
possible approaches to the problem. To identify when Eq. (4.3) becomes inaccurate,
the sequence of algorithmic steps, ∆y(1:N), can be split into two parts: ∆y(1:N−1) and
∆y(2:N), and two Jacobian obtained from each of them. Then, e.g, the Frobenius-
norm of the difference between the obtained Jacobians exceeding some preset level
can signal the inaccuracy of the FP obtained with the linear approximation. When it
happens, two things can be done. First, we can treat the sequence as diverging and
do a finite-t extrapolation using Eq. (4.5). Alternatively (or in combination with the
finite-t extrapolation), a higher order approximation for the Jacobian can be obtained
from the two consecutive sequences of yn:






(y0 − y∗), (4.51)
where J′(y∗) is obtained as a finite step approximation: J′(y∗) = J(y∗)2:N−J(y∗)1:N−1.
Of course, the second order correction is obtained at the expense of less accurate
computation of the J(y∗) and before all the reconstruction of all the major eigenmodes
of J(y∗) might lead to inferior results than without it. There is also a tread-off in
using one extra step for the control of stability of the Jacobian computation, which
might increase the overall number of the map’s calculations.
As a final note, we observe that since the Jacobian, in general, is a non-normal
matrix, the fact that eig(J) < 1 does not guarantee a timid local behavior (Trefethen
and Embree (87)), and even extrapolating by a limited number of steps might lead to a
large steplength. The matrix non-normality can in principle be taken into account by
computing the condition number for the Jacobian, but given that the entire problem
is underdetermined such an approach does not look practical.
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Appendix
4.A Equality of the MPE and quasi-Newton
update computed with the Jacobian from
Eq. (4.22)
The FP in the minimal polynomial extrapolation (MPE) is constructed as a linear
combination of the Y vectors, with the weights c determined by the coefficients of
the minimal polynomial P (λ) =
∑
j cjλj , cn = 1 of J with respect to ∆y
(1), such that
P (J)∆y(1) = 0. (4.52)








where c = −U+∆y(n−1) (and U defined as in Eq. (4.20)), 1T = [1 1 .. 1] (and therefore
1Tc =
∑n−1
j=1 cj), and Ym = [y
(m)y(m+1) . . .y(m+n−1)].
Our goal here is to show that Eq. (4.53) with m = 1 is equivalent to the quasi-
Newton update formula, Eq. (4.3), with the Jacobian computed as a solution to the
LS problem with the Frobenius penalty term (Eq. (4.22)). In other words, we want
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to show that






Proof. First, we multiply both sides by (I− VU+)−1(1 + 1Tc) and subtract one side
from another
∆ = (1 + 1Tc)∆y(n−1) − (I− VU+) (y(n)c +Y1c− (1 + 1Tc)y(n−1))) . (4.55)
Opening up brackets and canceling corresponding terms, using the definitions
∆y(n−1) = y(n) − y(n−1) and V = Y2 −Y1, we get
∆ =
(





(y(n) −VU+y(n−1))1T − (Y2 −VU+Y1)
)
c. (4.56)
To prove that the term in the brackets is zero we need to show that
y(k) − VU+y(k−1) = y(l) − VU+y(l−1), (4.57)
for all feasible k and l.
To show that we start from k = n and use Eq. (4.16):
y(n) − VU+y(n−1) = [y(n) − y(n−1) − VU+(y(n−1) − y(n−2))]+ y(n−1) − VU+y(n−2)
= y(n−1) − VU+y(n−2). (4.58)
The proof follows by induction.
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4.B Dependence of the SQUAREM convergence
on the number of skipped iterations
4.B.1 Poisson mixture problem














Figure 4.7: Dependence of the SQUAREM convergence on the number of iterations
in the beginning of each cycle excluded from the extrapolation for the Poisson mixture
problem.
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4.B.2 Multivariate t-Distribution fitting problem

























Figure 4.8: Dependence of the SQUAREM convergence on the number of iterations
in the beginning of each cycle excluded from the extrapolation for the multivariate
t-Distribution fitting problem. The left plot corresponds to the ”good” initialization
of y(1) (Eq. (4.46)), and the right plot to the y(1) corrupted as explained in the text.
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4.C Extrapolation based on the 1-D exponential fit
As we stated in Section 4.3.3, due to the degeneration of iteration step eigenmodes
(under the assumption of a slowly changing Jacobian), the iteration evolution quickly
becomes one-dimensional. Indeed, even if the first eigenvalue of the map’s Jacobian
is only 25% larger than the second one, the former will reduce 20 times less then the
latter in only 10 iteration. This observation motivates the following strategy. Perform
the unaccelerated iterations until the last ∆n iterations are aligned to a certain degree
as judged by the average angle between them. Then fit those ∆n iterations with an
exponential. When ∆n = 3, the fit combined with cycling procedure corresponds
to well-known Aitken’s ∆2 process (Aitken (2)), and the fitted exponential curves
passes exactly through the iteration points. When ∆n > 3 we can also require a
high accuracy of the exponential fit to justify the extrapolation. We sum up this
strategy, complemented with an extrapolation in the diverging region (as explained
in Section 4.2), in the block-scheme in Figure 4.9. And in Figure 4.10 we illustrate
the application of the method to the inference of 53 parameters of the LIF model
from Chapter 2 (for details see Section 4.5.3) by plotting the evolution of the slowly
converging β-weights from the model.
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Project the last M iterations on ∆last and fit 
the projected steps with the exponential
               yi = R⋅i
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Figure 4.9: Block-scheme and illustrations of the 1-D line-extrapolation accelerator
for a multi-dimensional problem solved with the EM algorithm.
First, we makeNinit iterations (Ninit = 8; in the brackets we give the typical numbers
which we used in the optimizations) to allow the transient, possibly nonnormal regime
to end and the dominant eigenmode to single out. Then, before extrapolating based
on the last ∆n EM iterations (4), we require several conditions to be satisfied: the
mean direct product between the consecutive iterations (〈〉 stands for averaging and
normalizing operator), measuring the degree of the alignment between ∆θs, should
be larger than some preset value (pmin = 0.9999); the exponential fit should be
accurate (ǫ = 10−6〈|y|〉); the fitted exponent should be converging, or, if this is the
only problem and we couldn’t make the exptrapolation for more than Nne steps (6),
we extrapolate by projecting Kdiverge (20) of average θ iterations ahead. After each
successful extrapolation we skip Nbwe (5) EM steps, before starting the next cycle.
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Figure 4.10: Convergence of the β-components of the 53-component θ-vector from
Chapter 2. The convergence of θ is aided by the exponential 1-D extrapolation along
the last iteration step, ∆θ, preceding the extrapolation and a few extra iteration
steps made in each cycle to relax the dynamics to the Jacobian’s major eigenvector
(following the scheme presented in Figure 4.9).
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Chapter 5
Miscellaneous projects
5.1 Parallel computing on several machines
(including remote access servers) in Matlab
As we discussed in Chapter 2, the computation of the EM algorithm sufficient statistic
for the model which Chapter 2 is devoted to is a very computationally demanding
problem. At the same time, the independence of the ISIs allows us to compute the
sufficient statistic separately for each of them, merging the results at the end.
Thus, the goal of this project was to implement a parallel computing for pro-
grams which contain a computationally expensive loop-block, with computations of
the blocks being independent at different values of the loop-variable. Contrary to
the standard parallel computation toolbox in Matlab, we don’t limit the complexity
of the loop-block and make it possble to do the computations on a remote cluster.
In its simplest version, the customization of a code requires changing only a couple
of parameters and writing a code to merge the results, with the rest of operations
done in a generic way. Being task-specific, these requirements cannot be reduced any
further.
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The technical description of the principles and the details of the code are appended
to the end of the dissertation.
5.2 Experimental setup for behavioral paradigms
This work concerns the development of an experimental framework and tool set for
the behavioral experiments requiring a closed-loop audio-visual interactions with the
animals confined in the arena. While the design is general and can be applied directly,
or with slight modifications, to a variety of experimental paradigms, the particular
setup was tailored to the virtual Morris water maze (VMWM) type of experiments.
Specifically, the designed setup was customized for the experiments to be done by
Pablo Jercog and are devoted to the study of the effect of pharmacological agents, such
as dopamine, on the formation of hippocampal spatial maps in mice freely navigating
inside the arena. The animals are supposed to determine their location inside the
arena based on the patterns of lighted LEDs surrounding it. Compared to the classical
water maze experiments, the water here is substituted with the aversive stimuli which
are administered conditioned on the location of the animal in the arena and the current
phase of the training protocol.
The setup consists of several semi-independent modules, which are also transfer-
able to other experimental designs. It includes the software implementation in Matlab
of a flexible paradigm parser, animal visual tracker, and a module for arena zoning,
and the hardware means for the delivery of the audio-visual stimuli to the animals.
The core of the setup is the paradigm parser which allows writing a variety of
different paradigms in terms of user defined actions and loops. An example of a
paradigm can be seen on Figure 5.1. The paradigm itself is set by the first line in
the ’edit’ field. The operants are given by the alphabetic sequences ending by a non-
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alphabetic characters. For each operant the actions are defined under the first line in
a standard series of Matlab commands. The brackets in the paradigm line determine
the boundaries for the loops, inside which the paradigm continues to run unless the
exit conditions, given by the operants starting with the letter ’e’, are satisfied.
Several LED trackers were built. They range from the tracker which determines
the LED location based mainly on the color and intensity of the pixels, to the Bayesian
tracker which computes the probability of the pair of LEDs to be at a particular point
taking into account the distance between the LEDs, the probability of an animal
speed, etc. The performance of all of them is robust to ambient light intensity and
intermittent artifacts, such as the disappearance of the LEDs.
Many of the behavioral experiments depend on the ability to trigger actions de-
pending on location of the animal. Here, the zones can be drawn and removed point-
by-point, on the screen or via text inputs (including during the paradigm run), or by
loading/downloading from a text file. Supplementary codes provide several possible
interactions with the zones: they can be shrunk, rotated around their own center
or the one of the arena, and the distance from a point in the arena to the closest
boundary of a zone can be computed.
Two methods are implemented for acquisition of the image from the camera: us-
ing the IMAQ Matlab toolbox (non-free software), or the VLC video player (free).
The latter relies on the ability of the VLC player to capture video from an external
camera device and save the snapshot to the disk where it can be read with Matlab.
Both methods work under any operational system, conditioned on the ability of the
corresponding software to detect the video capture device. Unfortunately, VLC player
introduces a delay of 100−−200 ms – which appears to be impossible to remove, and
can be prohibitive for a time-sensitive experiments.
The implemented VMWM procedure allows for a few types of stimuli. First, it
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is possible to play both the aversive and a cue sound, which is controlled directly
on the computer on which the Matlab instance is running. Second, the spacial cues
which the animal has to remember in order to locate the safe zone (inside which
the aversive stimuli cease) are made in the form of multiple LED patterns made
of 120 bright LEDs installed at the bottom of the arena circumference. And the
third stimulus is the ambient aversive light, the intensity of which can be controlled
from the computer with the consumed wattage gradually changing from 0W to 1kW.
The latter two stimuli are controlled by Arduino microcontroller board receiving the
control signals from the computer.
Both the light stimuli require much more power than the microcontroller board
is capable of providing. Thus, custom-made circuits were designed and assembled to
control the light sources. The LED cue lights controller is based on the Digi Key
LED driver, which is capable of driving up to 700mA of DC current in the voltage
range of 4.5–36V.
The original controller of the ambient aversive light was binary, based on a solid-
state relay (SSR), standard in the field of behavioral experiments. However, the
hypothesis that the ability to control the intensity of the aversive stimuli and to make
it dependent on the proximity of the animal to the target allows for a faster training
motivated a gradual AC controller. Since no commercial solution could be found
for the 1kW ambient light computer-controlled dimmer, it instigated a development
of a custom made AC-controller based on a triac openings controlled by software
interrupts triggered by current zero-crossing times.
The readout of the animal location and the administration of the aversive stimuli
closes the loop with an accuracy down to a maximum of a few dozens milliseconds.
While the development of the experimental setup has been just completed and no
experiments done up to today, I hope that the flexible nature of the setup will prove
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Figure 5.1: GUI for the VMWM experiment. 1 – paradigm ’edit’ field; 2 – zones
control; 3 – tracker control; 4 – image from the camera with the overlaying zones and
detected mouse location (white star; notice that in the depicted testing mode this
location does not coincide with the location of the LEDs).
to be intrumental in VMWM and other experiments.
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Concluding remarks
”It doesn’t matter how beautiful your theory is,
it doesn’t matter how smart you are.
If it doesn’t agree with experiment, it’s wrong.”
Richard P. Feynman
My dissertation is predominantly composed of projects which, while being indepen-
dent in content and areas of applications, all sprouted up from a desire to develop a
method for the inference of the parameters of the stochastic LIF neurons with time-
dependent conductances and currents based only on the ISI-data recorded from a
population of neurons. I started the thesis with the description of the EM algorithm
which we used to find the maximum likelihood estimates of the parameters. While
robust by itself, the EM algorithm depends on our ability to compute the sufficient
statistic, which is complicated by the wide range of parameters encountered during
the optimization process, as well as the possible inability of the fitted LIF model to
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describe the provided data.
Thus, Chapter 3 of the dissertation is devoted to the development of a fast and
robust method for the forward density propagation (FDP) which is key for the com-
putation of the sufficient statistic. I presented several methods for the FDP based
on either solving the Fokker-Planck, or the path integral equations. The differenc-
ing scheme which we chose to numerically solve the Fokker-Planck equation on the
fixed voltage-temporal grid has two opposing characteristics: the propagation of the
density by one time step is very efficient due to the sparse tridiagonal structure of
the multiplied matrices, but the length of the temporal steps cannot be made large
due to the Courant condition which ensures the stability of the advection step in the
scheme. These characteristics are reversed in the path integral solution method: each
step is slowed down by the computation of the Gaussian transition probability, but
there is no limit from above. In fact, I showed that there is a somewhat unexpected
low limit on the length of the time step and derived a corresponding stability con-
dition. The key for the robustness and the accuracy of the propagation methods in
the entire range of encountered parameters was their implementation on the adaptive
voltage-temporal grid, as well as the use of the general floating-point representation
to represent the density values.
I developed two methods speeding up the slow convergence of the EM algorithm.
The first method is based on the independence of individual ISIs in our model. I
wrote a Matlab package which allows computing the sufficient statistic for different
ISIs in parallel on several machines.
The second acceleration method allows us to reduce the number of iterations
which it takes for an algorithm to converge, and it is actually not specific to the EM
algorithm. It relies only on the sequence of already obtained iterations, and is based
on the construction of a parametric fit of those iterations which allows extrapolating
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ahead of the current iteration. Importantly, I demonstrated that this framework
allowed to unify the methods which were previously thought of as independent and,
by providing a vivid visual description, to open a way for the development of new
algorithms. Specifically, I showed that the new method developed here outperforms all
previously known methods, and that there is a clear path for the further improvements
of the method.
While the most direct application of the suggested convergence acceleration frame-
work is in computer science, the idea of constructing the extrapolation based on the
temporal sequence of vectors is relevant to neuroscience as well. The ability to ex-
trapolate the evolution of vectors into the future corresponds to the anticipation or
foreseeing of what is coming. It can be used, e.g., to prepare muscles for a particular
action which would minimize the reaction time and the final error of the motion, or to
shift the attention to a spot where the appearance of the stimulus is anticipated only
a dozen of milliseconds later. Such a hypotheses could be tested, e.g., but monitor-
ing the saccadic eye movements of a subject tracking a target on a screen. It would
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