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INTRODUCTION
Load forecasting is an important part of energy management systems. Load forecasting refers to projected load requirement using systematic process of defining load in sufficient quantative detail so that important power system decisions can be made. a total forecast is obtained by combining forecasts for various classes of customers such as residential commercial, industrial and others. Depending on the time zone of planning strategies the load forecasting can be divided into following four categories:
1. Very short time load forecast: These are required for on line operation and control of system. The time ranges from a few second to a minute. Generally these forecasts are more accurate due to the fact that the lead time is very small. 2. Short time load forecast: Short term load forecast have special importance in operation, control and techno commercial decisions. It is made on hourly basis for lead time of an hour to a week ahead. 3. Midterm load forecast: It ranges from a week ahead to six months. Generally energy estimates are made in this range. Energy sales and fuel purchase agreements are based on these forecasts. 4 . Long term load forecast: Long term load forecast ranges from a year to 20 years. Theses in general are estimate of peak demand in future years. It is very much needed in system generation and transmission planning.
Short term load forecasting plays an important role in power systems. Accurate short term load forecasting has a significant influence on proper system operational efficiency such as unit commitment, annual hydro thermal maintenance scheduling, hydro thermal coordination, demand side management, interchange evaluation, security assessment and other purposes.. Improvements in the accuracy of short term load forecasts can result in significant financial savings for utilities and co generators. Short term load forecasting can help to estimate load flows and to make decisions that can prevent overloading. Timely implementations of such decisions lead to the improvement of network reliability and to reduced occurrences of equipment failures and blackouts.
MULTILAYER FEED FORWARD NETWORK WITH BACK PROPAGATION LEARNING
A neural network consists of a number of neurons that are connected in massively parallel architecture. Just as there are many inputs (stimulation levels) to a neuron, there should be many input signals to our processing element. All of them should come into PE simultaneously. In response, a neuron either fires or does not fire depending on some threshold level. Each input will be given a relative weighting, which will affect the impact of the input. This is something like the varying synaptic strengths of the biological neurons. Weights are adaptive coefficients within the network that determine the intensity of the input signal. All of the products will be summed and compared to some threshold to determine the output. If the sum of the inputs is greater than threshold value, the processing element generates a signal. If the sum of the inputs is less than the threshold value, no signal is generated.
A class of neural networks that overcomes limitations of single layer linear networks and is able to model non linear relationships between the inputs and the outputs is the Multilayered Feed forward Network with learning carried out using the Back Propagation Rule. This network consists of a set of input units, a set of output units and one or more layers of intermediate units. These intermediate unit layers are sometimes referred to as a hidden unit layers since the unit in them do not directly communicate with the environment.
In the multilayer network, the first set of neurons connecting to the inputs serve only as distribution points. They perform no input summation. The training instance set for the network must be presented many times in order for the interconnection weights between the neurons to settle into a state for correct classification of input patterns. While the network can recognize patterns similar to those they have learned, they do not have the ability to recognize new patterns. This is true for all supervised learning networks. In order to recognize new patterns, the network needs to be retrained with these patterns along with previously known patterns. If only new patterns are provided for retraining, then old patterns may be forgotten. In this way learning is not incremental over time. This is a major limitation for supervised learning networks. Another limitation is that the back propagation network is prone to local minima, just like any other gradient descent algorithm. The learning rule is a generalization of the delta rule for multi-layer networks. It carries out a minimization of the mean square error E which is now a function of both weight matrices w and W
The algorithm carries out a steepest descent correction on the matrix giving w and W. Thus 
Assuming both the hidden and output units to have
as then activation function, the expression for W ij and w jk can be derived as
Since the weight errors The main difficulties with these networks are that they sometimes get stuck into local minimum and also their convergence is slow. The slow convergence can be overcome partially by using momentum terms. To overcome both the problems a second order optimization technique based on Newton's method called Levenberg -Marquardt rule has been used. The L-M update rule is -
Where J is the jacobian matrix of derivatives of each error to each weight, 'μ' is a scalar and 'e' is the error vector. If the scalar 'μ' is very large the above expression approximates gradient descent, while if it is small the above expression becomes the GaussNewton method. The Gauss -Newton method is faster and more accurate near an error minimum so the aim is to shift towards the G-N method as quickly as possible. Thus, μ is decreased after each successful step and increased only when a step increases the error.
FFNN Implementation For A Gujrat Utility
The performance is studied on the historical data of a Gujrat State utility. This data includes hourly loads and temperatures of two (T1 and T2) major load centers. The data of three weeks were taken for fixing the parameters of the various models (historical data). The forecaster was used to forecast the hourly load up to a week. The models were designed to give the optimum performance. The parameters of the models were finalized after the several trial and error efforts to give the optimum performance. Though each of these models have different numbers of input variables but the error performance was best for the individual method of forecasting. The time series formulation had T1 and T2 at the forecast hour as exogenous variables, whereas, load at hour k-1 and k-2 was taken as the time series inputs, where, k is the hour of forecast. There were separate models for forecasting weekdays and weekend days. The FFNN had 35 input variables containing loads at k-1, k-2, k-3, k-25, k-26, k-27, k-168, k-169, k-170 as load variables, and temperature of both places at k, k-1, k-2, k-3 along with 07 inputs for day type. The networks with 10 hidden neurons were selected on basis of trial and error. For the Gujrat utility system, network architecture with 35 input nodes, 10 neurons and a single output is selected after trial and error approach with different sets of inputs and number of neurons. The input set consisted of following:
1. Day type: 07 input. For example, 1000000 for Monday, 0100000 for Tuesday and so on.
2. Hour type: The 24 hour of the day was coded into 05 bit binary number.
3. Load: 09 inputs were used. They are 03 hour prior load to the hour to be forecasted i.e.
, where k is the instant at which the load is to be forecasted. Other similar inputs are
4. Temperature: 14 inputs were used. These were Apart from these temperatures of the day, previous day and day a week before for both the places were taken as inputs.
Single output node is taken which provides the forecasted load at a particular hour. Network with 10 hidden layer nodes were found sufficient for this problem. The learning rate selected was .001
RADIAL BASIS FUNCTION NETWORK
A Radial Basis Function (RBF) Network consists of two layers, a hidden layer with nonlinear neurons and an output layer with linear neurons. Thus the transformation from the input space to the hidden unit space is non-linear whereas the transformation from the hidden unit space to the output space is linear. The basis functions in the hidden layer produce a localized response to the input i.e. each hidden unit has a localized receptive field. The basis function can be viewed as the activation function in the hidden layer. The network itself is used to select its input variables and parameters. The network has a characteristic of convergence to the lowest possible training error for given set of network parameters and input variables.
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The advantage of this network lies in selection of input variables on the basis of network performance and this selection includes the load time series and weather variables. The training of the network is considerably fast and does not need monitoring of training process for non-convergence and parameter tuning, during design and testing.
The basic model of a RBF network is shown in Fig.2.1 . It is different from a feed forward network. A radial basis neuron receives the vector distance between its weight vector (cluster center) 'w' and the input vector multiplied by the bias ' b g ' unlike the sum of product of inputs and respective synaptic weights in case of feed forward network.
The RBF unit, transfer function in case of perceptron, is similar to Gaussian density function, which is defined by center position and the bias. The output of the R B F unit is given by. Where X is the input vector, W j is weight vector associated with hidden unit j (i.e., the center of its Gaussian function), and σ 2 is the normalization factor. The outputs of the hidden unit lie between 0 and 1; the closer the input to the center of the Gaussian, the larger the response of the node. Because the node produces an identical output for inputs with equal distance from the center o f the Gaussian, it is called a Radial basis.
The activation level O j of an output unit is determined by
Where Wji is the weight from hidden unit i to output unit j . The output units form a linear combination ofthe nonlinear basis-functions, and thus the overall network performs a nonlinear transformation of the input.
The normalization factor represents a measure o f the spread of the data in the cluster associated with the hidden unit. It is commonly determined by the average distance between the cluster center and the training instances in that cluster i.e. for hidden unit j.
where X is a training pattern in the cluster, Wj is the center o f the cluster associated with hidden unit j, and M is the number of training instances in that cluster.
Such a network maps f: R n  R according to Where the a i , are the model parameters, the x i (n) are the regressors and e(n) is the residue (error). Using matrix notation we can write are determined one at a time until a network of adequate performance is constructed. At each step of the procedure, the increment to the explained variance of the desired response is maximized. This way the OLS method results in a RBF network with less number of hidden neurons than that of an RBF network with randomly selected centers.
RBFNN Implementation for a Gujrat Utility
The numerical simulation was performed on load data of state of Gujrat. The hourly temperature data of two cities, Jamnagar and Bhuj were used in the simulation. The training set consists of three week historical data prior to the forecast hour and a week was taken as the test pattern. To arrive at an appropriate network single, weekly and hourly architectures were tried. The hourly structure was
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found to be most promising. The load curve also indicates strong dependence of hourly load. Separate network is selected for each hour. The weekdays and weekend days load characteristics are very much different; therefore, separate hourly structures for weekend days and weekdays are taken. The holiday load is forecasted using the weekend day structure. Thus there are basically two types of structures each o f twenty-four networks. As far as the size o f training sample is concerned the ratio of data used for training to that o f forecast remains same. We observed in our study that in short term forecasts the nearness o f data used for training to that to be forecasted is an important factor. The input selection was made starting with first three hour load values prior to the hour to be forecasted i.e.,
, where k is the instant at which forecast is to be made. The first three hour loads were selected heuristically. The results and inference drawn for various inputs in selection procedure for feature and architecture selection is illustrated for the system in table 1 for weekend day. The process was terminated when no appreciable improvement in the architecture selection was found.
The input variables, which do not improve the network performance, may worsen the performance of the network either in terms of accuracy or the training time. This is an important observation. This is equally true for feed forward networks where the input selection is often performed on basis o f engineering judgment. It is obvious from table that only load series data is required set for proper forecasting for this particular system with hourly structure for weekend days. Thus, the selected input variables for weekend structure are
A similar procedure is applied for weekday structure and the input variable selected by the method are -168) load series values and T (k) , T (k-1) , T (k-2) temperature time series values of one placer It is worth noting that hourly temperature data of other place (T 2 ) was also used in the process but were rejected. Case was similar for the daily average temperature for the two cities. The final architecture selected from the tablet corresponds to the final base case i.e. six inputs and 3 RBF units with bias value of 2.374. The architecture parameters for the weekdays are found to be one with 9 inputs and 5 RBF unit search with bias value of 0.7928.
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