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Abstract
In mathematics the signature of a path is a collection of iterated
integrals, commonly used for solving differential equations. We show
that the path signature, used as a set of features for consumption by a
convolutional neural network (CNN), improves the accuracy of online
character recognition—that is the task of reading characters repre-
sented as a collection of paths. Using datasets of letters, numbers,
Assamese and Chinese characters, we show that the first, second, and
even the third iterated integrals contain useful information for con-
sumption by a CNN.
On the CASIA-OLHWDB1.1 3755 Chinese character dataset, our
approach gave a test error of 3.58%, compared with 5.61%[4] for a
traditional CNN. A CNN trained on the CASIA-OLHWDB1.0-1.2
datasets won the ICDAR2013 Online Isolated Chinese Character recog-
nition competition.
Computationally, we have developed a sparse CNN implementa-
tion that make it practical to train CNNs with many layers of max-
pooling. Extending the MNIST dataset by translations, our sparse
CNN gets a test error of 0.31%.
Keywords: online character recognition, signature, iterated inte-
grals, convolutional neural network
Condensed running title: Sparse arrays of signatures
1 Introduction
Two rather different techniques work well for online Chinese character recog-
nition. One approach is to render the strokes into a 40×40 bitmap embedded
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in a 48×48 grid, and then to use a deep convolutional neural network (CNN)
as a classifier [4]. Another is to draw the character on an 8 × 8 grid, and
then in each square calculate a histogram measuring the amount of movement
in each of the 8 compass directions, producing a 512-dimensional vector to
classify [2].
Intuitively, the first representation records more accurately where the pen
went, while the second is better at recording the direction the pen was taking.
We attempt to get the best of both worlds by producing an enhanced picture
of the character using the path iterated-integral signature. This value-added
picture of the character records the pen’s location, direction and the forces
that were acting on the pen as it moved.
CNNs start with an input layer of size N × N ×M . The first two di-
mensions are spatial; the third dimension is simply a list of features available
at each point; for example, M = 1 for grayscale images and M = 3 for
color images. When calculating the path signature, we have a choice of how
many iterated integrals to calculate. If we calculate the zeroth, first, second,
. . . , up to the m-th iterated integrals, then the resulting input vectors are
M = 1 + 2 + 22 + · · ·+ 2m dimensional.
This representation is sparse. We only calculate path signatures where
the pen actually went: for the majority of the N ×N spatial locations, the
M -dimensional input vector is simply taken as all-zeros. Taking advantage
of this sparsity makes it practical to train much larger networks than would
be practical with a traditional CNN implementation.
2 Sparse CNNs: DeepCNet(l, k)
Inspired by [4], we have considered a simple family of CNNs with alternating
convolutional and max-pooling layers. Let DeepCNet(l, k) denote the CNN
with
– an input layer of size N ×N ×M where N = 3 · 2l,
– k convolutional filters of size 3× 3 in the first layer,
– nk convolutional filters of size 2× 2 in layers n = 2, . . . , l
– a layer of 2× 2 max-pooling after each convolution layer, and
– a fully-connected final hidden layer of size (l + 1)k.
For example, DeepCNet(4, 100) is the architecture from [4] with input layer
size N = 48 = 3 · 24 and four layers of max-pooling:
input-100C3-MP2-200C2-MP2-300C2-MP2-400C2-MP2-500N-output
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For general input the cost of the forward operation, in particular calculating
the first few hidden layers, is very high. For sparse input, the cost of cal-
culating the lower hidden layers is much reduced, and evaluating the upper
layers becomes the computational bottleneck.
When designing a CNN, it is important that the input field size N is
strictly larger than the objects to be recognized; CNNs do a better job dis-
tinguishing features in the center of the input field. However, padding the
input in this way is normally expensive. An interesting side effect of using
sparsity is that the cost of padding the input disappears.
2.1 Character scale n ≈ N/3
For character recognition, we choose a scale n on which to draw the charac-
ters. For the Latin alphabet and Arabic numerals, one might copy MNIST
and take n = 20. Chinese characters have a much higher level of detail:
[4] uses n = 40, constrained by the computational complexity of evaluating
dense CNNs.
Given n, we must choose the l-parameter such that the characters fit
comfortably into the input layer. DeepCNets seem to work best when n is
approximately N/3. There are a couple of ways of justifying the n ≈ N/3
rule:
– To process the n× n sized input down to a zero-dimensional quantity, the
number of levels of 2 × 2 max-pooling l = log2(N/3) should be approxi-
mately log2 n.
– Counting the number of paths through the CNN from the input to output
layers reveals a plateau; see Figure 1. Each corner of the input layer has
only one route to the output layer; in contrast, the central (N/3)× (N/3)
points in the input layer each have 9 · 4l−1 such paths.
2.2 Sparsity
For DeepCNets with l > 4, training the network is in general hard work,
even using a GPU. However, for character recognition, we can speed things
up by taking advantage of the sparse nature of the input, and the repetitive
nature of CNN calculations. Essentially, we are memoizing the filtering and
pooling operations.
First imagine putting an all-zero array into the input layer. As you eval-
uate the CNN in the forward direction, the translational invariance of the
input is propagated to each of the hidden layers in turn. We can therefore
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Figure 1: A comparison of the number of possible paths from the input layer
(96 × 96) to the fully connected layer for l = 5 DeepCNets and LeNet-7
[8]. The DeepCNet’s larger number of hidden layers translates into a larger
number of paths, but with a narrower plateau.
think of each hidden variable as having a ground state corresponding to re-
ceiving no meaningful input; the ground state is generally non-zero because
of bias terms. When the input array is sparse, one only has to calculate the
values of the hidden variables where they differ from their ground state.
To forward propagate the network we calculate two types of list: lists
of the non-ground-state vectors (which have size M , k, 2k, . . . ) and lists
specifying where the vectors fit spatially in the CNN. This representation is
very loosely biologically inspired. The human visual cortex separates into
two streams of information: the dorsal (where) and ventral (what) streams.
2.3 MNIST as a sparse dataset
To test the sparse CNN implementation we used MNIST [7]. The 28 × 28
digits have on average 150 non-zero pixels. Placing the digits in the middle
of a 96× 96 grid produces a sparse dataset as 150 is much smaller than 962.
It is common to extend the MNIST training set by translations and/or
elastic distortions. Here we only use translations of the training set, adding
random shifts of up to ±2 pixels in the x- and y-directions. Training a
very small-but-deep network, DeepCNet(5, 10), for a very long time, 1000
repetitions of the training set, gave a test error of 0.58%. Using a GeForce
GTX 680 graphics card, we can classify 3000 characters per second.
We tried increasing the number of hidden units. Training DeepCNet(5, 30)
for 200 repetitions of the training set gave a test error of 0.46%.
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Dropout, in combination with increasing the number of hidden units and
the training time generally improves ANN performance [6]. DeepCNet(5, 60)
has seven layers of matrix-multiplication. Dropping out 50% of the input to
the fourth layer and above during training resulted in a test error of 0.31%.
3 The sparse signature grid representation
The expression of the information contained in a path in the form of iterated
integrals was pioneered by K.T. Chen [3]. More recently, path signatures
have been used to solve differential equations driven by rough paths [11, 12].
The signature extracts enough information from the path to solve any linear
differential equation and uniquely characterizes paths of finite length [5].
The signature has been used in sound compression [10]. A stereo audio
recording can be seen as a highly oscillating path in R2. Storing a trun-
cated version of the path signature allows a version of the audio signal to be
reconstructed.
Although computing the signature of a path is easy, the inverse problem
is rather more difficult. The limiting factor in [10] was the lack of an efficient
algorithm for reconstructing a path from its truncated signature when m > 2.
We side-step the inverse problem by learning to recognize the signatures
directly.
3.1 Computation of the path signature
Let [S, T ] ⊂ R denote a time interval and let V = Rd with d = 2 denote the
writing surface. Consider a pen stroke: a continuous functionX : [S, T ]→ V .
For positive integers k and intervals [s, t] ⊂ [S, T ], the k-th iterated integral
of X is the dk-dimensional vector (i.e. a tensor in V ⊗k) defined by
Xks,t =
∫
s<u1<···<uk<t
1 dXu1 ⊗ · · · ⊗ dXuk .
By convention, the k = 0 iterated integral is simply the number one. The
k = 1 iterated integral is the displacement of the path. The k = 2 iterated
integral is related to the curvature of the path.
As k increases, it is a case of diminishing returns. The iterated integrals
increase rapidly in dimension whilst carrying less information about the large
scale shape of X. We therefore consider truncated signatures. The signature,
truncated at level m, is the collection of the iterated integrals,
S(X)s,t = (1, X
1
s,t, X
2
s,t, . . . , X
m
s,t).
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Figure 2: Concatenating paths and the corresponding m = 2 signatures.
With d = 2, the dimension of this object is
M := 1 + d+ · · ·+ dm = 2m+1 − 1. (1)
Let ∆s,t := Xt − Xs denote the path displacement. Thinking of ∆s,t as a
row vector, the tensor product corresponds to the Kronecker matrix prod-
uct (kron in MATLAB). When X is a straight line, the signature can be
calculated exactly:
X1s,t = ∆s,t, X
2
s,t =
∆s,t ⊗∆s,t
2!
, X3s,t =
∆s,t ⊗∆s,t ⊗∆s,t
3!
, . . . (2)
Joining together two paths to form a longer path results in a type of convo-
lution of the signatures; see Figure 2. With s < t < u, S(X)s,u is calculated
from S(X)s,t and S(X)t,u using the formula
Xks,u =
k∑
i=0
X is,t ⊗Xk−it,u , k = 0, 1, 2, . . . ,m. (3)
Using (3) inductively we can calculate the signature for any piecewise linear
path.
3.2 Representing pen strokes
Each character collected by an electronic stylus is represented by a sequence
of pen strokes. Each stroke is represented by a sequence of points that we
will treat as a piecewise linear path.
Recall that n ≈ N/3 denotes the scale at which characters will be drawn.
We use another parameter δ = n/5 to describe very approximately the scale
of path curvature.
Here is an algorithm that takes a character and uses the first m iterated
integrals to construct an N ×N ×M CNN-input-layer array (1).
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– Initialize an array of size N × N ×M to all zeros. Think of this as an
N ×N array of vectors in RM ; the first two dimensions correspond to the
writing surface, and the third corresponds to the elements of the signature.
– Rescale the character to fit in an n×n box placed in the center of the N×N
input layer. Let Xi : [0, length(i)] → [0, N ]2 denote the i-th character
stroke, parameterized to have unit speed.
– Let Xi(t) denote a point moving along the i-th stroke. Mapping Xi(t) into
the N ×N grid, store S(Xi)t−δ,t+δ in the appropriate column of the array.
Note that the first element of the signature corresponds to the zero-th iterated
integral which is always a one. Thus if we look at the first N ×N × 1 slice of
our 3D array we see a 2D bitmap picture of the character. If m > 1, the next
two layers contain the first iterated integrals: they encode the direction the
pen was moving. If m > 2, the next four layers encode the second iterated
integrals, and so on.
4 Results
4.1 10, 26 and 183 character classes
We will first look at three relatively small datasets [1] to study the effect of
increasing the signature truncation level m.
– The Pendigits dataset contains handwritten digits 0-9. It contain about
750 training characters for each of the ten classes.
– The UJIpenchars database includes the 26 lowercase letters. The training
set contains 80 characters for each of the 26 classes.
– The Online Handwritten Assamese Characters Dataset contains 45 samples
of 183 Indo-Aryan characters. We used the first k handwriting samples as
the training set, and the remaining 45 − k samples for a test set (k = 15
or 36).
To make the comparisons interesting, we deliberately restrict the DeepCNet
k and l parameters. The justification for this is that increasing k and l
is computationally expensive. In contrast, increasing m only increases the
cost of evaluating the first layer of the CNN; in general for sparse CNNs the
first layer represents only a small fraction of the total cost of evaluating the
network. Thus increasing m is cheap, and we will see that it tends to improve
test performance.
We tried smaller and larger networks, and using the training set with
and without increasing its size by affine transformations (a random mix of
scalings, rotations and translations). The table shows the test set error rates.
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Dataset DeepCNet n Transforms m = 0 m = 1 m = 2 m = 3
Pendigits (3,10) 10 × 3.37% 1.60% 1.32% 1.09%
Pendigits (5,50) 32 X 0.94% 0.43% 0.40% 0.40%
UJI lowercase (4,10) 20 × 18.3% 16.3% 15.3% 13.4%
UJI lowercase (5,50) 32 X 7.4% 6.6% 6.9% 6.9%
Assamese-15 (5,20) 32 × 48.9% 40.3% 39.8% 34.8%
Assamese-15 (5,50) 32 X 12.5% 11.9% 11.0% 11.0%
Assamese-36 (6,50) 64 X 2.2% 2.3% 1.6% 2.3%
The results show that the first and second, and even the third iterated in-
tegrals carry information that CNNs can use to improve generalization from
the training to the test set.
4.2 CASIA
The CASIA-OLHWDB1.1[9] database contains samples from 300 writers,
allocated into training and test sets. It contains samples of the 3755 GBK
level-1 Chinese characters.
A test error of 5.61% is achieved using a deep CNN applied to pictures
drawn from the pen data [4]. Their program took advantage of a couple of
features that are often used in the context of CNNs. Rather than simply
drawing a binary bitmap of the character, they convolved the images with a
Gaussian blur. They also used elastic distortions.
We trained a DeepCNet(6, 100) with m = 2 and n = 60. We went through
the training data 80 times. For the first 40 repetitions, we randomized the
placement of the training characters is a small neighborhood of the center
of the input layer. This gave a test error of 4.44%. We then applied affine
transformations to the training characters for another 40 repetitions, giving
a test error of 4.01%.
Modifying the above network by adding dropout—with dropout per level
of 0, 0, 0, 0.1, 0.2, 0.3, 0.4, 0.5—resulted in a test error to 3.58%.
5 Conclusion
We have studied two methods for improving the performance of CNNs for
online handwriting character recognition, enhancing the pictures with signa-
ture information and using sparsity to increase the depth of the networks we
can train. They work well together on a variety of alphabets.
This work raises a number of questions:
– Besides the path signature, there are many other ways of describing the
shape of a path. You could calculate 8-direction histograms [2] to give a
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sparse N×N×8 input layer. Or you could use an unsupervised learning al-
gorithm to characterize path segments. What is the best way of describing
paths for CNNs?
– Can our approach be applied to natural images using curves extracted from
the image by some deterministic curve tracing algorithm?
– Our CNN is sparse with respect to the two spatial dimensions, but not in
terms of the third feature-set dimension. Predictive Sparse Decomposition
[13] results in sparse feature vectors. Can doubly-sparse CNNs be built to
recognize images more efficiently?
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