In this paper, we study the multi-parameter Tikhonov regularization method which adds multiple different penalties to exhibit multi-scale features of the solution. An optimal error bound of the regularization solution is obtained by a priori choice of multiple regularization parameters. Some theoretical results of the regularization solution about the dependence on regularization parameters are presented. Then, an a posteriori parameter choice, i.e., the damped Morozov discrepancy principle, is introduced to determine multiple regularization parameters. Five model functions, i.e., two hyperbolic model functions, a linear model function, an exponential model function and a logarithmic model function, are proposed to solve the damped Morozov discrepancy principle. Furthermore, four efficient model function algorithms are developed for finding reasonable multiple regularization parameters, and their convergence properties are also studied. Numerical results of several examples show that the damped discrepancy principle is competitive with the standard one, and the model function algorithms are efficient for choosing regularization parameters.
Introduction
Many inverse problems are often formulated in a linear equation of the first kind Kx = y, (1.1) where K is a linear compact operator between Hilbert spaces X and Y over the field R or C [1] . In the sequel, we assume that the linear operator K : X → Y is injective and its domain D(K ) is not of finite dimension. Thus, the linear equation of the first kind (1.1) is ill-posed. We assume further that y belongs to R(K ), so that there exist a unique minimum solution of Eq. (1.1). In practical applications, we wish to approximate the solution of Eq. (1.1) from the knowledge of a perturbed right hand side y δ with a known error level
be amplified arbitrarily in the least-squares solution to such an extent that the numerical solution is useless completely. For this reason, methods for constructing a stable approximate solution of Eq. (1.1) should be applied to restrain the effect of noises. Such methods are called regularization methods and always contain one or more parameters, i.e. regularization parameter(s), to control the ill-posed degree of problem (1.1). In fact, the effectiveness of regularization methods depends strongly on the choice of regularization parameters. There has been an enormous effort to research how to determine the regularization parameters. We refer to [2] [3] [4] [5] [6] [7] [8] and references therein. The classical Tikhonov regularization method [1] use a single constraint to treat ill-posed problems, and has naturally a single regularization parameter. In recent years, there has been a growing interest in the multi-parameter Tikhonov regularization method that uses multiple constraints as a means of improving the quality of inversion [9] . The multiparameter regularization adds multiple different penalties which exhibit multi-scale features, while the single-parameter regularization uses a unique penalty which may result in a regularized solution that is too smooth to preserve certain features of the original solution. The use of multi-parameter regularization for solving ill-posed problems naturally matches with the multi-resolution analysis framework which has become a standard method to analyze the frequency information of images on different resolutions [10] . Instead of using one single penalty only, we aim now to search the solution by means of several penalties. This makes sense since for certain classes of solutions they often seem that one single frame is not always best suited [11] .
The multi-parameter regularization method has been studied in different papers. In [12] , the authors used a multiparameter regularization method for atmospheric remote sensing. A multi-parameter regularization was applied to the inverse electrocardiography in [13, 14] . A multi-parameter regularization method was used in [15] for the linear image restoration. In [16] , the authors used a multi-parameter regularization to estimate parameters of a jump diffusion process. In [17] , the authors used a multi-parameter regularization for the determination of geopotential from precise satellite orbits. A multi-parameter regularization method for the solution of over-determined and ill-conditioned linear systems was discussed in [18] , where numerical examples were given to show the efficiency of the proposed algorithm. Motivated by the success of L-curve method [2] , the authors proposed the L-hypersurface method [19] , and lately a simple fixed-point iterative algorithm with a minimum distance function (MDF) [9] to determine multiple regularization parameters. Recently, a choice of multiple regularization parameters was proposed in [20] by the idea of the known model function [6] [7] [8] . During this paper submission, a multi-parameter regularization is studied in a general framework, where two choice rules, i.e., the standard discrepancy principle and the balancing principle, are investigated for choosing multiple regularization parameters [21] . The superiority of the multi-parameter regularization over the single-parameter regularization has been shown in [22] , also in [20, 21] .
Motivated by the simplicity and the success in practice of the model function method, we have proposed some model functions with the corresponding algorithms [8] for determining a single parameter based on the damped Morozov discrepancy principle. To author's knowledge, there are no results for the damped Morozov discrepancy principle applied in the multi-parameter regularization framework. It is the main goal of this paper to utilize this damped principle for computing multiple regularization parameters under the framework of the model function method. After presenting some properties of the solution of the multi-parameter regularization, we propose four kinds of new model functions with their corresponding algorithms to solve the damped Morozov discrepancy equation for determining multiple regularization parameters.
Our paper is organized as follows. In Section 2, we introduce the multi-parameter Tikhonov regularization method and study properties of the regularization solution. A damped Morozov discrepancy principle is presented for the multiparameter regularization method in Section 3. In Section 4, we consider the model function method for choosing multiple regularization parameters. In Section 5, numerical examples are given to show the efficiency and the stability of the proposed model function algorithms. Finally, some conclusions are presented in Section 6.
The multi-parameter Tikhonov regularization method
We consider the multi-parameter Tikhonov regularization method as follows: a regularization solution x δ (α, β 1 , β 2 , . . . , β k ) of Eq. (1.1) from noise data y δ is defined as the minimizer of the functional
where α > 0, β j > 0, j = 1, 2, . . . , k are the regularization parameters. The Tikhonov functional (2.1) sheds more light on the role of the multiple regularization parameters. Minimization of (2.1) is a compromise among minimizing the residual norm, keeping the solution's norm ‖x‖ small, and preserving the other features such as magnitudes of the solution's differentials charactered by ''penalty terms'' ‖H j x‖ small also, i.e., enforcing stability overall.
For the sake of simplicity and clarity, we concentrate on the case of two-parameter regularization method, that is, consider a minimizing problem of the functional
where α > 0 and β > 0 are regularization parameters, where H is a linear bounded operator in the Hilbert space X and satisfies that: (a) ⟨Hx, y⟩ = ⟨x, Hy⟩, ∀x, y ∈ X ; (b) D(H) is dense in the Hilbert space X . Another description of this twoparameter regularization is that a priori information x ∈ ker{H} is known. For abbreviation, we denote the regularization solution x δ (α, β) of (2.2) as x(α, β), and use ⟨·, ·⟩ for the inner production and ‖ · ‖ for the norm in both X and Y without distinguishing them. It can be easily proven that the minimizer x(α, β) satisfies the following normal equation
where I is an identical operator, K * is the adjoint operator of K . 
i.e.,
which means that x(α, β) depends continuously on α and β.
Combining the identity (2.8) with the conditions (a)-(b) of operator H, we have 
From the continuity of x(α, β), we know immediately that Hx(α, β) depends continuously on α and β.
(1) Let α 1 < α 2 , β 1 = β 2 = β. From (2.9), we know that
Hence, ‖x(α 2 , β)‖ ≤ ‖x(α 1 , β)‖. This proves that the mapping (α, β)  → ‖x(α, β)‖ is monotonously nonincreasing with respect to α. The monotonicity of ‖Hx(α, β)‖ with respect to β can be proven analogously. Since x(α, β) is the minimizer of (2.2), one gets
The above two inequalities yield that 
for all α < α 0 and β < β 0 . Therefore,
Kx(α, β) = y δ .
(3) From the above proof, for every α < α 0 and β < β 0 we know that
Therefore, The following statement that we need for our analysis can be seen in [20] .
Lemma 1 ([20] ). The regularization solution x(α, β) is infinitely differentiable at every α, β > 0. The partial derivative w := ∂ n ∂α n x(α, β) ∈ X solves the following equation
while the partial derivative z := ∂ n ∂β n x(α, β) ∈ X solves the equation
(2.12)
The damped Morozov discrepancy principle
In the sequel, we are devoted to the a posteriori choice of the regularization parameters α, β based on a damped Morozov discrepancy principle for the multi-parameter Tikhonov regularization method. For the convenience of writing and reading, we sometimes denote the two regularization parameters α and β as a pair of (α, β).
The damped Morozov discrepancy principle for the multi-parameter regularization is to choose a regularization parameter set (α, β) satisfying that
where c ≥ 1 is a constant, γ > 1 and κ > 1 are called the damped coefficients. Obviously, if we choose γ = +∞ and κ = +∞ for α, β ∈ (0, 1), the damped principle (3.1) becomes the standard Morozov discrepancy principle which has been considered for looking for multiple regularization parameters in [20] . Provided that cδ 
For the damped principle (3.1), we does not obtain the optimal order estimate for the regularization solution x(α, β). However, the optimal order estimate of x(α, β) for the standard discrepancy principle was established in [20] ; and we introduce it here as follows.
Let {X r } r∈R is induced by the operator H : X → X , where X r is the completion of D(H r ) with respect to the Hilbert space norm ‖x‖ r = ‖H r x‖ and r ∈ R. Furthermore, the operator H satisfies the following hypotheses.
Hypothesis I.
For any x ∈ X , there exist positive constants m and a such that m‖H −a x‖ ≤ ‖Kx‖. Hypothesis II. There exist positive constants M and p such that
which implies thatx = H −p v with v ∈ X and ‖x‖ ≤ M.
The first hypothesis is called the link condition, characterizes the smoothing properties of the operator K relative to the operator H −1 ; the second characterizes the smoothness of the solutionx. Under the above two hypotheses, we can obtain the following estimate that has been proven in [20] . 
The model function method
As is well known, the choice of multiple regularization parameters is a crucial and challenging issue for the multiparameter Tikhonov regularization [14, 17, 20] . To authors' knowledge, the damped discrepancy principle (3.1) has been never discussed in the multi-parameter regularization context, while the standard one has been considered in [20, 21] . At the same time, we find from the results in [5] [6] [7] [8] that the model function approximation of the single-parameter discrepancy principle has led to efficient iteration algorithms for determining a single regularization parameter. Therefore, we consider choosing multiple regularization parameters based on the damped Morozov discrepancy principle (3.1) by the model function in this section.
The optimal function and its properties
For fixed α and β, denote by F (α, β) the minimum of the regularization functional (2.2), i.e.
From now on, we call F (α, β) the optimal function of the regularization functional J(α, β; x). The optimal function F (α, β)
will play an important role in developing new model functions and their corresponding algorithms. In this subsection, we collect some properties of the optimal function. Proof. The continuity of F (α, β) is a direct consequence of Theorem 2. Next, we show the monotonicity of the optimal function F (α, β). Let α 1 ≤ α 2 , β 1 ≤ β 2 , for any x ∈ X , from the definition of the function F (α, β) we have
Taking the minimum of the last above term J(α 2 , β 2 ; x) with respect to x yields F (α 1 , β 1 ) ≤ F (α 2 , β 2 ).
Lemma 3 ([20]). The first derivatives of the optimal function F (α, β) are given by
Based on the definition of F (α, β) and Lemma 3, discrepancy equation (3.1) is rewritten as
We call Eq. β by the Newton method. However, we do not need
in the model function method. Hence, the amount of computation is lessened. On the other hand, the Newton method converges only locally, and it must start with some appropriate initial values. This is certainly not practical in most applications. In the sequel, we show that our model function method can overcome the above drawbacks, and leads to efficient iteration algorithms for choosing multiple regularization parameters.
Model functions
The idea of the model function method is to construct a locally approximate function of F (α, β) with some constants to be updated at each iteration. This approximate function has an explicit expression, denoted by m(α, β), which we call the model function of F (α, β). Then the exact discrepancy equation (4.2) is approximated by a simple equation
which can be solved in a more practical and global convergent manner.
Multiplying the normal equation (2.3) with x(α, β), we have
Then, by simple computation we obtain
Therefore, from Lemma 3 the optimal function satisfies the differential equation
2 , a model function was presented in [20] as follows 
where u, v are approximate values of regularization parameters obtained at each iteration. This means that C , D, T depend on u and v. We therefore use 
where
Here, the values of C 1 , D 1 and T 1 are obtained from system (4.7).
Applying the techniques presented in [8] analogously, we obtain not only the second hyperbolic model function but also the linear model function, the exponential model function and the logarithmic model function. And, these new model functions obtained locally at the point (u, v) are as follows.
Linear model function:
Exponential model function:
Logarithmic model function:
where 
Another important property of the model functions m i (α, β), i = 1, . . . , 5 is given by the next theorem, which can be verified easily by direct computation. 
Model function algorithms
Replacing the optimal function F (α, β) with one model function m i (α, β) in (4.2), we get a locally approximate Morozov discrepancy equation
Then, the model function method is to construct an iterative procedure that can generate a pair sequence of regularization parameters denoted as {(α k , β k )}, and the sequence {(α k , β k )} will converge to a pair (α * , β * ) which is the solution of the exact Morozov discrepancy equation (4.2). First, we give a basic algorithm for choosing the regularization parameters by the proposed model functions, and label it by Algorithm 1.
Algorithm 1
The model function algorithm for choosing regularization parameters.
Step
Step 2.
Step 8; otherwise, solve the approximate Morozov discrepancy equation
Step 4.
Step 5.
Step 7. If |α k+1 − α k |/α k+1 < ε 1 and |β k+1 − β k |/β k+1 < ε 2 , then α k = α k+1 , β k = β k+1 , and goto Step 8; otherwise, set k := k + 1 and goto Step 1.
Step 8. Stop and return α k , β k and x(α k , β k ).
To discuss the convergence of the above algorithm and the following model function algorithms, we restrict α ∈ (0, 1] and β ∈ (0, 1] which are sufficient certainly for practical applications. Furthermore, we provide that cδ 2 < F (1, 1) which suggest that the Morozov equation (3.1) is solvable due to the fact (3.3).
Then the following conclusions hold:
and define f (α) := G i (α, β k ). Then, from Theorem 4 we obtain
for α ∈ (0, 1] and γ > 1, which shows that f (α) is monotonically increasing. On the other hand, we can easily verify that
, we can analogously prove that g ′ (β) ≥ 0 for β ∈ (0, 1] and κ > 1, thus obtain that β k+1 < β k while G(α k+1 , β k ) > 0.
Next, we first discuss the solvability of the approximate Morozov equations G i (α, β k ) = 0 and G i (α k+1 , β) = 0 in Algorithm 1, and then propose an improved algorithm to determine multiple regularization parameters. Here, we mainly investigate the cases related to the second hyperbolic model function (4.9) and the linear model function (4.10).
For the second hyperbolic model function (4.9), in Algorithm 1 one has
(4.14)
Since
On the other hand, we know from the proof of Theorem 5 that G 2 (α, β k ) is monotonically increasing for α ∈ (0, 1]. Therefore, there exists a unique solution of
. Based on these analyses, we see that the approximate Morozov equations equipped with the second hyperbolic model function are globally solvable from above, while locally solvable from below. In this case, we call that the approximate Morozov equations are locally solvable in total.
For the linear model function (4.10), in Algorithm 1 we have
Based on the results of Theorem 2, we know that G 3 (0, β k ) < 0 when β k are very close to zero. Thus, the monotonicity of G 3 (α, β k ) indicates immediately that there exist a unique solution of 
On the contrary, we can easily prove that there is always a unique solution of
. Therefore, the approximate Morozov equations equipped with the linear model function are locally solvable from above, but globally solvable from below. That is, the approximate Morozov equations equipped with the linear model function are also locally solvable in total. Similarly, we find that the approximate Morozov equations equipped with the first hyperbolic model function (4.8) and the exponential model function (4.11) are also locally solvable in total. Especially, the approximate Morozov equation 
, β k ) = 0 due to the definition of α k+1 , we derive from the continuity of the function G 2 (u, v; α, β) that
Hence, we prove that G(α * , β * ) = 0.
Remark 1.
Assuming that there exists a positive constant ρ such that ρ‖x(α, β)‖ ≤ ‖Hx(α, β)‖, and considering multiple regularization parameters in (0, +∞), we can prove that the following result holds. Let the stop criterion |α k+1 − α k |/α k+1 < ε 1 and |β k+1 − β k |/β k+1 < ε 2 be omitted in Algorithm 1. If the initial values α 0 ∈ (0, +∞), β 0 ∈ (0, +∞) are given such that G(α 0 , β 0 ) < 0, the sequences {α k } and {β k } generated by Algorithm 1 equipped with the linear model function are either finite and terminate at a pair (α k , β k ) satisfying that G 3 (α k , β k ) ≥ 0 or at a pair (α k+1 , β k ) satisfying that G 3 (α k+1 , β k ) ≥ 0, or infinite and converge to the limit α ♮ and the limit β ♮ that meet
. . in Algorithm 1. Then, the sequence {β k } can be generated by Algorithm 1 equipped with the first or the second hyperbolic model function, if these steps (Step 1 to Step 3) for updating α k are omitted and use α k = α ♯ for all k = 1, 2, . . . . It follows directly from Theorem 6 that in this case one has the following convergence result (Corollary 1). The similar result for the first hyperbolic model function, which has been presented under the standard Morozov discrepancy principle in [20] , is a special case of Corollary 1. 
However, we hope that the iteration starts from some large regularization parameters and then treat more stable least square problems from the viewpoint of computation, which imply that G(α k , β k ) > 0. To achieve our aim, we present a relaxation strategy for the linear model function in the following. Here, we only investigate the case of G 3 (α, β k ). The case of G 3 (α k+1 , β) can be discussed analogously. Assuming without loss of generality that G(α k , β k ) > 0, we introduce the following relaxation form of the approximation discrepancy equation
where the relaxation factor λ k is determined by requiring thatĜ 3 
According to the increasing monotonicity of G 3 (α, β k ), we know thatĜ 3 (α, β k ) is also increasingly monotone from the fact
In the following, an improved algorithm is stated by using the relaxation form of the approximate discrepancy equation and labeled by Algorithm 2. Although the relaxation strategy is only discussed on the linear model function, it can be also applied to the exponential model function. m 3 (α, β) or m 4 (α, β) .
Algorithm 2 The improved algorithm for
Step 8; otherwise, solve for α k+1 the relaxation discrepancy equation 
and goto Step 8; otherwise, solve for β k+1 the relaxation discrepancy equation
The above theorem can be proven analogously as Theorem 5 and thus omitted. 
, or infinite and converge to the limit α Ď and the limit β
Proof. Without loss of generality, we give the proof for the linear model function.
For clarity, we also denote that G 3 (u, v; α, β) := G 3 (α, β) that is a continuous function of variables u, v, α and β. From the construction of the linear model function and the definition of the relaxation discrepancy equation, we know that
and
Thus, the existence, the monotonicity and the boundedness of the sequences {α k } and {β k } can be easily derived from Theorem 7. Thus, the sequences {α k } and {β k } are infinite, and there exist two constants α
Next, it is sufficient to show that G(α Ď , β Ď ) = 0. From the continuity of the discrepancy function G(α, β) and the approximate discrepancy function G 3 (u, v; α, β), we obtain that
which implies that in (4.17) one has
On the other hand, α k+1 solves (4.17), i.e.,
The direct computation yields
Obviously, λ k,1 is convergent as α k → α * , β k → β * since the continuity of G 3 (u, v; α, β) and the continuity of ‖x(α k , β k )‖ 2 .
Now we take k → ∞ in Eq. (4.19) and conclude that G(α Ď , β Ď ) = 0.
As we know, we must solve two regularized equations at each iteration in Algorithms 1 and 2 which requires a large computational cost. Hence, the authors of [20] suggest that the regularization parameter α is updated by the form α k+1 = ωα k in the iteration, where ω ∈ (0, 1) is a constant. Applying this updated strategy for α, we obtain the following practical algorithms of Algorithms 1 and 2. The convergence results for the practical algorithms are similar to those of Algorithms 1 and 2, and the proofs are also similar and thus omitted.
Algorithm 3
The practical algorithm of Algorithm 1.
Step 1.
Step 3.
Step 6; otherwise, solve the approximate Morozov discrepancy equation
Step 4. α k+1 = ωα k , where ω ∈ (0, 1) is a fixed constant.
, and goto Step 6; otherwise, set k := k+1 and goto Step 1.
Step 6. Stop and return α k , β k and x(α k , β k ).
Algorithm 4
The practical algorithm of Algorithm 2.
Step 6; otherwise, solve for β k+1 the relaxation discrepancy equation 
Remark 2.
Since the regularization parameter β is a denominator of the hyperbolic model functions, we cannot use these hyperbolic model functions in the relaxation model algorithms (Algorithms 2 and 4). Obviously, we also cannot use the logarithmic model function in the relaxation model algorithms.
Remark 3.
Obviously, we can obtain another type of practical algorithms by using the form β k+1 = ωβ k to update β and using the model function method to update α. However, our numerical experiments show that Algorithms 3 and 4 are more stable and efficient than those practical algorithms updated β by β k+1 = ωβ k . Therefore, we only adopt Algorithms 3 and 4
to determine the regularization parameters in our numerical examples. 
Numerical examples
To verify the efficiency and the stability of the model function algorithms with the damped Morozov discrepancy principle, this section presents four examples which are integral equations of the first kind. The first three examples are one-dimensional problems that are synthesized problems. The fourth example is a two-dimensional image deblurring that is a more realistic problem. The discretized linear system takes the form Ax = b, and the data b is corrupted by noises.
We consider the approximate regularization solution x(α, β) that solves the normally linear system
where I is the identity matrix, L is a discrete approximation matrix of the first derivative operator given as follows: The maximum number of steps is 100 in the iteration process.
In the numerical results showed in the following tables, we report the values of regularization parameters approximately satisfying the Morozov equation, the iteration steps (IS) with the stop criterion (SC), and the relative error (RE) with respect tox. Here, the value of G(α 0 , β 0 ) is greater than zero for all examples, i.e., G(α 0 , β 0 ) > 0. Thus, the stop criterions
Therefore, we use G k for abbreviation and simplify to represent G i (α k , β k ) and G i (α k+1 , β k ) in the ''SC'' column.
Remark 4.
We do not list results of Algorithm 3 for the hyperbolic model function II (4.9) and the logarithmic model function (4.12), since we find that the results for (4.9) are the same as those for the hyperbolic model function I (4.8), and the results for (4.12) are not satisfied.
Three one-dimensional problems
We take three functions, i.e., ilaplace(n, 1), foxgood(n) and shaw(n), from the Matlab regularization toolbox [23] to generate three test problems of (1.1). These functions are used to generate matrices A, right-hand sides b and solutionŝ x so that Ax = b is satisfied. For ilaplace(n, 1) we take n = 100 [20] ; for foxgood(n) and shaw(n) we take n = 256. In all cases, noise data b δ are generated in the form b δ = b +δ‖b‖e, where e is a normally random vector with mean zero and standard deviation 1, andδ is the relative error level.
From Tables 1-9 , we see that the damped Morozov discrepancy principle is equivalent to the standard principle (γ = +∞, κ = +∞) when the damped coefficients are taken as γ = 6.5, κ = 6.5. While the value of the damped coefficient γ is greater than or equal to the value of the damped coefficient κ, the damped Morozov discrepancy principle is more stable and the relative errors of regularization solutions are smaller than other cases. Especially, the numerical results of Table 2 Numerical results for ilaplace(n, 1) by using Algorithm 4 with the linear model function (4.10). Table 4 Numerical results for foxgood(n) by using Algorithm 3 with the hyperbolic model function I (4.8). foxgood(n) listed in Table 4 show that the damped discrepancy principle is superior to the standard principle. Therefore, the damped Morozov discrepancy principle with γ ≥ κ such as (γ = 6.5, κ = 6.5) or (γ = 6.5, κ = 3.5) is a prior strategy for determining the multiple regularization parameters.
Comparing results of Algorithm 4 for the linear model function to those of Algorithm 3 for the hyperbolic model function from Tables 4, 5 , 7 and 8, we observe that their convergence rate is almost same but the values of regularization parameters of the former are larger than those of the latter. It implies that the regularization parameters determined by the linear model function are better than those determined by the hyperbolic model function from the view of stability. In fact, it may be instable for numerical computation if the regularization parameters are small enough, such as the case of Table 4 . So, the linear model function is the most valuable model for determining multiple regularization parameters. On the other hand, the exponential model function is also valuable from the results for foxgood(n) and shaw(n). Table 6 Numerical results for foxgood(n) by using Algorithm 4 with the exponential model function (4.11). Table 7 Numerical results for shaw(n) by using Algorithm 3 with the hyperbolic model function I (4.8). 
Two-dimensional image deblurring
Our final example is concerned with the restoration of an image from its blurred and noisy version that is modeled by a Gaussian kernel function:
k(x, y) = 
