In this paper we present preliminary work implementing dynamic privacy in public surveillance. The aim is to maximise the privacy of those under surveillance, while giving an observer access to sufficient information to perform their duties. As these aspects are in conflict, a dynamic approach to privacy is required to balance the system's purpose with the system's privacy. Dynamic privacy is achieved by accounting for the situation, or context, within the environment. The context is determined by a number of visual features that are combined and then used to determine an appropriate level of privacy.
Introduction
There has been much discussion recently concerning the need for privacy in ubiquitous computing, and particularly in the case of surveillance [2, 7, 8] . In the U.K., where there are an estimated 4.2 million CCTV cameras, a recent report from the Royal Academy of Engineering called for research into developing ways for monitoring public spaces that minimise the impact on privacy [7] . Public distrust of surveillance is evidenced by a number of groups that publicise the position of cameras, allowing people to plan routes to avoid being caught on camera [2] . Advances in technology have resulted in IP cameras, essentially public web cameras, replacing CCTV cameras, which will make it easier to develop, co-ordinate, and combine large scale surveillance networks. Similarly, advances in storage and digital video recording equipment will also result in the more permanent storage of surveillance data. Such technological advances, in conjunction with advances in video and image processing, such as facial recognition, will increase the potential impact of surveillance systems on privacy [8] . Consequently, privacy intrusion resulting from public surveillance is becoming an increasingly important issue. The underlying cause of this social issue lies in advancing technology, thus, both social and technological approaches are required.
A number of techniques have been proposed for filtering privacy sensitive information from video data by encrypting, or obscuring, regions of interest (ROI), such as the face, in order to remove sensitive information (see [3, 4] for examples). The privacy information is removed by default, and can only be accessed by authorised personnel, who would then have access to all the data. An alternative technique [10] detailed a privacy system for a hospital. The images of authorised personnel within an environment, determined using an RFID tag, were obscured, and images of unauthorised people were retained within the video. While this approach activates monitoring only when necessary, it is still limited to a single privacy policy, i.e. turn privacy on or off. Both approaches are too restrictive for public surveillance due to the complex and uncontrolled nature of public environments. A single privacy policy would either fail to minimise the intrusion of the surveillance, or run counter to the purpose of the surveillance.
Consequently, a dynamic approach is required, one that aims to maximise the privacy of those under observation, while allowing the observer access to sufficient information in order to perform their duties. In this paper, we introduce the initial groundwork for implementing dynamic privacy in public surveillance applications. The dynamic approach is achieved by using context-aware surveillance, in conjunction with multiple data filtering techniques corresponding to different levels of privacy. The context-aware surveillance system interprets the situation within an environment by combining a number of types of contextual information, which are then used to determine an appropriate level of privacy. Consider, for example, crowd size: a large crowd size indicates relatively little danger to individuals within the crowd (higher privacy). Conversely, a large crowd moving fast could indicate an anomaly that would warrant closer observation (lower privacy). This example combines two context types, crowd size and motion, to form a more detailed interpretation of the information within a scene.
The purpose of the privacy filtering is twofold; first, to limit privacy intrusion of surveillance systems, including via the abuse of such systems, and second, to increase the acceptability, if not trust, of surveillance. Following the proposal of Senior et al. [8] , the privacy filtering can be incorporated into a privacy system that uses a layered approach to data access, with different data access levels for different observer types, with access privileges increasing in conjunction with the trust level assigned to an observer type. For example, a supervisor ("privileged user" [8] ) may be given the ability to override the privacy filter under abnormal circumstances, and law enforcement officials may be given access to all information when required. Dynamic privacy within an observer type is then achieved by accounting for the context.
The significance of this work lies in the introduction of dynamic privacy in public surveillance. The paper further presents initial work on context aware surveillance, and its affect on privacy.
Context Aware Surveillance
Three context types have so far been examined; the lower level context of motion and common paths travelled through the scene, along with the higher level semantic context of crowd size. These methods were developed and then tested on a video 45:18min in length, of size 320 × 240, captured at 25f ps (67950 frames). The video consists of two paths, and a road at a university ( Figure 1) . The low level features used to derive the context types were implemented using the standard functionality of the Intel open source vision library 1 . 
Motion
Both localised and global motion were determined. The global motion for each frame was calculated using a form of optical flow.
1 The localised average velocity 1 OpenCV: http://sourceforge.net/projects/opencvlibrary/ and magnitude of the motion vectors in a m × n grid were determined. The localised motion gives an indication of the typical direction of movement through a local region of the scene.
Common Paths
A background subtraction algorithm [9] was used to identify the regions of the video that consistently appeared in the foreground, normalised over the length of the video to remove spurious foreground due to changes in lighting. This context type is used as an approximation of the common paths travelled through the scene. and are shown in figure 2 . 
Crowd Size
To automatically determine crowd size, the number of people in each frame was counted manually to set the ground truth and then classified into 5 broad categories: (0), (1 − 10), (11 − 20), (21 − 30), and more than 30 people. Feature vectors comprising visual features were determined for each frame. The video was then split into two sets, the first 25000 frames and the remaining frames; these sets were then used as training and testing data for a decision tree [11] , which was then used to classify the crowd size for each frame into one of the 5 broad categories. Edge [5] and motion features were sufficient to determine the crowd size with a 79% accuracy (after smoothing to remove changes in crowd size that occurred for a single frame) with 98% of the frames being classified within one level of the broad level ground truth. The plot for the classified crowd size for the video sequence is shown in figure 3. 
Context Aware Privacy
The three context types are combined to determine an appropriate privacy level. Changes in each context type will affect the level of privacy applied to the video (i.e. alter the privacy dynamically), with contexts indicating unusual situations resulting in decreased privacy. For example, privacy determined by monitoring crowd movement in the video scene would use the combined motion and crowd size contexts. Normal context types would exhibit a higher level of privacy. Abnormal contexts, or combinations of context, such as over crowding (large crowd, slower motion), panic (faster motion, larger crowd), loitering (stationary people), and theft (rapid movement, more likely to be a low number of people) could be used to alert the observers, and to decrease privacy levels, increasing the observer's access to the relevant information.
Changes in privacy are implemented using different data filtering (data hiding) techniques on the visual data. Thus, the data hiding techniques correspond to levels of privacy, or data access. Multiple privacy levels are used as we wish to maximise privacy. The data hiding techniques (privacy levels) used are: 1 -Low. Showing all data. 2. Replacing the people in the image with their corresponding foreground blob, giving detailed position and posture information. 3. Removing the people in the image and replacing them with a corresponding bounding box, revealing coarse position information. 4. Displaying the non-zero motion vectors within the scene, which gives details of the speed and position of the movement within the scene, but does not reveal the source of the movement. 5. Display broad level contextual information, such as the overall motion or the crowd size, giving a summary of the key environmental contexts. 6 -High. Remove all objects (people and vehicles) from the image.
The underlying privacy for the current video scene is determined by the crowd size. Normally, people feel safer within a large crowd, thus, the privacy level increases with the size of the crowd. For crowd size, the filtering levels used are:
• 0 − 10 people: Replace people with foreground blobs (Figure4(a) ), giving details of the interactions between people (privacy level 2).
• 11 − 20 people: Replace people with bounding boxes (Figure4(b) ), giving details of the position of people in the scene (privacy level 3).
• 21 − 30 people: Removing the people from the image and rendering the non-zero motion vectors within the scene (Figure 4(c) ), giving details of crowd movement through the scene (privacy level 4) • 31 people and above: High level semantic information is shown, in this case, the crowd size (Figure 3 ) (privacy level 5). The privacy level is then adjusted in accordance to the remaining context types. A high global motion and large crowd size (> 20) causes a decrease in privacy, resulting in a transition to privacy level 2. A low global motion and large crowd size (> 20) causes a similar decrease in privacy. The decrease in privacy in both cases is to enable an observer to determine the cause of the abnormal motion. A high local motion and small crowd size (< 10) triggers a decrease in privacy in the surrounding area, applying a privacy level of 1 to the object determined to be the cause of the motion. Figure 4(d) shows an example of unusual motion, in this case a van enters the footpath area, resulting in a lower privacy for the area surrounding the van (inset), while the pedestrian remains obscured. High and low motion, both local and global, are determined by modelling normal motion and using an adaptive threshold. Similarly, a decreased privacy level is used for individuals that do not travel on the common paths. Using the path information, combinations of data hiding techniques within a single frame are again used. The privacy level of the individual not travelling on the path is decreased by one. For example, if the crowd size is less than 10, all the people travelling on paths can be replaced by foreground blobs (privacy level 2), while the images of people not travelling on paths can be displayed (privacy level 1). For abnormal path usage through the scene, those who travel through the non-red portion of the scene, as shown in Figure 2 , will experience the lower privacy level.
Conclusion
In this paper we introduce a method for dynamically implementing privacy within public surveillance environments. The aim of dynamic privacy is to maximise the privacy of the observed, while still giving an observer a sufficient level of information in order to retain the purpose of the system. We dynamically alter the privacy policy applied to surveillance data by accounting for the situation within the environment, determined using context aware surveillance. Combining a number of contextual elements enables a more detailed interpretation of the situation within the environment, in turn allowing a more appropriate privacy policy to be implemented.
The privacy filtering limits the intrusion into privacy of the surveillance. However, this alone may not achieve the second purpose of the system, to engender public acceptability, or trust, in surveillance systems. A detailed discussion of the social computing aspects related to trust in surveillance is beyond the scope of this paper. However, we briefly note that feedback has been identified as an important aspect in the acceptance of ubiquitous monitoring applications [1, 6] . One method used to achieve feedback involves warning people that they are being monitored [1] . As multiple levels of monitoring are involved in the proposed privacy system, a feedback mechanism that reflects this is necessary. This can be achieved by placing lights within the environment that display a colour linked to the privacy filter. For example, green can indicate a high level of privacy, while red would indicate that no privacy filters are in effect.
