An approximate steepest descent strategy converging, in families of regular exponential densities, to maximum likelihood estimates of density functions is described. These density estimates are also obtained by an application of the principle of minimum relative entropy subject to empirical constraints. We prove tight bounds on the increase of the log-likelihood at each iteration of our strategy for families of exponential densities whose log-densities are spanned by a set of bounded basis functions.
Introduction
Consider the following problem: Given a random sample x 1 ; : : : ; x m drawn independently from a distribution P with density p, nd the maximum likelihood estimate in a family of regular exponential densities. This problem of density estimation is also known as minimization of relative entropy (Kullback-Leibler divergence) subject to empirical constraints (see e.g. 5, 4] ). In this work we describe an approximate steepest descent strategy 1 converging to the MLE in exponential families of densities whose log-densities are linear combinations of a set of bounded basis functions. We show tight lower and upper bounds on the increase of the log-likelihood function (or, equivalently, decrease of the relative entropy) at each iteration, as a function of the norm of the gradient.
Let (X; B) be a measurable space. In the following, all densities on (X; B) are understood with respect to a nite dominating measure . We recall the de nition of the relative entropy Choose a positive integer d and let = f 1 ; 2 ; : : : ; d g be a set of bounded basis functions k : X ! IR. Fix also a reference density q 0 on (X; B).
We will use the notation (x) for the inner product P k k k (x).
We 2 Description of the strategy We now introduce the iterative likelihood maximization strategy. Let k k be the Euclidean norm.
We assume that the strategy is parametrized with respect to the choice of the set of basis functions . In order to simplify the analysis, we also restrict the range of each basis function k (k = 1; : : : ; d) in the interval ? p 1=4d; p 1=4d ]. This ensures that for all nontrivial choices of the set of basis functions, for any density p and for any x 2 X, k (x) ? (p)k 2 (0; 1). 3 We remark that the need for normalizing the k 's can be also interpreted via the notion of \comparison density", as pointed out by an anonymous referee.
On each run, the strategy is given as input a reference density q 0 and a random sample x 1 ; : : : ; x m independently drawn from a distribution P with density p(x). The output consists in a in nite sequence q 1 ; q 2 ; : : : of densities in E( ).
Let t = ( t 1 ; : : : ; t d ) such that The sequence of densities q t is such that for each t 1 and for each x 2 X q t+1 (x) = q 0 (x) exp h ( t + t ) (x) ? ( t + t ) i (4) where t is the parameter vector after the t-th iteration (assuming 0 = 0), and t = t+1 ? t is de ned by t = tanh ?1 (k~ ? t k) k~ ? t k (~ ? t ):
It is easily seen that for all t 1, q t is in the exponential family E( ). Notice also that k~ ? t k < 1 for all t since the k 's have been normalized.
In the next section we show that the increment (5) corresponds to exact steepest descent with respect to an approximation of the Kullback-Leibler divergence along the direction of the gradient.
Analysis
In this section we prove bounds of the increase of the log-likelihood at each iteration. The loglikelihood function for the family E( ) is (6) Hence, for a set of linearly independent basis functions, the maximum likelihood estimate q^ in the family E( ) is characterized by the unique^ 2 IR d satisfying the equation (^ ) =~ :
Conditions guaranteeing the existence of the MLE in exponential families can be found in 1, 3] .
Using (2), (6) and (7), we can rewrite the Kullback-Leibler divergence as
where only the last term depends on . Therefore, the problem of maximizing the log-likelihood function is equivalent to the problem of minimizing D(q^ kq ). Note also that (3) yields rD(q^ kq ) = ( ) ?~ .
We will make use of the following two inequalities. This proves (12). Inequality (13) is proven using (17), Jensen's inequality, and (5) 
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The choice of t exactly maximizes (18). To see this, note that this term is maximized when t = ? ( t ?~ ) = ? rD(q^ kq t ) for some choice of > 0. To nd , we di erentiate
Setting the derivative equal to 0 and solving with respect to yields = tanh ?1 (G) G from which the optimal increment (5) The rst inequality is again a consequence of Theorem 1, the second is an application of Corollary 1, and the third is derived from Lemma 1.
Finally, we show a corollary asserting exponentially fast convergence of our strategy in a region close to the optimum. 
Conclusions
In this paper we have described a strategy for likelihood maximization (relative entropy minimization) in families of exponential densities, assuming that the log-densities are spanned by a set of bounded basis functions. Our strategy is shown to perform steepest descent on an approximation of the relative entropy function. Upper and lower bounds on the decrease of the relative entropy at each iteration have been proven. Our bounds are expressed in terms of a function of the norm of the gradient and are tight within a constant factor of 1 2 . Bounds on the speed of convergence of our strategy have also been shown. An interesting open problem is to show that k^ ? t k > k^ ? t+1 k holds for all t t 0 and for some t 0 1.
