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SKEW GROUP ALGEBRAS, INVARIANTS
AND WEYL ALGEBRAS
ROBERTO MARTI´NEZ-VILLA AND JERONIMO MONDRAGO´N
Abstract. The aim of this paper is two fold:
First to study finite groups G of automorphisms of the homogenized Weyl
algebra Bn, the skew group algebra Bn ∗ G, the ring of invariants BGn , and
the relations of these algebras with the Weyl algebra An, with the skew group
algebra An ∗ G, and with the ring of invariants AGn . Of particular interest is
the case n = 1.
In the on the other hand, we consider the invariant ring C[X]G of the
polynomial ring K[X] in n generators, where G is a finite subgroup of Gl(n,C)
such that any element in G different from the identity does not have one as an
eigenvalue. We study the relations between the category of finitely generated
modules over C[X]G and the corresponding category over the skew group
algebra C[X] ∗ G. We obtain a generalization of known results for n = 2 and
G a finite subgroup of Sl(2,C ). In the last part of the paper we extend the
results for the polynomial algebra C[X] to the homogenized Weyl algebra Bn.
1. Automorphism of the homogenized Weyl algebra.
In tis section we will assume the reader is familiar with basic results on Weyl
algebras as in [Co] , For results on the homogenized Weyl algebra we refer to [MMo]
Let K be a field of zero characteristic. In this section we consider the it homog-
enized Weyl algebra Bn defined by generators and relations as:
Bn = K < X1, X2, ...Xn, Y1, Y2, ...Yn, Z > /{[Xi, δj ] − ∂ijZ2, [Xi, Xj], [Yi, Yj ],
[Xi, Z‘], [Yi, Z‘]}, with K < X1, X2, ...Xn, Y1, Y2, ...Yn, Z >the free algebra in 2n+1
generators, [u, v‘] the commutator uv − vu and δij , Kronecker’s delta.
It is knownBn has a Poincare-Birkoff basis and it is quadratic, hence by [Li], [GH]
it is Koszul. Let B!n be its Yoneda algebra [GM1],[GM2], B
!
n = ⊕
k≥0
ExtkB(K,K).
The algebra B!n has the same quiver as Bn and relations orthogonal with respect
to the canonical bilinear form, it is easy to see that B!n has the following form:
B!n = Kq[X1, X2, ...Xn, Y1, Y2, ...Yn, Z]/{X2i , Y 2j ,
n∑
XiYi + Z
2},
i=0
where Kq[X1, X2, ...Xn, Y1, Y2, ...Yn, Z] denote the quantum polynomial ring.
K < X1, X2, ...Xn, Y1, Y2, ...Yn, Z > /{(Xi, Xj), (Yi, Yj), (Xi, Z), (Yi, Z)}. Here
(u, v) denotes the anti commutators uv + vu.
The polynomial algebra Cn = K[X1, X2, ...Xn, Y1, Y2, ...Yn, Z] is a Koszul al-
gebra with Yoneda algebra C !n = Kq[X1, X2, ...Xn, Y1, Y2, ...Yn, Z]/{X2i , Y 2j }. The
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Weyl algebra is defined by An = K < X1, X2, ...Xn, Y1, Y2, ...Yn, > /{[Xi, Yj ] −
∂ij , [Xi, Xj]‘, [Yi, Yj ], [Xi, Z‘], [Yi, Z]‘}.
Observe we obtain Cn as a quotient of Bn and C
!
n is a sub algebra of B
!
n.
These algebras are related as follows: Bn /ZBn ∼= Cn and Bn /(Z − 1)Bn ∼= An
The algebra B!n is a free C
!
n-module of rank two.
In fact we have:
Proposition 1. There exists a C !n-module decomposition: B
!
n = C
!
n ⊕ ZC !n.
We consider now a finite group G of grade preserving automorphisms of Bn.
It was proved in [MMo ] that the center of Bn is K[Z] and any automorphism
σ ∈ G takes the center to the center, and since σ is grade preserving σ(Z) is an
homogeneous element of degree one, hence σ(Z) = λσZ. We are assuming G has
finite order m, it follows σm(Z) = Z = λmσ Z , and λσ is an m-th root of unity. If
we denote by m
√
1 the group of m roots of unity, there is a group homomorphism
η : G → m√1 given by η(σ) = λσ , since m
√
1 is a cyclic group the image of η is
cyclic and we have a group extension: 1 → N → G → Zk → 0 with Zk the cyclic
group of order k and N is the subgroup of G such that for every σ in G, σ(Z) = Z.
Since Bn is generated in degree one, the action of G on Bn is determined by the
action on M = (Bn)1 =
n⊕
i=1
KXi ⊕ (
n⊕
i=1
KYi)⊕KZ.
To determine the structure of G we need to look for automorphisms of M which
leave KZ invariant and preserve the relations: [Xi, δj ]=∂ijZ
2, [Xi, Xj ]= [Yi, Yj ]=
0 .
For any element σof G we have equations:
σ(Xj) =
n∑
i=1
A2i−1,2j−1Xi +
n∑
i=1
A2i,2j−1Yi + µjZ
σ(Yk) =
n∑
ℓ=1
A2ℓ−1,2kXℓ +
n∑
ℓ=1
A2ℓ,2kYℓ + νkZ
σ(Z) = λZ.
We must have equalities:
σ(XjXk−XkXj) = 0 = σ(Xj)σ(Xk)− σ(Xk)σ(Xj).
Using the relations that define Bn, we obtain after cancellation the following
equation involving 2× 2 determinants:
n∑
i=1
∣∣∣∣ A2i−1,2j−1 A2i,2j−1A2i−1,2k−1 A2i,2k−1
∣∣∣∣(XiYi−YiXi)= 0.
Since for every i we have XiYi−YiXi=Z2, it follows:
n∑
i=1
∣∣∣∣ A2i−1,2j−1 A2i,2j−1A2i−1,2k−1 A2i,2k−1
∣∣∣∣=0.
We may assume j < k. Using that a matrix and its transpose have the same
determinant we obtain the equivalent relations:
1)
n∑
i=1
∣∣∣∣ A2i−1,2j−1 A2i−1,2k−1A2i,2j−1 A2i,2k−1
∣∣∣∣=0, for all j, k with j < k.
In a similar way, for we obtain from the relation:
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σ(YjYk−YkYj) = 0 = σ(Yj)σ(Yk)− σ(Yk)σ(Yj), the following equation:
2)
n∑
i=1
∣∣∣∣ A2i−1,2j A2i−1,2kA2i,2j A2i,2k
∣∣∣∣=0, for all j, k with j < k.
From the relation:
σ(XjYj−YjXj) = σ(Xj)σ(Yj)− σ(Yj)σ(Xj) = σ(Z2) = λ2Z2, the following
equation:
n∑
i=1
∣∣∣∣ A2i−1,2j−1 A2i−1,2jA2i,2j−1 A2i,2j
∣∣∣∣(XiYi−YiXi)=λ2 Z2.
Since for every i we have XiYi−YiXi=Z2, it follows:
3)
n∑
i=1
∣∣∣∣ A2i−1,2j−1 A2i−1,2jA2i,2j−1 A2i,2j
∣∣∣∣ = λ2
With similar calculations, from the equation:
σ(XjYk−YkXj) = 0 = σ(Xj)σ(Yk)− σ(Yk)σ(Xj), for k 6= 0.
we get the equation:
n∑
i=1
∣∣∣∣ A2i−1,2j−1 A2i−1,2kA2i,2j−1 A2i,2k
∣∣∣∣ (XiYi−YiXi) = 0.
which implies:
4)
n∑
i=1
∣∣∣∣ A2i−1,2j−1 A2i−1,2kA2i,2j−1 A2i,2k
∣∣∣∣ = 0 , for i 6= k.
We have proved the following:
Theorem 1. Let Bn be the homogenized Weyl algebra in n+1 generators. Then
an automorphism σ of M =
n⊕
i=1
KXi ⊕ (
n⊕
i=1
KYi) ⊕ KZ, with matrix in block
form:
[
A 0
ρ λ
,
]
where ρ is the vector: ρ = (µ1, µ2, ...µn, ν1, ν2...νn) and λ 6= 0,
extends to an automorphism of Bn if and only if A satisfies the following equations:
1)
n∑
i=1
∣∣∣∣ A2i−1,2j−1 A2i−1,2k−1A2i,2j−1 A2i,2k−1
∣∣∣∣=0, for all j, k with j < k,
2)
n∑
i=1
∣∣∣∣ A2i−1,2j A2i−1,2kA2i,2j A2i,2k
∣∣∣∣=0, for all j, k with j < k.
3)
n∑
i=1
∣∣∣∣ A2i−1,2j−1 A2i−1,2jA2i,2j−1 A2i,2j
∣∣∣∣ = λ2,4)
n∑
i=1
∣∣∣∣ A2i−1,2j−1 A2i−1,2kA2i,2j−1 A2i,2k
∣∣∣∣ = 0 , for
i 6= k.
A particular case is obtained when ρ = 0, λ = 1 and the matrix A satisfies∣∣∣∣ A2i−1,2i−1 A2i−1,2iA2i,2i−1 A2i,2i
∣∣∣∣ = 1 for all i and all remaining 2× 2 minors of A are zero.
This is the product of n matrices of seize 2× 2 and determinant one.
Corollary 1. Let G1, G2, ...Gn be finite subgroups of Sl(2,K),then the product G =
G1×G2× ...×Gn acts as automorphism group of the homogenized algebra in n+1
variables, Bn.
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2. Structure of the homogenized Weyl algebra Bn
and its skew group algebra Bn ∗G.
In this section we study the structure of the homogenized Weyl algebras Bn.
We will see that they can be obtained from the homogenized algebras Bi, Bj with
i + j = n, as follows: Bn = Bi ⊗K Bj/(Z ⊗ 1 − 1 ⊗ Z)Bi ⊗K Bj . This result is
very similar to the situation of the Weyl algebras for which it is well known [Co]
that for i + j = n, there is an isomorphism of K-algebras: An = Ai ⊗K Aj or the
polynomial algebras Ci = K[X1, X2, ...Xi] , Cj = K[Xi+1, Xi+2, ...Xn] for which
the isomorphism Cn ∼= Ci ⊗ Cn−i is well known.
Theorem 2. For integers n, m > 0 let Bn, Bm and Bn+m be the corresponding
homogenized algebras. Then there exists an isomorphism of graded K-algebras:
Bn+m = Bn ⊗K Bm/(Z ⊗ 1− 1⊗ Z)Bn ⊗K Bm.
Proof. The algebras Bn, Bm and Bn+m can be written as:
Bn = K < X1, X2, ...Xn, Y1, Y2, ...Yn, Z > /{[Xi, δj ] − ∂ijZ2, [Xi, Xj], [Yi, Yj ],
[Xi, Z‘], [Yi, Z‘]}
Bm = K < Xn+1, Xn+2, ...Xn+m, Yn+1, Yn+2, ...Yn+m, Z > /{[Xi, δj ] − ∂ijZ2,
[Xi, Xj ], [Yi, Yj ], [Xi, Z‘], [Yi, Z‘]}
Bn+m = K < X1, X2, ...Xn+m, Y1, Y2, ...Yn+m, Z > /{[Xi, δj ] − ∂ijZ2, [Xi, Xj],
[Yi, Yj ], [Xi, Z‘], [Yi, Z‘]}.
Then there are natural inclusions: ϕ1 : Bn → Bn+m and ϕ2 : Bm → Bn+m given
by: ϕi(Xj) = Xj , ϕi(Yj) = Yj , ϕi(Z) = Z and i = 1, 2.
Let j1 : Bn → Bn+m and j2 : Bm → Bn+m, be the inclusions j1(b1) = b1 ⊗ 1,
and j2(b2) = 1 ⊗ b2. Since multiplication is bilinear we have a vector space map:
ϕ : Bn⊗K Bm → Bn+m given by ϕ(b1⊗ b2) = ϕ1(b1)ϕ2(b2), such that the diagram:
*)
Bn
j1→ Bn ⊗K Bm j2←− Bm
ϕ1 ց ↓ ϕ ւ ϕ2
Bn+m
commutes.
Since ϕ1(b1)ϕ2(b2) = ϕ2(b2)ϕ1(b1) with b1 ∈ Bn, b2 ∈ Bm , ϕ is an algebra
homomorphism. It is clear ϕ is surjective and ϕ(Z ⊗ 1 − 1 ⊗ Z) = 0, hence (Z ⊗
1− 1 ⊗ Z)Bn ⊗K Bm is contained in the kernel of ϕ. We will prove that they are
actually equal.
Let b be an element of degree t in the kernel of ϕ.
The element b has the following form:∑
α+β+k+,ℓ+α′+β′=t
Cα,β,k,X
αY βZk⊗Bα′,β′,ℓ,Xα′m Y β
′
m Z
ℓ, with Xα = Xα11 X
α2
2 ...X
αn
n ,
Y β = Y
β1
1 Y
β2
2 ...Y
βn
n and Xα
′
m = X
α′1
n+1X
α′2
n+2...X
α′m
n+m, Y
β′
m = Y
β′1
n+1Y
β′2
n+2...Y
β′m
n+m.
Assume k > 0.
Then XαY βZk⊗Xα′m Y β
′
m Z
ℓ = XαY βZk−1⊗Xα′m Y β
′
m Z
ℓ(Z ⊗ 1) = XαY βZk−1⊗
Xα
′
m Y
β′
m Z
ℓ(Z ⊗ 1− 1⊗ Z) +XαY βZk−1 ⊗Xα′m Y β
′
m Z
ℓ+1.
By induction,
Cα,β,k,X
αY βZk⊗Bα′,β′,ℓ,Xα′m Y β
′
m Z
ℓ=g(X,Y, Z)(Z⊗1−1⊗Z)+Cα,β,k,XαY β⊗
Bα′,β′,ℓ,X
α′
m Y
β′
m Z
k+ℓ and g(X,Y, Z) an expression in X , Y , Z..
Then
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∑
α+β+k+,ℓ+α′+β′=t
Cα,β,k,X
αY βZk ⊗ Bα′,β′,ℓ,Xα′m Y β
′
m Z
ℓ = G(X,Y, Z) (Z ⊗ 1 − 1 ⊗
Z)+
∑
(
r
∑
α+β+α′+β′=t−r
r=k+ℓ
Cα,β,kBα′,β′,ℓX
αY βZk ⊗Xα′m Y β
′
m )(1⊗ Zr).
Applying ϕ to the above expression we get:
ϕ(b) = 0 =
∑
(
r
∑
α+β+α′+β′=t−r
r=k+ℓ
Cα,β,kBα′,β′,ℓX
α1
1 X
α2
2 ...X
αn
n Y
β1
1 Y
β2
2 ...Y
βn
n
X
α′1
n+1X
α′2
n+2...X
α′m
n+mY
β′1
n+1Y
β′2
n+2...Y
β′m
n+m)Z
r.
Using the fact Xn+jYi = YiXn+j for 1 6 i 6 m we obtain:∑
(
r
∑
α+β+α′+β′=t−r
r=k+ℓ
Cα,β,kBα′,β′,ℓX
α1
1 X
α2
2 ...X
αn
n X
α′1
n+1X
α′2
n+2...X
α′m
n+m
Y
β1
1 Y
β2
2 ...Y
βn
n Y
β′1
n+1Y
β′2
n+2...Y
β′m
n+m)Z
r = 0.
It follows:∑
α+β+α′+β′=t−r
r=k+ℓ
Cα,β,kBα′,β′,ℓX
αY β ⊗Xα′m Y β
′
m = 0.
Therefore:∑
α+β+k+,ℓ+α′+β′=t
Cα,β,k,X
αY βZk⊗Bα′,β′,ℓ,Xα′m Y β
′
m Z
ℓ = G(X,Y, Z) (Z⊗1−1⊗Z)
is an element of (Z ⊗ 1− 1⊗ Z)Bn ⊗K Bm , as claimed. 
Let Λ, Γ be K-algebras and G, H finite group of automorphisms of Λ, Γ, respec-
tively. Assume the characteristic of K does not divide neither the order of G nor
the order of H . By the universal property of the coproduct, given σ ∈ G, τ ∈ H ,
there is a commutative diagram:
Λ
j1→ Λ ⊗K Γ j2←− Γ
σ ↓ (σ, τ) ↓ ↓ τ
Λ
j1→ Λ ⊗K Γ j2←− Γ
with (σ, τ )(λ⊗ γ) = σ(λ)⊗ τ(γ), the homomorphism (σ, τ) is an automorphism,
such that (σ, τ ) = 1 implies σ = 1 and τ = 1.Hence G×H embeds faithfully in the
automorphism group of Λ⊗K Γ.
The following proposition is well known: (see for example [CR]).
Proposition 2. Let K be a field and G, H, finite groups. Then there is a natural
isomorphism of finite dimensional algebras: K(G×H) ∼= KG⊗K K(H).
Proof. We define a map ϕ : K(G×H)→ KG⊗KK(H) as ϕ(g, h) = g⊗h and extend
it linearly. The map sends basis to basis, hence is a vector space isomorphism. It
is easy to see it is also a ring isomorphism. 
We use this result to prove the following:
Theorem 3. Let Λ, Γ be graded K-algebras and G, H finite group of (grade pre-
serving) automorphisms of Λ, Γ, respectively. Assume the characteristic of K does
not divide neither the order of G nor the order of H. Denote by Λ∗G and Γ∗H the
corresponding skew group algebras. Then there is a natural isomorphism of (graded)
K-algebras: Λ⊗K Γ ∗ (G×H) ∼= Λ ∗G⊗K Γ ∗H.
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Proof. We have vector space isomorphisms: Λ⊗K Γ∗ (G×H) ∼= Λ⊗K Γ⊗KK(G×
H) ∼= Λ⊗K Γ⊗K KG⊗K K(H) ∼= Λ⊗K KG⊗K Γ⊗K K(H) ∼= Λ ∗G⊗K Γ ∗H .
We look to the action of G×H on Λ⊗K Γ.
Let (σ, τ) be an element of G × H and λ ⊗ γ ∈ Λ ⊗K Γ.Then (σ, τ)λ ⊗ γ =
λσσ ⊗ γτ τ = λσ ⊗ γτ (σ, τ ) = λσ ⊗ γτ ⊗ σ ⊗ τ = λσ ⊗ σ ⊗ γτ ⊗ τ = (σ ⊗ τ )(λ⊗ γ).
It follows Λ⊗K Γ ∗ (G×H) ∼= Λ ∗G⊗K Γ ∗H as (graded) algebras. 
Corollary 2. Let K- be a field of zero characteristic, Bn, Bm homogenized Weyl
algebras and G, H, finite groups of grade preserving automorphisms of Bn and
Bm,respectively. Assume for all σ ∈ G and τ ∈ H, σ(Z) = Z and τ (Z) = Z. Then
G×H acts on Bn+m and there is an isomorphism of graded algebras: Bn+m ∗ (G×
H) ∼= Bn ∗G⊗K Bm ∗H/(Z ⊗ 1− 1⊗ Z)Bn ∗G⊗K Bm ∗H.
If we denote by BG×Hn+m , B
G
n , B
H
m the rings of invariants, then we have an iso-
morphism of algebras: BG×Hn+m
∼= BGn ⊗K BHm /Z ⊗ 1- 1⊗ Z)BGn ⊗K BHm .
Proof. Given σ ∈ G, τ ∈ H , we have a commutative diagram:
Bn
j1→ Bn ⊗K Bm j2←− Bm
σ ↓ σ ⊗ τ ↓ ↓ τ
Bn
j1→ Bn ⊗K Bm j2←− Bm
ϕ1 ց ↓ ϕ ւ ϕ2
Bn+m
Let
n∑
i=1
bi ⊗ b′i be an element of the kernel of ϕσ ⊗ τ . Then ϕ(
n∑
σ
i=1
bi ⊗ τb′i) = 0.
By that above description of Kerϕ,
n∑
σ
i=1
bi ⊗ τb′i = g(X,Y, Z)(Z ⊗ 1-1⊗ Z).
Therefore:
n∑
i=1
bi⊗ b′i =((σ−1, τ−1)(g(X,Y, Z))(σ−1Z ⊗ 1-1⊗ τ−1Z)=g′(X,Y, Z)(Z ⊗ 1-1⊗Z).
It followsKerϕσ⊗τ=(Z⊗1-1⊗Z)Bn⊗KBm and the map ϕσ⊗τ factors through
Bn+m,denote by σ ⊗ τ the induced map, which is clearly an automorphism of Bn+m
such that the diagram:
Bn
ϕ1→ Bn+m ϕ2←− Bm
σ ↓ σ ⊗ τ ↓ ↓ τ
Bn
ϕ1→ Bn+m ϕ2←− Bm
The above diagram *) induces a commutative diagram of graded algebras and
homomorphisms:
Bn ∗G j1→ Bn ⊗K Bm(G×H) j2←− Bm ∗H
ϕ1 ց ↓ ϕ ւ ϕ2
Bn+m ∗ (G×H)
There is an exact sequence:
0→ (Z⊗1- 1⊗Z)Bn⊗KBm(G×H)→ Bn⊗KBm(G×H)→ Bn+m∗(G×H)→0
From the isomorphism (Bn ⊗K Bm) ∗ (G×H) ∼= Bn ∗G⊗K Bm ∗H , it follows
Bn+m ∗ (G×H) ∼= Bn ∗G⊗K Bm ∗H/(Z ⊗ 1-1⊗ Z)Bn ∗G⊗K Bm ∗H .
Now let e = 1/ |G|∑ g
g∈G
, and f = 1/ |H | ∑
h∈H
h be elements of KG and KH ,
respectively. The elements e and f are idempotents, it is well known and easy
to prove that the rings BGn and B
H
m are isomorphic e(Bn ∗ G)e and f(Bm ∗ H)f ,
respectively.
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Under the isomorphism K(G × H) → KG ⊗K KH the idempotent (e, f) =
1/ |G×H | ∑
(g,h)∈G×H
(g, h) correspond to e⊗ f.
Then from the isomorphism: (Bn ⊗K Bm) ∗ (G ×H) ∼= Bn ∗ G ⊗K Bm ∗H we
get an isomorphism:
(e, f)(Bn ⊗K Bm) ∗ (G × H)(e, f) ∼= e ⊗ f(Bn ∗ G ⊗K Bm ∗H)e ⊗ f ∼= e(Bn ∗
G)e⊗K f(Bm ∗H)f.
Therefore (Bn ⊗K Bm)G×H ∼= BGn ⊗K BHm .
It follows (e, f)(Bn+m)∗(G×H)(e, f) ∼= BG×Hn+m ∼= (e⊗f)(Bn∗G⊗KBm∗H)(e⊗
f)/(Z ⊗ 1− 1⊗ Z) ∼= e(Bn ∗G)e ⊗K f(Bm ∗H)f/(Z ⊗ 1− 1⊗ Z).
From this we have the isomorphism of algebras:
BG×Hn+m
∼= BGn ⊗K BHm /(Z ⊗ 1- 1⊗ Z)BGn ⊗K BHm . 
For Weyl algebras we have the following analogous of the previous theorem.
Theorem 4. Given finite groups of automorphisms G, H of the Weyl algebras
An and Am, G × H acts as a group of automorphisms of An+m and there is an
isomorphism of K-algebras, AG×Hn+m
∼= AGn ⊗K AHm, where AG×Hn+m , AGn , AHm.
3. The Weyl algebras B1, and A1 and their skew group algebras
B1 ∗G and A1 ∗G, with G a finite subgroup of Sl(2, C).
In this section we describe the basic algebras Morita equivalent to B1 ∗ G and
A1 ∗G by quivers and relations. To achieve this we will make use of the following
result, [AR], [L], [C-B]:
Theorem 5. For any subgroup G of Sl(2, C) the skew group algebra C[X,Y ] ∗G
is Morita equivalent to the preprojective algebra of an Euclidean diagram.
We will end the section sketching the situation for a product G = G1×G2× ...Gn
of finite subgroups Gi of Sl(2, C) acting on Bn and on An.
We start by recalling the situation of C [X,Y ] ∗ G, following the approach of
[GuM] and take the opportunity to correct some inaccuracies.
Recall the construction of a McKay quiver of a finite subgroup G of the linear
group Gl(n,C). [ Mc]
Let S1, S2, ...Sn be the non isomorphic irreducible representations of G and M
the representation corresponding to the inclusion of G in Gl(n,C). Tensoring M
with some Sj we obtain a decomposition in irreducible representations: M⊗K Sj ∼=
⊕
i
aijSi.
The McKay quiver of G has vertices v1, v2,... vn, with each vertex vi corre-
sponding to an irreducible representation Si and we put aij arrows from vi to vj .
For the proof we will make use of the following well known result from ordinary
group representations:
Theorem 6. [Mu] Let G be a finite group and L a complex irreducible representa-
tion. Then the dimension of L as C-vector space divides the order of G.
We reproduce here the proof given in [Ste] of the following:
Theorem 7. Let M be a C-vector space of dimension 2 and G a finite subgroup
of the special linear group Sl(2,M).Then the McKay quiver has no loops.
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Proof. For the proof of the theorem we have two cases:
1) M is an irreducible representation.
According to the previous theorem, 2 divides the order of G and by Sylow
theorems, there exists an element g ∈ G of order 2. Since g ∈ sl(2,M), by a
change of basis PgP−1 =
[
λ 0
µ λ′
]
, with λλ′ = 1 , and
[
λ 0
µ λ′
] [
λ 0
µ λ′
]
=[
λ2 0
λµ+ λ′µ λ′2
]
= 1
Therefore: λ2 = 1 = (λ′)2 and either λ = λ′ = 1 or λ = λ? = −1, in any case
µ = 0 and g is in the center of G.
Let S be another irreducible representation of G and ϕ : CG → S an epimor-
phism.
Let´s suppose g − 1 is not in the kernel of ϕ. Then there exists s′ ∈ S with
(g−1)s′ 6= 0. Since S is simple, for any s ∈ S, s 6= 0, there exists ρ ∈ CG such that
ρ(g − 1)s′ = s and ρ(g − 1) = (g − 1)ρ. It follows (g + 1)s = (g + 1)(g − 1)ρs′ =
(g2 − 1)ρs′ = 0 and gs = −s.
This means that g acts on S either as the identity or as −1.
If g acts as −1 on M , and as 1 on S, then g acts as -1 on M ⊗K S and S can
not appear as a summand of M ⊗K S and if g acts as −1 on M and as −1 on S,
then it acts as 1 on M ⊗K S and again S can not be a summand of M ⊗K S.
We have proved that in this case the McKay quiver has no loops.
2) The representation M is reducible, this is: M = M1 ⊕M2 and dimC M1 =
dimC M2 = 1. Let´s say that M1 is generated by m1and M2 is generated by m2.
If the order of G is n, then for any g ∈ G, g(m1) = λ1m1 and g(m2) = λ2m2 with
λ1and λ2 n-th roots of unity.
The element g has form: g =
[
λ1 0
0 λ2
]
, with λ1. λ2=1.
There exists an injective homomorphism from G to the group of nth roots of
unity, n
√
1 given by g → λ1, hence G is cyclic and all irreducible representations
have dimension one.
Let Cs = S be an irreducible representation G =< g > and gs = ts.
Suppose M ⊗K S = S1 ⊕ S2. Then M1 ⊗ S = S1 and M2 ⊗ S = S2.
Assume S = S1, then m1 ⊗ s = s′, s′ ∈ S and s′ = rs. It follows g(m1 ⊗ s) =
g(m1) ⊗ g(s) = λ1m1 ⊗ ts = g(rs) = rts = tλ1(m1 ⊗ s) = tλ1rs.Therefore λ1 = 1
and g is the identity.
We have proved the McKay quiver has no loops. 
We sketch here the arguments used in [GuM] to prove the theorem.
Let G be a finite subgroup of Sl(2, C), which extends to a group of grade pre-
serving automorphisms of C[X,Y ]. The algebra C[X,Y ] is Koszul with Yoneda
algebra the exterior algebra Λ = C < X, Y > /{X2, Y 2, XY + Y X}, it was proved
in [MV1] that G acts in a natural way as an automorphism group of the Yoneda
algebra, hence G is a sub group of the automorphisms group of Λ.
It was also proved in [MV1], that the skew group algebra C[X,Y ] ∗G is Koszul
with Yoneda algebra Λ ∗G.
The algebra Λ is selfinjective of radical cube zero. It follows from [RR], Λ ∗ G
is selfinjective of radical cube zero. Hence C[X,Y ] ∗G is Artin-Schelter regular of
global dimension two [Sm],[MV4]. It is also clear that C[X,Y ] ∗G is noetherian.
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Consider now an arbitrary Koszul C-algebra Λ and G a finite group of automor-
phisms of Λ. Given a complete set of primitive orthogonal idempotents e1, e2,... en
of CG, they are also a complete set of orthogonal idempotents of Λ ∗G and taking
e =
n∑
i=1
ei, the algebra e(Λ ∗G)e is basic and Morita equivalent to Λ ∗G.
There is a natural isomorphism:
ExtkΛ∗G(CGe,CGe)
∼= eExtkΛ∗G(CG,CG)e
By the Morita theorems applied to graded algebras [MV4], the functorHomΛ∗G(Λ∗
Ge,−) induces an equivalence of categories GrΛ∗G ∼= GreΛ∗Ge .
It follows that for each k ≥ 0, there is an isomorphism:
ExtkΛ∗G(CGe,CGe)
∼= ExtkeΛ∗Ge(eCGe, eCGe).
Using this two isomorphisms and adding up, we get an isomorphism of graded
K-algebras.
e( ⊕
k≥0
ExtkΛ∗G(CG,CG))e
∼= ⊕
k≥0
ExtkeΛ∗Ge(eCGe, eCGe)
In particular when Λ is the exterior algebra in two generators we have:
C[X,Y ] ∗G ∼= ⊕
k≥0
ExtkΛ∗G(CG,CG) and
e(C[X,Y ] ∗G)e ∼= ⊕
k≥0
ExtkeΛ∗Ge(eCGe, eCGe).
The algebra e(Λ ∗ G)e is basic Koszul selfinjective of radical cube zero with
Yoneda algebra the basic noetherian algebra e(C[X,Y ] ∗G)e.
It follows from [GMT] that the separated quiver of e(Λ ∗ G)e is an Euclidean
diagram Q.
It is easy to check that the quiver of e(C[X,Y ] ∗ G)e is the McKay quiver of
G, by Theorem ?, this quiver does not have loops. By the properties of Koszul
algebras e(C[X,Y ] ∗G)e and e(Λ ∗G)e have the same quiver
∧
Q .
We know by [GMT ]
∧
Q is a translation quiver with translation τ the Nakayama
permutation, but soc(Λ ∗G)ei = J2 ∗Gei , and since Λ has simple socle J2 = K.
Then soc(Λ ∗G)ei = KGei = top(Λ ∗G)ei and τ is the identity.
The quiver
∧
Q is the complete quiver of an Euclidean diagram, this means
∧
Q0 =
Q0 and
∧
Q1 = Qi ∪Qop1 , with Q an Euclidean diagram. For each arrow α : i→ j in
∧
Q we have an arrow α−1 : j → i in
∧
Q :
j
αր ց α−1
i i
β ց ր β−1
k
.
Since (Λ ∗G)ei has simple socle, for any pair of arrows α : i→, β : i→ k, there
is a non zero c ∈ K, such that α−1α = cβ−1β. If we assume Q is a tree then we
can change the maps b : (Λ ∗ G)ei → (Λ ∗ G)ej corresponding to the arrow β by
cb and we get an arrow which we denote again by β such that α−1α = β−1β and
we obtain an isomorphism e(Λ ∗ G)e ∼= K
∧
Q/I, where I is the ideal generated by
relations: α−1α− β−1β , αα−1 − ββ−1 and αδ if δ 6= α−1, δα if δ 6= α−1.
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From this is clear that e(C[X,Y ]∗G)e ∼= K
∧
Q/I⊥, where I⊥ is the ideal generated
by mesh relations:
j1
α1 ր ց α−11
i → j2 → i
αk ց ր α−1k
jk
, this is
k∑
i=1
α−1i αi ∈ I⊥.
We have proved e(C[X,Y ] ∗G)e is isomorphic to the preprojective algebra.
The case
∼
Anis the skew group algebra corresponding to the cyclic group Zn and
has to be considered separately, since for
∼
Anit is not clear that we could choose the
arrows in the algebra e(Λ ∗G)e in such a way that for any pair of arrows α, β with
the same origin, α−1α = β−1β.
We also need to prove that all preprojective algebras appear in this way.
A full description of the quiver of a preprojective algebra and its relations with
the McKay graph for finite subgroups of Sl(2, C) has appeared in several papers
by authors like: Crawley-Boevey or Lenzing [L], [C-B].
We now consider finite groups of automorphisms G of the homogenized Weyl
algebra Bn such that for all σ ∈ G, σ(Z) = Z and for all 1 ≤ i ≤ n, σ(Xi),
σ(Yi) ∈
n⊕
i=1
CXi ⊕
n⊕
i=1
CYi.
Given a Koszul algebra Λ with Yoneda algebra Γ and a finite group of auto-
morphisms G of Λ, we recall from [MV1] , how the action transfers to a group of
automorphisms of Γ:
Let M be a Λ-module and σ ∈ G, we define Mσ as the module with Mσ = M
as vector space and multiplication given as follows: for λ ∈ Λ, m ∈ Mσwe define
λ ∗m = λσm.
In case M is a G-module, there is an isomorphism: ϕσ : M → Mσgiven by
ϕσ(m) = σm.Then ϕσ(λm) = σ(λm) = λ
σσm = λ ∗ ϕσ(m).
Now given an extension δ ∈ ExtkΛ(Si, Sj), with Si, Sj graded simple modules:
δ : 0→ Sj → E1 → E2 → ...Ek → Si → 0
we define
σ(δ) : 0→ Sσj → Eσ1 → Eσ2 → ...Eσk → Sσi → 0.
It is clear that the modules Sσj ,S
σ
i are again graded simple and σ(δ)∈ExtkΛ(Sσi ,Sσj ).
In this way we have an isomorphism of C-algebras: σ : ⊕
k≥0
ExtkΛ(Λ/J,Λ/J) →
⊕
k≥0
ExtkΛ(Λ/J,Λ/J) given by σ(δ1, δ2, ...δn) = (σ(δ1), σ(δ2), ...σ(δn)).
In the particular case Λ = Bn and Γ = B
!
n we want to see that for any group
of automorphisms G of Bn such that any element σof G has matrix form σ =[
A 0
0 1
]
, with A a n − 1 × n − 1 matrix, the action of G on (B!n)1 is such that
every σ ∈ G has matrix form σ =
[ ∗ 0
0 1
]
, with ∗ a n− 1× n− 1 matrix.
The element Z of B!n corresponds to the extension:
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0→ J → Bn → C → 0
↓ ↓ ↓ 1
0→ J/J2 → E → C → 0
↓ ↓ ↓ 1
0→ CZ → C[Z]/(Z2) → C → 0
↓∼= ↓ ↓ 1
0→ C → C[Z]/(Z2) → C → 0
The extension δ = Z : 0 → C z→ CZ/(Z2) → C → 0 is such that both C and
CZ/(Z2) are G-modules with trivial action. Then for any σ ∈ G, (CZ/(Z2))σ =
CZ/(Z2) and Cσ = C . Moreover σ(δ) = δ . We have proved that in B!n, σ(Z) = Z
for all σ ∈ G.
We have an isomorphism: Ext1Bn(C,C)
∼= HomBn(J,C) ∼= HomBn(J/J2, C),
where J/J2 ∼= n⊕
i=1
CX i ⊕
n⊕
i=1
CY i ⊕ CZ.
The element Xi of B
!
n corresponds to the map: f : J → J/J2 → CXi
∼=→ K
applying the homomorphism σwe get a map: fσ : Jσ → (J/J2)σ → (CX i)σ
∼=→ C.
But by hypothesis (X i)
σ =
∑
AijXj +
∑
BijYj ,hence in the expansion of f
σ
does not appear Z.
For Yi ∈ B!n the situation is similar and the automorphism σ of (B!n)1has form
σ =
[
[∗] 0
0 1
]
, with [∗] a n− 1× n− 1 matrix.
We want to use the previous remarks to describe B!1 ∗G for G a finite subgroup
of Sl(2, C) with action on B1 as above.
Let e1, e2,... ek be a complete set of orthogonal idempotents of CG and e =
k∑
i=1
ei,
B1/ZB1 ∼= C1, the polynomial algebra in two variables.
We saw in previous section eC1 ∗Ge is the preprojective algebra and its Yoneda
algebra is the selfinjective radical cube zero algebra eC !1 ∗Ge, with C !1 the exterior
algebra in two variables. and for any pair of arrows α : i → j , β : i → k in the
quiver of eC !1 ∗ Ge there exists arrows α−1 : j → i and β−1 : k → i such that
α−1α = β−1β and δα = 0 if δ is an arrow different from α−1.
We also saw in Section 1, that there is an isomorphism of C !n-bimodules: B
!
n
∼=
C !n ⊕ ZC !n.
If we assume G acts on Bn in such a way that for σ ∈ G, σ(Z) = Z and
σ(Xi), σ(Yi)is contained in the vector space generated by the X´s and the Y s´, then
Gacts on the same way on B!n and we have an isomorphism: B
!
n ∗ G ∼= C !n ∗ G ⊕
ZC !n ∗G of C !n ∗G-bimodules.
which induces an isomorphism: e(B!n ∗ G)e ∼= e(C !n ∗ G)e ⊕ Ze(C !n ∗ G)e of
e(C !n∗G)e-bimodules. In particular, for n = 1, e(B!1∗G)e ∼= e(C !1∗G)e⊕Ze(C !1∗G)e.
The Jacobson radical of B!1 is of the form: J = JC11⊕ZC !1, with JC11 the Jacobson
radical of C !1. It follows the Jacobson radical of B
!
1 ∗G is J ∗G = JC11 ∗G⊕ZC !1 ∗G
and (J ∗G)2 = J2
C11
∗ G+ Z(JC11 ∗G)+ Z2C !1 ∗G . But Z2 = −XY ∈ J2C11 , hence
(J ∗G)2 = J2
C11
∗G+ Z(JC11 ∗G).
Therefore: J ∗G/J2 ∗G ∼= J/J2 ∗G ∼= JC11 /J2C11 ∗G⊕Z(C
!
1JC11 ∗G) ∼= JC11 /J2C11 ∗
G ⊕ Z(CG). Then e( J ∗ G/J2 ∗ G)e ∼= e/JC11/J2C11 ∗ G)e ⊕ Ze(CG)e. Hence for
1 ≤ i ≤ n, ei( J ∗G/J2 ∗G)ej ∼= ei(JC11 /J2C11 ∗G)ej ⊕ Zei(CG)ej .
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Since the preprojective algebra has no loops, ei(JC11/J
2
C11
∗ G) ei = 0. In the
other hand, for i 6= j, ei(CG)ej = 0 and ei( J ∗G/J2 ∗G)ei = ZCei.
We have proved that the quiver of e(B!1 ∗G)e has the same vertices and arrows
as a preprojective algebra corresponding to an Euclidean diagram, and in addition
a loop for each vertex.
We shall next find the relations.
Given an idempotent e′j /∈ {e1, e2,... ek}, there exists one of the idempotents ej
and an isomorphism ϕ : CGe′j → CGej , in particular ϕ(e′j) = e′jρej and ϕ−1(ej) =
ejγe
′
j with ρ, γ ∈ CG . Then ej = ejγe′jρej and e′j = e′jρejγe′j .
Note that CXY = J2
C11
, and G acts trivially on XY .
Let g ∈ G, g(X) = aX + bY , g(Y ) = cX + dY.Hence, g(XY ) = g(X)g(Y ) =
(aX + bY )(cX + dY ) = caX2 + adXY + bcY X + bdY 2 = adX − bcY = XY , since
det(g) = 1.In consequence, XY ei = eiXY = −eiZ2.
It follows XY ei = eiXY ei =
n∑
i=1
eiXe
′
jY ei.
Consider paths of the following form:
α k α−1
ր ց
i i
ց ր
ejγe
′
iY ei j eiXe
′
jρej
Where eiXe
′
jY ei = eiXe
′
jρejγe
′
iY ei.
Since each indecomposable projective of e(B!1∗G)e has simple socle and e(B!1∗G)e
is a radical cube zero algebra, there are constants cj ∈ C such that cjα−1α =
eiXe
′
jY ei = eiXe
′
jρejγe
′
iY ei.
Therefore: eiXY = (
n∑
j=1
cj)α
−1α = tiα
−1α = −eiZ2, with ti ∈ C − {0}. This is
tiα
−1α+ Z2i = 0, with Zi = Zei.
In a similar way we obtain relations tkαα
−1+Z2k = 0, α
−1α and αα−1are paths
in e(C !1 ∗G)e .
The element Z of B!1 anticommutes with X , Y and commutes with all the ele-
ments g of G. Then Z anticommutes with α and α−1. This is Zkα = −αZi.
It follows: 0 = tkαα
−1α + Z2kα = tiαα
−1α + αZ2i , then αα
−1α + (Z2k/tk)α =
αα−1α+ αZ2i /ti.
We have the following equalities: αZ2i /ti = (αZ)Zi/ti = −ZαZ/ti = (Z2α)/ti =
(Z2k/tk)α = (Z
2α)/tk. Therefore tk = ti for ani pair of vertices i, k connected by
an arrow. By connectivity, tk = ti for all k, i.
Assume every element of K has a square root and let c = 2
√
tk, we can make a
change of variables, zk = Z/c to get relations: {zkα + αzi, for every arrow α, and
αα−1 + z2i , α
−1α+ z2k} = R
We have proved the algebra e(B!1 ∗G)e is isomorphic to the quiver algebra K
∧
Q /
R , with
∧
Q 0 = Q0 and
∧
Q 1 = Qi∪Qop1 ∪{zi | i ∈ Q0} and Q an Euclidean diagram.
Using Koszulity, e(B1 ∗G)e is isomorphic to the quiver algebra K
∧
Q / R⊥ , with
∧
Q 0 = Q0 and
∧
Q 1 = Qi ∪Qop1 ∪ {zi | i ∈ Q0} and Q an Euclidean diagram and R⊥
the orthogonal relations: R⊥ = {zkα− αzi,
∑
αjα
−1
j − z2i ,
∑
α−1j αj − z2k}.
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For the first Weyl algebra we have: e(A1 ∗G)e = e(B1 ∗G)e/(z − 1)e(B1 ∗G)e.
It follows A1∗G is Morita equivalent to an algebra with quiver
∧
Q, such that
∧
Q 0 =
Q0 and
∧
Q 1 = Qi ∪Qop1 and Q an Euclidean diagram and relations {
∑
αjα
−1
j − ek,∑
α−1j αj − ei}. This means, e(A1 ∗G)e is the deformed preprojective algebra.
We state the previous results as a theorem:
Theorem 8. Let G be a finite subgroup of Sl(2,K),with K a field of zero charac-
teristic and containing the square root of each element. Let A1 be the first Weyl
algebra and B1 its homogenized algebra. The group G acts as a grade preserving
automorphism group of B1, fixing Z and sending X and Y to a linear combination
of X and Y . Then G acts in the same way on B!1, the Yoneda algebra of B1, and
G acts as a group of automorphisms of A1. The skew group algebras B1 ∗G, B!1 ∗G
and A1 ∗ G are Morita equivalent to the algebras defined by quivers and relations
as follows:
i) The skew group algebra B!1 ∗G is Morita equivalent to the quiver algebra K
∧
Q
/ R, with
∧
Q 0 = Q0 and
∧
Q 1 = Qi ∪ Qop1 ∪ {zi | vi ∈ Q0} and Q an Euclidean
diagram and R = {zkα+ αzi, for every arrow α, and αα−1 + z2i , α−1α+ z2k} .
ii) The skew group algebra B1∗G is Morita equivalent to the quiver algebra K
∧
Q /
R⊥ , with
∧
Q 0 = Q0 and
∧
Q 1 = Qi∪Qop1 ∪{zi | vi ∈ Q0} and Q an Euclidean diagram
and R⊥ the orthogonal relations: R⊥ = {zkα−αzi,
∑
αjα
−1
j −z2i ,
∑
α−1j αj−z2k}.
iii) The skew group algebra A1 ∗ G is Morita equivalent to the algebra K
∧
Q/I,
such that
∧
Q 0 = Q0 and
∧
Q 1 = Qi∪Qop1 and Q an Euclidean diagram and relations
I = {∑αjα−1j − ek, ∑α−1j αj − ei}.
We want to sketch the situation for groups of the formG = G1×G2×...×Gn, such
that Gi is a finite subgroup of Sl(2, C) acting as subgroups of the automorphism
group of the homogenized Weyl algebra Bn.
We will recall first the description by quivers and relations of the tensor product
of two quiver algebras.
Let K be a field of zero characteristic and let Λ = KQ1/I1 and Γ = KQ2/I2 be
two graded quiver algebras, Q the quiver of Λ ⊗K Γ and I an admissible ideal of
KQ such that KQ/I ∼= Λ ⊗K Γ. We next describe Q and I.
Let { e1, e2,... en} and { f1, f2,... fm} be complete sets of orthogonal primitive
idempotents of Λ and Γ, respectively. Then {ei ⊗ fj | 1 ≤ i ≤ n, 1 ≤ j ≤ m} is a
complete set of primitive orthogonal idempotents of Λ ⊗K Γ. This means that the
quiver Q has vertices Q0 = (Q1)0 × (Q2)0, where the pair (vi, wj) corresponds to
the idempotent ei ⊗ fj and vi is the vertex corresponding to ei and wj the vertex
corresponding to fj.
The arrows αk : vi → vj in (Q1)1 correspond to elements ak ∈ ejr∆ei − ejr2∆ei
and the arrows βk : wi → wj of (Q2)1 correspond to elements bk ∈ fjrΓfi− fjr2Γfi.
We have in Q arrows Q1 = (Q1)1 × (Q2)0 ∪ (Q1)0 ∪ (Q2)1. This is to an arrow
α : vi → vj in (Q1)1 and a vertex wk of (Q2)0 corresponds an arrow (α, wk) :
(vi, wk) → (vj , wk) of Q1 associated to a ⊗ fk ∈ ei ⊗ fk(rΛ⊗KΓ)ej ⊗ fk − ei ⊗
fk(r
2
Λ⊗KΓ
)ej ⊗ fk. Similarly, to an arrow β : wi → wj of (Q2)1 and a vertex vk
of (Q1)0 corresponds the arrow (vk, β) : (vk, wi) → (vk, wj) of Q1 associated to
ek ⊗ b ∈ ek ⊗ fi(rΛ⊗KΓ)ek ⊗ fj − ek ⊗ fi(r2Λ⊗KΓ)ek ⊗ fj.
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Given paths α1α2...αr : vi → vj and β1β2...βs : wk → wℓ in Q1 and Q2,
respectively, there are paths (α1α2...αr, w): (vi, w) → (vj , w) and (v, β1β2...βs) :
(v, wk) → (v, wℓ). Now it is clear that given readable relations ρ =
∑
ckγk in I1,
and ρ′ =
∑
bkγ
′
k in I2 there are induced readable relations (ρ, w) =
∑
ck(γk, w)
and (v, ρ´) =
∑
bk(v, γ
′
k) in KQ.
If we have two arrows α : v2 → v1 and β : w2 → w1 in Q1 and Q2, respectively,
the we have maps:
Λ⊗K Γe1 ⊗ f1 a⊗f1→ Λ⊗K Γe2 ⊗ f1
↓ e1 ⊗ b ↓ e2 ⊗ b
Λ⊗K Γe2 ⊗ f1 a⊗f2→ Λ⊗K Γe2 ⊗ f2
making the diagram commute.
Hence we have in I a commutative relation ζα,β = (v2, β)(α1, w1)−(α1, w2)(v1, β).
Then I is the ideal generated by the relations { {ρ}×(Q2)0 | ρ a readable relation
in I1}∪{ (Q1)0×{ρ′} | ρ′a readable relation in I2}∪{ ζα,β | α ∈ (Q1)1, β ∈ (Q2)1}.
We obtained the description of Q and I such that KQ/I ∼= Λ⊗K Γ.
We return to the case G = G1 × G2 with G1, G2 finite subgroups of Sl(2, C)
acting in the way above described as an automorphism group of B2.
Taking complete sets of primitive orthogonal idempotents { e1, e2,... ek} and
{ f1, f2,... fℓ} of KG1 and KG2, respectively, Letting e, f be the idempotents
e =
k∑
i=1
ei and f =
ℓ∑
i=1
fi we saw above e(B1∗G1)e and f(B1∗G2)f are preprojective
algebras of Euclidean diagrams, e(B1∗G1)e ∼= K
∧
Q1/Ii and f(B1∗G2)f ∼= K
∧
Q2/I2
the quiver
∧
Q1is of the form (
∧
Q1)0 = (Q1)0, (
∧
Q1)1 = (Q1)1 ∪ (Qop1 )1 ∪{zi | vi ∈
(Q1)0} and (
∧
Q2)0 = (Q2)0, (
∧
Q2)1 = (Q2)1 ∪ (Qop2 )1 ∪ {zi | wi ∈ (Q2)0} with Q1
and Q2 Euclidean diagrams. and I1, I2 the ideals described above
Then e ⊗ f(B1 ∗ G1 ⊗K B1 ∗ G2)e ⊗ f = e(B1 ∗ G1)e ⊗K f(B1 ∗ G2)f ∼= K
∧
Q1/Ii ⊗ K
∧
Q2/I2 is the tensor product of two algebras related to preprojective
algebras of Euclidean diagrams, as described above.
We have 1⊗ Z =∑
i,j
ei ⊗ Zfj and Z ⊗ 1 =
∑
i,j
Zei ⊗ fj, hence (Z ⊗ 1 − 1⊗ Z) is
the ideal generated by readable relations ei ⊗ Zfj − Zei ⊗ fj .
Therefore in (e, f)(B2 ∗(G1×G2))(e, f) ∼= (e⊗f(B1 ∗G1⊗KB1 ∗G2)e⊗f)/(Z⊗
1− 1⊗ Z) we are identifying the two loops ei ⊗ Zfj and Zei ⊗ fj .
Then B2 ∗ (G1×G2) can be completely described by quiver and relations: it has
the same quiver as the tensor product of two preprojective algebras of Euclidean
diagrams and in addition a loop in each vertex, the relations are naturally induced
from those in each preprojective algebra as studied in detail above. We leave to the
reader to write explicitly the quiver and relations as well as the induced relations
in (e, f)A2(G1 × G2)(e, f) ∼= ((e, f)(B2 ∗ (G1 × G2))(e, f))/(Z − 1). Observe that
from this could also give a full description of the relations in BG1×G22 and A
G1×G2
2 .
By induction a full description by quivers and relations of the basic algebras
Morita equivalent to Bn ∗ (G1 ×G2 × ...Gn) can be given, the algebras come from
iterated tensor products of preprojective algebras of Euclidean diagrams and addi-
tional loops for each vertex and naturally induced relations.
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4. The algebras C[X ] ∗G and C[X ]G, with G a finite subgroup of
Gl(n,C), such that no σ ∈ G, σ 6= 1, has a fixed point.
In this section we study the relations between the categories of finitely generated
modules modC[X]∗G and modC[X]G , where C[X ] ∗G is the skew group algebra and
C[X ]G the invariant ring of a finite subgroup of Gl(n,C), such that no σ ∈ G,
σ 6= 1, has a fixed point.
More precisely, we prove that after killing the modules of finite length, the cat-
egories modC[X]∗G and modC[X]G are equivalent. These results generalize known
results for C[X,Y ] and finite subgroups of Sl(2, C), [C-B].
Lemma 1. Assume G is a finite subgroup of Gl(n,C). Then G acts naturally on
the polynomial ring in n variables C[X ] and the invariant ring C[X ]G is the center
of C[X ] ∗G.
Proof. It is clear C[X ]G is contained in the center of C[X ]∗G. Let v ∈ Z(C[X ]∗G)
be an element in the center, v =
∑
g∈G
cgg and cg ∈ C[X ].
For any Xiv = vXi for any Xi. Then Xiv =
∑
g∈G
cgXig =
∑
g∈G
cggXi =
∑
g∈G
cgX
g
i g.
If cg 6= 0, then Xgi = Xi . Since Xi is arbitrary, g = 1 and v ∈ C[X ].
Now, gv = vgg = vg implies v = vg for all g ∈ G and v ∈ C[X ]G. 
It is well known [Be], [Stu], C[X ]G is an affine algebra and C[X ]G → C[X ] an in-
tegral extension,, in particular, dimC[X ]G = dimC[X ] and the maximal spectrums
max specC[X ]G and max specC[X ] are isomorphic [Ku].
Moreover, it is known [Be] that given a prime p of C[X ]G and primes P, Q of
K[X ] above p, this is: P∩C[X ]G = Q ∩ C[X ]G = p, there exists σ ∈ G such that
Pσ = Q and for any σ ∈ G, Pσ ∩ C[X ]G = P ∩ C[X ]G = p.
In particular for m a maximal ideal of C[X ]G and maximal ideals n1, n2 of C[X ]
with n1 ∩ C[X ]G = n2∩ C[X ]G = m, there exists σ ∈ G with n2,=nσ1 and for any
σ ∈ G, nσ1 is a maximal ideal with nσ1 ∩ C[X ]G = n1∩ C[X ]G = m.
The points v of V =
n⊕
i=1
CXi correspond to maximal ideals nv of C[X ] . In
particular, 0 ∈ V corresponds to the irrelevant maximal ideal n0 = (X1, X2, ...Xn)
of C[X ].
By hypothesis, for v 6= 0, the orbit of v under G, O(v)= {σ(v) | σ ∈ G} has
order |O(v)| = |G| .The point v corresponds to a maximal ideal n such that n∩
C[X ]G = m and there are |G| ideals above m and they are precisely {nσ | σ ∈ G}.
This is m is an unramified prime.
In the case v = 0, for any σ ∈ G, σ(v) = v and the maximal ideal n0 satisfies
nσ0 = n0 for all σ ∈ G.
The maximal ideal n0∩ C[X ]G = m0 has a unique maximal ideal, n0, above it.
We consider the two cases separately.
a) The ideal m of C[X ]G is maximal and different of m0.
Let nσwith σ ∈ G be the set of all maximal ideals of C[X ] above m0, hence
mC[X ] ⊆ ∩
σ∈G
nσ. It follows
√
mC[X ] = ∩
σ∈G
nσ, the radical of mC[X ].
It is clear that for any τ ∈ G, ( ∩
σ∈G
nσ)τ = ∩
σ∈G
nστ = ∩
σ∈G
nσ and
√
mC[X ] is
G-invariant.
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By the Chinese Remainder Theorem, C[X]/
√
mC[X]= C[X]/ ∩
σ∈G
nσ=
∏
σ∈G
C[X]/nσ.
Since C[X ]/n ∼= Cv, ∏
σ∈G
C[X ]/nσ ∼= ∏
σ∈G
Cvσ, with 1 =
∑
σ∈G
vσ, and { vσ}σ∈G is a
complete set of primitive orthogonal idempotents.
For the skew group algebra we have the following isomorphism:
C[X ]¨ ∗G/
√
mC[X ] ∗G ∼=(C[X ]/
√
mC[X ])∗G ∼=( ∏
σ∈G
Cvσ)∗G.
Since
∏
σ∈G
Cvσsemisimple, it follows by [], C[X ]¨ ∗G/
√
mC[X ] ∗G is semismple.
Let S be S =
∏
σ∈G
Cvσ, the group G acts transitively on the basis { vσ}σ∈G of S.
We claim S ∗G is simple, it will be enough to prove that the center of S ∗G is
C.
It is clear that C is contained in the center. Let z ∈ Z(S∗G) be an element of the
center, z =
∑
σ∈G
sσσ. Each sσ has form sσ =
∑
τ∈G
cσ,vτv
τ ,then vρσ =
∑
τ∈G
cσ,τv
ρvτ =
cσ,ρv
ρ.
It follows vρz =
∑
σ∈G
vρsσσ =
∑
σ∈G
cσ,ρv
ρσ = zvρ =
∑
σ∈G
sσσv
ρ =
∑
σ∈G
sσv
ρσσ =∑
σ∈G
cσ,ρσv
ρσσ. Therefore: cσ,ρσv
ρσ = cσ,ρv
ρ for all ρ, σand cσ,ρσ = cσ,ρ = 0 for
σ 6= 1.
It follows z ∈ S, this is z = ∑
σ∈G
cσv
σ and cσ ∈ C.Hence, τz =
∑
σ∈G
cστv
σ =∑
σ∈G
cσv
σττ =
∑
σ∈G
cσv
στ = zτ and
∑
σ∈G
cσv
στ =
∑
σ∈G
cσv
σ =
∑
σ∈G
cρτ−1v
ρ. It follows
cρτ−1 = cρ for all ρ, τ , in particular, c1 = cτand z = c1
∑
τ∈G
vτ = c11.
Since SG ⊆ Z(S ∗G) we have proved SG = Z(S ∗G) = C.
The element e = 1/ |G| ∑
g∈G
g is an idempotent of KG, hence a non zero idempo-
tent of (C[X ]/
√
mC[X ])∗G and e((C[X ]/
√
mC[X ])∗G) 6= 0.
Being the algebra (C[X ]/
√
mC[X ])∗G simple and the ideal:
((C[X ]/
√
mC[X ])∗G)e((C[X ]/
√
mC[X ])∗G) non zero
(C[X ]/
√
mC[X ])∗G =((C[X ]/
√
mC[X ])∗G)e((C[X ]/
√
mC[X ])∗G).
Case 2.
In this case we have : C[X ]¨ ∗G/
√
m0C[X ] ∗G ∼=(C[X ]/n0)∗G ∼= CG.
Let L1, L2,... Ls the two sided maximal ideals of CG and L1, L2,... Ls maximal
two sided ideals C[X ] ∗G containing
√
m0C[X ] ∗G. In particular, C[X ] ∗G/Li ∼=
CG/Li ∼= C and
s∩
i=1
Li = n0 ∗G.
Let {mi}i∈I be the set of maximal ideals of C[X ]G different from m0, we have
a natural homomorphism:
Ψ : C[X ]∗G→ ∏
i∈I
C[X ]/
√
miC[X ])∗G×C[X ]∗G/n0 ∗G, given by Ψ(
∑
g∈G
rgg) =
((
∑
g∈G
rgg+
√
miC[X ])∗G),
∑
g∈G
rgg+n0 ∗G), which has kernel kerΨ = ∩
i∈I
( ∩
σ∈G
nσi )∗
G)∩ (n0 ∗G) = ( ∩
i∈I
( ∩
σ∈G
nσi )∩n0)∗G = 0, since ( ∩
i∈I
( ∩
σ∈G
nσi )∩n0) is the intersection
of all maximal ideals of C[X ]. The map Ψ is an injective ring homomorphism.
Denote by Σ the product
∏
i∈I
Si ∗G = Σ and Σ = Σ× CG.
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The map Ψsends the idempotent e = 1/ |G| ∑
g∈G
g, into
∧
e = ((e, e), where e =
e+
√
miC[X ])∗G).
Then Σ
∧
e Σ = (
∏
i∈I
Si ∗GeSi ∗G)× CGeCG =
∏
i∈I
Si ∗G× Ce=Σ× Ce.
It is clear that Ψ(C[X ] ∗ GeC[X ] ∗ G) is contained in Σ ∧e Σ ∩ Ψ(C[X ] ∗ G) =
(Σ× Ce) ∩Ψ(C[X ] ∗G).
We want to prove they are equal.
Let ((ri), ce) be an element of (Σ× Ce) ∩ Ψ(C[X ] ∗G). This means that there
exists an element r =
∑
g∈G
rgg ∈ C[X ] ∗G such that r = ri for all i ∈ I and r = ce
in C[X ] ∗Ge/n0 ∗Ge ∼= CGe.Then
∑
g∈G
rgg = ce+ he with h a polynomial without
constant term. This implies for all g ∈ G, rg = c + h and
∑
g∈G
rgg = (c + h)e ∈
C[X ] ∗GeC[X ] ∗G. It follows (Σ× Ce) ∩Ψ(C[X ] ∗G) = Ψ(C[X ] ∗GeC[X ] ∗G).
We have a commutative exact diagram:
0 0
↓ ↓
0→ C[X] ∗GeC[X] ∗G → ∏
i∈I
Si ∗G× Ce
↓ ↓
0→ C[X ] ∗G → ∏
i∈I
Si ∗G× CG
↓ ↓
0→ C[X] ∗G/C[X] ∗GeC[X] ∗G → CG(1− e)
↓ ↓
0 0
It follows C[X]∗G/C[X]∗GeC[X]∗G is a subalgebra of a semisimple algebra, hence
it is a finite dimensional C-algebra.
We can identify the category of C[X]∗G/C[X]∗GeC[X]∗G-modules with the cat-
egory of C[X ] ∗G-modules M with eM = 0.
Let´s assume more generally that R is a ring and e an idempotent of R. Then
there is a functor HomR(Re,−) : ModR → ModeRe, which is exact and it has a
left adjoint Re⊗eRe- such that HomR(Re,Re⊗eReM) =M.
It follows HomR(Re,−) is a dense functor with kernel ModR/ReR.
The category A =ModR/ReR = {M ∈ ModR | eM = 0} is a dense (Serre)
subcategory of ModR. [P]
Given an exact sequence of R-modules: 0 → L → M → N → 0 applying
the exact functor HomR(Re,−) we obtain an exact sequence of eRe -modules:
0→ eL→ eM → eN → 0, hence eM = 0 if and only if eN = eL = 0.
Given a dense subcategory A of ModR we define the multiplicative system of all
maps f : M → N such that the kernel and the cokernel of f are in A.
We define a quotient category ModR/A = (ModR)Σ (see [Ga], [P], [Mi]).
The category (ModR)Σ is abelian and the quotient functor π :ModR → (ModR)Σ
is exact an it has the following universal property: Given an abelian category C
and an exact functor F :ModR → C such that F (X) = 0 for all X ∈ A, there is a
unique exact functor H : (ModR)Σ → C such that Hπ = F .
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Theorem 9. Let R be a ring and e an idempotent of R and A the category A
={M ∈ ModR | eM = 0}. Then there is a commutative diagram of categories and
functors:
ModR
HomR(Re,−)→ ModeRe
↓ π ↓∼=
ModR/A
H→ ModeRe
, with H an equivalence.
Proof. 1) The functor H is dense.
Since HomR(Re,−) is dense, it follows H is dense.
2) The functor H is full.
Let M and N be R-modules and Re⊗eReeM µ→ M the map given by multipli-
cation, taking the kernel and the cokernel of µ we get an exact sequence:
0→ L→ Re⊗eReeM µ→M →M/ReM → 0 .
From the exact sequence:
0 → eL → e(Re⊗eReeM) eµ→ eM → e(M/ReM) → 0 and the fact eµ is an
isomorphisms eL = 0 = e(M/ReM).
Hence the multiplication maps Re⊗eReeM µ→ M and Re⊗eReeN µ
′
→ N are
isomorphisms in ModR/A.
Given a map f : eM → eN the ”roof”
Re⊗eReeM
µ ւ ց µ′1⊗ f
M N
is
a map in ModR/A such that when we apply the functor HomR(Re,−) we obtain
maps:
HomR(Re,Re⊗eReeM)
HomR(Re, µ) ւ ց HomR(Re, µ′1⊗ f)
HomR(Re,M) HomR(Re, N)
,
with HomR(Re, µ), HomR(Re, µ
′) isomorphisms.
Hence H(µ′1⊗ fµ−1) = f.
3) The functor H is faithful.
Let
W
s ւ ց f
M N
be a map in ModR/A.Then the kernel and the cok-
ernel of s are in A. Assume H(fs−1) = 0.
Hence, H(fs−1) = HomR(Re, f)HomR(Re, s)
−1 = 0 and HomR(Re, s) an iso-
morphism implies HomR(Re, f) = ef = 0.
From the commutative diagram:
0→ eW j→ W
ef ↓ f ↓
0→ eN j→ N
we get fj = 0.But
j : eW → W is an isomorphism in ModR/A. Therefore: f = 0 and fs−1 = 0 in
ModR/A. 
We come back now to the case of a finite subgroup G of Gl(n,C) such that
no σ ∈ G different from the identity has a fixed point, G acting as a group of
automorphism of the polynomial ring C[X ] in n variables the idempotent e =
1/ |G| ∑
g∈G
g of CG is an idempotent of the skew group algebra C[X ] ∗G such that
eC[X ] ∗ Ge is isomorphic to the group of invariants C[X ]G.The algebra C[X ]G
is a sub algebra of C[X ] and C[X ] is finitely generated as C[X ]G-module. Let
f1, f2,... fm be the generators. The epimorphism ρ : ⊕
m
C[X ]G → C[X ] given
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by ρ(γ1,γ2,...γm) =
m∑
i=1
γifi , extends to a map:
∧
ρ : ⊕
m
C[X ]Ge → C[X ]e of left
C[X ]G-modules
∧
ρ(γ1e,γ2e,...γme) =
m∑
i=1
γifie . Let eλ = λe = eλe ∈ C[X ]Ge.
Then
∧
ρ(γ1eλ,γ2eλ,...γmeλ) =
∧
ρ(γ1λe,γ2λe,...γmλe) =
m∑
i=1
γiλfie = (
m∑
i=1
γifie)λ =
(
m∑
i=1
γifie)eλ and
∧
ρ is a map of C[X ]G−eC[X ]∗Ge bimodules. IfM is a eC[X ]∗Ge-
module of finite dimensional overC, from the epimorphism:
∧
ρ⊗1 : ⊕
m
C[X ]Ge⊗eC[X]∗Ge
M → C[X ]e ⊗eC[X]∗GeM and the isomorphism: C[X ]Ge ⊗eC[X]∗Ge M ∼= eC[X ] ∗
Ge⊗eC[X]∗GeM ∼=M we obtain that C[X ]e ⊗eC[X]∗GeM = C[X ]∗Ge ⊗eC[X]∗GeM
is finite dimensional over C.
It is also clear that if M is a C[X ] ∗ G-module finite dimensional, then eM =
HomC[X]∗G( C[X ] ∗Ge,M) is finite dimensional over C.
To simplify the notation we will write R = C[X ]∗G and T = eC[X ]∗Ge ∼= C[X ]G
and denote by SR and ST the categories of finite dimensional R and T -modules,
respectively.
The categories SR and ST are dense subcategories of the categories of finitely
generated, modR, modT , R and T -modules, respectively.
Then we have:
Theorem 10. Let G be a finite subgroup of Gl(n,C) such that no σ ∈ G different
from the identity has a fixed point, G acting as a group of automorphism of the
polynomial ring C[X ] in n variables and e the idempotent e = 1/ |G| ∑
g∈G
g of the
skew group algebra C[X ] ∗G.Writing R = C[X ] ∗G and T = eC[X ] ∗Ge ∼= C[X ]G
and denoting by SR and ST the categories of finite dimensional R and T -modules,
respectively and by modR, modT , the categories of finitely generated, R and T
-modules, respectively. Then there is a commutative diagram of categories and
functors:
modR
HomR(Re,−)→ modT
↓ πR ↓ πT
modR /SR
H→ modT /ST
, with H an equivalence.
Before proving the theorem, observe that there is a graded version.
The ring e(C[X ] ∗G)e is a positively graded C-algebra with grading ( e(C[X ] ∗
G)e)k = e((C[X ] ∗ G)k)e, hence the isomorphism of C-algebras e(C[X ] ∗ G)e ∼=
C[X ]G induces a positive grading on C[X ]G. In what follows we will assume C[X ]G
has this grading and denote by R and T the positively graded C-algebras C[X ] ∗G
and C[X ]G, respectively. If we denote by grR and grT the categories of finitely
generated graded R and T modules, respectively, and degree zero maps. Following
[], [], we call the quotient categories grR/SR and grT / ST the categories of tails
tailsR and tailsT , another notation used in [MV2] is QgrR and QgrT.
Theorem 11. Let G be a finite subgroup of Gl(n,C) such that no σ ∈ G different
from the identity has a fixed point, G acting as a group of automorphism of the
polynomial ring C[X ] in n variables and e the idempotent e = 1/ |G| ∑
g∈G
g of the
skew group algebra C[X ] ∗G.Writing R = C[X ] ∗G and T = eC[X ] ∗Ge ∼= C[X ]G
and considering both as positively graded algebras, denoting by SR and ST the cat-
egories of finite dimensional graded R and T -modules, respectively and by gR, grT ,
20 ROBERTO MARTI´NEZ-VILLA AND JERONIMO MONDRAGO´N
the categories of finitely generated, R and T -modules, respectively and by tailsR
and tailsT the quotient categories grR/SR and grT / ST . Then there is a commuta-
tive diagram of categories and functors:
grR
HomR(Re,−)→ grT
↓ πR ↓ πT
tailsR
H→ tailsT
, with H an
equivalence.
We will prove only the ungraded case, the other follows with the same line of
arguments.
Proof. 1) The functor H is dense.
It follows as above from the fact HomR(Re,−) is dense.
2) The functor H is full.
Let X , Y be objects in modR /SR and consider a map ϕ : H(X) → H(Y ) in
modT /ST , with H(X) = HomR(Re, X), H(Y ) = HomR(Re, Y ) and ϕ a ”roof”
W f
s ւ ց
eX eY
, where the kernel L, and the cokernel N , of s are of finite
length.
Applying the tensor functor Re⊗eRe− and composing with multiplication we
obtain the maps:
Re⊗eRes Re⊗eReW Re⊗eRef
ւ ց
µ Re⊗eReeX Re⊗eReeY µ′
ւ ց
X Y
We also have exact sequences:
Re⊗eReL Re⊗eRej→ Re⊗eReW Re⊗eRes→ Re⊗eRe Im s→ 0
Re⊗eRe Im s→ Re⊗eReeX → Re⊗eReN → 0
By the above observation, Re⊗eReL and Re⊗eReN are finite dimensional C-
vector spaces, then U = ImRe⊗eRej = KerRe⊗eRes is finite dimensional.
We have a commutative exact diagram:
0
↓
0 Z
↓ ↓
0→ U → Re⊗W → Re⊗ Ims → 0
↓ ↓ 1 ↓ ↓
0→ V → Re⊗W → Re⊗ eX → Re⊗ N → 0
↓ ↓ ↓
Z 0 → Re⊗N Re⊗ N → 0
↓ ↓ ↓
0 0 0
Applying the functor HomR(Re,−) to the diagram we obtain the commutative
exact diagram:
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0
↓
0 eZ
↓ ↓
0→ eU → W → Ims → 0
↓ ↓ 1
s
ց ↓ i ↓
0→ eV → W → eX → N → 0
↓ ↓ ↓
eZ 0 → N → N → 0
↓ ↓ ↓
0 0 0
Since the map i is a monomorphism eZ=0 and by Theorem ? Z is finite dimen-
sional, but both U and Z finite dimensional implies V is finite dimensional.
By the above remark, N of finite dimension implies Re⊗N is of finite dimension
and both the kernel and cokernel of Re⊗eRes are in SR.
It is clear that H(µ(Re⊗f)(Re⊗s)−1=HomRRe,µ(Re⊗f))HomR(Re,Re⊗s)−1
=fs−1.
3) The functor H is faithful.
Let
W g
s ւ ց
X Y
be a map in modR /SR, where s has kernel L and
cokernel N,both finite dimensional. Assume H(gs−1 = 0.
There exist an exact sequence: 0→ eL→ eW es→ eX→ eN→0 and L, N ∈ SR
implies eL, eN ∈ ST .Then we have in modT /ST the map:
eW eg
es ւ ց
eX eY
,
which by assumption satisfies (eg)(es)−1 = H(gs−1) = 0.
Then we have a commutative diagram:
eW eg
es ւ ↑ r1 ց
eX Z eY
տ ↓ r2 ր 0
t′ V
with esr1 = t
′r2 having kernel and cokernel in ST and egr1 = 0.
We want to see first that r1 has kernel and cokernel in ST .
We have a commutative exact diagram:
0
↓
0 eL
↓ ↓
0→ B ′ → Z r1→ eW → D′ → 0
↓ 1 ↓ es ↓ u ↓
0→ B → Z esr1→ eX → D → 0
↓
eN
↓
0
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with B, D, eL, eN in ST . We need to check that B
′ and D′ are also in ST .
From the commutative exact diagram:
0
↓
0→ B′ → Z → E′ → 0
↓ 1 ↓ ↓
0→ B → Z → E → 0
↓
0
We obtain the following commutative exact diagram:
0 0 0
↓ ↓ ↓
0 −→ E′′ −→ eL −→ D′′ −→ 0
↓ ↓ ↓
0→ E′ → eW → D′ → 0
↓ es ↓ u ↓
0→ E → eX → D → 0
↓ ↓ ↓
0 → eN → eN → 0
↓ ↓
0 0
Since D′′ is a quotient of e L and Imu a submodule of D it follows both D′′ and
Imu are in ST .Therefore: D
′ is in ST .
From the equality egr1 = 0 it follows eg factors through the finite dimensional
module D′.Tensoring with Re, the map: Re⊗eg : Re⊗eReeW → Re⊗eReeY fac-
tors through a finite dimensional R-module.
We have a commutative exact diagram:
Re⊗eReeW µ→ W
Re⊗eg ↓ ↓ g
Re⊗eReeY µ
′
→ Y
where the multiplication maps µ and µ′ have kernels and cokernels in SR. It
follows that a the nap gµ factors through a module of finite length. This implies
gµ = 0 in modR /SR and µ an isomorphism in modR /SR implies g = 0 and
s−1g = 0. 
For the benefit of the reader we prove the last claim in more detail.
Lemma 2. Assume H : L → M is a map in modR which factors through a finite
dimensional module. Then h = 0 in modR /SR.
Proof. h = vu with u : L→ U , v : U → M homomorphisms and U a R-module of
finite dimension. Changing U by Imu, we can assume u is an epimorphism.
We have a commutative exact diagram:
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0
↓
0 U′
↓ ↓
0→ B′ → L u→ U → 0
↓ 1 ↓ v ↓
0→ B j→ L h→ M
↓
U′
↓
0
Since u is an epimimorphism, then Im v = Imh and U ′ are of finite dimension.
Therefore the injective map j : B → L has kernel and cokernel in SR.
We have a commutative diagram:
L h
1 ւ ↑ j ց
L B M
տ ↓ j ր 0
t′ L
We have proved h = 0 in modR /SR. 
We comeback to the last claim of the theorem
Let s : Z → L be a map in modR whose kernel and cokernel are finite dimen-
sional, h : L→M a map such that hs factors through a module of finite dimension
and let j : B → Z be the kernel of hs. Then j has kernel and cokernel of finite di-
mension and sj has kernel and cokernel of finite dimension. We have a commutative
diagram:
L h
1 ւ ↑ sj ց
L B M
տ ↓ j ր 0
s Z
It follows h = 0 in modR /SR.
Remark 1. In our case R = C[X ] ∗ G, T = e(C[X ] ∗ G)e ∼= C[X ]G, the algebra
C[X ]G is affine this is, the is a polynomial ring C[Y1, Y2,... Ym] = C[Y ] and an
ideal I of C[Y ] such that C[Y ]/I ∼= C[X ]G . The ring C[X ]G has the grading
induced by the isomorphism e(C[X ] ∗ G)e ∼= C[X ]G, but in general I is not an
homogeneous ideal in the natural grading of C[Y ].
Changing notation, from the graded version of the theorem we have an equiva-
lence of categories: QgrC[X]∗G ∼= QgrC[X]G . This equivalence induces at the level
of bounded derived equivalences: Db( QgrC[X]∗G) ∼= Db(QgrC[X]G).
As remarked above, the exterior algebra in n variables, Λn is the Yoneda algebra
of C[X ] , G acts as an automorphism group of Λn and the Yoneda algebra of
C[X ] ∗G is Λn ∗G.
By a theorem of [MS and by [MM ] there is an equivalence of triangulated cat-
egories: grΛn∗G
∼= Db( QgrC[X]∗G), where grΛn∗G denotes the stable category of
finitely generated graded modules. Therefore: there is an equivalence of triangu-
lated categories: grΛn∗G
∼= Db(QgrC[X]G).
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We have proved the following:
Corollary 3. Let G be a finite subgroup of Gl(n,C) such that no σ ∈ G different
from the identity has a fixed point, G acting as a group of automorphism of the
polynomial ring C[X ] in n variables and e the idempotent e = 1/ |G| ∑
g∈G
g of the
skew group algebra C[X ]∗G and let Λn be the exterior algebra in n variables. Then
there are isomorphisms of triangulated categories: grΛn∗G
∼= Db(QgrC[X]G) ∼= Db(
QgrC[X]∗G). In particular, the categories D
b(QgrC[X]G) and D
b( QgrC[X]∗G) have
Auslander-Reiten triangles and they are of the form ZAn.
Proof. For the proof we use the fact Λn ∗G is selfinjective Koszul and results from
[MZ] . 
4.1. Invariants for the Weyl algebra An and the homogenized Weyl alge-
bra Bn.. In this subsection we study the ring of invariants of the Weyl algebra A
G
n
with G a finite subgroup of the automorphism group of An.We prove A
G
n is a simple
algebra Morita equivalent to the skew group algebra An ∗G . We then consider the
homogenized Weyl algebra Bn and a subgroup G of the group of automorphisms
of Bn satisfying some mild conditions, and prove for the invariant group B
G
n and
the skew group algebra Bn ∗G there is a a theorem relating the category of finitely
generated left BGn modules and the category of finitely generated Bn ∗G modules,
similar to the last theorem of the previous section.
Theorem 12. Let Λ be a simple algebra over a field K and, G a finite group of
automorphisms of Λ.Then the skew group algebra Λ ∗G is simple.
Proof. Let I be a non zero two sided ideal of Λ ∗G and r = a0+ a1σ1+ ...atσtwith
ai ∈ Λ and σi ∈ G, if some ai 6= 0 the element rσ−1i 6= 0 is in I and the coefficient
of the identity is no zero, hence we can assume all ai in the expression of r are
non zero and call t + 1 = ℓ(r) the length of r. We can choose r to be of minimal
length among the non zero elements of I. Consider the set L0 defined by L0 = {b0 |
b0 + b1σ1 + ...btσt ∈ I} ∪ {0} . By definition L0 is non zero, we prove it is a two
sided ideal of Λ.
Let r1 = b0+b1σ1+ ...btσt and r2 = c0+c1σ1+ ...ctσt be two elements of I.Then
r1 + r2 = (b0 + c0) + (b1 + c1)σ1 + ...(bt + ct)σt is in I and ℓ(r1 + r3) ≤ ℓ(r1), by
minimality either r1 + r2 = 0 or ℓ(r1 + r3) = ℓ(r1) in any case b0 + c0 ∈ L0.
Let a be a non zero element of Λ. Then ar1 = ab0 + ab1σ1 + ...abtσt and
r1a = b0a+ b1a
σ1σ1 + ...bta
σtσt are in I with ab0 and b0a in L0.Hence L0 is a two
sided ideal.
It follows L0 = Λ and there is an expression of minimal length 1+ b1σ1 + ...btσt
in I.
If a0 + a1σ1 + ...atσt is another non zero expression in I, then (a0b1−a1)σ1 +
..(a0bt.− at)σt ∈ I and by minimality a0bi − ai = 0 for i 6= 0. This is: a0 + a1σ1 +
...atσt = a0(1 + b1σ1 + ...btσt).
Multiplying by σ−1i we obtain the expression bi + b1σσ
−1
i + ...bi−1σi−1 + σ
−1
i +
bi+1σi+1σ
−1
i + ...btσtσ
−1
i belongs to I is non zero and of minimal length. We define
as above the set Li = { a0 | a0 + a1σσ−1i + ...ai−1σi−1 + aiσ−1i + ai+1σi+1σ−1i +
...atσtσ
−1
i ∈ I}. As before Li is a non zero two sided ideal of An.Then there is
an expression 1 + c1σσ
−1
i + ...ci−1σi−1 + ciσ
−1
i + ci+1σi+1σ
−1
i + ...ctσtσ
−1
i in I
and bi + b1σσ
−1
i + ...bi−1σi−1 + σ
−1
i + bi+1σi+1σ
−1
i + ...btσtσ
−1
i = bi(1 + c1σσ
−1
i +
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...ci−1σi−1 + ciσ
−1
i + ci+1σi+1σ
−1
i + ...ctσtσ
−1
i ).In particular, bici = 1 and bi ∈
C−{0} is a unity. Since the element was arbitrary all coefficients in 1+b1σ1+...btσt
are units, this is they are non zero complex numbers.
Assume the length t > 0.
Let { Xi}i∈Φ be a set of algebra generators of Λ as K-algebra. Then Xi +
Xib1σ1 + ...Xibtσt and Xi +b1X
σ1
i σ1 + ...btX
σt
i σt are elements of I and b1(Xi −
Xσ1i )σ1 + ...bt(Xi − Xσti )σt is in I.By minimality Xi = Xσ1i for an arbitrary Xi.
But if σ1 fixes all the generators of Λ. then σ1 = 1, a contradiction. It follows t = 0
and Λ = {a ∈ Λ | a1 ∈ I}.Therefore 1 ∈ I and I = Λ ∗G. 
As a corollary we obtain the following:
Corollary 4. Let An=C<X1,X2,...Xn,Y1,Y2,...Yn>/{[Xi,Xj],[Yi,Yj],[Xi,Yj]-δij}
be a Weyl algebra and, G a finite group of automorphisms of An.Then the skew
group algebra Λ ∗G is simple.
Another consequence of the theorem is the following:
Theorem 13. Let Λ be a simple algebra over a field K and, G a finite group of
automorphisms of Λ.Then the algebra of invariants ΛG is simple.
Proof. Let I be a non zero ideal of ΛG.Then Ie = eIe is a non zero ideal of
ΛGe = eΛ ∗Ge.
The ideal Λ ∗GeIeΛ ∗G of Λ ∗G is non zero otherwise, eΛ ∗GeIeΛ ∗Ge = eIe =
0.Therefore Λ ∗GeIeΛ ∗G = Λ ∗G and eIe = eΛ ∗GeIeΛ ∗G e = eΛ ∗Ge. 
Corollary 5. Let An=C<X1,X2,...Xn,Y1,Y2,...Yn>/{[Xi,Xj],[Yi,Yj],[Xi,Yj]-δij}
be a Weyl algebra and, G a finite group of automorphisms of An.Then the algebra
of invariants AGn is simple.
We can prove now the following:
Theorem 14. Let Λ be a simple algebra over a field K and, G a finite group of
automorphisms of Λ. Then the algebra of invariants ΛG and the skew group algebra
Λ ∗G are Morita equivalent.
Proof. Consider the idempotent of Λ ∗G, e = 1/ |G| ∑
σ∈G
σ. We prove first that the
functor F = HomΛ∗G(Λ ∗Ge,−) :ModΛ∗G →ModeΛ∗Ge has zero kernel.
A Λ∗G-module M is in the kernel of F if and only if eM = 0,this is: if and only
if Λ ∗GeΛ ∗GM = 0 . But Λ ∗G simple implies Λ ∗G = Λ ∗GeΛ ∗G and M is in
the kernel of F if and only if M = 0.
The functor F is always dense.
Let f :M → N be a map of Λ ∗G-modules and ef : eM → eN the restriction.
There is a commutative diagram:
Λ ∗Ge⊗⊗eΛ∗GeeM µ→ M
↓ Λ ∗Ge⊗ ef f ↓
Λ ∗Ge⊗eΛ∗Ge eN µ
′
→ N
with µ and µ′ multiplication. The kernels of µ and µ′ are annihilated by e, hence
they are zero and the cokernel of µ is M/Λ ∗GeΛ ∗GM = 0.
Similarly for µ′.It follows both µ and µ′ are isomorphisms.
Therefore ef = 0 implies f = 0 and F is faithful.
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Let g : M ′ → N ′be a map of eΛ ∗ Ge-modules. Since F is dense, there exists
Λ ∗G-modules M and N such that eM ∼= M ′and eN ∼= N ′and g can be identified
with a map g : eM → eN.There are maps:
Λ ∗Ge⊗⊗eΛ∗GeeM µ→ M
↓ Λ ∗Ge ⊗ g
Λ ∗Ge⊗eΛ∗Ge eN µ
′
→ N
with µ, µ′isomorphisms and the map f = µ′Λ ∗Ge ⊗ gµ−1is such that
HomΛ∗G(Λ ∗Ge, f) = ef = g.
Therefore HomΛ∗G(Λ ∗Ge,−) is full. 
Corollary 6. Let An=C<X1,X2,...Xn,Y1,Y2,...Yn>/{[Xi,Xj],[Yi,Yj],[Xi,Yj]-δij}
be a Weyl algebra and, G a finite group of automorphisms of An.Then the algebra
of invariants AGn and the skew group algebra An ∗G are Morita equivalent.
Corollary 7. Let G be a finite subgroup of Sl(2, C) acting as automorphism group
of A1. Then A1 ∗ G and AG1 are simple and Morita equivalent to the deformed
preprojective algebra. In particular the deformed preprojective algebra is simple.
For more results on the deformed preprojective algebra we refer to [C-BH].
We analyze next the relations between modBn∗G and modBGn for a special class of
subgroups of automorphisms ofBn, which include finite products of finite subgroups
of Sl(2, C).
We will need the following:
Theorem 15. Let Λ be a noetherian algebra over a field K and, G a finite group
of automorphisms of Λ such that Λ is finitely generated as left module over the ring
of invariants ΛG. Then ΛG is a noetherian algebra.
Proof. Let I be a left ideal of ΛG. Then ΛI is a left ideal and by hypothesis, ΛI
is finitely generated as Λ-module and Λ finitely generated over ΛG implies ΛI is a
finitely generated ΛG-module. Let {
nj∑
i=1
bjiu
j
i , 1 ≤ j ≤ m | bji ∈ Λ, uji ∈ I} be a set of
generators of ΛI. Then {bjiuji , 1 ≤ j ≤ m | bji ∈ Λ, uji ∈ I} is also a set of generators
of ΛI,after re indexing we have a set of generators {biui, 1 ≤ i ≤ n | bi ∈ Λ, ui ∈ I}
. Let x be an element of I. Then for 1 ≤ i ≤ n, there exists ci ∈ ΛG such
that x =
m∑
i=1
cibiui. Then for σ ∈ G , x = xσ =
m∑
i=1
cσi b
σ
i u
σ
i =
m∑
i=1
cib
σ
i ui and
x = 1/ |G| ∑
σ∈G
m∑
i=1
cib
σ
i ui = 1/ |G|
m∑
i=1
∑
σ∈G
cib
σ
i ui =
m∑
i=1
ci(1/ |G|
∑
σ∈G
bσi )ui =
m∑
i=1
citiui,
with ci, ti ∈ ΛG.
Therefore: I is finitely generated as ΛG-module. 
Proposition 3. Let G be a finite group of grade preserving automorphisms of Bn
fixing Z.Then Bn is a finitely generated left (right) B
G
n -module.
Proof. Since G is a group of grade preserving automorphisms BGn is a positively
graded ring with (BGn )i = {b ∈ (Bn)i | σ(b) = b for all σ ∈ G} and the inclusion
j1 : B
G
n → Bn is a homomorphism of graded C-algebras.
Let Cn be the polynomial ring in 2n variables, G acts as an automorphism group
of Cn, let C
G
n be the ring of invariants and j0 : C
G
n → Cn the inclusion as a graded
subring.
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We have a commutative exact diagram:
0→ ZBGn → BGn → CGn → 0
↓ j2 ↓ j1 ↓ j0
0→ ZBn → Bn → Cn → 0
We know Cn is a finitely generated C
G
n -module. [] and we can choose homoge-
neous generators c1, c2,... ct of Cn as C
G
n -module . Let b1, b2,... bt be homogeneous
elements of Bn such that bi + ZBn = ci for 1 ≤ i ≤ t.
Let b be an element of Bn of degree d.Then b + ZBn =
t∑
i=1
r0i bi + ZBn, with
r0i ∈ BGn and b =
t∑
i=1
r0i bi + Zµ1 .
Since b, b1, b2,... bt are homogeneous we can choose r
0
i and µ1 homogeneous
elements with degreer0i+degree bi= d and degreeµ1 = d− 1.
Then µ1 =
t∑
i=1
r1i bi + Zµ2 with µ2 homogeneous of degree d − 2.Continuing by
induction we obtain µi homogeneous of degree d − i, in particular µd has degree
zero, which mans it is a constant and we get:
b =
t∑
i=1
r0i bi+
d−1∑
j=1
t∑
i=1
Zjrji bi+Z
dk, k a complex number. Then b =
t∑
i=1
(
d−1∑
j=0
Zjrji )bi+
Zdk, with Zjrji ∈ BGn and 1, b1, b2,... bt generate Bn as left BGn -module. 
Corollary 8. Let G be a finite group of grade preserving automorphisms of Bn
fixing Z.Then BGn is a noetherian algebra.
Lemma 3. Let Bn be the homogenized Weyl K-algebra over an infinite field H.
Then ∩
c∈K
(Z − c)Bn = 0.
Proof. Since Bn has a Poincare-Birkoff basis with Z in the center, any element of
Bn is a polynomial g/X, Y, Z) in X´s, Y s´ and Z. Given d ∈ K Z − d divides g if
and only if g(X,Y, d) = 0.
It is clear that g(X,Y, Z) = q(X,Y, Z)(Z − d) implies g(X,Y, d) = 0. We can
write g as a polynomial in Z, g(X,Y, Z) = g0(X,Y ) + g1(X,Y )Z + g2(X,Y )Z
2 +
...gt(X,Y )Z
t with gi(X,Y ) polynomials in X´s and Y s´.
Then gi(X,Y )Z
i = gi(X,Y )((Z−d)+d)i = g′i(X,Y, Z)(Z−d)+gi(X,Y )di and
g(X,Y, Z) = q(X,Y, Z)(Z − d) + g(X,Y, d).Therefore g(X,Y, d) = 0 implies Z − d
divides g.
Assume now 0 6= h ∈ ∩
c∈K
(Z − c)Bn. Then h = (Z − c1)q1 = (Z − c2)f with
c1 6= c2.Then (c2−c1)q1(X,Y, c2) = (c2−c2)f = 0 implies Z−c2 divides q1(X,Y, Z)
and h = (Z − c1)(Z − c2)q2.
Assume h is a polynomial in Z of degree m.Continuing by induction we obtain
h = (Z − c1)(Z − c2)...(Z − cm+1)qm+1 a contradiction.
Therefore: ∩
c∈K
(Z − c)Bn = 0. 
In what remains of the section we want to extend the theorems of the previous
subsection to the homogenized Weyl algebras, the following result will be crucial:
Proposition 4. Let Bn =C<X1,X2,...Xn,Y1,Y2,...Yn,Z>/{[Xi,Xj],[Yi,Yj],[Xi,Yj]-
δijZ
2,[Xi,Z],[Yi,Z]} be the homogenized Weyl algebra in 2n+1 variables, G a finite
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group of grade preserving automorphisms of Bn and e the idempotent of Bn ∗ G,
e = 1/ |G| ∑
σ∈G
σ. Moreover, assume Bn satisfies the following conditions:
i) For all σ ∈ G, σ(Z) = Z.
ii) The C-subspace V =
n⊕
i=1
CXi ⊕
n⊕
j=1
CYj of Bn is G- invariant.
iii) If v ∈ V , v 6= 0 and σ(v) = v, then σ = 1.
Then Bn ∗G/Bn ∗GeBn ∗G is a finite dimensional C-algebra.
Proof. We will use the commutative exact diagram:
0→ ZBGn → BGn → CGn → 0
↓ j2 ↓ j1 ↓ j0
0→ ZBn → Bn → Cn → 0
Let {mi}i∈I be the set of maximal ideals of CGn , for each mi an ideal ni of Cn
such that Cn ∩ ni = mi. Let n0= (X1, X2,... Xn, Y1, Y2,... Yn) be the maximal
irrelevant ideal of Cn and m0 = Cn ∩ n0.
We saw in Proposition ?, that given any ideal mi 6= m0 , {nσi }σ∈G , such that
nσi = n
τ
i implies σ = τ , is the set of maximal ideals of Cn above mi. In particular,
the radical
√
miCn = ∩
σ∈G
nσi is a G-invariant ideal of Cn, and
√
m0Cn = n0.
By the isomorphism theorems, there exists maximal ideals { mi}i∈I of BGn con-
taining ZBGn , such thatmi/ZB
G
n
∼= mi and maximal ideals {ni}i∈I ofBn containing
ZBn such that ni/ZBn ∼= ni.
From the isomorphisms: ni/ZBn ∩ BGn /ZBGn = ni ∩ BGn /ZBGn = mi/ZBGn , we
get ni ∩ BGn = mi and nσi ∩ BGn = mi for all σ ∈ G. It follows Li = ∩
σ∈G
nσi is a
G-invariant ideal of Bn, with L0 = n0.
We have ZBn ⊆ ∩
i∈I
∩
σ∈G
nσi = ∩
i∈I
Li and ∩
i∈I
Li/ZBn = ∩
i∈I
∩
σ∈G
nσi = 0.Therefore:
∩
i∈I
∩
σ∈G
nσi = ZBn.
It was proved in [], that for any c ∈ C − {0} there is an isomorphism Bn/(Z −
c)Bn ∼= An, hence each (Z − c)Bn is a maximal ideal of Bn.
Then we have: ∩
i∈I
∩
σ∈G
nσi ∩ ∩
c∈C−{0}
(Z − c)B = ∩
c∈C
(Z − c)B = 0.
We have a ring homomorphism:
ψ : Bn ∗G→
∏
i∈I−{0}
Bn∗G/Li∗G×Bn∗G/n0∗G×
∏
c∈C−{0}
Bn∗G/(Z−c)Bn∗G
whose kernel is zero.
By the isomorphism theorems: Bn/Li ∼= Bn/ZBn/Li/ZBn ∼= Cn /
√
miCn and
Bn/n0 ∼= Bn/ZBn/n0/ZBn ∼= Cn/n0 ∼= C.
Therefore: Bn ∗ G/n0 ∗ G ∼= CG and for each i 6=0, Si ∗ G = Bn ∗G/Li ∗ G ∼=
Cn/
√
miCn ∗G is a simple finite dimensional algebra, as we proved in Proposition
?.
Then we have an injective ring homomorphism:
ψ : Bn ∗G→
∏
i∈I−{0}
Si ∗G× CG×
∏
c∈C−{0}
An ∗G
By the simplicity of Si∗G and An∗G for the idempotent e we have: Si∗GeSi∗G =
Si ∗G and An ∗GeAn ∗G = An ∗G.
ψ(e) =
∧
e = ((e), e, (e)) is an idempotent of
∏
i∈I−{0}
Si ∗G×CG×
∏
c∈C−{0}
An ∗G
such that:
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(
∏
i∈I−{0}
Si*G×CG×
∏
c∈C−{0}
An*G)
∧
e (
∏
i∈I−{0}
Si*G×CG×
∏
c∈C−{0}
An*G)=
(
∏
i∈I−{0}
Si*G×CGe×
∏
c∈C−{0}
An*G and as in Therorem ? there is an injective
ring homomorphism:
Bn ∗G/Bn ∗GeBn ∗G→ CG/CGe.
It follows Bn ∗G/Bn ∗GeBn ∗G is a finite dimensional C-algebra. 
We have all the ingredients to prove for the homogenized Weyl algebras, theorem
analogous to Theorem9 and Theorem 10, what was essential in the proof of those
theorems was the fact Cn ∗G/Cn ∗GeCn ∗G is a finite dimensional C-algebra and
the fact Cn is a finitely generated C
G
n -module. Then the proof of the next two
theorems follows by similar arguments to those used in the proof of Theorem 9 and
Theorem 10 and we will skip it.
Theorem 16. Let Bn =C<X1,X2,...Xn,Y1,Y2,...Yn,Z>/{[Xi,Xj],[Yi,Yj],[Xi,Yj]-
δijZ
2,[Xi,Z],[Yi,Z]} be the homogenized Weyl algebra in 2n+1 variables, G a finite
group of grade preserving automorphisms of Bn and e the idempotent of Bn ∗ G,
e = 1/ |G| ∑
σ∈G
σ. Moreover, assume Bn satisfies the following conditions:
i) For all σ ∈ G, σ(Z) = Z.
ii) The C-subspace V =
n⊕
i=1
CXi ⊕
n⊕
j=1
CYj of Bn is G- invariant.
iii) If v ∈ V , v 6= 0 and σ(v) = v, then σ = 1.
Then: writing R = Bn ∗G and T = eBn ∗Ge ∼= BGn and denoting by SR and ST
the categories of finite dimensional R and T -modules, respectively and by modR,
modT , the categories of finitely generated, R and T -modules, respectively. Then
there is a commutative diagram of categories and functors:
modR
HomR(Re,−)→ modT
↓ πR ↓ πT
modR /SR
H→ modT /ST
, with H an equivalence.
We have also the graded version:
Theorem 17. Let Bn =C<X1,X2,...Xn,Y1,Y2,...Yn,Z>/{[Xi,Xj],[Yi,Yj],[Xi,Yj]-
δijZ
2,[Xi,Z],[Yi,Z]} be the homogenized Weyl algebra in 2n+1 variables, G a finite
group of grade preserving automorphisms of Bn and e the idempotent of Bn ∗ G,
e = 1/ |G| ∑
σ∈G
σ. Moreover, assume Bn satisfies the following conditions:
i) For all σ ∈ G, σ(Z) = Z.
ii) The C-subspace V =
n⊕
i=1
CXi ⊕
n⊕
j=1
CYj of Bn is G- invariant.
iii) If v ∈ V , v 6= 0 and σ(v) = v, then σ = 1. Then: writing R = Bn ∗G and
T = eBn ∗Ge ∼= BGn and considering both as positively graded algebras, denoting by
SR and ST the categories of finite dimensional graded R and T -modules, respectively
and by gR, grT , the categories of finitely generated, R and T -modules, respectively
and by tailsR and tailsT the quotient categories grR/SR and grT / ST . Then there is
a commutative diagram of categories and functors:
grR
HomR(Re,−)→ grT
↓ πR ↓ πT
tailsR
H→ tailsT
,
with H an equivalence.
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We also have as in Theorem 10:
Changing notation, from the graded version of the theorem we have an equiv-
alence of categories: QgrBn∗G
∼= QgrBGn . This equivalence induces at the level of
bounded derived equivalences: Db( QgrBn∗G)
∼= Db(QgrBGn ).
As remarked above, G acts as an automorphism group of B!n , the Yoneda algebra
of Bn and the Yoneda algebra of Bn ∗G is B!n ∗G.
The algebra B!n ∗G is Koszul selfinjective. By a theorem of [MS and by [MM ]
there is an equivalence of triangulated categories: grB!n∗G
∼= Db( QgrBn∗G), where
grB!n∗G denotes the stable category of finitely generated graded modules. Therefore:
there is an equivalence of triangulated categories: grB!n∗G
∼= Db(QgrBGn ).
We have proved the following:
Corollary 9. Let Bn =C<X1,X2,...Xn,Y1,Y2,...Yn,Z>/{[Xi,Xj],[Yi,Yj],[Xi,Yj]-
δijZ
2,[Xi,Z],[Yi,Z]} be the homogenized Weyl algebra in 2n+1 variables, G a finite
group of grade preserving automorphisms of Bn and e the idempotent of Bn ∗ G,
e = 1/ |G| ∑
σ∈G
σ. Moreover, assume Bn satisfies the following conditions:
i) For all σ ∈ G, σ(Z) = Z.
ii) The C-subspace V =
n⊕
i=1
CXi ⊕
n⊕
j=1
CYj of Bn is G- invariant.
iii) If v ∈ V , v 6= 0 and σ(v) = v, then σ = 1.
Let B!n be the Yoneda algebra of Bn. Then there are isomorphisms of triangulated
categories: grB!n∗G
∼= Db(QgrBGn ) ∼= Db( QgrBn∗G).In particular, the categories
Db(QgrBGn ) and D
b( QgrBn∗G) have Auslander-Reiten triangles and they are of the
form ZAn.
Proof. As before, the proof uses the fact B!n ∗G is selfinjective Koszul and results
from [MZ] . 
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