Many aspects of macroevolutionary theory and our understanding of biotic responses to global environmental change derive from literature-based compilations of palaeontological data. Existing manually assembled databases are, however, incomplete and difficult to assess and enhance.
whereas PDD extracts 192,365 opinions. Although many of these opinions are simple cases that are often not entered by humans (e.g., a species belongs to a genus), they nonetheless constitute taxonomic information which is sometimes not entered by humans at all. For example, PDD extracted 59,996 taxonomic names from the ODS that were never formally entered by human readers from any of the over 40,000 references they have entered thus far. A random sample of these names indicates that most are valid species-level taxa and that ≥90% were correctly extracted (Supplementary Table 4 ). The cases where PDD fails to recognize and extract data from a document are due primarily to OCR-related errors (Supplementary Tables 5, 6 ), which are orthogonal to this work.
The quality of PDD's database was assessed in three ways. The first uses DeepDive's pipeline, which produces internal measures of precision for every entity and relationship. All of the extractions used here have a precision of ≥ 95% according to this criterion. We also conducted blind assessment experiments of two types. In the first double blind experiment, we randomly sampled 100 relations from the PBDB and PDD and then randomized the combined 200 extractions into a single list. This list was then manually assessed for accuracy relative to the source document. In this assessment, PDD achieves ≥ 92% accuracy in all cases, which is greater than or equal to the accuracy estimated for the human database (Supplementary Table 7 ). In the second blind experiment, eight scientists with different levels of investment in the PBDB were presented with the same five documents and the same 481 randomly selected taxonomic facts, which were extracted by both humans and PDD ( Supplementary Fig. 4 ). No indication was given regarding which system generated the facts. Humans measured a mean error frequency in the machine-constructed database of 10%, with a standard deviation of ±6%. This is comparable to the error rate of 14 ±5% they estimated for those same documents in the humanconstructed database ( Supplementary Fig. 5 ). Variability in estimates between annotators reflects a combination of assessment error and divergent interpretations of the data. Although these blind experiments suggest that the error rate is comparable between the databases, the comparisons are not strictly equivalent. For example, PDD currently understands only parent-child relationships and synonymy, which comprise a large fraction (90% and 5%, respectively) but not all of the taxonomic opinions in the PBDB. Human data enterers also selectively enter data that are deemed important or nonredundant with data in other documents because the data entry process is time consuming.
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The third approach we took to assessing PDD quality was conducted at the aggregate level of Phanerozoic macroevolutionary patterns (29) . After processing both databases with the same algorithms to generate a working taxonomy and a list of occurrences meeting the same threshold of temporal resolution (i.e., epoch or finer), we find good overall agreement in macroevolutionary results ( Fig. 1 ; data are binned into the same 52 time intervals, mean duration 10.4 Myr). Both long-term trends and intervalto-interval changes in genus-level diversity and turnover rates are strongly positively correlated, indicating that both databases capture the same signal. The number of genus-level occurrences in each time interval, which is important to sampling standardization approaches (30, 31) , are also positively correlated (for first differences, Spearman rho = 0.65; p = 5.7x10 -7 ). The times of first and last occurrence of 6,708 taxonomically and temporally resolved genera common to both database are also congruent ( Differences between results ( Fig. 1) can be attributed to a combination of errors and inconsistencies in the human-constructed database, as well as to data recovery and inference errors committed by PDD.
For example, the PBDB contains typographical errors introduced during data entry. But, most of the differences observed in Fig. 1 are attributable to more insidious inconsistencies. For example, there are groups of occurrences in the PBDB that derive from multiple documents, even though only one document is cited. Occurrences in the PBDB are also sometimes attributed to a reference that actually contains no data but that instead cites as its data source the PBDB or some other archive that we did not access. A more common source of discrepancy involves the injection of facts and interpretations by humans during data entry. Notably, approximately 50% of the ages assigned to fossil occurrences in the human database are not actually mentioned in the cited reference ( Supplementary Fig. 6 ). Although problematic in some senses, this is well justified scientifically. The stated age for an occurrence in a document is often not the best available age, and the PBDB has no capacity to dynamically assign ages based on all evidence.
Humans attempt to account for these limitations by entering what they determine, on the basis of other evidence, to be the best age for a fossil occurrence in a document. PDD replicated aspects of this behavior by inferring across all documents the most precise and recently published age for a given geological unit and location, but this is not sufficient to cover the full range of sources consulted by humans. Thus, a disproportionate number of the occurrences extracted by PDD have a temporal resolution (e.g., periodlevel) that results in their exclusion from the macroevolutionary quantities shown in Fig. 1 . Including ! 7 occurrences with low temporal resolution causes the absolute values of the human-and machinegenerated diversity curves to converge ( Supplementary Fig. 7 ).
Errors and limitations in the current PDD system also account for divergence in results (Fig.1 ). For example, OCR-related document processing failures, often involving tables, are among the leading causes of omissions by PDD (Supplementary Table 6 ). The current version of PDD also has design elements that cause some facts to be omitted. For example, PDD places great importance on formal geologic units, which means that no fossil occurrences are recognized in references that do not have well defined geologic units. Because this situation is more prevalent in recent time intervals, the lower total diversity recovered by PDD towards the recent (Fig. 1 ) is attributable to this design decision. Omissions also occur when a fact is correctly extracted by PDD, but with a probability < 0.95. This type of confidence-related error can typically be overcome by defining new features or rules.
The results from the ODS experiment demonstrate that our system performs comparably to humans in many complex data extraction and inference tasks and that macroevolutionary patterns are similarly expressed in both databases. This is an important result that demonstrates the reproducibility of key macroevolutionary results and that addresses several long-standing challenges in computer science.
However, it is also the case that macroevolutionary quantities, which are based on large numbers of taxa, are robust to random errors introduced at the level of individual facts (32) (33) (34) . Thus, the macroevolutionary results ( Fig. 1 ) could be interpreted as evidence for the presence of a strong signal in the palaeontological literature that is readily recovered. The narrow distribution of range offsets on a pergenus basis (Fig. 2) , however, suggests that PDD's precision is high even at the scale of individual facts.
!
Training Data Requirements. We used the human-constructed PBDB as both a source of training data and as a benchmark for evaluation. Therefore, an obvious question is, how big would the human database have to be in order for there to be sufficient training data to obtain a high quality result?
To assess the effect of training data volume on the quality of PDD, we randomly sampled the human database to produce a series of smaller databases. We then re-ran the entire PDD system in exactly the same way, but using only the subsampled data for training purposes. As expected, both the amount of data extracted by PDD (with a probability ≥ 0.95) and the accuracy of those data, summarized as the Spearman rank-order correlation between first differences in genus-level diversity (Fig. 1c) , increases with the ! 8 amount of training data. However, rather little training data is required in order to achieve a similarly high-quality result (Fig. 3) . If the PBDB were populated with just 2% of the total number of references entered by humans over nearly two decades, there would be sufficient training data to obtain a comparable result.
Whole Document Set (WDS). Scaling PDD up to extract data from every relevant published document poses little technical challenge (35) and would offer a statistical advantage that could improve the overall quality of our system. However, access to the scientific literature for the purpose of automated text and data mining is currently limited (36) . Thus, PDD's entire document set now consists of only 294,463 documents (Supplementary Table 8 ). Notably for this study, many of these documents were obtained from the open-access Biodiversity Heritage Library, which contains a large number of valuable but older and taxonomically-focused publications.
Despite limitations on our ability to access much of the relevant palaeontological literature, the PDDgenerated Phanerozoic diversity curve for the WDS (Fig. 4) yields a face-value empirical genus diversity history that is congruent with classical estimates (3, 4) . First differences in Phanerozoic diversity extracted from the WDS are also positively correlated with first differences in diversity for the whole PBDB (Table   1) . Genus-level rates of extinction and origination are also similar in both compilations (for first differences, p < 0.0004). The diversity histories of major groups of organisms comprising this total diversity are also positively correlated (Table 1) , even though fewer than 25% of the references in the PBDB were read and processed by PDD (a total of 22,250 valid genera with resolved stratigraphic ranges are common to both compilations).

Discussion
The results of our validation study have three important implications. First, we have demonstrated that our machine reading system is capable of building a structured database from the heterogeneous scientific literature with quality that is comparable to, and in some cases possibly even exceeding, that produced by human readers (at least in the dimensions addressed here). This is notable because current benchmarks in machine reading and knowledge base construction, such as the Text Analysis Conference Knowledge Base Population competition, achieve less than 50% accuracy (albeit in the broader domain of general ! 9 web text). Second, we have tested at a large scale the reproducibility of the PBDB, and in so doing we have identified sources of error and inconsistency that have a bearing on the use of the database. However, we have also shown that key macroevolutionary results are robust to these types of errors.
Third, we have shown more broadly that literature-based macroevolutionary patterns are similarly expressed even when they derive from different bodies of literature. This indicates that the palaeontological literature, and presumably the underlying fossil record that it has sampled, contains a strong macroevolutionary signal that is readily recovered. This does not mean that our understanding of the global fossil record is uniformly complete taxonomically or in time and space ( Supplementary Fig. 8 ), that our understanding of the true history of global biodiversity is accurate (12, 13, 37, 38) , or even that the literature contains accurate data for every clade (e.g., 34).
The ability to expand existing databases and to more rapidly create new high quality synthetic data resources is a notable advance in the methodological toolkit of scientists. However, a much greater advantage of our approach is that the type of database that it produces is fundamentally different from manually populated databases. In the probabilistic database (28) produced by PDD, every fact is associated with an estimated probability of being correct and each fact remains tightly coupled to its original context. Thus, the quality of the entire database can be improved systematically whenever feedback is given on any one component or when additional rules or data is added to the system. More importantly, PDD's data acquisition process is based on the visual and textual analysis of entire documents. Our system is, therefore, able to recognize and extract data that are not currently part of a database but that are contextually related.
For example, the illustration of specimens is central to biological systematics and there are millions of biological illustrations in the WDS. Body size, a fundamental property of organisms that determines many aspects of their ecology (e.g., 39), is one of the morphological attributes readily conveyed by illustrations and their associated text. Several studies have examined the evolution of body size in individual lineages (e.g., 6), but, similar to the PBDB, all efforts to manually compile body size data cover only a small portion of the literature and yield monolithic databases that are difficult to assess and extend with new data.
To test the ability of our machine reading and learning system to incorporate data in illustrations, we extended PDD to identify images of biological specimens, locate and measure their major and minor axes, ! 10 and read associated figure labels, captions, and text in order to determine magnification, the portion of the organism being imaged, and taxonomy (see Supplementary Information). The PDD-estimated body sizes for classified brachiopod genera are congruent with body sizes estimated for those same genera by the manual measurement of images (Fig. 5) . Leveraging PDD's capacity to quantitatively analyze the entire body of published biological illustrations, in the context of their full textual descriptions, will enable new approaches to biological systematics and brings within reach questions that require a combination of morphological, geologic, and taxonomic data. Before PDD can be deployed to leverage this new capability, however, the current barriers to automated access and processing of published scientific documents must be overcome.
Although we have focused here on validating PDD and on testing the robustness of literature-derived macroevolutionary patterns in an widely used human-constructed database, our approach is built upon on a general machine reading and learning system (18) that can be readily adapted for many different domain-specific data extraction and inference tasks. We have shown that voluminous training data are not required to achieve high quality results. Thus, many questions that have been posed before, but that have been deemed too difficult to address without prohibitively time consuming data compilation efforts, are now within reach. Perhaps more importantly, our new approach to data synthesis yields a fundamentally different type of probabilistic database that remains tightly coupled to primary sources, that improves with the addition of new information, and that is capable of integrating complex data in ways that are likely to stimulate entirely new modes of inquiry.
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Methods
Methods and any associated references are available in the online version of the paper. After extracting features in documents, the next step is to generate a factor graph ( Supplementary Fig.   3 ), which is a compact way of specifying exponential family probability models (19, 40 PDD will estimate the strength of this implication on data.
The factor graph in PDD can be conceived of as existing in three layers ( Supplementary Fig. 3 ). The first layer corresponds to the set of entities detected as individual mentions in documents. The second layer corresponds to a set of relation candidates between mentions, and the third layer corresponds to a set of relation candidates between distinct entities. One can think of the second layer as a per document layer and the third layer as the "aggregation" across all documents. Conceptualization of these layers is useful for software engineering reasons, but the statistical apparatus uses information from all layers simultaneously at the inference and learning stages.! Given a factor graph generated by feature extraction, PDD next learns the weight for each factor and then runs inference tasks to estimate the probability of each random variable. One key challenge of machine reading approaches is how to generate training data (i.e., a set of random variables that have been assessed for accuracy and that contain positive and/or negative examples). Traditional approaches include human expert annotation of results and crowd-sourcing (41) . The human-constructed PBDB allows PDD to make extensive use of a generalization of Hearst patterns called distant supervision ! 14 (42, 43) . This approach to training has considerable potential in the natural sciences because even simple lists of facts, such as the location and general geological age of rock formations, can be used in distant supervision to improve the quality of data extractions and more complex inferences.! Factor graphs are a convenient way to define random variables and their correlations, but they can be large. In PDD, the factor graph contains more than 200 million random variables and 300 million factors with 12 million distinct weights (Supplementary Table 9 ). PDD uses recent research in both theory (23, 24) and systems (25) Science Grid (OSG). Ghostscript was run to convert each document into a set of png images. Next, OCR tools were executed. Each tool was permitted to run for 24 hours on a document before timeout occurred; a failed document was re-deployed on the OSG up to 10 times before being removed from the set. Document failures were caused by kernels older than 2006 and incompatible software on individual OSG machines, as well as document-specific software bugs, such as segmentation faults in Cuneiform caused by unusual document formatting. All tools had a failure rate of less than 8%, but these errors are orthogonal to our work; future improvements to these tools will improve PDD.!
The WDS contains 23 times more documents than the ODS, and the number of variables extracted from them scales approximately linearly. The number of distinct features is, however, only 13 times
greater because features can be shared across documents (Supplementary Table 12 ). Distinct taxa are only 10 times more numerous in the WDS because many taxa are referred to in more than one document. The number of occurrences is only six times greater in the WDS, reflecting the fact that most of the additional documents we were able to access are taxonomically-focused and do not contain fossil occurrence data; some documents also derive from serials, such as USGS Open-File Reports, that are interdisciplinary and have only a minority of documents relevant to palaeontology.! ! Extensions. We extended PDD to include data extraction from German and Chinese language documents.
The named entity recognition component of PDD has dictionary-based features and NLP-based features.
Relevant language-specific dictionaries were built manually and from external sources such as geonames.org. For NLP-based features, the Stanford CoreNLP provides models for Chinese and German. Table 13 ), which is close to the 95% confidence threshold specified for data output. !
The number of facts recovered vs. the number of facts contained in a document (i.e., recall) is more difficult to assess than the precision of extracted data. Because each extracted relationship consists of a paired object and subject (e.g., the object "formation" contains a subject "taxon"), one basic measure of recall is the fraction of all subjects in the PBDB that PDD also recovered. This estimate of recall ranges from 21% to 69%, depending on relation (Supplementary Table 13 ). For the lowest recall relations, we randomly sampled 10 documents in order to compare the PBDB and PDD. We did so for a combination of Genus diversity Geologic time (Ma) Number of genera Table 1 . Genus-level diversity in the whole document set and the entire PBDB. Spearman rank-order correlation coefficients and p-values for detrended diversity time series (from Fig. 4b) Supplementary Figure 3 . Overview of factor graph component of PDD. Existing knowledge bases, such as data in the PBDB, are used to assess mention-level relations during distant supervision. Variables assessed for accuracy become evidence variables for statistical inference and learning steps.
Supplementary Figure 4 . Screen shot of web user interface used in blind experiment conducted by 7 human annotators. A unique link and instructions to complete the form were emailed to each participant. The wording of the instructions was as follows:
1. "in ref " means you can find this *exact* fact in the document somewhere.
2. "not in ref " means you can't find the exact fact in the document anywhere (can include typos).
3. "incorrect" means it is an incorrect fact (e.g., wrong assignment/relationship, etc.). 
Genus diversity
Supplementary Figure 7 . PDD genus-level diversity (black curve) calculated using occurrences with period level or finer temporal resolution, as opposed to epoch or finer temporal resolution used in Fig. 1 . The red curve shows PBDB data and is identical to the red curve in Fig. 1c . Dictionary (English dictionary, GeoNames, PaleoDB, Species2000, Microstrat, MySQL stop words) Part-of-speech tag from StanfordCoreNLP Name-entity tag from StanfordCoreNLP Name entity mentions in the same sentences (paragraphs, or documents)
Mention-level Relations
Word sequence between name entities Dependency path between name entities Name-entity tag from StanfordCoreNLP Supplementary Table 9 . Factor graph statistics in the overlapping and whole document sets. Evidence variables are those variables for which distant supervision has contributed an expectation. The scaling of evidence variables from the ODS to the WDS reflects the fact that most of the training data used by PDD derives from the PBDB data in the ODS. 
Body Size Extraction
In order to extract body size estimates from biological illustrations, we need to extract the relation:
where ImageArea is a region on the PDF with known DPI so that the actual size of the image on a printed document is known. The following table is an example of the target extracted relation. Fig. 381 2a X1 Compressoproductus compressus Fig. 382 1a X0 .8 Fig. 383 1b X2 .0
Vediproductus wedberensis
Devonoproductus walcotti
There were two steps in the process: (1) Image processing, and (2) text extraction. In PDD, these two components are done jointly in the same factor graph.
Image Processing. The goal of the image processing component is to associate each image area with a figure label. To achieve this, PDD needs to (1) detect image areas and figure labels from PDF documents, and (2) associate image areas with figure labels. Supplementary Figure 9 illustrates these two steps. Figure 9) . Standard online-tutorials were followed, with one variant for Image Dilation. In this step, one needs to specify a parameter for dilation. Instead of specifying one value for the parameter, we tried a range of parameters and generate di↵erent versions of segmentations. PDD then trained a logistic regression classifier to choose between these segments trained on a human-labeled corpus. Figure Labels . After recognizing a set of image regions and their corresponding OCR results, PDD attempted to predict the association of figure labels and image areas, as shown in Supplementary Figure 9 . Similar to relation extraction, PDD introduces a Boolean random variable for each label and image area pair. It then builds a logistic regression model using features such as the distance between label and image areas, and whether a label is nearest to an image area and vice versa.
Association of Image Areas with
Text Extraction. PDD also extracts information from text, as shown in Supplementary Figure 10 . This extraction phase is similar to what was used when extracting fossil occurrence-related relations. In the name entity recognition component, PDD extracts di↵erent types of mentions, including Figure name (e.g., " Fig. 3") , Figure labels (e.g., "3a-c"), Taxon (e.g., "B. rara"), and magnitude (e.g., "X1"). Supplementary  Figure 10 shows an example of these mentions (raw text with OCR errors). PDD then extracts relations between these mentions using the same set of features as other diversity-related relations. PDD joins these two intermediate relations to form a large factor graph to populate the target relation. Joint inference on the whole factor graph is then executed.
Body Size Extraction Validation
Corpus. Other researchers [1] recently compiled body size measurements by manually measuring illustrations and reading captions in the Treatise on Invertebrate Paleontology. Of the 55 volumes now accessible, humans have made measurements from part H, I, K, L, N, O, P, Q, R, S, T, U. We created from these documents the following three sets:
1. Testing Corpus (With Ground Truth). Part H. We used the Training Corpus to generate training data for distant supervision. We compared our results with those of human annotators using the Testing Corpus (With Ground Truth). The Testing Corpus (Without Ground Truth) shows that PDD helps to extend the body size database with new extractions that are not provided by human annotators.
Testing Corpus (Without Ground Truth
Results on Testing Corpus (With Ground Truth). PDD is able to to achieve high precision and slightly higher recall than human when extracting body size measurements and their relations.
Precision. We measured the precision of PDD by randomly sampling 100 extracted instances of the target relation and manually annotate those extractions. We find that the accuracy is more than 92%.
Recall. We next counted the number of distinct (genus, figure name, figure label) tuples that are extracted by humans and PDD on the same set of documents. We find that human extracted 4,837 distinct tuples, and PDD extracted 5,783 distinct tuples, or 20% more. The primary reason for the increase is the complete extraction of meaurements for all parts of a figure (e.g., "1a-f"). Humans typically extract only one part.
Although selective data extraction is often a decision made for the sake of expediency and because not all images provide optimal orientations for the dimensions being targeted by a given investigation, extracting complete measurements and associated textual descriptions establishes the foundation for more complete morphometric analyses.
Results on Testing Corpus (Without Ground Truth). PDD is able to extract facts on documents that have not yet been processed by humans. PDD processed Parts A, B, C, D, E, F, G, V, W of the Treatise on Invertebrate Paleontology, which have not yet been processed for body size by [1] . PDD extracts 7K distinct (genus, figure name, figure label) tuples from these documents.
Multi-linguistic Extraction
Corpus. We followed a similar protocol as we used to collect the overlapping corpus for English documents. We identified the top-20 journals ranked by the number of journal articles in PBDB, and attempted to download articles from their web site. Access was limited to Vertebrata Palasiatica (Chinese), Stuttgarter Beitrage zur Naturkunde (German), and Eclogae Geologicae Helvetiae (German). A total of 1,583 Chinese journal articles and 4,393 German journal articles were obtained in this way. We used the same protocol to map these journal articles to articles in PBDB. Of these, there were 47 articles in Chinese and 56 German articles that overlapped with the PBDB. Protocol. We compared the extractions of PDD in the overlapping set with the PBDB extractions on the same set of documents. Our way of assessing quality is recall for the tuple
This tuple is language-independent because (1) taxon has unified Latin-representation in all English, Chinese, and German articles; and (2) time Intervals and their hierarchical relationships are known by PDD for all languages. To extract this tuple, PDD requires the information in all other tuples, including (T axon, F ormation), (F ormation, T imeInterval), and (F ormation, Location). We selected taxa common to both PDD and PBDB, and label PDD's extraction as correct if the taxon temporal ranges overlap.
Recall. From the overlapping corpus, PBDB extracts (T axon, T imeInterval) tuples for 85 distinct genera in Chinese and 242 distinct genera in German. We find that PDD correctly extracts (T axon, T imeInterval) for 24 genera (28%) in Chinese and 82 (33%) genera in German. The di↵erence between Chinese and German is caused primarily by OCR quality, even though we used commercial OCR tools for both. Chinese has lower OCR quality because of the large vocabulary in East-Asian languages.
Precision. Out of all 24 distinct genera in Chinese and 82 distinct genera in German articles, we find that all of them overlap with PBDB extractions in terms of their temporal interval, indicating high precision.
Specific Technical Validation
Here we describe DeepDive, the underlying system that powers PDD [2] [3] [4] [5] [6] [7] .
Probabilistic Framework
Related Work
Knowledge Base Construction (KBC) has been an area of intense study over the last decade [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Within this space, there are a number of approaches.
Rule-based Systems. The earliest KBC systems used pattern matching to extract relationships from text. The most well known example is the "Hearst Pattern" proposed by Hearst [20] in 1992. In her seminal work, Hearst observed that a large amount of hyponyms can be discovered by simple patterns, e.g., "X, such as Y". Hearst's technique forms the basis of many further techniques that attempt to extract high quality patterns from text. In industry, rule-based (pattern-matching-based) KBC systems, such as IBM's SystemT [8, 21] , have been built to develop high quality patterns. These systems provide the user a (usually declarative) interface to specify a set of rules and patterns to derive relationships. These systems have achieved state-of-the-art quality after carefully engineering e↵ort as shown by Li et al. [21] .
Statistical Approaches. One limitation of rule-based systems is that the developer needs to ensure that all rules provided to the system are high precision rules. For the last decade, probabilistic (or machine learning) approaches have been proposed to allow the system select between a range of a priori features automatically. In these approaches, the extracted tuple is associated with a marginal probability that it is true (i.e., that it appears in the KB). DeepDive, Google's knowledge graph, and IBM's Watson are built on this approach. Within this space there are three styles of systems:
• Classification-based Frameworks Here, traditional classifiers assign each tuple a probability score, e.g., naïve Bayes classifier, and logistic regression classifier. For example, KnowItAll [12] and TextRunner [13, 14] uses naïve Bayes classifier, and CMUs NELL [16, 17] uses logistic regression. Large-scale systems typically use these types of approaches in sophisticated combinations, e.g., NELL or Watson.
• Maximum a Posteriori (MAP) Here, the probabilistic approach is used but the MAP or Most likely world (which do di↵er slightly) is selected. Notable examples include the YAGO system [15] ,which uses a PageRank-based approach to assign a confidence score. Other examples include the SOFIE [10] and Prospera [11] , which use an approach based on constraint satisfication.
• Graphical Model Approaches The classification-based methods ignore the interaction among predictions, and there is a hypothesis that modeling these correlations yields higher quality systems more quickly. A generic graphical model has been used to model the probabilistic distribution among all possible extractions. For example, Poon et al. [19] used Markov logic networks (MLN) [22] for information extraction. Microsoft's StatisticalSnowBall/EntityCube [18] also uses an MLN-based approach. A key challenge with these systems is scalability. For example, Poon et al. was limited to 1.5K citations. Our relational database driven algorithms for MLN-based systems are dramatically more scalable [3] .
Calibrated Probabilities
DeepDive takes a Bayesian probabilistic approach to KBC by treating OCR, NLP, image processing, and feature recognition as one joint probabilistic inference problem in which all predictions are modeled as a factor graph (Fig. S3 ). This probabilistic framework ensures all facts that are produced by DeepDive are associated with a marginal probability. 1 These marginal probabilities are meaningful in DeepDive (i.e., they should correspond to the actual probabilities of a fact beig correct), which provides a mehcanism for evaluation and an aid to improving the system. Calibration. In DeepDive, calibration plots are used as a way to summarize the overall quality of the KBC results. Ideally, the probability associated with a given fact in DeepDive should equal the empirical probability that this fact is correct (i.e., an extraction with a probability 0.95 should be correct with a 95% of the time when inspected in the original source). Because DeepDive uses a joint probability model, any set of predictions can be assigned a marginal probability. Queries can then be against the model to help determine where a model needs improvement.
Supplementary Figure 11 and Supplementary Figure 12 show calibration plots for the ODS and the WDS presented in the main text. We will use Supplementary Figure 11 (1) as an example, which is the target relation Taxonomy in the ODS. A calibration plot contains three components: (a) Accuracy, which measures the test-set accuracy of a prediction with a certain probability; (b) # Predictions (Testing Set), which measures the number of extractions in the test set with a certain probability; and (c) # Predictions (Whole Set), which measures the number of extractions in the whole set with certain probability. The di↵erence between test set and whole set is that the former has training labels for each random variable. Results are summarized as histograms, and empirically we find that a bin of size of 0.1 is usually su cient to understand the behavior of the system. Using Calibration Plots (a) Accuracy. If the accuracy curve is similar to the ideal (0,0)-(1,1) line, it means that a probability produced by the system matches the test-set accuracy. For example, Supplementary Figure 11 (1) shows a reasonably good curve for calibration. Di↵ernces in these two lines can be caused by (1) ine cient training data or a small testing corpus, and/or (2) bad mixing behavior of the sampler or other software bugs. For example, Supplementary Figure 12(2,3,4) shows a much better calibration behavior than Supplementary  Figure 11(2,3,4) , primarily because the former is based on the whole corpus, which has more training data and a larger testing set. That is, most of the data are concentrate at high probability (where we are confident it is correct) and low probability (where we are confident it is incorrect). Large numbers of predictions with a probability approximately 0.5 means that the system has little information about how to classify these extractions. This implies that more features could be defined to resolve uncertainty. For example, Supplementary Figure 11 (2) shows a U-shape curve with some masses around 0.5-0.6. The shape of the histogram relies on the ratio between the number of positive examples and negative examples. When the number of positive examples dominates negative examples and there is a bias term, it is possible that there are very small amount extractions with a probability near 0. Supplementary Figure 11(1,3,4) illustrate this phenomenon.
(c) # Predictions (Whole Set). This histogram is similar to (b), but illustrates the behavior of scaling the system to a set of documents for which we do not have any training examples. Usually we hope that (c) has a similar shape to (b).
Usage. The above techniques have proven critical to debugging and improving the quality of PDD. In response to low confidence, a user can provide labeled examples, which allows the system to learn weights that yield higher confidence. Additionally, a user may write logical inference rules that provide ways of improving quality, which is a key component of all statistical relational approaches.
Declarative Interface for Joint Inference and Rich Features
Related Work
Here we survey recent e↵orts that focus on how to improve the quality of a KBC system. Rich Features. Di↵erent researchers have recently noted the importance of combining and using a rich set of features and signals to improve the quality of a KBC system. Two famous e↵orts, the Netflix challenge [24] , and IBM's Watson [25] , which won the Jeopardy gameshow, have identified the importance of features and signals:
Ferrucci et al. [25] : For the Jeopardy Challenge, we use more than 100 di↵erent techniques for analyzing natural language, identifying sources, finding and generating hypotheses, finding and scoring evidence, and merging and ranking hypotheses. What is far more important than any particular technique we use is how we combine them in DeepQA such that overlapping approaches can bring their strengths to bear and contribute to improvements in accuracy, confidence, or speed.
Buskirk [24] : The top two teams beat the challenge by combining teams and their algorithms into more complex algorithms incorporating everybody's work. The more people joined, the more the resulting team's score would increase.
In both e↵orts, the rich set of features and signals contributed to the high-quality of the corresponding system. Other researches have found similar phenomena. For example, Mintz et al. [26] finds that although both surface features and deep NLP features have similar quality for relation extraction tasks, combining them achieves a significant improvement over using either one in isolation. Similar "feature-based" approaches are also used in other domains (e.g., Finkel et al. [27] uses a diverse set of features to build a NLP parser with state-of-the-art quality). In our own work [28] , we have also found that integrating a diverse set of deep NLP features can improve a table extraction system significantly.
Joint Inference. Another recent trend in building KBC system is to take advantage of joint inference [5, 19, [28] [29] [30] [31] [32] [33] . Di↵erent from traditional models [34] , such as logistic regression or SVM, joint inference approaches emphasize learning multiple targets simultaneously. For example, Poon et al. [19, 31] find that learning segmentation and extraction in the same Markov logic network significantly improves the quality of information extraction. Similar observations have been made by Min et al. [29] and McCallum [30] . Our recent work also show the empirical improvement of joint inference on the diverse set of tasks, including relation extraction [5] and table extraction [28] .
Deep Learning and Joint Inference. A recent emerging e↵ort in the machine learning community is to build a fully-joint model for NLP tasks [32, 33] . The goal is to build a single joint model from the lowest level (e.g., POS tagging) to the highest level (e.g., semantic role labeling). The PDD system is built in a similar spirit that attempts to build a joint model for low-level tasks (e.g., OCR), to high-level tasks (e.g., cross-document inference of relation extraction). 
The DeepDive Approach and the Impact of Rich Features and Joint Rules
DeepDive uses joint inference rules and rich features. In this section, we test that these features and rules are important to PDD's quality by conducting a lesion study.
Joint Inference for Same Relations. Disabling all joint inference rules results in a Spearman's rho of 0.64, even when using the whole PBDB knowledge base. This is a marked decline from the Spearman's rho of 0.82 obtained when these rules are enabled. This large decline in quality is caused by the fact that jointly infering the values of random variable results in much higher-quality predictions. For example, assume that we have three candidate facts that Tsingyuan Formation has the age (1) Carboniferous ,(2) Namurian, and (3) Kungurian. In the current PDD system, the higher confidence for Carboniferous will also boost its confidence for Namurian (because of containment), and decrease its confidence for Kungurian (because Kungurian is so much younger than Carboniferous). This type of joint inference between random variables help PDD to produce result with higher recall (by boosting confidence to cross the imposed 0.95 threshold) and precision (by eliminating wrong predictions).
Joint Inference across Relations. The current PDD system has three joint inference rules across di↵erent relations (e.g., one geologic formation entity mention cannot be concurrently a location mention). We disable these rules and show in Supplementary Figure 14 that it does not have a large impact to the overall quality. This implies that the current PDD system is quite modular across di↵erent relations. This means that di↵erent types of relations can be decoupled and applied to other related applications (e.g., for biology or geology).
Scalability and High Performance Statistical Inference and Learning
Related Work
There is an emerging trend in both industry and academia to support statistical inference and learning, and we survey these e↵orts in this section.
Hardware E ciency. One line of research tries to speed-up statistical inference and learning by better taking advantage of modern hardware and clusters. For example, many industrial database vendors have integrated statistical analytics components into their product. For example, Oracle's ORE [35] , Pivotal's MADlib [36] , and IBM's SystemML [37] . These systems provide functionalities like logistic regression and collapsed Gibbs sampling for topic modeling on their data management systems. There are also e↵orts to design new data processing framework instead of relying on the traditional database systems. Indeed, most data processing frameworks developed in the last few years are designed to support statistical analytics including Mahout [38] for Hadoop, MLI for Spark [39] , GraphLab [40] , GraphChi [41] , and Delite [42, 43] . These systems have been shown to increase the performance of corresponding statistical analytics tasks significantly.
Statistical E ciency. One key di↵erence between statistical inference and learning with traditional SQLlike analytics is that di↵erent ways of executing the same tasks usually lead to di↵erent speed when converging to the same quality. Therefore, another line of related work, mainly contributed by the mathematical optimization and machine learning community, is to design more e cient algorithms for statistical inference tasks. One of the recent trends is to design lock-free algorithms that can be executed on the emerging multi-socket multi-core machines with high parallelism [3, [44] [45] [46] [47] . For example, Tsitsiklis et al. [44] proves asymptotic convergence for a parallel coordinate descent algorithm, and Bradley et al. [47] proves the convergence rate and theoretical speedups for parallel stochastic coordinate descent. Our own work [3, 46] proves the convergence of lock-free execution for stochastic gradient descent and stochastic coordinate descent.
The DeepDive Approach and The Performance of PDD
The DeepDive Approach. The statistical inference and learning engine in DeepDive [4] is built upon the challenge of designing a high-performance statistical inference and learning engine on a single machine [4, 6, 7, 46] . Compared to traditional work, the main novelty of DeepDive is that it considers both hardware e ciency and statistical e ciency for executing an inference and learning task.
Hardware E ciency. DeepDive takes into consideration the architecture of modern non-uniform memory access (NUMA) machines. A NUMA machine usually contains multiple nodes (sockets), where each sockets contains multiple CPU cores. To achieve high hardware e ciency, it is useful to decrease the communication across di↵erent NUMA nodes.
Statistical E ciency Pushing hardware e ciency to the extreme might cause statistical e ciency to su↵er because the lack of communication between nodes could decrease the rate of convergence of a statistical inference and learning algorithm. DeepDive takes advantage of theoretical results of model averaging [45] and lock-free execution [7, 46] .
