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RESULTANTAL VARIETIES RELATED TO ZEROES
OF L-FUNCTIONS OF CARLITZ MODULES
A. Grishkov, D. Logachev
Abstract. We show that there exists a connection between two types of objects:
some kind of resultantal varieties over C, from one side, and varieties of twists of the
tensor powers of the Carlitz module such that the order of 0 of its L-functions at
infinity is a constant, from another side. Obtained results are only a starting point
of a general theory. We can expect that it will be possible to prove that the order
of 0 of these L-functions at 1 (i.e. the analytic rank of a twist) is not bounded —
this is the function field case analog of the famous conjecture on non-boundedness
of rank of twists of an elliptic curve over Q. The paper contains a calculation of a
non-trivial polynomial determinant.
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0. Introduction.
A. General information. The present paper contains 3 parts that can be read
independently. Part I is inspired by the following problem. Let E be an elliptic
curve over Q. Its (analytic) rank is the order of 0 of L(E, s) at s = 1. There is
Problem 0.1. Are the ranks of twists of E bounded? (Conjecturally not).
We consider the function field case analog of this problem. Let q be a power of a
prime p. An analog of an elliptic curve is a Drinfeld module of rank 2. Nevertheless,
there exist simpler but non-trivial objects — tensor powers Cn of the Carlitz module
C = Cq over Fq. A twist C
n
P of C
n depends on a polynomial P =
∑m
i=0 aiθ
i ∈ Fq[θ],
where ai ∈ Fq. Let L(CnP , T ) be its L-function. The (analytic) rank of CnP at 1 is
the order of 0 of L(CnP , T ) at T = 1, it is denoted by r1(C
n
P ). There is
Problem 0.2. Are r1(C
n
P ) bounded? (q, n are fixed, P varies).
A version of the Lefschetz trace formula gives us an explicit expression of
L(CnP , T ): it is the characteristic polynomial of a matrix M(P,m, ∗) attached to
P whose entries belong to Fq[a0, . . . , am][t] (Theorem 3.3), t is an independent vari-
able. This means that the set of (a0, . . . , am) ∈ Am+1(Fq) such that r1(CnP ) ≥ i is
the set of Fq-points of an affine algebraic variety (denoted by X1(q, n,m, i)) over F¯q,
i.e. the set of zeroes of some (non-homogeneous) polynomials D∗∗ ∈ Fp[a0, . . . , am].
At the first glance, there are too many D∗∗’s. If they were independent then
the answer to Problem 0.2 would be yes. This looks especially likely for n > 1 (see
(6.18) for the numerical results for the value of rank for the case q = 3, n = 2).
It turns out that it is much easier to consider the behaviour (as P varies) of
L(CnP , T ) not at T = 1 but at T =∞. The corresponding analytic rank is denoted
by r∞(C
n
P ) (or r∞(P ) = r∞(a0, . . . , am) ). We have r∞(P ) = r∞(λP ), hence the
set of (a0 : ... : am) ∈ Pm(Fq) such that r∞(CnP ) ≥ i is the set of Fq-points of an
algebraic variety (denoted by X∞(q, n,m, i)) over F¯q. It is the set of zeroes of some
other (homogeneous) polynomials H∗∗ ∈ Fp[a0, . . . , am].
We have some results showing that H∗∗ are highly dependent. Since D∗∗ are
linear combinations of H∗∗ with integer coefficients, we can expect that further
research will give us a solution to Problem 0.2. Maybe even for n > 1 the r1(C
n
P )
would be unbounded!
There exists a natural lift of entries of M(P,m, ∗) in characteristic 0. This is
the subject of Part II (Sections 8, 9). Namely, we use the matrix M(P,m, ∗) as
an initial object (i.e. we do not take into consideration that it comes from the
theory of L-functions of twisted Carlitz modules) in characteristic 0, we consider
its characteristic polynomial and varieties X∞(q, n,m, i) ⊂ Pm(C) as varieties of
zeroes of its coefficients. It turns out that X∞(q, n,m, i) are tightly related to
varieties that appear in the classical problem of description of the condition that q
polynomials in 1 variable1, of degree ≤ m
q
, have ≥ i common roots (see, for example,
1These polynomials are obtained by ”splitting” of P , see 8.28.
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[P], [GKZ] and other papers), moreover, they shed new light to this theory. Section
8 contains results that are valid for any q, and Section 9 contains much more
detailed results for the case q = 2, that generalizes the theory of the resultant of 2
polynomials. See Introduction to Part II for more details.
Both Sections 8, 9 can be read independently on the other parts of the paper.
Moreover, Section 9 gives a self-contained definition and a list of (mostly conjec-
tural) properties of varieties X∞(2, n,m, i), see 9.7. Their study is a problem in
the style of nineteen century (classical italian-style algebraic geometry). The most
interesting (conjectural) property of these varieties is the following Conjecture 9.3:
Supp X∞(2, n,m, i) do not depend on n, although they depend on n as schemes.
For n = 0 we get a description of the above resultantal variety as a principal
irreducible component of some natural complete intersection (of hypersurfaces of
zeroes of coefficients of the characteristic polynomial of M(P,m, ∗) ). It is impor-
tant that for q = 2 the matrixM(P,m, ∗) is the Sylvester matrix of two polynomials
P[0], P[1] with interchanged rows. Row interchange is essential: for the Sylvester
matrix itself (apparently) we have no such a nice theory. Moreover, in our case
deg(P[0]) − deg(P[1]) = 0,±1. We have no analog of this theory for the case of the
difference of degrees 6= 0,±1.
It turns out that for q = 2 there is a simple expression for det M(P,m, ∗). Its
proof is the subject of Part III. Particularly, it implies immediately Conjecture
9.3 for i = 1. The proof is a direct, elementary combinatorial calculation, rather
tedious and long, it is completely independent on the first two parts of the paper.
The present paper opens a way to future research. It will be necessary to prove
results of 9.7, to answer questions 9.7.14, to get analogs of 9.7 for q > 2.
The same questions arise for varieties X1(q, n,m, i). First, we should find their
dimension in characteristic 0, second, in characteristic p. See Remark 8.2.4 for the
simplest calculation that has to be made. This will open a way to solve Problem 0.2.
Further, we should get analogs of these results for the case of Carlitz modules over
any curve over Fq, not necessarily P
1(Fq), for Drinfeld modules of rank > 1 etc.
Most likely there will be analogs of the calculation of Part III for these objects. For
example, many researchers study resultants of polynomials in several variables. To
get their analogs in the present theory, we should find / define Drinfeld module-type
objects depending on polynomials in several variables.
Because of the natural action of GL2(Fq) on P
m and concordance of the L-
function with this action (see Section 2), these problems should be solved in the
quotient space (ind-stack) of lim
−→
Pm+1(F¯q) by the action of GL2(Fq).
Further, it would be interesting to check whether these quotients of X∗(q, n,m, i)
are good from the point of view of coding theory (see [TVN] for the introduction
to coding theory).
Conjecturally, all irreducible components of X∞(q, n,m, i) are rational varieties.
We can expect that if we consider twists of a Drinfeld module ϕ instead of twists of
Cn, then irreducible components of the corresponding variety Xϕ,∞(q, n,m, i) are
non-rational varieties. Particularly, they can be elliptic curves over F¯q. If so, we can
associate to ϕ these elliptic curves over F¯q which looks a non-trivial construction.
The notion of ordinary determinantal variety can be greatly generalized, see,
for example, [FP], [GKZ]; we can expect that there exist similar generalizations
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of the varieties X∗(q, n,m, i). A natural question: what is the projective dual of
X∗(q, n,m, i)? Have we an analog of a simple formula D(r,m, n)
∨ = D(m−r,m, n)
([GKZ], 1.4.11), where D(r,m, n) is the determinantal variety of matrices of rank
≤ r in Pmn−1 — the space of all m× n matrices?
B. More details. The idea to consider twists CnP is inspired by the analogy
with the number field case. If E is an elliptic curve over Q and L(E, s) its L-
function, then the order of 0 of L(E, s) at s = 1 — the center of the symmetry
of the functional equation for L(E, s) — is called the analytic rank of E. It is an
important invariant of E, it enters in the statement of the Birch and Swinnerton-
Dyer conjecture. Let ED be the twist of E by a quadratic field Q(
√
D). The sign of
the functional equation for L(ED, s) defines the parity of the analytic rank of ED, it
depends on χ(D) where χ is a quadratic character, see for example [Sh] for the exact
statement. The set of all twists of E is an abelian group G = Hom(Gal (Q),Z/2)
(if Aut(E) 6= Z/4, Z/6), and the set of even twists is a subgroup G0 ⊂ G of index
2, hence the set of odd twists is the coset G− G0. Conjecturally, for almost all D
the rank takes the minimal possible value, i.e. 0 for the even case and 1 for the odd
case. Nevertheless, (rare) jumps, i.e. values of rank ≥ 2, occur; conjecturally, for
any r there exists infinitely many D such that the rank of ED is r, although the
(conjectural) asymptotics of these D is not known.
Let us consider the function field case. Let M be an Anderson t-motive over
Fq(θ). Let L(M, s), s ∈ S∞ := C∗∞×Zp, be the L-function ofM — this function or
its versions for τ -sheaves and crystals are defined for example in [B05], Definition
15, [B02], Definition 2.19, the original definition of its first version is due to [G],
3.4.2a. We shall consider its version L(M,T ) ∈ (Fq[t])[[T ]] which is defined for
example in [G], 3.2.15, or [TW], formula (2.1), or in [L]; this version is called a
na¨ıve L-function in [B12].
Remark 0.3. In most earlier cited papers the L-function L(M, s), first version,
is considered as a function in variable s. In terms of Cn, this is the same as to
consider n as a variable: dilatation of s to an integer n corresponds to the tensor
multiplication of M by Cn: see for example [B05], Proposition 9, or (7.1) of the
present paper for the trivial M . Unlike this approach, we consider n fixed, and we
consider T as a variable.
Earlier some results on vanishing of L(Cn, T ) at T = 1 were obtained in [T], [L].
Remark 0.4. Since there is no functional equation for L(M,T ),2 the choice
of T = 1 does not seem too natural. Nevertheless, there is no essential difference
between investigation of the zero at T = 1 and at T = c for c ∈ F∗q , see Remark 4.3
for details, and the choices of T = 1 and T =∞ are the simplest possible ones. For
example, [L], Proposition 2.1, p. 2604 can be considered as an analog of the strong
form of the Birch and Swinnerton-Dyer conjecture for L(M,T ) at T = 1. Really,
in Part II we start to consider the case of zero at T = any point.
Therefore, we consider twists CnP and their L-funcions L(C
n
P , T ). Twists C
n
P1
,
CnP2 are isomorphic over Fq(θ) iff P1/P2 ∈ Fq(θ)∗(q−1), hence there is no twists if
q = 2 (it is necessary to emphasize that conversely the characteristic 0 case analog
of the present theory is the most interesting for q = 2, see II, Section 9, and III).
2Formulas 2.4 can be considered as an analog of the functional equation, but they are too
elementary, and no one of them gives the notion of its center of symmetry.
4
As it was mentioned above, the set of P =
∑m
i=0 aiθ
i such that r1(C
n
P ) ≥ i, resp.
r∞(C
n
P ) ≥ i, is the set of Fq-points of an affine algebraic variety X1(q, n,m, i), resp.
projective algebraic variety X∞(q, n,m, i) over F¯q (we use the same notations for
X∗(q, n,m, i), (∗ = 1,∞) and their lifts to Q¯).
Remark 0.5.3 We have: only the sets X∗(q, n,m, i)(Fq) are canonically defined
(as sets of twists having r∗ ≥ i), but not X∗(q, n,m, i) as varieties or schemes.
Really, in principle X∗(q, n,m, i)(Fq) can be defined as the sets of Fq-zeroes of
other systems of polynomials (not of D∗∗, H∗∗), hence the sets of F¯q-zeroes of these
polynomials can be another. The same holds for X∗(q, n,m, i) ⊂ Pm(Q¯) — they
depend on lifts of coefficients of D∗∗, H∗∗ to Z which clearly are not canonical.
For example, since X∗(q, n,m, i)(Fq) ⊂ Am+1(Fq) or ⊂ Pm(Fq) are finite sets, it is
meaningless to consider even its dimension.
Really, the situation is not too bad, because the sets X∗(q, n,m, i)(Fq) form a
concordant system (an ind-variety) as m→∞:
X1(q, n,m− (q − 1), i)(Fq) = X1(q, n,m, i)(Fq) ∩ Am+1−(q−1)
where Am+1−(q−1) ⊂ Am+1 is the subspace {the last q − 1 coordinates are 0}.
See Remark 4.2 for the similar formula for X∞. Most likely it will be possible
to define the notion of codimension, irreducible components, their degrees etc. of
these ind-varieties, this is a subject of future research. Probably the codimension of
X1(q, n,m, i)(Fq) in A
m+1 (conjecturally, it does not depend on m) will be defined
in terms of
lim
m→∞
logq( #X1(q, n,m, i)(Fq) / #A
m+1(Fq) )
Degrees of irreducible components can be defined in terms of counting of quantities
of elements in X1(q, n,m, i)(Fq) crossed with linear subspaces of complementary
dimension, etc. For example, a strong evidence for codimension conjecture 8.7 for
q = 3, case i > 1 comes from counting of #X∞(3, 1, m, i)(Fq) for large m and i, see
Table 6.15.
Further, it is necessary to emphasize that D∗∗, H∗∗ are the most natural systems
of polynomials such that X∗(q, n,m, i)(Fq) are their Fq-zeroes.
Finally, H∗∗ of Section 8 are the most natural lifts to Z of H∗∗ in characteristic
p (we would be very wondered if for other lifts of H∗∗ the analog of Theorem 8.6,
Conjectures 8.7, 9.7 were true!). For example, if q is not a power of p then there is no
X∗(q, n,m, i)(Fq) in finite characteristic at all, and if q = 2 they are trivial, while in
both these cases X∞(q, n,m, i) are non-trivial objects. Moreover, in characteristic
2 there is no difference between signs + and − (i.e. −1 can be lifted to 1), while if
we change randomly the signs in the lift of (3.1) in characteristic 0 then the results
of Section 9 are not (most likely) true.
Moreover, we have
Conjecture 0.6. X∗(q, n,m, i) over F¯q and X∗(q, n,m, i) over Q¯ have the same
properties, i.e. their dimensions, quantities of irreducible components, degrees,
singularities etc. coincide.
3The authors are grateful to a reader who indicated them the subject of the present remark.
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This coincidence (first of all, coincidence of dimensions) does not hold if we
choose other lifts of D∗∗, H∗∗.
The paper is organized as follows. Section 1 contains definitions of Anderson
t-motives, their L-functions, tensor powers of Carlitz modules and their twists.
We consider in Section 2 the action of the group GL2(Fq) (really, of some larger
monoid) on the set of polynomials P . If two polynomials P1, P2 belong to the same
orbit of this action then there exists a relation between L(CnP1 , T ) and L(C
n
P2
, T ).
We give the list of these relations. Section 3 is devoted to the proof of Theorem 3.3
giving us the explicit form of L(CnP , T ). It is based on the Lefschetz trace formula.
We define a matrix M(P, ∗) that plays a key role in the subsequent theory. We
show in Section 4 that there exists a coset of index (q − 1)2 in the group of twists
of Cn (which is Fq(θ)
∗/Fq(θ)
∗(q−1)) such that r of the corresponding twists is ≥ 1,
see Propositions 4.4, 4.5. This coset can be considered as an analog of the coset
of index 2 of odd rank of the number field case, although this analogy is far to
be complete: r of these twists is ≥ 1, but not necessarily odd. For the case of
non-twisted Carlitz modules existence of these (so-called trivial) zeros of L(Cn, T )
was already known, see for example [B12], p. 51, and [T].
In principle, relations between L(CnP1 , T ) and L(C
n
P2
, T ) existing when P1, P2
belong to the same orbit of GL2(Fq), should not come from relations between
M(P1, ∗), M(P2, ∗). We show in Section 5 that this is not the case — really, these
relations between M(P1, ∗), M(P2, ∗) exist (for one case we cannot prove existence
of these relations, although they should exist).
Section 6 contains results of computations of r1, r∞ for polynomials of low
degrees. We show that if D∗∗ were independent then r1 would be bounded. It
turns out that shift-stable polynomials (see 6.9) show higher values of r1. For the
case q = 3, n = 1 the highest value of r1 is 3 for polynomials of degrees ≤ 15 and
6 for shift-stable polynomials of degrees ≤ 39. We consider problems of correlation
between values of r1 and r∞.
Some properties of L(CnP , T ) can be proved without use of the Lefschetz trace
formula. These proofs are given in Section 7.
In Section 8 we consider the varieties X∞(m, i) = X∞(q, n,m, i) over C. We
show that they contain two subvarieties Xl(m, i), Xr(m, i) corresponding to the
zeroes of the left and right multiplication by some matrices. Theorem 8.6, Con-
jecture 8.7 give us formulas for their codimensions, showing that polynomials H∗∗
defining X∞(m, i) are highly dependent. Examples show that for q = 3, n = 1,
i = 1 we have: Xl(m, 1), Xr(m, 1) are irreducible components of X∞(m, 1) of
the same codimension. Section 9 contains a large list of conjectural properties
of X∞(2, n,m, i) (n = 0, 1), some proofs and examples. Particularly, for q = 2
we have Xl(2, n,m, i) = Xr(2, n,m, i), it is the principal irreducible component of
X∞(2, n,m, i). A conjectural description of other components is given. For more
details and directions of further research see the Introduction to Part II.
Part III is devoted to the calculation of det M(P,m, ∗).
Part I. L-functions of twisted Carlitz modules (characteristic p case).
1. Definitions ofM and of L(M,T ). Standard reference for t-motives is [A86],
we use its notations. The Anderson ring Fq(θ)[t, τ ] is the ring of non-commutative
polynomials over Fq(θ) satisfying the following relations:
tθ = θt, tτ = τt, τθ = θqτ
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We need the following (less general than in [A86]) version of the definition of An-
derson t-motives M over Fq(θ):
Definition. An Anderson t-motive M is a Fq(θ)[t, τ ]-module such that
(1.1) M considered as a Fq(θ)[t]-module is free of finite dimension r;
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(1.2) M considered as a Fq(θ)[τ ]-module is free of finite dimension n;
(1.3) ∃k > 0 such that (t− θ)kM/τM = 0.
Equivalently, we can consider M as a free finite-dimensional Fq(θ)[t]-module
endowed with a map τ : M → M satisfying τ(θm) = θqτ(m), τ(tm) = tτ(m) such
that conditions equivalent to (1.2), (1.3) hold.
L(M,T ) is defined for example in [L], upper half of page 2603 (fr, τ , ϕ of the
present paper are respectively τ , u, τ of [L]. Sorry.) Its explicit definition is the
following. Let Q ∈Mr×r(Fq(θ)[t]) be the matrix of multiplication by τ in a Fq(θ)[t]-
basis of M . Let P be an irreducible polynomial in Fq[θ]. M is called good at P if
there exists a Fq(θ)[t]-basis of M such that all entries of Q are integer at P. The
set of bad primes is denoted by S.
We need the following notation. For a ∈ (Fq[θ]/P)[t], a =
∑
cit
i where ci ∈
Fq[θ]/P, we denote a
(k) :=
∑
cq
k
i t
i, for a matrix A = (aij) ∈ Mr×r((Fq[θ]/P)[t])
A(k) := (a
(k)
ij ) and A
[k] := A(k−1) · . . . ·A(1) ·A.
The local P-factor LP(M,T ) is defined as follows (P 6∈ S). Let d be the degree
of P and Q˜ ∈Mr×r((Fq[θ]/P)[t]) the reduction of Q at P. We have:
LP(M,T ) := det (Ir − Q˜[d]T d)−1 ∈ Fq[t][[T d]]
(because obviously det (Ir − Q˜[d]T ) ∈ Fq[t, T ] and does not depend on a Fq(θ)[t]-
basis of M);
LS(M,T ) :=
∏
P 6∈S
LP(M,T ) ∈ Fq[t][[T ]]
The Carlitz module C is an Anderson t-motive having r = n = 1. Let {e} = {e1}
be the only element of a basis of M over Fq(θ)[τ ]. C is given by the equation
te = θe + τe, i.e. its Q is t − θ. Further, Cn — the n-th tensor power of C —
has the ordinary rank r = 1, dimension n, its (1 × 1)-matrix Q is (t − θ)n. For
P =
∑m
i=0 aiθ
i ∈ Fq[θ] we denote by CnP its P -twist whose Q is P (t − θ)n. Two
such twists CnP1 , C
n
P2
are isomorphic over Fq(θ) iff P1/P2 ∈ Fq(θ)∗(q−1). Since below
we shall change t, sometimes we shall denote its local (resp. global) L-function
LP(C
n
P , T ) (resp. L(C
n
P , T )) by LP(C
n
P , t, T ) (resp. L(C
n
P , t, T )). See 7.1 for the
relation between L(CnP , T ) and the Goss’ L-function of the ring Fq[t].
2. Action of GL2(Fq) on the set of P , C
n
P and on L(C
n
P , T ). We fix q and
n. Really, we consider not only the action of GL2(Fq), but of its direct product
with the additive monoid Z+ = {n|n ≥ 0} and with the multiplicative monoid
(Fq[θ])
q−1. The group GL2(Fq) acts tautologically on F
2
q and hence on S
m(F2q).
We identify Sm(F2q) and the set of P of degree ≤ m, hence we get the action
4The number r is called the (ordinary) rank of M . It should not be confused with the analytic
rank of M at 1 sometimes denoted by r as well. Throughout the present paper we consider only
the case of M of ordinary rank 1.
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of GL2(Fq) on the set of these P and on the set of C
n
P . The following lemma
gives us explicitly the action of 4 types of generating elements µd :=
(
1 0
d 1
)
,
νc :=
(
c 0
0 1
)
, ι :=
(
0 1
1 0
)
, τc :=
(
c 0
0 c
)
of GL2(Fq) on the set of polynomials
P =
∑m
i=0 aiθ
i, where ai ∈ Fq and m ≡ −n mod q − 1.
Lemma 2.1. 1. µd(P ) =
∑m
i=0 ai(θ + d)
i.
2. νc(P ) =
∑m
i=0 ai(cθ)
i.
3. ι(P ) =
∑m
i=0 am−iθ
i.
4. τc(P ) = c
−nP . 
The action of k ∈ Z+ is defined by the following formula:
Definition 2.1.5. σk(C
n
P ) := C
qk·n
P .
For µd, νc, ι we apply the same definitions to P.
Remark. 1. We do not require am = 0 in 2.1.3. Hence, we can choose different
values of m satisfying m ≡ −n mod q − 1, and different ι(P ) are not equal as
polynomials, but they are well-defined as an element of Fq(θ)
∗(q−1). Hence, ι is
well-defined on the set of twists.
2. If n > 1 then we can consider the action of a slightly larger group denoted
by GL2(Fq)(n), namely GL2(Fq)(n) ⊂ GL2(F¯q) is generated by GL2(Fq) and τc :=(
c 0
0 c
)
where c ∈ F¯q, cn ∈ Fq. The action of τc is given by the formula 2.1.4.
It is obvious that the action of GL2(Fq)(n) × Z+ is concordant even with the
local L-factors of CnP :
Lemma 2.2. 1. Lµd(P)(C
n
µd(P )
, t− d, T ) = LP(CnP , t, T );
2. Lνc−1 (P)(C
n
νc(P )
, c−1t, cnT ) = LP(C
n
P , t, T );
3. Lι(P)(C
n
ι(P ), t
−1, (−t)nT ) = LP(CnP , t, T ) (P 6= θ);
4. LP(C
n
τc(P )
, t, cnT ) = LP(C
n
P , t, T ), where c ∈ F¯q, cn ∈ Fq;
5. LP(σk(C
n
P ), t, T ) = LP(C
n
P , t
qk , T ). 
Remark 2.2.6. The case P = θ in 2.2.3 corresponds to the point 0 ∈ P 1(Fq).
We have ι(0) = ∞, and 2.2.3 remains true for this case, see below the proof of
Theorem 3.3.
Remark 2.2.7. Formula 2.2.5 shows that the investigation of Cq
k·n
P can be
reduced to the investigation of CnP . See also 5.5 where it is shown that the matrix
M(P, qkn, k) (see 3.1 below) can be expressed in terms of M(P, n, k). For the case
P = 1 this subject is developed in [B12], Section 10: it is shown that it is possible
to find an analog of M(P, n, k) whose size k is expressed in terms of the digits of
the q-digit expansion of n, which gives a much lower bound for k than the bound
k ≥ m+nq−1 used below. Clearly it is possible to get analogous results for CnP for any
P .
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For completeness, we mention also the following observation. If P2 = P1P
q−1
then CnP2 = C
n
P1
, and we have
Observation 2.3. LP(C
n
P2
), t, T ) = LP(C
n
P1
), t, T ) if P 6 |P . 
Corollary 2.4. 1. If P2 = µd(P1) then L(C
n
P2
, t− d, T ) = L(CnP1 , t, T ).
2. If P2 = νc(P1) then L(C
n
P2
, c−1t, cnT ) = L(CnP1 , t, T ).
3. If P2 = ι(P1) and S = θ then LS(C
n
P2
, t−1, (−t)nT ) = LS(CnP1 , t, T ).
4. If P2 = τc(P1) then L(C
n
P2
, t, cnT ) = L(CnP1 , t, T ), where c ∈ F¯q, cn ∈ Fq.
5. L(σk(C
n
P ), t, T ) = L(C
n
P , t
qk , T ). 
3. Matrix M(P, n, k): explicit formula for L(CnP , T ). Let P =
∑m
i=0 aiθ
i
be as above and M = CnP . We denote by M(P, n, k) = M(P, t, n, k) (here k is
sufficiently large) the matrix in Mk×k(Fq[t]) defined by the formula
M(P, n, k)i,j =
n∑
l=0
(−1)l
(
n
l
)
aiq−j−l t
n−l (3.1)
(here a∗ = 0 if ∗ 6∈ [0, . . . , m]). Particularly, for n = 1 we have M(P, 1, k)i,j =
aiq−jt− aiq−j−1 and
M(P, 1, k) =

aq−1t− aq−2 aq−2t− aq−3 . . . aq−kt− aq−k−1
a2q−1t− a2q−2 a2q−2t− a2q−3 . . . a2q−kt− a2q−k−1
a3q−1t− a3q−2 a3q−2t− a3q−3 . . . a3q−kt− a3q−k−1
. . . . . . . . . . . .
akq−1t− akq−2 akq−2t− akq−3 . . . akq−kt− akq−k−1
 (3.2)
Remark. M(P, n, k) is (up to a non-essential change of indices) a particular
case of the matrix from [FP], (1.5).
Theorem 3.3. L(CnP , T ) is the stable value of det (Ik−M(P, n, k)T ) as k →∞
(more exactly, for any k ≥ m+nq−1 , see below).
This follows immediately from the Lefschetz trace formula (see for example (1)
of [L], page 2603). The matrix M(P, n, k) is the matrix of τ ◦ ϕ on H1(P 1, E),
see below. Before giving a proof, we need some definitions. The Lefschetz trace
formula holds for a slightly different object called E-τ -sheaf ([L], page 2603). Let
us recall its definition in the form that we need. Let P 1 be the projective line over
Fq with the function field Fq(θ) and fr : P
1 → P 1 the Frobenius map. The map
(fr, Id) : P 1 × Spec Fq[t]→ P 1 × Spec Fq[t] is denoted by fr as well.
Definition. A E-τ -sheaf5 is a pair (E , τ) where E is a locally free sheaf on
P 1 × Spec Fq[t] and τ is a P 1 × Spec Fq[t]-linear map fr∗(E)→ E .
Let U0 = P
1 − {∞}, U1 = P 1 − {0} be Zariski open subsets of P 1.
Remark. We do not require that the restrictions of (E , τ) to U0 × Spec Fq[t],
U1 × Spec Fq[t] satisfy (1.2), (1.3), because we do not need this assumption.
5This is a particular case of the general definition of [L].
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The definition of L extends to E-τ -sheaves; clearly the product includes the point
∞ ∈ P 1, and — because τ is Zariski-locally over Fq[θ, t] (and not over Fq(θ)[t]) —
we see that the set of bad points S is empty.
We need also a skew map ϕ : E → fr∗(E) (it is denoted by τ in [L], p. 2603, 8-th
line above the formula (1)). For the affine case its definition is the following. Let
X = Spec A and L be a coherent sheaf on X corresponding to an A-module M .
The sheaf fr∗(L) corresponds to the module M ⊗A A respectively the Frobenius
map A → A. At the level of modules the map ϕ : M → M ⊗A A is defined by
m 7→ m ⊗ 1; we have ϕ(am) = am ⊗ 1 = m ⊗ a(1) = a(1)ϕ(m). This definition
obviously extends to the case of any scheme, as well as to cohomology.
Theorem (Lefschetz trace formula)
L(E , τ, T ) = det (1−H
1(P 1, τ ◦ ϕ) · T )
det (1−H0(P 1, τ ◦ ϕ) · T ) (3.4)
For a proof of (3.4) see, for example, [B12], Section 9, or the original paper [A00].
Proof of Theorem 3.3. To apply (3.4) to L(CnP , T ) we should construct first
(3.5) a E-τ -sheaf whose restriction to U0 × Spec Fq[t] is CnP .
Let E = pi∗(O(n)) where pi : P 1 × Spec Fq[t] → P 1 is the projection. We have
fr∗(E) = pi∗(O(qn)). We denote by ei (resp. fi), i = 0, 1, the only element of a basis
of E(Ui × Spec Fq[t]) (resp. fr∗(E)(Ui × Spec Fq[t]) ) over O(Ui × Spec Fq[t]), so
e1 = θ
ne0 in E((U0∩U1)× Spec Fq[t]), f1 = θqnf0 in fr∗(E)((U0∩U1)× Spec Fq[t]).
Condition (3.5) implies τ(f0) = P (t− θ)ne0, hence
τ(f1) = θ
(q−1)nP (t− θ)ne1 (3.6)
In order to get a map τ : fr∗(E) → E , we must have θ(q−1)nP (t− θ)n ∈ Fq[θ−1, t],
which is equivalent n ≤ −m+nq−1 . We fix one such n and hence E .
Remark. According the terminology of [BP], [B12], the pairs (E , τ) for different
n are different representatives of the same crystal j!(C
n
P ) where j! is the extension
by zero corresponding to the open immersion j : U0 = A
1 → P 1. The formula
n ≤ −m+n
q−1
for the case m = 0 (i.e. the non-twisted Carlitz module) was obtained
in [B12], Example 5.12 (m of [B12], Example 5.12 = n of the present paper).6
It is clear that ϕ : E → fr∗(E) is defined by the formulas ϕ(ei) = fi, i = 0, 1.
We denote k = −n−1. We have H0(E) = 0, and elements θ−1e0, . . . , θ−ke0 form
a basis of H1(E). We have ϕ(θ−ie0) = θ−qif0 and
τ ◦ ϕ(θ−ie0) = θ−iqP (t− θ)ne0 =
∑
j∈Z
(
n∑
l=0
tn−l(−1)l
(
n
l
)
aiq−j−l
)
θ−je0 (3.7)
hence for n ≤ −m+nq−1 we have L(E , τ, T ) = det (Ik −M(P, n, k)T ).
Finally,
L(E , τ, T ) = L(CnP , T ) · L∞(E , τ, T ) (3.8)
6The authors are grateful to a reader who indicated them this information.
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We have L∞(E , τ, T ) = 1 if n 6= −m+nq−1 and
L∞(E , τ, T ) = (1− (−1)namT )−1 if n = −m+ n
q − 1 (3.9)
This follows immediately from (3.4), or it can be calculated explicitly as follows.
(3.6) is written as (the same calculation as in (3.7))
τ(f1) =
∑
j∈Z
(
n∑
l=0
tn−l(−1)l
(
n
l
)
a−(q−1)n−j−l
)
θ−je1 (3.10)
The reduction at infinity gives us θ−1 7→ 0. The cofficient at θ−j for j < 0 is 0,
hence the coefficient at (θ−1)0 in (3.10) is the only term corresponding to l = n,
hence m = −(q − 1)n− n and Q˜∞ = (−1)nam.
In all cases we get the formula for L(CnP , T ) (it is clear that det (Ik−M(P, n, k)T )
does not depend on k for k ≥ m+nq−1 , see also the proof of Proposition 4.4). 
4. Distinguished coset of rank ≥ 1 in the group of twists.
Definition 4.1. The order of 0 of L(CnP , T ) at T = 1 is called the analytic
rank at T = 1 of P . It is denoted by r1 = r1(P ) = r1(P, n). The number
r∞ := k + 1 − degT (L(CnP , T )) is called the (deficiency of) the rank of P (or of
a0, . . . , am) at T =∞.
Remark 4.2. r∞ is not invariant under the natural inclusion of the set of
polynomials of degree m to the set of polynomials of degree m′, where m′ > m.
Namely, we have X∞(q, n,m − (q − 1), i − 1) = X∞(q, n,m, i) ∩ Pm−(q−1) where
Pm−(q−1) ⊂ Pm is the subspace of the last q−1 coordinates = 0. This concordance
relation will permit us to show that the dimension, degree and other invariants of
X∞(q, n,m, i) are well-defined, see 0.5.
Remark 4.3. Corollary 2.4.4 implies that there is no essential difference between
inversigation of the zero at T = 1 and at T = c for c ∈ F∗q : the order of 0 of L(CnP2 , T )
at T = c is equal to the order of 0 of L(CnP1 , T ) at T = 1 if P2 = cP1. Since ∀M we
have L(M, 0) = 1, the choices of T = 1 and T = ∞ to find the orders of zero are
apparently the simplest ones.
Proposition 4.4. If m ≡ −n mod q − 1 and am = (−1)n then r1 ≥ 1.7
Proof. Follows immediately from (3.8), (3.9). More explicitly, let i = m+n
q−1
.
For j ≥ i all elements on the j-th line of Ik −M(P, n, k)T to the left from the
diagonal are 0, and the diagonal element (Ik −M(P, n, k)T )jj is 1 for j > i, and
it is 1 − (−1)namT for j = i. This means that 1 − (−1)namT is a factor of
det (Ik −M(P, n, k)T ). 
This case corresponds to a coset. Namely, the set of twists of C is isomorphic to
Hom(Gal (Fq(θ)),Z/(q − 1)). This is a free Z/(q − 1)-module generated by i0, iQ
where i0 comes from F
∗
q and Q runs over the set of places of Fq[θ]. Let us consider a
7See Section 7 for a direct (without using of the Lefschetz trace formula) proof of this
proposition.
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homomorpism φ of this group to [Z/(q−1)]2 = [Z/(q−1)]j1⊕ [Z/(q−1)]j2 defined
as follows: i0 7→ j1, iQ 7→ deg(Q)j2.
Proposition 4.5. The set of twists of Proposition 4.4 is φ−1(n q−1
2
j1;−nj2) for
odd q and φ−1(0 · j1;−nj2) for even q, i.e. it is a coset of a subgroup of index
(q − 1)2 of the group of twists. 
4.6. We see that if k := m+nq−1 − 1 is integer then L(CnP , T ) is a product of two
factors:
L(CnP , T ) = det (Ik −M(P, n, k)T ) · (1− (−1)namT )
We denote the first factor by Lnt(C
n
P , T ) — the non-trivial factor of L(C
n
P , T ).
Respectively, the order of 0 of Lnt(C
n
P , T ) at T = 1 is called the non-trivial part of
the analytic rank at T = 1 of the pair (P, n). It is denoted by rnt 1 = rnt 1(P, n).
5. Conjugateness of M(M) andM(γ(M)) for γ ∈ GL2(Fq)×Z+×(Fq[θ])q−1.
Corollary 2.4 shows that if Cn2P2 = γ(C
n1
P1
) for γ ∈ GL2(Fq)(n) × Z+ × (Fq[θ])q−1
then there exists the corresponding relation between their L-functions. It is natural
to expect that matrices M(P1, n1, k) and M(P2, n2, k) are conjugate. Let us prove
it, separately for 6 types of generators of GL2(Fq)(n) × Z+ × (Fq[θ])q−1.
Remark. Equality of characteristic polynomials |Ik −M1T |, |Ik −M2T | does
not imply conjugateness of matrices M1, M2, hence we can consider the contents of
the present section as a proof of the theorem that matrices belonging to one orbit
of the GL2(Fq)-action have the same Jordan type. This is an important invariant
— see, for example, [L], Proposition 2.1, p. 2604, the condition of semi-simplicity
of the eigenvalue 1: it means that the lengths of all Jordan blocks having λ = 1 of
M are equal to 1. By the way, V. Lafforgue writes (lines 1 – 2, p. 2604): ”Il n’y a
aucune raison pour que cette hypothe`se de semi-simplicite´ de la valeur propre 1 soit
toujours ve´rifie´e”; really, for the case q = 3, m = 3, n = 1 there are 3 polynomials
of rank 2 (see table 6.7 below); they form a
(
1 0
∗ 1
)
-orbit, and this condition of
semi-simplicity does not hold for them.
5.1. Type µd. We shall consider infinite matrices with entries in Fq whose
rows and columns are numbered by 0,1,2,..., all operations over the matrices un-
der consideration will be well-defined. Particularly, the matrices M(P, n, t) :=
lim
−→
M(P, n, t, k) as k → +∞ are of this type. We fix d and we define a matrix
W =W1(d) as follows:
Wij = 0 if i > j, Wij =
(
j
i
)
dj−i if j ≥ i (5.1.1)
Obviously W1(−d) =W1(d)−1.
Proposition 5.1.2. For P2 = µd(P1) we have
M(P2, n, t− d) =WM(P1, n, t)W−1 (5.1.3)
Proof. Let as above P1 =
∑∞
i=0 aiθ
i where almost all ai are 0, we denote by
a the infinite-to-bottom vector-column (a0, a1, a2, ...)
t and analogously for P2 =∑∞
i=0 biθ
i, b = (b0, b1, b2, ...)
t. Therefore, we have
b =Wa (5.1.4)
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Further, we denote by εij the (i, j)-th elementary matrix (its (i, j)-th entry is 1 and
all other entries are 0; εij = 0 if j < 0) and we denote
Ml :=
∞∑
i=0
εi,q(i+1)−1−l (5.1.5)
In this notation (3.1) can be rewritten as follows (warning: in (3.1) the rows and
columns are numbered from 1 while here from 0):
M(P1, n, t) =
n∑
k=0
(−1)k
(
n
k
)
(
∞∑
i=0
Mi+kai)t
n−k
So, (5.1.3) is equivalent to the following formulas for k = 0, . . . , n (coincidence of
coefficients at tn−k):
k∑
γ=0
(
n
γ
)(
n− γ
k − γ
)
dk−γ(
∞∑
i=0
Mi+γbi) =
(
n
k
)
W (
∞∑
i=0
Mi+kai)W
−1 (5.1.6)
which is equivalent to
(
n
k
)( k∑
γ=0
(
k
γ
)
dk−γ(
∞∑
i=0
Mi+γbi)−W (
∞∑
i=0
Mi+kai)W
−1
)
= 0 (5.1.7)
Since (5.1.4) and (5.1.6) are linear by a, it is sufficient to prove (5.1.6) for a = aj :=
(0, 0, . . . , 0, 1, 0, . . .) ( 1 at the j-th place). For this aj we have bi =
(
j
i
)
dj−i if i ≤ j,
bi = 0 if i > j, hence (5.1.7) becomes (omitting a non-essential
(
n
k
)
)
k∑
γ=0
(
k
γ
)
dk−γ
j∑
i=0
(
j
i
)
dj−iMi+γ =WMj+kW
−1 (5.1.8)
The left hand side of (5.1.8) for k = 0 is
∑j
i=0
(
j
i
)
dj−iMi, and for general k it is
k∑
γ=0
j∑
i=0
(
k
γ
)(
j
i
)
dk+j−(i+γ)Mi+γ =
k+j∑
δ=0
(
k + j
δ
)
dk+j−δMδ
(where δ = i + γ), hence (5.1.8) for j = j0, k = k0 coincides with (5.1.8) with
k = 0, j = j0 + k0, and hence it is sufficient to prove (5.1.8) for k = 0. First, we
consider the case j = 0, (5.1.8) becomes M0W = WM0. By (5.1.1) and (5.1.5),
this becomes (
l
q(i+ 1)− 1
)
= 0 if l 6≡ −1 mod q (5.1.9)
and (
l
q(i+ 1)− 1
)
=
( l+1
q − 1
i
)
if l ≡ −1 mod q (5.1.10)
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(equalities in Fq). They are proved as follows. We let l = αq + c where c ∈
[0, . . . , q − 1]. Equality (X + Y )αq = ((X + Y )α)q (X , Y are abstract letters)
implies (
αq
γq
)
=
(
α
γ
)
(5.1.11)
and
(
αq
γ
)
= 0 if γ 6≡ 0 mod q. Further, we have ( lq(i+1)−1) =∑cβ=0 (cβ)( αqq(i+1)−1−β).
If c 6= q− 1 then all q(i+1)− 1− β 6≡ 0 mod q, hence we get immediately (5.1.8).
If c = q − 1 then the only β such that q(i+ 1)− 1− β ≡ 0 mod q is β = c, hence(
l
q(i+1)−1
)
=
(
αq
q(i+1)−1−(q−1)
)
which is (5.1.10), because of (5.1.11).
The case of any j is similar. We have (WMj)il = 0 if l 6≡ −j − 1 mod q and
(WMj)il = d
α−i
(
α
i
)
if l ≡ −j−1 mod q and α ≥ i, where α = l+1+jq −1. Further,
(MγW )il = d
l−(q(i+1)−1−γ)
(
l
q(i+1)−1−γ
)
and
(
j∑
γ=0
dj−γ
(
j
γ
)
MγW )il = d
l+j−(q(i+1)−1)
j∑
γ=0
(
j
γ
)(
l
q(i+ 1)− 1− γ
)
= dl+j−(q(i+1)−1)
(
l + j
q(i+ 1)− 1
)
We get immediately the desired taking into consideration that l+j−(q(i+1)−1) =
q(α− i) and changing l to l + j in (5.1.9), (5.1.10). 
5.2. Type νc. Here we let W2(c) a diagonal matrix whose i-th diagonal entry
is ci.
Proposition. For any c ∈ F∗q we have:
M(νc(P ), c
−1t, n, k) = c−nW2(c) M(P, t, n, k) W2(c)
−1
Proof. Obvious. Here rows and columns are numbered from 1; (3.1) gives
us M(νc(P ), c
−1t, n, k)i,j = c
qi−n−jM(P, t, n, k)i,j. Because of c
q = c we get
M(νc(P ), c
−1t, n, k)i,j = c
−nci−jM(P, t, n, k)i,j. 
5.3. Type ι. We choosem such that (q−1)|(m+n), we consider ι corresponding
to this m, and we let k = m+n
q−1
− 1. For this case we let: W3 =
∑k
i=1 εi,k+1−i is the
matrix whose elements on the second (non-principal) diagonal are ones and another
elements are 0 (the rows and columns are numbered from 1).
Proposition. W3 M(P, t, n, k) W
−1
3 = (−t)n M(ι(P ), t−1, n, k).
Proof. Follows immediately from (3.1) (the conjugation with respect to W3 is
the central symmetry with respect to the center of a matrix). 
5.4. Type τc. We have a trivial equality M(cP, t, n) = cM(P, t, n).
5.5. Action of Z+. For this case we define W =W5 by the formula Wij = t
j−i
if j ≥ i and Wij = 0 if j < i, hence W−15 is defined by the formula Wii = 1,
Wi,i+1 = −t, all other Wij = 0.
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Proposition. For any n, P we have:
Wn M(P, qn, t) W−n =
(
0 0
A5 M(P, n, t
q)
)
where sizes of blocks are n× n, n×∞, ∞× n, ∞×∞ and A5 is some matrix.
Proof. Straightforward (induction by n, for example). 
5.6. Multiplication by elements of Fq[θ]
q−1. If P1 = PQ
q−1 for Q ∈ Fq[θ]
then CP , CP1 are different Fq(θ)-models of a twisted Carlitz module over Fq(θ),
hence their Lfunctions differ by a factor corresponding to bad points — irreducible
factors of Q which do not enter in P . More exactly, if Q =
∏
iQ
αi
i ·
∏
j Q
′
j
α′j is the
prime decomposition of Q (where Qi do not divide P and Q
′
j |P ), then
L(CP1 , T ) = L(CP , T )(
∏
i
LQi(CP , T ))
−1 (5.6.1)
For Q = θ the matrices M(P, n, t) and M(Pθq−1, n, t) coincide up to a non-
essential shift:
M(Pθq−1, n, t) =
(
a0t
n 0
A6 M(P, n, t)
)
where sizes of blocks are 1× 1, 1×∞, ∞× 1, ∞×∞ and A6 is a matrix column.
If deg Q = 1, i.e. Q = θ + b, b ∈ Fq, then Proposition 5.1 gives us immediately the
relation between M(P, n, t) and M(PQq−1, n, t). To find this relation for the case
of deg Q > 1 is an exercise for the reader.
6. Numerical results and conjectures.
In this section (except 6.18) we shall consider only the case n = 1, and we shall
omit the index n. The rank r1 will be denoted by r. First, let us mention the
following elementary result:
Proposition 6.1. For any r ≤ q − 1 there exists P such that the analytic rank
of CP is r.
Proof. We can take for example P having ai(q−1)−1 = −1 for i = 1, . . . , r and
other a∗ = 0. The matrix M(P, k), where k = r, is upper-triangular with 1’s at the
diagonal, hence the proposition. 
Example. For q = 3 this polynomial and its µ∗-orbit (see Lemma 2.1.1) are the
only polynomials of rank 2 for m ≤ 6, see table 6.7 below.
Parameter count. Let us count the quantity of equations defining X1(m, r) =
X1(q, 1, m, r). Let k be the size of M(P, k). Changing variable U = T
−1 we get
L(CP , T ) = U
−k
k∑
i=0
AiU
i (6.2)
where Ai ∈ Fq[t], degAi = k − i. Changing variable V = U − 1 we get
L(CP , T ) = U
−k
k∑
i=0
BiV
i (6.2a)
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where Bi ∈ Fq[t], degBi = k− i, Bi =
∑k−i
j=0Hij,1t
j , Hij,1 = Hij ∈ Fq[a0, . . . , am].8
Condition that the analytic rank is ≥ r0 is equivalent to the condition B0 = · · · =
Br0−1 = 0, which gives us
(k + 1) + (k) + · · ·+ (k + 1− (r0 − 1)) = r0(k + 1)− r0(r0 − 1)
2
(6.3)
equations in Fq, where r0 ≤ k.
Let us find the maximal value of r for which we can find k such that the na¨ıve
parameter count predicts existence of k × k matrix M such that the order of 0 of
det(Ik −MT ) at T = 1 is ≥ r. We take m = kq − k − 1, akq−k−1 = −1, hence the
last line of det(Ik−M(P, k)T ) gives us a factor (1−T ). Formula (6.3) applied to the
left-upper (k−1)×(k−1)-minor ofM(P, k), r0 = r−1, gives us (r−1)k− (r−1)(r−2)2
equations. The quantity of variables ai is k(q − 1) − 1, hence the question is the
following:
6.4. For which r there exists k ≥ r such that
k(q − 1)− 1 ≥ (r − 1)k − (r − 1)(r − 2)
2
(6.5)
The answer to (6.4) is r ≤ 2q − 3, this is the expected maximal value of rank.
To formulate a rigorous — although conditional — result, we define a projective
variety X¯1(q, 1, m, r) ⊂ Pm+1(F¯q) — the projectivization of X1(q, 1, m, r)(F¯q) —
as the set of zeroes of H¯ij which are the homogeneization of Hij . So, we have got
Proposition 6.6. For r ≤ 2q−3 there existsm such that dim X¯1(q, 1, m, r) ≥ 0.
If X¯1(q, 1, m, r) ⊂ Pm+1 is the complete intersection of H¯ij , where k ≥ m+1q−1 , then
for r > 2q − 3 for any m we have X¯1(q, 1, m, r) = ∅. 
Analogously, we can ask for which r there exist infinitely many k satisfying (6.5),
i.e. for which r we can expect existence of infinitely many P such that the analytic
rank of CP is ≥ r. The answer is r ≤ q. But in this case we cannot formulate an
analog of the conditional Proposition 6.6, because 5.5 shows that if for some m we
have X1(q, 1, m, r) 6= ∅ then ∀i > 0 we have X1(q, 1, m+ i(q − 1), r) 6= ∅.
Results of computer calculations. They are given in the following table 6.7.
We consider the case q = 3 (case q = 2 is trivial), and we consider separately the
cases of the leading coefficients am = 1 and 2. We consider squarefree P ∈ F3[θ].
The quantity of these P of the degree m and the leading coefficient a = am such
that the analytic rank of CP is ≥ r is denoted by q(m, a, r). Table 6.7 covers the
case m ≤ 15, r ≥ 2. The maximal value of r(P ) for m ≤ 15 is 3.
Table 6.7. Numbers q(m, a, r).
r = 2
am m = 3 4 5 6 7 8 9 10 11 12 13 14 15
1 0 0 0 0 0 3 3 0 3 9 12 21 44
2 3 0 0 0 33 3 165 0 717 9 3117 21 14038
8The present Hij do not coincide with Hij of Section 8, although they generate the same ideal.
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r = 3
1 0 0 0 0 0 0 3 0 0 0 0 0 3
2 0 0 0 0 0 0 6 0 0 0 12 0 42
Remark. 1. Corollary 2.4, (2) and (4) implies that r(τc−1 ◦νc(P )) = r(P ) hence
for even m we have q(m, 1, r) = q(m, 2, r).
2. Most numbers q(m, a, r) in the above table are multiples of 3, because of
Corollary 2.4.1. Exceptions are due to shift-stable polynomials, see below.
3. The ratios q(m, 2, 2)/q(m−2, 2, 2) for odd m = 9, 11, 13, 15 are respectively 5,
4.3455, 4.3472, 4.5037. Does exist its limit as m → ∞, what does it equal? What
are the similar limits of q(m, a, r)/q(m− (q − 1), a, r) for other q?
6.8. Expected dimensions. We denote by X1(m, a, r) the subset of
X1(3, 1, m, r)(Fq) consisting of polynomials having am = a. The above parameter
count shows that for the case of complete intersections we have for m odd:
dim X1(m, 2, 2) =
m−1
2
, dim X1(m, 2, 3) = 0, X1(m, 2, r) = ∅ for r > 3;
dim X1(m, 1, 2) = 0, X1(m, 1, r) = ∅ for r > 2;
and for m even we have dim X1(m, 2) = 0, X1(m, r) = ∅ for r > 2.
Let us compare these predictions and the entries of Table 6.7 for odd m, am = 2
(other cases give us too small numbers).The predicted value of #(X1(15, 2, 2)) is
2
3 ·37 while really it is 14038 ∼ 23 ·39 (the coefficient 23 appears, because we consider
the squarefree polynomials). We see that it is not too likely that they are the
complete intersections. See Remark 8.2.4 for the explicit question.
6.9. Shift-stable polynomials.
Definition. P ∈ Fq[θ] is called a θ-shift-stable if ∀d ∈ Fq we have P = µd(P ).
For the shift-stable case we shall use the same notations as earlier, with the
subscript s. Obviously P =
∑ms
i=0 cs,i(θ
q − θ)i where ms = mq , cs,i ∈ Fq. (2.4.1)
implies that for these P L(CnP , t, T ) is t-shift-stable, hence Bi of (6.2a) are t-shift-
stable. We use notations Bi =
∑[(k−i)/q]
j=0 Hs,ij(t
q − t)j , Hs,ij ∈ Fq[cs,0, . . . , cs,ms].
We denote by qs(m, a, r) the quantity of square-free shift-stable polynomials P
of a given degree m and the leading coefficient a such that r(P ) ≥ r.
Table 6.10. Numbers qs(m, a, r).
r = 1
am m = 3 6 9 12 15 18 21 24 27 30 33 36 39
1 3 0 3 0 36 23 205 97 866 505 3601 2217 15952
2 3 0 2 · 32 0 2 · 34 23 2 · 36 97 2 · 38 505 2 · 310 2217 2 · 312
r = 2
1 0 0 0 0 2 1 15 8 46 24 73 71 199
2 0 0 3 0 10 1 93 8 380 24 1747 71 7639
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r = 3
1 0 0 0 0 0 1 5 1 7 2 8 3 12
2 0 0 0 0 0 1 9 1 18 2 43 3 158
r = 4
1 0 0 0 0 0 0 5∗ 0 3 0 2 0 0
2 0 0 0 0 0 0 0 0 4 0 5 0 16∗
For odd m and am = 2 all polynomials have r ≥ 1, hence qs(m, 2, 1) = 2 ·3m/3−1
(m > 3).
(*) Ranks 5 and 6. There exists 4 shift-stable squarefree, of degree ≤ 39
polynomials P1, . . . , P4 of rank 5 and 6 whose coefficients and L-functions are given
in the following table (rnt is the non-trivial part of the rank, see 4.6).
Table 6.11. Numerical data for P1, . . . , P4 — polynomials of rank 5, 6.
m am r rnt r∞ cs,m/3, . . . , cs,0 k =
m+1
2 — the size of M
P1 21 1 5 5 2 1,0,1,0,1,0,2,0 11
P2 39 2 6 5 8 2,0,0,0,0,0,1,0,1,0,0,0,2,0 20
P3 39 2 6 5 10 2,0,0,0,2,0,2,0,0,0,2,0,2,0 20
P4 39 2 5 4 8 2,0,2,0,1,0,0,0,1,0,2,0,2,0 20
Bk, . . . , B0 of (6.2a) Remark.
P1 1,2,0,2,0,2,2,0,0,0,0,0 A priory, Bi ∈ F3[t], and not to F3.
P2 1,2,0,1,2,2,2,1,2,2,1,1,0,0,1,0,0,0,0,0,0 See 6.13.1, 6.16 for a discussion.
P3 1,2,0,0,2,1,0,0,0,1,2,0,0,2,1,0,0,0,0,0,0
P4 1,2,0,2,2,2,1,1,2,2,1,1,1,0,1,2,0,0,0,0,0
Factorization of L(CPi , t, T ) Factorization of
∑k
i=0BiV
i
P1 (T − 1)5(T + 1)2(2T 2 + 2) V 5(1 + V )2(2 + V )2(2 + 2V + V 2)
P2 (T − 1)6(T + 1)3(2T 3 + 2T 2 + 1) V 6(1 + V )8(2 + V )3(2 + 2V + V 3)
P3 (T − 1)6(T + 1)2(2T 2 + T + 1) V 6(1 + V )10(2 + V )2(1 + V 2)
P4 −(T − 1)5(T + 1)3(2T 2 + T + 1)2 V 5(1 + V )8(2 + V )3(1 + V 2)2
See 6.13, 6.16 below for the comments to this table.
Table 6.12. Ratios qs(m, a, r)/qs(m− 6, a, r).
(a, r) m = 21 27 33 39 24 30 36
(1,1) 5.694 4.224 4.158 4.423 4.217 5.206 4.390
(1,2) 3.067 1.587 2.726 3 2.958
(2,2) 4.086 4.597 4.373
(2,3) 2 2.389 3.674
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The na¨ıve parameter count (analogous to the one of 6.8) predicts much smaller
values of qs(m, a, r). We denote by X1s(3, 1, m, a, r) the affine variety of shift-stable
polynomials in variables cs,i, i = 0, . . . , m/3− 1 such that am = a, and the rank at
1 is ≥ r. For the case ms odd, am = 2 we have:
1. The set of P depends on ms parameters cs,0, . . . , cs,ms−1;
2. B0 has degree k =
m−1
2 , hence it depends on [
k
3 ] =
ms+1
2 parameters, and the
expected dimension of X1s(3, 1, m, 2, 2) for ms odd is
m−3
6 .
3. B1 has degree k− 1, hence it depends on the same [k−13 ] = ms+12 parameters,
and the expected dimension of X1s(3, 1, m, 2, 3) is negative.
For ms odd, am = 1 we have the same deg(Bi), hence the expected dimension
of X1s(m, 1, 1) is
ms+1
2
and the one of X1s(3, 1, m, 1, r) is negative for r ≥ 2. For
ms even we have k = m/2, hence B0 depends on
ms
2 + 1 parameters, B1 depends
on ms2 parameters, and the expected dimensions of X1s(3, 1, m, a, r) are
m
6 − 1 for
r = 1 and negative for r ≥ 2.
Table 6.10 gives evidence that X1s(3, 1, m, a, r) is far to be the complete inter-
section of the polynomials Hs,ij.
6.13. τc ◦ νc−1-stability, and comments to 6.11.
2.4.2, 2.4.4 imply that P and τc ◦ νc−1(P ) have the same rank. We see that
shift-stable ( = µc-stable) polynomials give us exemples of jump of rank; the same
occurs for τc ◦ νc−1-stable polynomials P =
∑
i aiθ
(q−1)i. Really, all P1, . . . , P4
of 6.11 are τc ◦ νc−1-stable, as well as one of 3 elements of X1s(3, 1, 27, 1, 4) and
four of 12 elements of X1s(3, 1, 39, 1, 3). Other observations related to high-rank
polynomials are the following:
1. Property Bi ∈ Fq. A priory, Bi ∈ Fq[t], namely degtBi = k−i. We see that
for all P1, . . . , P4 of 6.11 we have: all Bi ∈ F3 (or, equivalently, Hs,ij = 0 unless
j = 0). Is it typical for other P of high rank? The same phenomenon occurs for all
elements of X1s(3, 1, 21, 1, 4) and X1s(3, 1, 27, 1, 4), but not for X1s(3, 1, 33, 1, 4),
see 3 below. Subsection 6.16 gives some evidence in favour of this phenomenon.
2. Factorization of L(CP , T ). For P1, . . . , P4 we have a ”nice” factorization
of their
∑k
i=0BiV
i, which is practically the same as the factorization of L(CPi , T )
(the factorization of a ”random” polynomial in Fq[V ] is much ”worse”). Why?
Does this factorization come from a natural partition of the set of local P-factors
of L, i.e. is it possible to find a natural partition of the set of local P-factors such
that the product of the factors in any set of this partition will give us a factor of
L(CP , T )?
3. There exists P33,1,4 ∈ X1s(3, 1, 33, 1, 4) (a representative of the only τc ◦ νc−1-
orbit in X1s(3, 1, 33, 1, 4) ) — a polynomial of sufficiently high rank 4 — whose
Bi 6∈ F3 and whose
∑k
i=0BiV
i does not have a ”nice” factorization:∑k
i=0BiV
i = V 4(1+V )6(2+V ) · [V (1+V )2(2+V 2+V 3)+2(t3− t)(2+2V +V 3)]
What is the relation between the properties of
(a) High rank of P ;
(b) Bi ∈ Fq;
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(c) L(CP , T ) has a factorization to factors of small degree?
4. Coincidence of L-functions. The set X1s(3, 1, 21, 1, 4) contains one
τc ◦ νc−1 -stable polynomial P1 of rank 5 and two τc ◦ νc−1 -orbits. L-functions of
polynomials of these two orbits coincide; we do not see a reason of this coincidence.
Analogously, the set X1s(3, 1, 27, 1, 4) contains one τc ◦ νc−1 -stable polynomial and
one τc ◦ νc−1 -orbit; their L-functions coincide.
6.14. Rank at infinity. To get evidence that Conjecture 8.7 is true, we present
results of calculations of orders of X∞(3, 1, m, i)(F3) for k = 6 (m = 13), k = 7
(m = 15), k = 19 (m = 39). More exactly, for m = 13, 15 the below table
gives qsf∞(m, i) — the quantity of squarefree monic P of degree m = 13 and 15
belonging to X∞(3, 1, m, i)(F3) (for am = 2 the quantities are obviously the same
as for am = 1). For m = 39 we use the Monte Carlo method: r∞ was calculated for
about 100 000 random points in F393 — the set of monic polynomials of degree 39
(there was no selection of squarefree polynomials), and the table gives approximate
values of q∞(m, i) — the quantity of all monic P of degree m = 39 whose r∞ ≥ i.
For m = 13 the numbers qsf∞(m, i) have remarcable factorization.
Table 6.15. Numbers qsf∞(m, i), q∞(m, i)
m = 13 (squarefree) 15 (squarefree) 39 (all)
i = 0 2 · 312 = 1062882 2 · 314 = 9565938 339
i = 1 2 · 35 · 5 · 72=119070 22 · 3 · 88771=1065252 (1.90± 0.03) · 337
i = 2 2 · 35 · 5 · 7=17010 2 · 32 · 53 · 71=159750 (3.64± 0.06) · 335
i = 3 2 · 32 · 5 · 7=630 2 · 32 · 431=7758 (6.1± 0.2) · 333
i = 4 0 2 · 32=18 (9± 0.8) · 331
i = 5 0 0 (14± 3) · 329
6.16. Correlation between r1(P ) and r∞(P ). Theorem 8.6 means that
polynomials Hij∞ (i = 0, . . . , k − 1, j = 0, . . . , k − i, see (8.3.1) ) are highly
dependent. Condition r1(P ) ≥ c can be written in the form that some linear
combinations of Hij∞ are 0 (for example, r1(P ) ≥ 1 ⇐⇒ ∀j = 0, . . . , k we have∑k−j
i=0 Hij∞ = 0), and the condition Bi ∈ Fq from 6.13.1 is equivalent to (the
reduction of) the condition Ai =const ⇐⇒ Hij∞ = 0 for j > 0, where Ai are from
(6.2). So, it is not too surprising that the condition Bi ∈ Fq is often fulfilled, and
there exists a correlation between r1(P ) and r∞(P ).
A numerical example of this correlation is the following. We considered the set
S of squarefree shift-stable P =
∑13
i=0 cs,i(θ
q − θ)i of degree 39 having cs,13 = 2,
cs,12 = 1 and having r1 ≥ 3 ( ⇐⇒ r1,nt ≥ 2). We have #(S) = 46. The quantity
of polynomials in S having the given value of r∞ is given in the following table:
Table 6.17. Value of r∞ 0 1 2 3 4 5 6 7 8 9 10 ≥ 11
# of polynomials ∈ S
having this r∞ 0 0 15 0 0 8 11 9 1 1 1 0
Table 6.15 shows that in the absence of correlation the lower line of Table 6.17
should have the form ∼ 40, 5, 1, 0, ..., 0.
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Another argument in the favour of correlation is the fact that polynomials P2,
P3, P4 of Table 6.11 have very high values of r∞.
Exact statements (although as conjectures) on dimensions and degrees of the va-
rieties of (a0, . . . , am) such that Ai from (6.2) are constants, on correlation between
r and r∞, etc., are not known yet.
6.18. Case of any n. If n > 1 then the same dimension considerations give
us much smaller values of the expected dimension of X1(q, n,m, r). For example,
for n = 2, q = 3 we cannot expect to get r ≥ 3, and we can expect r = 2 only for
the case m even, am = 1 (the distinguished coset). A computation is concordant
with this prediction: for m = 8, 10, 12 we have respectively q(m, 1, 2) = 9, 21, 81, all
other q(m, a, 2) for m ≤ 12 are 0, there is no P of degree ≤ 12 such that r(C2P ) ≥ 3.
7. Results obtained without application of the Lefschetz trace formula.
We shall prove in this section that it is possible to prove without application of
the Lefschetz trace formula the two following propositions:
1. L(CnP , t, T ) ∈ Fq[t][T ] (recall that a priory L(CnP , t, T ) ∈ Fq[t][[T ]] );
2. Proposition 4.4 on a coset of r ≥ 1.
Let P =
∑d
i=0 ciθ
i ∈ Fq[θ] be an irreducible monic polynomial of degree d.
We let P[t] :=
∑d
i=0 cit
i ∈ Fq[t]. The P-local factor LP(CnP , t, T ) of L(CnP , t, T )
is (1 − [P˜ (t − θ˜)n][d]T d)−1. Since the map ∗ 7→ ∗[d] is multiplicative, we have
[P˜ (t − θ˜)n][d] = P˜ [d]((t − θ˜)[d])n. Obviously (t − θ˜)[d] = P[t]. Further, we denote
the roots of P =
∑m
i=0 aiθ
i in F¯q by r1, . . . , rm (with multiplicities). We have
P˜ [d] = ((−1)mam)d ·P(r1) · . . . ·P(rm), hence
LP(C
n
P , t, T ) = (1− ((−1)mam)d ·P(r1) · . . . ·P(rm) ·P[t]n · T d)−1
This expression is multiplicative, therefore we can apply the converse of the Euler
product formula:
L(CnP , t, T ) =
∑
N
((−1)mam)d ·N(r1) · . . . ·N(rm) ·Nn · T d
=
∞∑
d=0
((−1)mam)d [
∑
N
N(r1) · . . . ·N(rm) ·Nn] T d
where the sum runs over all monic N ∈ Fq[t] and d ≥ 0 is the degree of N.
We see that for P = 1 we have:
L(Cn, t, T ) = ζ(−n, T ) (7.1)
where ζ is the Goss’ zeta function of the ring Fq[t] (see, for example, [T], p. 233,
middle of the page; T of the present paper is X of [T]).
7.2. Second proof of L(CnP , t, T ) ∈ Fq[t][T ]. We must prove that for d >> 0∑
N N(r1) · . . . ·N(rm) ·Nn = 0, where N is monic of degree d. Let s be a number
such that all r1, . . . , rm ∈ Fqs . For b1, . . . , bm ∈ Fqs we denote by Wd,β (where
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β = (b1, . . . , bm) ∈ (Fqs)m) the set of all monic N ∈ Fq[t] of degree d such that
N(ri) = bi, i = 1, . . . , m. We have∑
N
N(r1) · . . . ·N(rm) ·Nn =
∑
β∈(Fqs )m
b1 · . . . · bm
∑
N∈Wd,β
Nn
ClearlyWd,β is a Fq-affine space in Fq[t], possibly empty. Now we can apply a Goss’
lemma ([T], p. 234, Theorem 1):
Let W be a Fq-affine space in a ring over Fq. If dimW > n then
∑
N∈W N
n = 0.
Remark. The statement of [T], p. 234, Theorem 1 gives a more low bound for
dim W with respect to n, we do not need it. Further, the same statement requires
0 6∈ W , but really this condition is excessive.
Hence, in order to prove our result, we must prove that for all β ∈ (Fqs)m either
Wd,β = ∅ for all d, or dim Wd,β →∞ as d→∞. This is obvious: if N0 ∈Wd,β for
some d, β, then — since P (ri) = 0 — for any Y =
∑
yit
i ∈ Fq[t] of degree m′ >> 0
with the leading coefficient ym′ = a
−1
m we have N = N0 + P [t]Y ∈Wm+m′,β. 
Remark. Using the exact bound of dim W such that
∑
N∈W N
n = 0 in Goss’
lemma, the reader can try to find the upper bound of the degree of L(CnP , t, T ) as
a polynomial in T . Will be got the same value that is given by Proposition 3.3?
7.3. Second proof of Proposition 4.4. Condition m ≡ −n mod q−1 implies
(−1)m = (−1)n in Fq, hence am = (−1)n implies ((−1)mam)d = 1. Further,
condition m ≡ −n mod q − 1 implies that for any c ∈ F∗q we have
N(r1) · . . . ·N(rm) ·Nn = cN(r1) · . . . · cN(rm) · (cN)n
hence
L(CnP , t, 1) = −
∑
N
N(r1) · . . . ·N(rm) ·Nn
where the sum runs over the set of all N ∈ Fq[t]. More exactly, L(CnP , t, 1) is the
stable value as d→∞ of
L(CnP , t, 1)d := −
∑
N∈Pol≤d
N(r1) · . . . ·N(rm) ·Nn
where Pol≤d is the set of all elements of Fq[t] of degree ≤ d.
The same arguments as the ones of the proof of (7.2) (sets Wd,β now are the
sets of all N of degree ≤ d such that N(ri) = bi) show that for d >> 0 we have
L(CnP , t, 1)d = 0. 
Part II. Resultantal varieties (characteristic 0 case).
Introduction. In order to make the present part independent on the Part I, we
repeat some definitions. The object of research are varieties Xc(q, n,m, i) defined
over Z where q ≥ 2, n ≥ 0, m ≥ 1, i ≥ 1 are integer parameters and c ∈ (Z[t]∪∞) is
a polynomial parameter. Xc(q, n,m, i) are sets of zeroes of some explicitly defined
polynomials H∗ coming from the determinant of a matrix. It turns out that for
c = ∞ the polynomials H∗ are highly dependent, and for most valies of q, n,m, i
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finding the dimension of X∞(q, n,m, i) is a non-trivial problem. For other c ∈ Z[t]
we can only expect that H∗ are dependent.
Importance of study of Xc(q, n,m, i) comes from the results of Part I. Namely,
let q = pγ be a power of a prime p. We denote by tilde the reduction at p. We
consider the n-th tensor power of the Carlitz module over Fq and its twists by
polynomials of degree ≤ m. It turns out that X˜c(q, n,m, i)(Fq) describes the set
of twists such that the order of zero of their L-functions at the point c˜ is ≥ i.
Particularly, we have the following reformulaton of the characteristic p analog of a
famous conjecture of non-boundedness of ranks of twists of any elliptic curve over
Q:
II.1. Reformulation. Let q, n be fixed. If ∀ i ∃ m such that X˜1(q, n,m, i)(Fq)
6= ∅ then the order of zero at 1 of the L-functions of twists of the n-th tensor power
of the Carlitz module over Fq is not bounded.
As an approach to solve this problem, we should answer
II.2. Question. Let q, n, i be fixed. Whether ∃ m such that X1(q, n,m, i) 6= ∅,
or not? Moreover, whether dim X1(q, n,m, i)→∞ as m→∞, or not?
If H∗ were independent then the answer to this question would be negative, but
we expect that they are dependent. See Remark 8.2.4 — a discussion of a particular
case of X1(3, 1, 15, 1).
Part II is organized as follows. Section 8 contains results that are valid for any
q, and in Section 9 we get much more detailed results for q = 2. The definition of
Xc(q, n,m, i) is given in (8.1.1). Later we shall consider exclusively the case c =∞,
and we omit the index ∞. We repeat the definition of X(q, n,m, i) for this case.
Theorem 8.6 shows that for c = ∞ the polynomials H∗ are highly dependent.
In 8.7 - 8.9 we state problems on dimension of X(q, n,m, i) and of its irreducible
components; this is a subject of further research. Since 8.6a states that X(q, n,m, i)
has a subvariety Xr(q,m, i) of maximal (?) dimension and Xr(q,m, i) does not
depend on n, and since for q = 2 the conjecture 9.3 (it has a strong numerical
evidence) claims that ∀ n ≥ 0 X(2, n,m, i) do not depend on n, we state an open
question 8.8: whether for all q, for all sufficiently large n the varieties X(q, n,m, i)
do not depend on n, or not?
We see that for q = 2 the subject of further research is:
(II.3) To prove Conjecture 9.3;
(II.4) To study varieties X(2, 0, m, i).
Let us consider both these problems.
An important difference between the cases q = 2 and q > 2 is the following: for
q = 2 we have X(2, n,m, i) are (conjecturally) equal for all n, including n = 0, while
for q > 2 they are (maybe) equal only for sufficiently large n. Varieties X(q, 0, m, i)
are much simpler objects than X(q, n,m, i), because the set of H∗ defining them,
depends on 1 parameter and X(q, 0, m, i) are (conjecturally) complete intersections,
while for a general X(q, n,m, i) the set of H∗ = Hαβ defining them, depends on 2
parameters α, β, see below.
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The set of H∗ defining X(2, 0, m, i) is denoted by D(m, 0), D(m, 1), . . . , D(m, i−
1), and the set of H∗ defining X(2, n,m, i) is denoted by Hαβn where α, β run over
a Z-triangle ∆ (see (8.3.2), (9.12) — (9.15) for details). To prove (9.3) we must
prove that ∀ n,m, i
∀ α, β ∃ γ such that Hγαβn ∈ 〈D(m, 0), . . . , D(m, i− 1)〉 (II.5)
where 〈D(m, 0), . . . , D(m, i− 1)〉 is the ideal generated by D(m, ∗).
II.6. At the moment (II.5) is proved / conjectured / verified for the cases:
(1) i = 1 ( ⇐⇒ α = 0), any m,n — ”base of ∆”. Proved in Proposition 9.12
or Part III.
(2) β = 0, β = max, any m,n — ”the lateral sides of ∆”. Proved in Proposition
9.14.
(3) Some ”interior points of ∆ near vertices”. Conjecture based on calculation,
without proof. Remark 9.15.
In all these cases γ of (II.5) are 1.
(4) Case n = 1, m = 4, i = 2. Explicit calculation 9.17b. In this case γ = 2.
Problem (II.4). Conjectures on this problem are given in 9.7. They describe
the quanity of irreducible components of X(2, 0, m, i), their degrees, multiplicities
etc. At the moment we have no even conjectural values of most of these numeri-
cal characteristics, and the proofs look a much more difficult problem. Moreover,
although X(2, 0, m, i) and X(2, n,m, i) coincide as the sets of points, they are dif-
ferent as schemes, particularly, the multiplicities of their irreducible components
are different. See Conjectures 9.7.8, 9.7.10.
8. Case of any q.
Let q ≥ 2, n ≥ 0, m ≥ 1 be integers such that k := m+nq−1 − 1 is integer ≥ 1. Let
P =
∑m
i=0 aiθ
i ∈ Z[a0, . . . , am][θ] be a polynomial.
The k × k-matrix M(P, n, k) is defined by the formula (3.1). For the reader’s
convenience, its explicit form is given for several particular cases: case n = 1 in
(3.1), case q = 2, n = 0, m = 6, 7 in (9.1), case q = 2, n = 2, any m here:
M(P, 2, k)t =
a1t
2 − 2a0t a3t2 − 2a2t+ a1 a5t2 − 2a4t+ a3 . . . 0
a0t
2 a2t
2 − 2a1t+ a0 a4t2 − 2a3t+ a2 . . . 0
0 a1t
2 − 2a0t a3t2 − 2a2t+ a1 . . . 0
. . . . . . . . . . . . . . .
0 0 . . . . . . −2amt+ am−1

In Part I the elements a0, . . . , am were considered as elements of Fq, where q was
a power of a prime; now we consider them as abstract elements or elements of Q¯.
Entries of M(P, n, k) belong to Z[a0, . . . , am][t]. Let
CH(M(P, n, k), T ) := det (Ik −M(P, n, k)T ) ∈ Z[a0, . . . , am][t][T ] (8.1)
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be (a version of) its characteristic polynomial. Let c ∈ Z[t] be fixed (for the most
interesting case c =∞ see (8.3)).
Definition 8.1.1. Xc(q, n,m, i) ⊂ Am+1 is an affine algebraic variety defined
by the condition that the order of 0 of CH(M(P, n, k), T ) at T = c is ≥ i.
Remark 8.1.2. If a0, . . . , am ∈ Fq then CH(M(P, n, k), T ) is the non-trivial
factor of L(CnP , T ) (see 4.6).
We have:
CH(M(P, n, k), T ) =
k∑
i=0
AiT
k−i (8.2.1)
where Ai ∈ Z[a0, . . . , am][t], degtAi ≤ n(k− i) (because entries of M are of degree
≤ n). After the substitution T = c+W (8.2.1) becomes
CH(M(P, n, k), T ) =
k∑
i=0
CiW
i (8.2.2)
and
Ci =
∗∑
j=0
Hij,ct
j (8.2.3)
(we are not interested to know degt(Ci), because we shall not work with them) and
Hij,c ∈ Z[a0, . . . , am].
This means that Xc(q, n,m, i) is really an affine variety, it is the set of zeroes of
{Hαj,c}, 0 ≤ α < i.
Remark. In Section 6 for a particular case c = 1 we use a version of Hαj,1
which differ from H∗ defined above (but clearly generate the same ideal), because
Hαj,1 of Section 6 are of lesser degree. Since we shall not more work with the case
c 6=∞, there will be no confusion.
Remark 8.2.4. It would be interesting to find dim Xc(q, n,m, i) in some sim-
plest cases. For example, X1(3, 1, m, 1) is the set of zeroes of k + 1 = (m + 1)/2
polynomials in Am+1. For example, for m = 15 we have 8 polynomials and 16
variables. From another side, #(X˜1(3, 1, 15, 1)(F3)) ≈ 310 (see Table 6.7) which
gives evidence that dim X1(3, 1, 15, 1) = 10.
8.3. Case c =∞. We get from (8.2.1):
Ai =
n(k−i)∑
j=0
Hij,nt
j (8.3.1)
(here and until the end of the paper we omit the index c = ∞, but we write the
index n if necessary). Hij,n are homogeneous of degree k − i, hence
CH(M(P, n, k), T ) = (H00 +H01t+ · · ·+H0,nktnk)T k+
+(H10+H11t+ · · ·+H1,n(k−1)tn(k−1))T k−1+ ...+(Hk−1,0+ · · ·+Hk−1,ntn)T +Hk0
(8.3.2)
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8.3.3. There is a symmetry of order 2: ai 7→ am−i sends Hij to ±Hi,n(k−i)−j .
Remark 8.3.4. If n = 0 then the formulas (8.3.1) are much simpler, because
there is no variable t.
Let us repeat the definition of X(q, n,m, i) (recall that for c =∞ the number i
is the complement of the order of zero of CH(M(P, n, k), T ) at T =∞):
8.4. Definition. X(q, n,m, i) is a projective subvariety of Pm(Q¯) = {(a0 : ... :
am)} defined by the condition
degT (CH(M(a0, . . . , am), T )) ≤ k − i
Particularly, X(q, n,m, 0) = Pm(Q¯),
X(q, n,m, 1) is the set of zeroes of H00, H01, . . . , H0,nk in P
m(Q¯);
X(q, n,m, 2) is the set of zeroes of H00, . . . , H0,nk, H10, . . . , H1,n(k−1) in P
m(Q¯);
X(q, n,m, i) is the set of zeroes of in Pm(Q¯) of
H00, . . . , H0,nk, H10, . . . , H1,n(k−1), . . . , Hi−1,0, . . . , Hi−1,n(k−(i−1)) (8.5)
and Pm(Q¯) = X(q, n,m, 0) ⊃ X(q, n,m, 1) ⊃ X(q, n,m, 2) ⊃ · · · ⊃ X(q, n,m, k) ⊃
X(q, n,m, k+ 1) = ∅ (because Hk0 = 1).
Sometimes we shall use the same notation X(q, n,m, i) for the scheme
Proj Q¯[a0, . . . , am]/{H00, . . . , H0,nk, H10, . . . , H1,n(k−1), . . . ,
Hi−1,0, . . . , Hi−1,n(k−(i−1))}
Equivalently, r∞ (see 4.1) is the maximal i such that a0, . . . , am ∈ X(q, n,m, i).
It turns out that polynomials Hij are highly dependent. We have:
Theorem 8.6. (a) X(q, n,m, i) has a subvariety Xr(q,m, i) (not depending on
n) of codimension i(q − 1) in Pm.
(b) X(q, n,m, i) has a subvariety Xl(q, n,m, i) of codimension ≤ i(q − 1) + (q −
2)(n− 1) in Pm (for q = 2 we have Xr(q,m, i) = Xl(q, n,m, i), see 9.9).
(c) X(q, n,m, i) is of codimension ≤ i(i+ n) in Pm.
Conjecture 8.7. Codim X(q, n,m, i) = min ( i(q−1), i(i+n) ), i.e. it is equal
to i(q − 1) for i ≥ q − 1− n, i(i+ n) for i ≤ q − 1− n.
Open question 8.8. Is it true that ∃ n0 = n0(q) such that for n ≥ n0 we have:
X(q, n,m, i) does not depend on n?
For q = 2 we have evidence that this is true, see 9.3, and n0(2) = 0. For q > 2
the truth of (8.8) is supported by (8.6a, b).
Conjecture 8.9. If n = 1, q > 2, i ≥ q − 2 then Xr(q,m, i) 6= Xl(q, n,m, i),
they are different components of X(q, n,m, i) of maximal dimension.
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Let us prove Theorem 8.6 and other results. We denote by N(P, n, k) the fol-
lowing (k + n)× k-matrix (we apologize that it is transposed with respect to M)
N(P, n, k) :=

aq−1 a2q−1 a3q−1 ... akq−1
aq−2 a2q−2 a3q−2 ... akq−2
aq−3 a2q−3 a3q−3 ... akq−3
. . . . . . . . . . . . . . .
aq−(k+n) a2q−(k+n) a3q−(k+n) ... akq−(k+n)
 (8.11)
(here like in (3.1), a∗ = 0 if ∗ 6∈ [0, . . . , m]).
Lemma 8.12. (a) For any q and n = 1 we have: (a0 : ... : am) ∈
X(q, n,m, 1) ⇐⇒ the rank of N(P, n, k) is < k;
(b) For any q, n, if the rank of N(P, n, k) is ≤ k − i then (a0 : ... : am) ∈
X(q, n,m, i).
Proof. (a) (a0 : ... : am) ∈ X(q, n,m, 1) ⇐⇒ |M(P, n, k)| = 0 ⇐⇒ ∀ i H0i =
0. For n = 1 H0i = ± (minor of N(P, n, k) obtained by elimination of its (i+1)-th
row).
(b) Hjl is a linear combination of minors of N(P, n, k) of size k − j. 
Remark 8.13. (a) Most likely, we can omit the restriction n = 1 at 8.12(a), i.e.
for any n we have: if (a0 : ... : am) ∈ X(q, n,m, 1) then the rank of N(P, n, k) is
< k. From another side, even for n = 1 the condition (a0 : ... : am) ∈ X(q, n,m, 2)
does not imply that the rank of N(P, n, k) is ≤ k − 2.
(b) Property of small codimension of X(q, n,m, i) does not hold for a more
general matrix N. See Appendix, 3.
Definition 8.14. We denote by XN(q, n,m, i) the set of P such that the rank
of N(P, n, k) is ≤ k − i.
Lemma 8.12 means XN(q, n,m, i) ⊂ X(q, n,m, i).
8.15. In order to formulate further results, let us consider the general δ-th
determinantal variety D(δ, α, γ) of the α × γ-matrices, i.e. the subset of the space
Pαγ−1 = {(c11 : ... : cαγ)} of α× γ-matrices Cαγ =
 c11 . . . c1γ. . . . . . . . .
cα1 . . . cαγ
 whose rank
is ≤ δ. By the general theory of determinantal varieties,
Codim D(δ, α, γ) in Pαγ−1 is (α− δ)(γ − δ) (8.15.1)
and for δ = α− 1 < γ we have
degD(α − 1, α, γ) =
(
γ
α− 1
)
(8.15.2)
(see, for example, [FP], (1.2), p. 4).
For the matrix N(P, n, k) we have α = k + n, γ = k, and it defines a linear
inclusion Pm → P (k+n)k−1. We have XN(q, n,m, i) = D(k − i, k + n, k) ∩ Pm,
hence
codim XN(q, n,m, i) in P
m is ≤ i(i+ n) (8.16)
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and if the equality holds and n = 1 then deg XN(q, n,m, i) =
(
k+n
n+1
)
. The case of
the equality in (8.16) will be called the trivial case. We shall see that in many cases
the codimension is much less.
To show that N(P, n, k) is not of the maximal rank, it is sufficient to find a
matrix such that the product of N(P, n, k) and this matrix is 0. Depending on the
side of the product, we get two different subvarieties of XN(q, n,m, i).
For simplicity we consider first the case when N(P, n, k) has a simple form (all
below results are true for the general case, see 8.32). This is the case
m ≡ −1 mod q (8.17)
We let β := m+1
q
. In this case l := k+n
q
is integer. The reader should consider q, m
and hence β as constants, and l, k, n as variables.
Let B be a (q × β)-block

aq−1 a2q−1 a3q−1 ... am
aq−2 a2q−2 a3q−2 ... am−1
aq−3 a2q−3 a3q−3 ... am−3
. . . . . . . . . . . . . . .
a0 aq a2q ... am−(q−1)
 (the upper
left (q × β)-submatrix of N(P, 1, k) ).
Definition 8.18. Let B(P, µ) be a matrix having the following block form:
B(P, µ) =

B 0 . . .
0 B 0
. . . . . . . . .
. . . 0 B
 (8.19)
of µ block rows, each block row consists of q ordinary rows, the left 0-block of the
j-th block row contains j − 1 ordinary columns and the right 0-block of the j-th
block row contains µ− j ordinary columns.
Particularly, N(P, n, k) = B(P, l).
Lemma 8.20. (a) ∀l, j Corank B(P, l − j) > 0⇒ rank B(P, l) ≤ ql − j − 1.
(b) If q = 2 and the quantity of rows of B(P, l − j) is ≤ the quantity of its
columns, then ∀l, j Corank B(P, l− j) > 0 ⇐⇒ rank B(P, l) ≤ ql − j − 1.
Proof. (a) If Corank B(P, l− j) > 0 then its rows are linearly dependent. Let
Λ := (λ1 . . . λq(l−j) )
be a row matrix of dependence, i.e. ΛB(P, l − j) = 0. We define a (j + 1) × (ql)-
matrix Λj as follows (this is a block structure):
Λj :=

Λ 0 . . .
0 Λ 0
. . . . . . . . .
. . . 0 Λ

where block rows are ordinary rows, the α-th row consists (from the left to the right)
of 1 × q(α − 1) zero block, 1× (q(l − j)) block equal to Λ, and a 1× q(j + 1 − α)
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zero block. We have ΛjB(P, l) = 0, hence — because Λj is of the maximal rank —
the rank of B(P, l) is ≤ ql − j − 1.
(b) Let B(P, l− j) be of the maximal rank. It is equal to 2(l− j) — the quantity
of its rows. If am 6= 0 we consider a submatrix of B(P, l) generated by a maximal
non-zero minor of B(P, l− j) and elements am in the last j columns of B(P, l). It
is clear that its determinant is 6= 0 and its size is 2l − j, hence we get the desired.
If am = 0 and am−1 6= 0 then we consider elements am−1 instead of am. If both
am−1 = am = 0 and am−2 6= 0, then we consider elements am−2 in the right
(j + 1)-th, ... , 2-nd columns of B(P, l) etc. 
We let j = i+ n− 1.
Definition 8.21. Xl(q, n,m, i) the set of (a0 : ... : am) ∈ Pm such that Corank
B(P, l − j) > 0 (subscript l because of the left multiplication ΛjN(P, n, k) of
N(P, n, k) ).
8.21a. Lemma 8.20 implies Xl(q, n,m, i) ⊂ XN(q, n,m, i) ⊂ X(q, n,m, i), and
if q = 2, i ≥ 1 then Xl(q, n,m, i) = XN(q, n,m, i).
We apply (8.15) to the matrix B(P, l − j). In notations of 8.15, we have for
i > 0:
α = k − (q − 1)n− q(i− 1) ≤ γ = k − n− (i− 1), δ = α− 1
hence
(α− δ)(γ − δ) = i(q − 1) + (q − 2)(n− 1)(
γ
α− 1
)
=
(
k − (i+ n− 1)
i(q − 1) + (q − 2)(n− 1)
)
The space Pm = {(a0 : ... : am)} is a linear subspace of Pαγ−1, hence we have
Proposition 8.22. Codim Xl(q, n,m, i) in P
m is ≤ i(q − 1) + (q − 2)(n− 1).
Conjecture 8.23. In the above notations, Pm = {(a0 : ... : am)} and D(δ, α, γ)
are of general intersection in Pαγ−1.
Hence, if 8.23 holds then codim Xl(q, n,m, i) = i(q − 1) + (q − 2)(n− 1) and
degX(q, n,m, i) =
(
k − (i+ n− 1)
i(q − 1) + (q − 2)(n− 1)
)
(8.23.1)
Let us compare 8.22 and 8.16. Since
i(i+ n)
<
=
>
i(q − 1) + (q − 2)(n− 1) for i <=
>
q − 2, we get a
Proposition 8.24. (a) If i ≥ q − 2 then X(q, n,m, i) has a subvariety
Xl(q, n,m, i) of codimension ≤ i(q − 1) + (q − 2)(n− 1) in Pm.
(b) If i ≤ q − 2 then X(q, n,m, i) is of codimension ≤ i(i+ n) in Pm.
(c) Conjecturally, for the case (a) we have equality.
Remark 8.25. There exists a question: Let q, β (and hence m) and µ be fixed.
For which k, n the condition Corank B(P, µ) > 0 defines a non-trivial Xl(q, n, k, i)?
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Answer: An elementary calculation shows that we have
i = −n(1− 1
q − 1) +
β − 1
q − 1 − µ+ 1
hence if q 6= 2 then we have only finitely many such k, n.
Remark 8.26. To prove Conjecture 8.23 for Xl(q, 1, m, 1) it is sufficient to find
a linear subspace L′ ⊂ Pm such that Codim Xl(q, 1, m, 1)∩L′ in L′ is q− 1. There
are many ways to construct these L′, we give one of them. This is elementary but
tedious (see Appendix, 2).
Right multiplication part of X(q, n,m, i). Let x := (x1, . . . , xi) be a set of
different elements. As earlier we consider the case 8.17. Let x(β) be a β × i matrix
whose (γ, δ)-th entry x(β)γδ is x
γ−1
δ . We denote by Hx a linear subspace of P
m =
{(a0 : ... : am)} defined by the condition B · x(β) = 0. The matrix of coefficients
of linear equations defining Hx is block diagonal. Each block is a Vandermonde
matrix, hence this matrix is of the maximal rank, hence the codimension of Hx is
qi. For any x we have: Hx ⊂ XN(q, n,m, i). Hx does not depend on n.
Definition 8.27. Xr(q,m, i) is the closure of the union ∪xHx as a subvariety of
XN(q, n,m, i).
We must consider the closure, because the condition that all x∗ are different
implies that the union ∪xHx is not a closed subvariety ofX(q, n,m, i). The subscript
r because of the right multiplication N(P, n, k) · x(k) = 0 of N(P, n, k).
8.28. Let for γ ∈ {0, . . . , q − 1} we denote P[γ] :=
∑β−1
i=0 aqi+γx
i (a polynomial
whose coefficients are from the γ + 1-th row of B, counting from the bottom).
Equivalently, Xr(q,m, i) is the closure of the set of (a0 : ... : am) such that all P[γ]
have ≥ i common roots counting with multiplicities.
The set of Hx is i-dimensional, hence we can expect that codim Xr(q,m, i) in
Pm is (q − 1)i. This is really so:
Lemma 8.30. codim Xr(q,m, i) = (q − 1)i.
Proof. Let all P[γ] have roots x1, . . . , xi and let P be the monic polynomial of
degree i having roots x1, . . . , xi. We denote Pγ := P[γ]/P . Let us consider a map
of affine spaces ϕ : Am+1−(q−1)i → Am+1 defined as follows: the first i coordinates
of an element t ∈ Am+1−(q−1)i form coefficients of P (all except the leading one
who is 1), other coordinates of t form (subsequently) coefficients of P0, . . . , Pq−1,
including their leading coefficients, and the matrix row ϕ(t) is formed by coefficients
of PP0, . . . , PPq−1 (the same order as in the matrix B). If the first i coordinates
of t do not belong to the discriminant variety defined by the condition that P has
no multiple roots, then Proj(ϕ(t)) ∈ Xr(q,m, i). Obviously fibers of ϕ are finite,
hence the lemma. 
The above results give us Theorem 8.6.
Clearly Xr(q,m, i) are irreducible. For i = 1 we have (see Appendix, 1)
Proposition 8.31. deg Xr(q,m, 1) = m+ 1− q.
8.32. Case m 6≡ −1 mod q. To define Xr(q,m, i) we consider B as a submatrix
of N(P, n, k) formed by the first q rows and the first ⌈m+1q ⌉ columns, where ⌈x⌉ :=
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min{n ∈ Z|n ≥ x} is the ceiling function. MatricesB(P, µ) are defined for fractional
µ ≡ l mod 1, where l := k+n
q
. We let B(P, l) := N(P, n, k) and B(P, l − j) is
obtained from N(P, n, k) by elimination of the last qj rows and the right j columns.
It is easy to check that all the above definitions and results hold for this case.
We see that 3 formulas for the codimension of (sub)varieties of X(q, n,m, i) in
Pm, namely i(i+n), i(q−1), i(q−1)+(q−2)(n−1), coincide for n = 1, q = i+2.
As an example, we consider
8.33. Case q = 3, n = 1.
We have m = 2k+1 is odd, l = m+16 . Xr(3, m, 1) is of codimension 2, conjecturally
Xl(3, 1, m, 1) and X(3, 1, m, 1) are also of codimension 2. In this case we have deg
X(3, 1, m, 1) =
(
k+1
2
)
, deg Xr(3, m, 1) = 2k − 1, deg Xl(3, 1, m, 1) =
(
k−1
2
)
(see
(8.23.1)), hence if Xl(3, 1, m, 1) is irreducible (we are sure that it is, but we have
no proof) then
X(3, 1, m, 1) = Xr(3, m, 1) ∪Xl(3, 1, m, 1)
Conjecture 8.33.1. Xr(3, m, 1) ∩Xl(3, 1, m, 1) is of codimension 3 in Pm.
Idea of the proof. There exists a 1×(k−2)-matrix Λ = (λ1, λ2, . . . , λk−2) such
that ΛB(P, l−1) = 0. This is equivalent to Λ2P[2]+Λ1P[1]+Λ0P[0] = 0 where Λ2 :=
λ1+λ4x+λ7x
2+ . . . , Λ1 := λ2+λ5x+λ8x
2+ . . . , Λ0 := λ3+λ6x+λ9x
2+ . . . . Let
us consider now the resultantal variety R ⊂ Pm of elements (a0, . . . , am) such that
P[2], P[1] have a common root. It is a hypersurface in P
m. We have R∩Xl(3, 1, m, 1)
is of codimension 3 in Pm. If (a0, . . . , am) ∈ R ∩Xl(3, 1, m, 1) and r is a common
root of P[2], P[1], then either Λ0(r) = 0 or P[0](r) = 0. These two cases correspond
to two irreducible components of R∩Xl(3, 1, m, 1). It is possible to show that both
these components have codimension 3 in Pm. The second of them is contained in
Xr(3, 1, m, 1). 
For k = 2 we have Xl(3, 1, 5, 1) = ∅, Xr(3, 5, 1) = X(3, 1, 5, 1) = P 2 × P 1 ⊂ P 5
is the Segre inclusion, which is smooth of degree 3 and dimension 3.
For k = 3 we have Xl(3, 1, 7, 1) is of degree 1, i.e. P
5 ⊂ P 7, it is the set of
zeroes of a2 = a5 = 0, and Xr(3, 7, 1) is of degree 5. It is easy to see Xl(3, 1, 7, 1)∩
Xr(3, 7, 1) is of codimension 3 in P
7 and degree 4: it is a resultantal variety given
by the equation Res(a1 + a4x+ a7x
2, a0 + a3x+ a6x
2) = 0 in P 5 = {(a0 : a1 : a3 :
a4 : a6 : a7)}.
Let us describe X(3, 1, 7, 2). It is the intersection of X(3, 1, 7, 1) with the set Y2
of zeroes of polynomials H1i (see 8.3.1), i = 0, 1, 2. It is easy to see that we have:
Xl(3, 1, 7, 1) ∩ Y2 = P 2 × P 1 ⊂ P 5 is the Segre inclusion. Computer calculations
show that Xr(3, 7, 1) ∩ Y2 is irreducible of dimension 3 and degree 9.
For k = 4 we have Xl(3, 1, 9, 1) is of degree 3, it is a 7-dimensional cone over
the image of the Segre inclusion, because B(P, l − 1) =
(
a2 a5 a8
a1 a4 a7
)
, and the
set of (a2 : a5 : a8 : a1 : a4 : a7) such that rank B(P, l − 1) = 1 is P 2 × P 1. We
have Xr(3, 9, 1) is of degree 7. As earlier we have Xl(3, 1, 9, 1) ∩ Xr(3, 9, 1) is of
codimension 3 in P 9.
Let us describe X(3, 1, 9, 2). It is the intersection of X(3, 1, 9, 1) with the set
Y2 of zeroes of polynomials H1i, i = 0, 1, 2, 3. Computer calculations show that
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Xr(3, 9, 1) ∩ Y2 is the union of 3 components C7, C10, C15 of codimension 4 and
degrees 7, 10, 15 respectively, and Xl(3, 1, 9, 1) ∩ Y2 is C7 ∪ C10. The same phe-
nomenon of coincidence of components of different intersections occurs for q = 2,
see 9.7.9.
Remark. Since deg Xl(3, 1, m, 1) = deg X(3, 1, m − 4, 1), it is possible to
conjecture that there is a relation between Xl(3, 1, m, 1) and X(3, 1, m− 4, 1). The
above examples show that this is true for k = 3, 4. Nevertheless, we do not know
how to interpret this equality for k = 5. For example, while X(3, 1, 7, 1) = P 5 ∪
Xr(3, 1, 7, 1), it is known that the variety Xl(3, 1, 11, 1) does not contain P
9.
9. Case q = 2.
We define in this section a variety X(m, i)pr defining a condition that two poly-
nomials P[0], P[1] in one variable of degrees ≈ m2 have i common roots. X(m, i)pr is
an irreducible component of a variety X(m, i) which is a complete intersection de-
fined by coefficients of the characteristic polynomial of a modified Sylvester matrix.
The meaning of other irreducible components is unclear. We do not know how to
define X(m, i) for the case deg(P[0])− deg(P[1]) 6= 0,±1.
In order to make the present section (almost) independent on the previous ones,
we repeat some definitions. Let (a0 : ... : am) ∈ Pm(C), ai = 0 for i 6∈ {0, . . . , m},
P :=
∑m
i=0 aiθ
i, P[0] := a0 + a2x+ a4x
2 + a6x
3 + . . . ,
P[1] := a1+a3x+a5x
2+a7x
3+ . . . polynomials. We consider a (m−1)×(m−1)-
matrix M(P,m) whose entries M(P,m)ij = a2j−i. For example, for m = 6, 7 they
are the following:
M(P,m) for m = 6 M(P,m) for m = 7

a1 a3 a5 0 0
a0 a2 a4 a6 0
0 a1 a3 a5 0
0 a0 a2 a4 a6
0 0 a1 a3 a5


a1 a3 a5 a7 0 0
a0 a2 a4 a6 0 0
0 a1 a3 a5 a7 0
0 a0 a2 a4 a6 0
0 0 a1 a3 a5 a7
0 0 a0 a2 a4 a6
 (9.1)
M(P,m) is a permutation of rows and columns of the Sylvester matrix of
P[0], P[1]. It coincides with M(P, 0, k)
t of (3.1) and with N(P, 0, m − 1) of 8.11,
case n = 0, q = 2, k = m− 1.
Let Ch(M(P,m)) be the (−1)m−1· characteristic polynomial of M(P,m), i.e.
Ch(M(P,m)) = |M(P,m)− U · Im−1| = D(m, 0) +D(m, 1) U+
+D(m, 2) U2 + · · ·+D(m,m− 2) Um−2 + (−U)m−1
where D(m, i) ∈ Z[a0, . . . , am] are homogeneous polynomials of degree m− 1− i.
Definition 9.2. X(m, i) is a projective scheme
Proj C[a0, . . . , am]/{D(m, 0), . . . , D(m, i− 1)}.
Conjecture 9.3. ∀n Supp X(m, i) = Supp X(2, n,m, i) where X(2, n,m, i) is
defined in 8.4 (we consider X(2, n,m, i) as a scheme as well).
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Remark 9.4. X(m, i) = X(2, n,m, i) as sets, but not as schemes. This
means that the multiplicity of an irreducible component of Supp X(m, i) = Supp
X(2, n,m, i) depends on n, hence not all Hαβn defining X(2, n,m, i) (see (8.3.1))
belong to [D(m, 0), . . . , D(m, i − 1)] — the ideal generated by D(m, ∗), but only
their powers H∗αβn. The below tables 9.7.7 etc. give this multiplicity for n = 0 and
1. See Remark 9.17.1 for an explicit example for m = 4.
We see that the sets X(2, n,m, i) depend on 2 parameters but not of 3 pa-
rameters. See 9.12 — 9.17 for a justification of 9.3. They cover a simple
case when some Hαβn belong to [D(m, 0), . . . , D(m, i − 1)]. A non-trivial case
Hαβn 6∈ [D(m, 0), . . . , D(m, i− 1)] is much more complicated, the authors have no
proof that ∀ n, i, j ∃γ such that Hγαβn ∈ [D(m, 0), . . . , D(m, i− 1)].
Remark 9.5. Let us consider the F2-case (see Sections 3, 5). Let Q :=
∑m
i=0 biθ
i
where bi ∈ F2, and Q =
∏
iQ
αi
i its prime factorization in F2[θ]. We let j :=
m−∑i degQi. We have
Corollary 9.6. Conjecture 9.3 implies: let β be the minimal number such that
D(m, β)(b0, . . . , bm) 6= 0. Then β = j.
Proof. We apply (5.6.1) to our case (P = 1, P1 = Q). We have L(C, T ) = 1+T ,
LQi(CP , T )
−1 = 1+Qi(t)T
degQi , hence degT L(CP , T ) = 1+
∑
i degQi and r∞ = j
(the summand 1 comes from the trivial part of L(CP , T )). 
9.7. Properties of X(m, i). Most of the below properties are conjectural.
Below we give some proofs. Source of evidence: computer calculations of resultants,
see Appendix, 4.
Conjecture 9.7.1. X(m, i) is the complete intersection of the hypersurfaces
{D(m, 0) = 0}, {D(m, 1) = 0}, ... , {D(m, i − 1) = 0}. Particularly, codim
X(m, i) = i, deg X(m, i) = (m − 1)(m − 2)...(m − i) (not all multiplicities of
irreducible components of X(m, i) are 1, see below).
Conjecture 9.7.2. All irreducible components of X(m, i) have the same codi-
mension i.
Let (a0 : ... : am) ∈ Supp X(m, i) be a generic point. The Jordan form of
M(P,m) has i zeroes on the diagonal, hence its block structure defines a partition
of i. We denote the set of partitions of i by P (i). This means that we have a map
pi : Supp X(m, i)g → P (i) (subscript g means generic). We can consider pi as a
map from the set of irreducible components of X(m, i) to P (i).
Remark. It is possible to consider analogs of X(m, i) for general determinantal
varieties D(δ, α, α), see (8.15). Namely, in notations of (8.15), we can consider
D(α+ 1, i) for Cαα and X(m, i) ⊂ Pα2−1 — the varieties of their zeroes. We have
the same map pi. But for this case there is no equidimensionality: the codimension
in Pα
2−1 of matrices whose Jordan form has a
(
0 1
0 0
)
-block (resp. a
(
0 0
0 0
)
-
block) is 2 (resp. 4).
Definition 9.7.3. X(m, i)pr ⊂ Pm is the closure of pi−1 of the partition i =
1 + ... + 1, i.e. the Zariski closure of the set of a0, . . . , am such that the 0-Jordan
block of M(P,m) is the 0 matrix.
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X(m, i)pr is called the principal component ofX(m, i). Obviously (a0, . . . , am) ∈
X(m, i)pr ⇐⇒ corank of M(P,m) ≥ i.
Proposition 9.7.4. X(m, i)pr = Xr(2, m, i) = Xl(2, n,m, i) = XN(2, n,m, i)
for all n where Xr(2, m, i), Xl(2, n,m, i),XN(2, n,m, i) are defined in Section 8. We
repeat here their definition. Let S(P,m, j) be a submatrix of M(P,m) obtained
by elimination of its last 2j rows and last j columns (in notations of 8.18, 8.32,
S(P,m, j) = B(P, m−12 − j) ). Formally, we can consider S(P,m, j) for negative j
as well — the above formula continues to hold.
Xr(2, m, i) is the set of (a0 : ... : am) such that P[0], P[1] have ≥ i common roots,
counting with multiplicities;
Xl(2, n,m, i) (it does not depend on n) is the set of (a0 : ... : am) such that
S(P,m, i− 1) is not of the maximal rank.
XN(2, n,m, i) is the set of (a0 : ... : am) such that the rank of S(P,m,−n) is
≤ m+ n− 1− i.
Conjecture 9.7.5. X(m, i)pr is one of the irreducible components of
Singi−1(X(m, 1)) (as usual, for a variety Y we let Sing0(Y ) = Y , Singk+1(Y ) =
Sing(Singk(Y )) ). Particularly, for i = 2 we have X(m, 2)pr = Sing(X(m, 1)),
while for i = 3 Sing(X(m, 2)pr) has two irreducible components: X(m, 3)pr and
a component corresponding to the case of double common root of P[0], P[1] (the
authors are grateful to A.I. Esterov who indicated them that Singi−1(X(m, 1)) has
components distinct from X(m, i)pr).
Proposition 9.7.6. degX(m, i)pr =
(
m−i
i
)
.
Conjecture 9.7.7. For i = 2 we have X(m, 2) is the union of 2 irreducible
components C21 and X(m, 2)pr. We have the following table:
Components C21 X(m, 2)pr
Degrees 2(m− 2) (m−22 )
pi-images {2 = 2} {2 = 1 + 1}
Multiplicities in X(m, 2) 1 2
Multiplicities in X(2, 1, m, 2) 1 1
Conjecture 9.7.8. For i = 3 we have X(m, 3) is the union of 4 irreducible
components C31, C32, C33, X(m, 3)pr. We have the following table:
Components C31 C32 C33 X(m, 3)pr
Degrees 4(m− 3) m− 3 4(m−32 ) (m−33 )
pi-images {3 = 3} {3 = 2 + 1} {3 = 2 + 1} {3 = 1 + 1 + 1}
Multiplicities in X(m, 3) 1 2 3 6
Multiplicities 1 1 1 2
in X(2, 1, m, 3)
Further, C21 ∩ {D(m, 2) = 0} = C31 ∪ C33,
X(m, 2)pr ∩ {D(m, 2) = 0} = C32 ∪ C33 ∪ 3 X(m, 3)pr.
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9.7.9. This means that it can happen that different irreducible components
of X(m, i) crossed with a hypersurface {D(m, i) = 0} have coinciding irreducible
components of their intersection.
Conjecture 9.7.10. For any fixed i and varying m the quantity of irreducible
components of X(m, i), their multiplicities and pi-images do not depend on m (ex-
ception: if the degree = 0 then the corresponding component is empty). The degree
of any irreducible component is c
(
m−i
j
)
where c and j ≤ i do not depend on m.
Moreover j < i unless of the principal component. This information is presented
in the below table:
Components Ci1 . . . Ci∗ . . . X(m, i)pr
Degrees 2i−1(m− i) c∗
(
m−i
j∗
)
, where 1 ≤ j∗ < i
(
m−i
i
)
pi-images {i = i} 6= {i = i}, {i = 1 + 1 + ...+ 1}
6= {i = 1 + 1 + ...+ 1}
Multiplicities 1 ? i!
in X(m, i)
Multiplicities 1 ? ?
in X(2, n,m, i)
Conjecture 9.7.11. Description of components having j = 1 (j from the above
table).
Let i be fixed. We consider components of X(m, i) having j = 1, 2. We denote
by αi, resp. βi the quantity of irreducible components of X(m, i) having j = 1,
resp. j = 2. We denote by
ci11
(
m− i
1
)
, . . . , ci1αi
(
m− i
1
)
, ci21
(
m− i
2
)
, . . . , ci2βi
(
m− i
2
)
the degrees of these irreducible components of X(m, i). Then for i+ 1 we have
αi+1 = αi + βi, the numbers ci+1,1,∗ are 2ci11, . . . , 2ci1αi , ci21, . . . , ci2βi
For example, there are 3 irreducible components of X(m, 4) whose degrees are
8(m − 4), 2(m − 4), 4(m − 4). Particularly, ∀i there exists the only irreducible
component of X(m, i) whose pi-image is {i = i}. Its degree is 2i−1(m − i) and its
multiplicity in both X(m, i) and X(2, n,m, i) is 1 (the first column of the above
tables).
Let us denote by OP (i) the set of ordered partitions of i (for example, 3=2+1
and 3=1+2 are two different ordered partitions of 3). There is a map f : OP (i)→
P (i) forgetting ordering. Let IR(X(m, i)) be the set of irreducible components of
X(m, i).
Supposition 9.7.12. Let m ≥ 2i. There is an isomorphism α : IR(X(m, i))→
OP (i) such that f ◦ α = pi. Particularly, # IR(X(m, i)) = 2i−1 (if m ≥ 2i).
Supposition 9.7.13. All irreducible components of X(m, i) are rational vari-
eties.
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9.7.14. Problems. To find quantity of irreducible components of X(m, i) (is
9.7.12 true?), their pi-images, degrees, singularities, multiplicities, nilpotent part of
rings, intersections etc. What are multiplicities of components of X(2, n,m, i)?
Remark 9.8. We can consider a more general situation. Let A ∈ GLm−1(C)
be any fixed matrix, S = S(P[0], P[1]) the Sylvester matrix of P[0], P[1]. Instead of
the matrix M(P,m) we can consider the matrix AS, its characteristic polynomial
and varieties of zeroes of its coefficients. Shall we get some interesting results?
Obviously X(m, i)pr does not depend on A, other Cij are different (for different
A) as sets of points. X(3, 2) is a non-singular plane conic for all A, while for A = I3
we have: X(4, 3) is a normcubic ∪ a triple P 1, i.e. we have a type distinct from
the one described above in 9.7.8.
Lemma 9.9. For any m, n we have: Xl(2, n,m, i) = Xr(2, m, i).
Proof. Let (a0, . . . , am) ∈ Xr(2, m, i), i.e. P[0], P[1] have (at least) i common
roots (counting with multiplicities). This means that there exists a polynomial P
of degree i, polynomials P0, P1 such that P[0] = PP0, P[1] = PP1. This means
that P[0]P1 = P[1]P0. This gives us a non-trivial linear dependence of rows of
S(P,m, i−1), i.e. it is not of the maximal rank. All these arguments are convertible,
i.e. if (a0, . . . , am) ∈ Xl(2, n,m, i) then (a0, . . . , am) ∈ Xr(2, m, i). 
Lemma 9.9 and 8.21a give us a proof of 9.7.4.
Let us justify some other conjectures. Results of Section 8 imply codimX(m, i) =
i, hence we can apply (8.15.2) to S(P,m, i). This gives us 9.7.6. Further, let Cik
be the k-th irreducible component of X(m, i). We denote its degree by d(Cik) and
its multiplicity in X(m, i) by µ(Cik). We have∑
k
d(Cik)µ(Cik) = degX(m, i) = (m− 1)(m− 2) . . . (m− i) (9.11)
According 9.7.10, for all k except kmax — the one that corresponds to the principal
component, d(Cik) is a polynomial in m of degree < i, and µ(Cik) does not depend
on m. Comparing the leading coefficients of the both sides of 9.11 we get that for
Cikmax = X(m, i)pr we have µ(Cikmax) = i! .
Let us justify 9.7.11. We fix m and we consider the cases i = m − 2, i =
m− 1. X(m,m− 2) is a surface whose components have j = 1, 2 from 9.7.11, and
X(m,m− 1) is the intersection of these components with a hyperplane {D(m,m−
2) = 0}. We can expect that all these intersections are distinct, hence there is 1 –
1 correspondence between components of X(m, i) having j = 1, 2, and components
of X(m, i + 1) having j = 1 (recall that the set of components depends only on
i and not of m). For m = m their degrees coincide, i.e. for the k-th component
of X(m,m − 2) having j = 1 its degree is ci1k
(
m−(m−2)
1
)
= ci+1,1k
(
m−(m−1)
1
)
, i.e.
ci+1,1k = 2ci1k. Analogically for components of X(m,m− 2) having j = 2.
Proposition 9.12. Conjecture 9.3 is true for i = 1.
Proof. This follows immediately from Theorem III. Really, Theorem III is a
much stronger result. To prove the present proposition, it is sufficient to read the
first 4 lines of the proof of Lemma 7.1 of Part III:
”This means that if D(m, 0) = 0 then ∀L we have |AL| = 0.”
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AL is defined in (5), Part III, and the above lines. According (5), Part III,
|M(P, n, k)| is a linear combination of |AL| for all L, hence if D(m, 0) = 0 then
|M(P, n, k)| = 0. This means that X(m, 1) ⊂ X(2, n,m, 1). The converse inclusion
is ”obvious” (see Theorem III for justification). 
Proposition 9.14. ∀ m, n, i we have
Hi0n = ±D(m, i− n)± a0D(m, i− n+ 1)
Hi,n(k−i),n = ±D(m, i− n)± amD(m, i− n+ 1)
(we let D(m, j) = 0 if j 6∈ {0, . . . , m− 1} ).
Proof. To find Hi0n we let t = 0 in M(P, n, k). We get {Ik−M(P, n, k)T}t=0 =( ∗11 ∗
0 Im−1 −M(P,m)T
)
(the (n, m − 1)-block form) where ∗11 is an upper-
triangular n × n-matrix with (1, 1, . . . , 1, 1 ± a0T ) at the diagonal. This gives us
immediately the formula for Hi0n. The formula for Hi,n(k−i),n follows from (8.3.3).

Remark 9.15. (a) For n = 1 we have Hm−2,1 = ±D(m,m−3)±D(m,m−2)2.
(b) For n = 2, any m we have H112 = 2(±a20D(m, 1)± (a0 + a1)D(m, 0))
(c) and, by (8.3.3), H1,2m−1,2 = 2(±a2mD(m, 1)± (am + am−1)D(m, 0)).
9.16. Example: m = 3. (a) n = 0. We have M(P, 3) =
(
a1 a3
a0 a2
)
,
D(3, 0) = det M(P, 3) = −Res (a3t+ a1, a2t + a0) = −a0a3 + a1a2; X(3, 1) is the
quadric surface {D(3, 0) = 0}. It is non-singular. D(3, 1) = a1 + a2, X(3, 2)pr = ∅,
X(3, 2) = C21 is a non-singular conic line in P
2.
(b) n = 1. (9.12.1), (9.14), (9.15a) imply that Conjecture 9.3 is true for n = 1,
m = 3, all i.
(c) n = 2. For this case H0i2 can be found using (9.13.1). (9.15b,c) show that
H1i2 belong to the ideal generated by D(3, 0) and D(3, 1) for i = 1, 7. Explicit cal-
culations show that the same is true for all H1i2 (compare with (9.17c)), hence
X(3, 1) ⊂ X(2, 2, 3, 1). Further calculations show that X(3, 1) = X(2, 2, 3, 1),
X(3, 2) = X(2, 2, 3, 2) = ∅. This means that Conjecture 9.3 is true for m = 3,
n = 1, 2.
9.17. Case m = 4. (a) n = 0. We have M(P, 4) =
 a1 a3 0a0 a2 a4
0 a1 a3
,
D(4, 0) = det M(P, 4) = ±Res (a3t+ a1, a4t2 + a2t+ a0) = a1a2a3 − a0a23 − a21a4;
X(4, 1) is the cubic threefold {D(4, 0) = 0}.
We have S(P, 4, 1) = ( a1 a3 ), i.e. Sing(X(4, 1)) is the plane a1 = a3 = 0.
We have D(4, 1) = −a0a3 + a1a2 + a1a3 − a1a4 + a2a3. Variety {D(4, 1) = 0} is
a cone whose vertex is a point s := (1 : 0 : 1 : 0 : 1) ∈ Sing(X(4, 1)). We have:
X(4, 2) = X(4, 1)∩ {D(4, 1) = 0} (complete intersection),
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X(4, 2) = C21∪X(4, 2)pr, where X(4, 2)pr = Sing(X(4, 1)) and C21 is isomorphic
to P 1×P 1 with two glued points. C21 has degree 4 in P 4. It is given by parametric
equations t : P 1 × P 1 → P 4:
t(λ0 : λ1, c1 : c3) := λ0(0 : −c23 : −c1c3 : c1c3 : c21)+λ1(−c23 : −c1c3 : c1c3 : c21 : 0)
where (λ0 : λ1) ∈ P 1, (c1 : c3) ∈ P 1 are parameters. Two points t(λ0 : λ1, c1 : c3)
are glued in s: t(1 : −ζ3, 1 : ζ3) = t(1 : −ζ23 , 1 : ζ23 ) where ζ3 is a primitive cubic
root of 1. There is no more glueing.
We have C21 ∩X(4, 2)pr is a singular cubic on X(4, 2)pr, whose singular point is
s. Its parametric equation is (c33 : 0 : −c21c3 − c1c23 : 0 : c31).
Description of X(4, 3). We have D(4, 2) = a1 + a2 + a3, hence {D(4, 2) = 0}
is a P 3, X(4, 3) = C31 ∪ C32, where C31 = C21 ∩ {D(4, 2) = 0}, C32 = X(4, 2)pr ∩
{D(4, 2) = 0}, C33 = X(4, 3)pr = ∅.
C31 is a non-singular rational curve of degree 4 given by parametric equations
(−c43 : −c21c23 − c1c33 : −c31c3 + c1c33 : c31c3 + c21c23 : c41), where (c1 : c3) are as above.
C32 is a straight line, its equations are a1 = a2 = a3 = 0. C31 ∩ C32 consists of 2
points (0 : 0 : 0 : 0 : 1) and (1 : 0 : 0 : 0 : 0).
(b) n = 1. (9.12.1), (9.14) imply H0i = ±aiD(4, 0) (i = 0, . . . , 4); H10 =
±D(4, 0)± a0D(4, 1), H13 = ±D(4, 0)± a4D(4, 1). We have
H11 = −a0a1a3+a0a1a4+a0a23−a0a3a4+a21a2+a21a3−a21a4+a1a2a3−a1a2a4+a22a3
H12 = a0a1a4+a0a2a3+a0a
2
3−a0a3a4−a21a4−a1a22−a1a2a3−a1a23+a1a3a4−a2a23
We have H11, H12 6∈ [D(4, 0), D(4, 1)], H211, H212 ∈ [D(4, 0), D(4, 1)], hence
X(4, 2) = X(2, 1, 4, 2) as the sets of points, i.e. Conjecture 9.3 is true for this
case.
Remark 9.17.1. {D(4, 1) = 0}∩{H11 = 0} is C21∪X(4, 2)pr ∪ {the P 2 having
equations a2 = a0, a4 = a0 + a3}. This means that
X(4, 2) = Proj C[a0, . . . , a4]/{D(4, 0), D(4, 1)} 6= X(2, 1, 4, 2) as schemes
Equations of H2i are the following (see 9.14, 9.15a):
H20 = D(4, 1)+a0D(4, 2) = a0a1+a0a2+a1a2+a1a3−a1a4+a2a3, it is a cone
whose vertice is 1 point (0 : 1 : 0 : −1 : 0);
H21 = D(4, 1)−D(4, 2)2 = −a0a3 − a21 − a1a2 − a1a3 − a1a4 − a22 − a2a3 − a23,
it is non-singular;
H22 = D(4, 1) + a4D(4, 2) = −a0a3 + a1a2 + a1a3 + a2a3 + a2a4 + a3a4, it is a
cone whose vertice is 1 point (0 : 1 : 0 : 0 : −1);
The set of singular linear combinations λ0H20 + λ1H21 + λ2H21 is a curve of
degree 5 in P 2. It is the union of a non-singular conic and a triple P 1 given by the
equation λ0 + λ1 + λ2 = 0. Quadrics which correspond to this P
1 are of rank 2,
i.e. they are the union of two P 3. One of these P 3 is {D(4, 2) = 0} and another
P 3 contains the plane {a0 = a4, a1 + a2 + a3 + a4 = 0}.
38
(c) n = 2. According (9.13), all H0i2 ∈ [D(4, 0)]. According (9.14), (9.15b,c)
H1i2 ∈ [D(4, 0), D(4, 1)] for i = 0, 1, 7, 8. It is possible to check that H122 6=
C1D(4, 0) + C2D(4, 1) where C1, C2 are polynomials of degrees 1, 2 respectively.
Part III. Calculation of a determinant.
Theorem III — the result of the present part — grew from a proof of Conjecture
9.3 for i = 1, see (II.6) and (9.12) for details. In order to make this part independent
on the rest of the paper, we repeat and slightly modify definitions. Let q ≥ 2, n ≥ 0,
m ≥ 1 be integers such that k = kn = k(m,n, q) := m+nq−1 − 1 is integer ≥ 1. Let
a0, a1, . . . , am and t be variables.
The k × k-matrix M̂(a∗, n, k) whose entries depend on a∗, t is defined by the
formula (we shall need only the case q = 2)
M̂(a∗, n, k)i,j =
n∑
l=0
(
n
l
)
aqj−i−l t
n−l
(throughout all this part, a∗ = 0 if ∗ 6∈ [0, . . . , m]). For the reader’s convenience,
we give the explicit form of M̂(a∗, 2, k) for q = 2, n = 2:
a1t
2 + 2a0t a3t
2 + 2a2t+ a1 a5t
2 + 2a4t+ a3 . . . 0
a0t
2 a2t
2 + 2a1t+ a0 a4t
2 + 2a3t+ a2 . . . 0
0 a1t
2 + 2a0t a3t
2 + 2a2t+ a1 . . . 0
. . . . . . . . . . . . . . .
0 0 . . . . . . 2amt+ am−1

For q = 2, n = 0 the matrix M̂(a∗, 0, k) is equal to M(P,m), see (II.9.1) for
m = 6, 7.
Theorem III. For q = 2, any m,n we have
|M̂(a∗, n, kn)| = (2t)(
n
2) · (a0 + a1t+ a2t2 + · · ·+ amtm)n · |M̂(a∗, 0, k0)| (1)
Remark 2. M̂(a∗, 0, k0) does not contain t. This means that |M̂(a∗, 0, k0)| can
be considered as a common factor of coefficients of |M̂(a∗, n, kn)| at t.
Remark 3. The matrix M̂(a∗, n, k) is a version of a matrixM(P, n, k) defined in
(I.3.1) (P of (I.3.1) is (a0, a1, . . . , am) of the present part) obtained by changing all
minus signs in M(a∗, n, k) by the plus signs, and transposition: M̂
t(a∗, n, k)(t) =
(−1)nM(a∗, n, k)(−t). Further, for q = 2 the matrix M(P, k0) defined in (II.9.1) is
M̂(a∗, 0, k0).
We give two proofs of the theorem. Proof B in (17) is much shorter, but in-
termediate results of the Proof A are of independent interest and can be used for
generalization of the theorem.
Proof A. First, we consider the formula for the determinant of a k × k-matrix
M˜(∗, n, k) depending on aij, i = 1, . . . , k, j = 1, . . . , k + n, defined by the formula
M˜(∗, n, k)i,j =
n∑
l=0
(
n
l
)
ai,j+lt
n−l
which is more general than the matrix M̂t(∗, n, k) (its version M˜−(∗, 1, k) is given in
(A3.1) ). For the reader’s convenience, here we give the explicit form of M˜(∗, n, k)
for n = 2:
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M˜(∗, 2, k) =
a11t
2 + 2a12t+ a13 a12t
2 + 2a13t+ a14 . . . a1kt
2 + 2a1,k+1t+ a1,k+2
a21t
2 + 2a22t+ a23 a22t
2 + 2a23t+ a24 . . . a2kt
2 + 2a2,k+1t+ a2,k+2
a31t
2 + 2a32t+ a33 a32t
2 + 2a33t+ a34 . . . a3kt
2 + 2a3,k+1t+ a3,k+2
. . . . . . . . . . . .
ak1t
2 + 2ak2t+ ak3 ak2t
2 + 2ak3t+ ak4 . . . akkt
2 + 2ak,k+1t+ ak,k+2

(4)
(for the case of a general n the numerical coefficients of any entry of the matrix are(
n
0
)
,
(
n
1
)
,
(
n
2
)
, . . . ,
(
n
n−1
)
,
(
n
n
)
).
We denote by Al, l = 1, . . . , k + n, the l-th column of {aij}, i.e. Al =
( a1l a2l . . . akl )
t
, and for an ordered sequence L = (l1, . . . , lk) we denote
by |AL| := |Al1 Al2 . . . Alk | the determinant of the k × k matrix formed
by columns Al1 , Al2 , . . . , Alk . Hence, we consider L satisfying the condition
1 ≤ l1 < l2 < · · · < lk ≤ n + k. We denote the set of these L by L. Further,
for these L we denote by L¯ := (µ1, . . . , µn) the complement to L in [1, . . . , n+ k],
and we denote d(L) := µ1 + µ2 + ...+ µn −
(
n+1
2
)
. We have
|M˜(∗, n, k)| =
∑
L∈L
c(L) |AL| td(L) (5)
where c(L) ∈ Z are some coefficients.
Proposition 6. c(L) =
∏
1≤i<j≤n(µj−µi)
(n−1)!! where n!! := 1! · 2! · ... · n!.
Proof. Let us consider a k × (n + k)-matrix B1 whose i-th row is the set of
coefficients of the i-th column ofM(∗, n, k) as a linear combination of A1, . . . , Ak+n:
B1 =

(
n
0
) (
n
1
) (
n
2
)
. . .
(
n
n
)
0 0 . . . 0
0
(
n
0
) (
n
1
) (
n
2
)
. . .
(
n
n
)
0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 0
(
n
0
) (
n
1
) (
n
2
)
. . .
(
n
n
)

We have c(L) = the (l1, . . . , lk)-th minor of B1. Now we use [K], page 30, Theorem
26, formula 3.13 (the authors are grateful to Suvrit Sra, Gjergji Zaimi, Christian
Stump, Christian Krattenthaler who indicated them this information):
Let ν, A,B, L1, . . . , Lν be numbers. Then∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(
BL1+A
L1+1
) (
BL1+A
L1+2
)
. . .
(
BL1+A
L1+ν
)
(
BL2+A
L2+1
) (
BL2+A
L2+2
)
. . .
(
BL2+A
L2+ν
)
. . . . . . . . . . . .(
BLν+A
Lν+1
) (
BLν+A
Lν+2
)
. . .
(
BLν+A
Lν+ν
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∏
1≤i<j≤ν
(Li − Lj)
ν∏
i=1
(BLi +A)! ·
·
ν−1∏
j=1
(A−B(j + 1) + 1)j
(
ν∏
i=1
(Li + ν)!
)−1( ν∏
i=1
((B − 1)Li +A− 1)!
)−1
(6.1)
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where (x)j := x(x+1)(x+2) . . . (x+j−1). We transpose B1 and write its columns
in the inverse order. As a result, B1 will have a form of the matrix of (6.1) with
ν = k, A = n, B = 0, Li = li − k − 1. Substituting these values to (6.1) we get:
∏
1≤i<j≤ν
(Li − Lj) =
(−1)(n2) · (k + n− 1)!! ·∏1≤i<j≤n(−(µi − µj))
((µ1 − 1)! · ... · (µn − 1)!) · ((k + n− µ1)! · ... · (k + n− µn)!)
(6.2)
ν∏
i=1
(BLi + A)! = (n!)
k (6.3)
ν−1∏
j=1
(A−B(j+1)+1)j = (n+1) ·(n+1)(n+2) · . . .·(n+1)(n+2) . . . (n+k−1) (6.4)
hence the product of (6.3), (6.4) is
n! · (n+ 1)! · . . . · (n+ k − 1)! = (n+ k − 1)!!
(n− 1)!! (6.5)
Further,
ν∏
i=1
(Li + ν)! =
(n+ k − 1)!!
(µ1 − 1)! · ... · (µn − 1)! (6.6)
ν∏
i=1
((B − 1)Li +A− 1)! = (n+ k − 1)!!
(k + n− µ1)! · ... · (k + n− µn)! (6.7)
Substituting (6.2), (6.5), (6.6), (6.7) to (6.1), we get the desired. 
Now let us return to the case of M̂(a∗, n, k). For q = 2 we have k = m+n−1, and
M̂(∗, n, k) = M˜t(∗, 2, k), where aij of M˜(∗, 2, k) are equal to a2i−j of the statement
of the theorem, and a∗ = 0 if ∗ 6∈ [0, . . . , m]. The columns A1, . . . , Ak+n of M˜(∗, 2, k)
after transposition become lines, and we consider a (k + n)× k-matrix N(a∗, n, k)
whose i-th line is Ati: N(a∗, n, k)ij = a2j−i. For the reader’s convenience, we give
the explicit form of N(a∗, n, k):
a1 a3 a5 . . . . . . . . . . . . 0
a0 a2 a4 . . . . . . . . . . . . 0
0 a1 a3 a5 . . . . . . . . . 0
0 a0 a2 a4 . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . . . . am−3 am−1 0
0 . . . . . . . . . . . . am−4 am−2 am
0 . . . . . . . . . . . . am−5 am−3 am−1

For n = 0 we have N(a∗, 0, k0) = M̂(a∗, 0, k0) is a square matrix which is a permu-
tation of rows and columns of the Sylvester matrix of two polynomials
P[0] := a0 + a2x+ a4x
2 + a6x
3 . . .
P[1] := a1 + a3x+ a5x
2 + a7x
3 . . .
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(compare Section 9). We denote D(m, 0) := |M̂(a∗, 0, k0)|. Let us change notations:
from here L = {µ1, µ2, . . . , µn} will mean the object that earlier was denoted by L¯,
and AL will mean the transposed to the matrix that was denoted by AL¯ earlier.
9
Hence, AL is a maximal square submatrix of N(a∗, n, k) obtained by elimination of
its µ1, µ2, . . . , µn-th rows.
Proposition 7. ∀ L |AL| = |WL|D(m, 0), where
WL =

aµ1−1 aµ2−1 . . . aµn−1
aµ1−3 aµ2−3 . . . aµn−3
. . . . . . . . . . . .
aµ1−(2n−1) aµ2−(2n−1) . . . aµn−(2n−1)

Proof. We need a chain of lemmas.
Lemma 7.1. |AL| is a multiple of D(m, 0).
Proof. Let Ci be the i-th column of N(a∗, n, k). If D(m, 0) = 0 then P[1], P[0]
have a common root r. In this case we have
∑k
i=1 r
i−1Ci = 0, i.e. the columns
of N(a∗, n, k) are linearly dependent and hence all its maximal minors are 0. This
means that if D(m, 0) = 0 then ∀L we have |AL| = 0. Since both D(m, 0), |AL|
are homogeneous polynomials in a0, . . . , am, this means that ∃β such that |AL|β ∈
〈D(m, 0)〉 (here 〈D(m, 0)〉 is the ideal generated byD(m, 0)). To prove thatD(m, 0)
is a factor of |AL| it is sufficient to prove that D(m, 0) is squarefree in C[a0, . . . , am],
which is equivalent to: dim Sing(X(m, 1)) < m − 1 where X(m, 1) ⊂ Pm is the
variety of zeroes of D(m, 0). For a proof it is sufficient to find a straight line
P 1 ⊂ Pm that crosses X(m, 1) in deg X(m, 1) = m− 1 distinct points.
We define this line as the line joining two points t = (P[0], P[1]) and t
′ = (P ′[0], P
′
[1])
where P[0], P[1] are from above and P
′
[0], P
′
[1] come from a
′
0, . . . , a
′
m. Let (u : u
′)
be projective coordinates of a point on P 1. This point belongs to X(m, 1) iff
P[0]u + P
′
[0]u
′, P[1]u + P
′
[1]u
′ have a common root. If x is this common root then
D(P ) = 0 where D(P ) :=
∣∣∣∣P[0](x) P ′[0](x)P[1](x) P ′[1](x)
∣∣∣∣. Hence, we have to find P[∗], P ′[∗]
such that the equation D(P ) = 0 has distinct roots r1, . . . , rm−1 and moreover the
numbers (−u′(ri) : u(ri)) = (P[0](ri) : P ′[0](ri)) are also distinct.
For even m = 2ν + 2 we can choose
P[0] = x
ν+1 − 1, P ′[0] = 1, P[1] = −xν , P ′[1] = xν + 1
D(P ) is xm−1 + xν+1 − 1 and (u′ : u) = −xν+1 + 1. It is obvious that all roots of
D(P ) are distinct (the roots of its derivative are not the roots of D(P )) and the
ratios of roots are not ζ∗ν+1. For odd m = 2ν + 1 we can choose
P[0] = x
ν − 1, P ′[0] = 1, P[1] = x, P ′[1] = xν + 1
D(P ) is xm−1 − x− 1 and (u′ : u) = −xν + 1. So, D(m, 0) is a factor of |AL|. 
By technical reasons, we impose temporary a condition on m:
m > 4n2 + 6n (7.2)
9The authors apologise for this inconvenience.
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Lemma 7.3. If m satisfies (7.2) then |AL| is a multiple of |WL|D(m, 0).
Proof. First, let us prove that |WL| also is a factor of |AL|. We denote
N = N(a∗, n, k), and let B be the following (n× (k + n))-matrix:
a0 −a1 a2 . . . (−1)mam 0 0 0 . . . 0
0 0 a0 −a1 a2 . . . (−1)mam 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . 0 a0 −a1 a2 . . . (−1)mam

We have BN = 0. Let Bˆ, resp. Nˆ be matrices obtained from B, resp. N by a
permutation of columns (resp. rows) sending columns (resp. rows) {µ1, µ2, . . . , µn}
to {1, . . . , n}. We have again BˆNˆ = 0. Let us denote Bˆ = (B1|B2), Nˆ =
(
N1
N2
)
the
block partitions: B1, B2,N1,N2 are respectively n×n, n×k, n×k, k×k-matrices.
We have BˆNˆ = B1N1+B2N2, hence B1N1 = −B2N2. We have |WL| = ±|B1| and
|AL| = ±|N2|.
Sublemma 7.3.1. If |B1| = 0 then |N2| = 0.
If |B1| = 0 then the rank of B1N1 is < n. If B2 has the maximal rank then
|N2| = 0. Really, if m is small with respect to n it can happen that B2 contains
a row of zeroes; it can happen also that ai take such values that the rank of B2 is
not maximal. Let us give a rigorous proof of the sublemma.
We denote by H ⊂ [1, . . . , k + n] the set of h such that ah is an entry of WL,
and let H¯ = [h¯1, . . . , h¯α] be its complement in [1, . . . , k + n]. Let ai, i ∈ H,
take values bi ∈ C such that |WL| = 0 at these values. Formally, we consider a
ring homomorphism ϕ : C[a0, . . . , am] → C[ah¯1 , . . . , ah¯α ] defined by ϕ(ai) = bi for
i ∈ H, ϕ(ai) = ai for i ∈ H¯.
We have ϕ(B1)ϕ(N1) = −ϕ(B2)ϕ(N2). Condition |ϕ(B1)| = 0 implies that
there exists a non-zero (1×n)-matrix C = (c1 . . . cn) with entries ci ∈ C such that
C · ϕ(B1) = 0, hence C · ϕ(B2)ϕ(N2) = 0. Condition (7.2) implies that ∃h¯ ∈ H¯
such that
[h¯− 1, h¯− 3, . . . , h¯− (2n− 1)]∩H = ∅, [h¯− 1, h¯− 3, . . . , h¯− (2n− 1)] ⊂ [0, . . . , m]
This means that the corresponding element of the row matrix C · ϕ(B2) is equal
to c1ah¯−1 + c2ah¯−1 + · · · + cnah¯−(2n−1) 6= 0, i.e. C · ϕ(B2) 6= 0. Let ϕ(N2)adj be
the adjoint matrix. We have C · ϕ(B2)ϕ(N2)ϕ(N2)adj = 0 = |ϕ(N2)| · C · ϕ(B2)Ik,
hence |ϕ(N2)| = 0, i.e. Sublemma 7.3.1 is proved.
As above, to get that |WL| is a factor of |AL| we must prove that |WL| is square-
free. Really, it is irreducible, we prove it by induction for n. |WL| is linear as a
polynomial in aµn−1: |WL| = C1aµn−1 + C0, hence its possible factor is free from
aµn−1 and divides both C1, C0. We have: C1 is a ((n − 1) × (n − 1))-determinant
of the same type as |WL|, and hence it is irreducible by the induction hypothe-
sis. Let us prove that C1 does not divide C0. We consider the lexicographic order
on Z[a0, . . . , am] defined by the condition a0 < · · · < am. The highest term of
C0 is ±aµn−1−1 · aµn−3 · aµn−2−5 · . . . · aµ1−(2n−1), and the highest term of C1 is
±aµn−1−3 · aµn−2−5 · . . . · aµ1−(2n−1) corresponding to its antidiagonal elements. It
is not a factor of the highest term of C0, hence the desired.
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This means that to prove that |AL| is a multiple of |WL|D(m, 0) we must prove
that |WL| and D(m, 0) are coprime. Since |WL| is irreducible it is sufficient to
prove that it is not a factor of D(m, 0). Again ±a(m−1)/2m · a(m−1)/20 for odd m and
±a(m−2)/2m · am/21 for even m — the highest term of D(m, 0) — is not a multiple of
the highest term of |WL|. Lemma 7.3 is proved. 
This means (because of equality of degrees) that |AL| = c|WL|D(m, 0) where c
is a constant. We must prove that c = 1 (it is important and not obvious that c
cannot be −1). Let us consider first the case
7.4. All entries ofWL are not 0 and for odd m they are not a0, am (i.e. µ1 ≥ 2n,
µn ≤ m), for even m they are not a0, a1, am (i.e. µ1 ≥ 2n+ 1, µn ≤ m).
We shall use a terminology (following N.N. Luzin): a set of entries of a square
matrix such that every row and column contains exactly one element of this set
is called a lightning, and the product of these elements is called the value of the
lightning.
Lemma 7.5. For odd m satisfying (7.2) and (7.4) we have c = 1.
Proof. Step 7.5.1: Construction of the highest lightning of |AL|. The
highest term of |WL|D(m, 0) is the product of the highest terms of factors, it is
equal to
(−1)(n2)+((m+1)/22 )a(m−1)/2m · a(m−1)/20 · aµn−1 · aµn−1−3 · . . . · aµ1−(2n−1)
Let λ be a lightning of AL of value (without sign)
a(m−1)/2m · a(m−1)/20 · aµn−1 · aµn−1−3 · . . . · aµ1−(2n−1)
Let us prove that there exists only one such λ, and that its sign is (−1)(n2)+((m+1)/22 ).
Let [i1, . . . , iγ ] ⊂ [1, . . . , n] be numbers such that µi1 , . . . , µiγ are even and its
complement [j1, . . . , jn−γ ] ⊂ [1, . . . , n] be numbers such that µj1 , . . . , µjn−γ are odd.
We subdivide the matrix N to 3 submatrices:
Nl (left) formed by the 1-st —
m−1
2
-th columns of N;
Nmd (middle) formed by
m+1
2 -th — (
m−1
2 + n)-th columns of N;
Nr (right) formed by (
m+1
2 + n)-th — k-th columns of N.
A column of Nl, resp. of Nmd, Nr, contains the element a0 and does not contain
the element am, resp. contains both the elements a0 and am, resp. contains the
element am and does not contain the element a0. We consider the same subdivision
of the matrix AL, it is the union of AL,l, AL,md, AL,r.
Any row of N contains exactly one of the elements a0, am. Conditions µ1 ≥ 2n,
µn ≤ m imply that ∀c, 1 ≤ c ≤ γ, the µic-th row of N contains a0 in Nl, and
∀c, 1 ≤ c ≤ n − γ, the µjc-th row of N contains am in Nr. This means that AL,l
contains m−12 − γ elements a0 and no am, AL,md contains n elements a0 and n
elements am, and AL,r contains
m−1
2
− (n− γ) elements am and no a0. λ contains
m − 1 elements a0 and am. It cannot contain more than n of these elements from
AL,md, hence λ must contain all
m−1
2 − γ elements a0 from AL,l, all m−12 − (n− γ)
elements am from AL,r, γ elements a0 and n− γ elements am from AL,md.
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The only columns of AL such that the element of λ of these columns are neither
a0 nor am are columns µi1/2, . . . , µiγ/2 in AL,l and (µj1 +m)/2, . . . , (µjn−γ +m)/2
in AL,r. An element of λ in a column µic/2, where 1 ≤ c ≤ γ, must be aδ for δ
odd, because elements aδ for δ even are in the rows containing a0 in AL,l, and all
a0 in AL,l belong to λ— a contradiction. Analogically, an element of λ in a column
(µjc +m)/2, where 1 ≤ c ≤ n− γ, must be aδ for δ even.
Further, an element of λ in a column µic/2, where 1 ≤ c ≤ γ, must be in the τ -th
row where τ ≤ 2n. Really, if τ > 2n is odd (numbering of N) then the τ -th row
contains the element am in AL,r, it belongs to λ — a contradiction. If τ > 2n is
even (numbering of N) then the τ -th row contains the element a0 in AL,r or AL,md.
If a0 is in AL,r then it belongs to λ — a contradiction. If a0 is in AL,md then the
(µic/2, τ)-th entry of N, and hence AL, is 0. Finally, τ must be odd, because for
even τ the τ -th line contains a0 in AL,l belonging to λ.
Therefore, we consider a (n × γ)-submatrix Ul (l means left) of AL formed by
1, 3, . . . , 2n−1-th rows and by µi1/2, . . . , µiγ/2-th columns. By the symmetry with
respect to the center of N, we get that all elements of λ in (µj1+m)/2, . . . , (µjn−γ+
m)/2-th columns have the number of row ∈ [k, k− 2, . . . , k− (2n− 2)] (numbering
of AL). We denote by Ur (r means right) the (n× (n−γ))-submatrix of AL formed
by these rows and columns. Let U be their union — a n× n-matrix. Let us show
that the elements of λ in Ul, Ur, treated as elements of U (we denote this set by
w), form a lightning in U . Really, each column of U contains only one element of
w. Let a z-th row of U contains an element of w. This means that the element
am on (2z − 1, (m − 1)/2 + z)-th position in AL does not belong to λ. Since the
((m− 1)/2 + z)-th column of AL belongs to AL,md, we get that a0 in this column
belongs to λ. It is easy to see that this a0 is in a row of AL which corresponds to
the z-th row of Ur, hence the z-th row of Ur does not contain elements of w. By
the symmetry of properties of Ul and Ur (or because #(w) = n) we conclude that
w is a lightning in U .
It is easy to see that U is WL with a permutation of columns (first are columns
having even µ∗, second are columns having odd µ∗). Since the antidiagonal of WL
is the only lightning with its value, we get unicity of λ ⊂ AL, hence c = ±1. We
shall need a fact (which follows immediately) that the above τ is 2n− 2ic + 1.
Let us calculate the sign of λ. It is easier first to show that the neighbor L, L′
have the same sign, and then to find this sign for one fixed L.
Step 7.5.2. Equality of signs of neighbor L. Two sets L = (µ1, . . . , µn)
and L′ = (µ′1, . . . , µ
′
n), where µ1 < · · · < µn, µ′1 < · · · < µ′n, are called neighbor if
∃i such that ∀j 6= i we have µj = µ′j and µi + 1 = µ′i. We can assume that µi is
odd. The matrices AL, AL′ differ in only one row — the µi − (i− 1)-th row (here
and below numbering of AL). We denote by λ, λ
′ the above lightnings of AL, AL′
respectively. According the above construction of λ, we get that λ′ contains the
(µi−(i−1), ψ)-th entry of AL′ where ψ is some number, this entry is a0. λ contains
a (µi − (i − 1), ψ + (m − 1)/2)-th entry of AL, this entry is am. We denote — as
above — by τ = 2n − 2i+ 1 the number of row such that λ contains the (τ, ψ)-th
entry of AL. This means that λ does not contain the element am at the τ -th row of
AL. This element is at the (τ, (τ+m)/2)-th position in AL. Therefore, the element
of λ in the (τ +m)/2)-th column of AL is the element a0 of this column, it is at
the (τ +m− n, (τ +m)/2)-th position of AL.
Analogically, λ′ contains (in addition to the (µi− (i− 1), ψ)-th entry mentioned
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above) also the (τ, (τ +m)/2)-th entry of AL′ which is am, and the (τ +m−n, ψ+
(m − 1)/2)-th entry of AL′ , and all other entries — except these 3 entries — of λ
and λ′ coincide. This can be shown by explicit calculation of ψ (it is a function
of the quantities of odd and even µj for j < i), or we can use the fact that if µi
is odd then the (2n − 2i + 1, m+12 + n − i)-th entry of AL (it is am) belongs to
λ, and if µi is even then the (m + n − 2i + 1, m+12 + n − i)-th entry of AL (it is
a0) belongs to λ (this follows easily from the above fact that Ul ∪ Ur is WL with a
permutation of columns, and because the (image under the permutation of columns
of the) lightning w is the antidiagonal of WL).
We get that there are two triples
(t1, t2, t3) := (τ, µi − (i− 1), τ +m− n) and
(s1, s2, s3) := (ψ, (τ +m)/2, ψ + (m− 1)/2)
such that λ contains the (t1, s1)-th, (t2, s3)-th, (t3, s2)-th entries of AL,
λ′ contains the (t1, s2)-th, (t2, s1)-th, (t3, s3)-th entries of AL′ ,
and other k − 3 entries of λ, λ′ coincide. This implies that λ and λ′ have the
same parity. Since any two L can be joined by a chain of neighbors, we get that
for fixed m, n the coefficent c does not depend on L.
Step 7.5.3. Calculation of sign of some given L. We consider L = (2n, 2n+
2, . . . , 4n − 2). The description of λ given in Step 1 shows that for this case λ is
the disjoint union of 5 sets (we indicate positions and values of their entries):
1. (2α, α), value a0, α = 1, . . . , n− 1;
2. (2α− 1, 2n− α), value a4n+1−4α, α = 1, . . . , n;
3. (2n− 1 + α, (m− 1)/2 + n+ α), value am, α = 1, . . . , n;
4. (3n+ 2α, 2n+ α), value a0, α = 0, . . . , (m− 1)/2− n;
5. (3n− 1 + 2α, (m− 1)/2 + 2n+ α), value am, α = 1, . . . , (m− 1)/2− n.
We interchange the elements of λ such that the numbers of columns form the
sequence (1, . . . , k). The numbers of rows are the following (we indicate to which
of the above sets (1) - (5) they belong):
2, 4, . . . , 2n− 2 (set 1), 2n − 1, 2n− 3, . . . , 1 (set 2), 3n, 3n+ 2, . . . , m+ n − 1 (set
4), 2n, 2n+ 1, . . . , 3n− 1 (set 3), 3n+ 1, 3n+ 3, . . . , m+ n− 2 (set 5).
The quantity of inversions of this sequence is
(
n
2
)
+
(
(m+1)/2
2
)
. Lemma 7.5 is
proved. 
End of the proof of Proposition 7. For even m the proof is similar.
Throughout the proof a0 will be changed to a1, the highest term of D(m, 0) is
(−1)(m/22 )a(m−2)/2m · am/21 , etc. The proof is omitted (we can use also the below
reduction from m+ 1 to m).
To proceed from m + 1 to m, we consider a map ϕ : Z[a0, . . . , am+1] →
Z[a0, . . . , am] sending am+1 to 0. As earlier let L = (µ1, . . . , µn) where µn ≤
m+ 2n− 1 be the same for m and for m+1. Dependence of WL, AL on m will be
indicated explicitly. We have
ϕ(|WL(m+ 1)|) = |WL(m)|, ϕ(D(m+1,0))am = D(m, 0),
ϕ(|AL(m+1)|)
am
= |AL(m)|.
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This implies immediately that if the lemma is true for m then it is true for
m− 1. Now we use symmetry: the lemma is stable with repect to the m-symmetry
denoted by σm: σm(ai) = am+1−i, for L = (µ1, . . . , µn) we have σm(L) = (k + n+
1− µn, . . . , k + n+ 1− µ1) (σm does not change the sign of all involved terms).
Therefore, letm,n, L be arbitary. For a sufficiently largem1 the σm1(L) ”satisfies
(7.4) from the left”, i.e. its µ1 is ≥ 2n+ 1, and for a sufficiently large odd m2 the
σm1(L) ”satisfies (7.4) from the right”, i.e. its µn is ≥ m2, and the condition
m2 > 4n
2 + 6n also holds. So, Lemma 7.5 holds for m2, n, σm1(L). The above
decreasing from m2 to m1 shows that the lemma holds for m1, n, σm1(L). The
symmetry shows that the lemma holds for m1, n, L. The decreasing from m1 to m
shows that Proposition 7 holds for all m,n, L. 
Substituting the values of c(L) and |AL| to (5) we get that (1) is equivalent to
the formula
∑
L∈L
∏
1≤i<j≤n(µj − µi)
(n− 1)!!
∣∣∣∣∣∣∣
aµ1−1 aµ2−1 . . . aµn−1
aµ1−3 aµ2−3 . . . aµn−3
. . . . . . . . . . . .
aµ1−(2n−1) aµ2−(2n−1) . . . aµn−(2n−1)
∣∣∣∣∣∣∣ t(µ1+...+µn) =
= 2(
n
2)tn
2
(a0 + a1t+ a2t
2 + · · ·+ amtm)n (8)
It is sufficient to prove that ∀ r1, r2, . . . , rn, 0 ≤ ri ≤ m, the numerical coefficient
at ar1ar2 . . . arn in both left and right hand sides of (8) are equal (it is clear that
the degrees of t entering to the coefficient at ar1ar2 . . . arn in both left and right
hand sides of (8) are equal). We denote R = (r1, r2, . . . , rn). Changing the order
of ri if necessary we can assume that
r1 = r2 = · · · = rα1
rα1+1 = rα1+2 = · · · = rα1+α2
. . .
rn−αc+1 = rn−αc+2 = · · · = rn
and there is no more equalities between ri. The segments of consecutive length
α1, α2, . . . , αc in the segment [1, . . . , n] will be called the standard segments. The
coefficient at ar1ar2 . . . arn in the right hand side of (8) is 2
(n2) · ( nα1,...,αc).
We denote by Sα the subgroup of Sn consisting of permutations that stabilize
the standard segments. We have Sα = Sα1 × Sα2 × · · · × Sαc . For all σ ∈ Sn (Sn
acts on 1, 2, . . . , n) we define an ordered sequence
Rσ = {r1 + (2 · σ(1)− 1), r2 + (2 · σ(2)− 1), . . . , rn + (2 · σ(n)− 1)}
We consider a subset LR of L consisting of L = (µ1, µ2, . . . , µn), where µ1 < µ2 <
· · · < µn, such that ∃σ ∈ Sn such that L is a permutation (denoted by δ = δ(σ)) of
Rσ (since all µ∗ are different, δ is defined uniquely by σ). It is clear that the left
hand side of (8) does not depend on the order of µ∗.
For L ∈ LR we denote by N(L) = NR(L) ⊂ Sn the set of σ such that L is a
permutation of Rσ. Moreover for χ = + or − we denote by Nχ(L) ⊂ N(L) the set
of the above σ such that the parity of σ · δ(σ) is χ. We denote νχ(L) = #(Nχ(L)).
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Proposition 9. The matrix WL contains
ν+(L)
α1!α2!·...·αc!
, resp. ν−(L)
α1!α2!·...·αc!
even,
resp. odd lightnings of value ar1ar2 · . . . · arn .
Proof. Let σ ∈ N(L). We fix the direction of the action of δ by the formula
µδ(i) = ri + (2 · σ(i) − 1), i = 1, . . . , n. We define a map λ form N(L) to the
set of lightnings of WL of order ar1ar2 · . . . · arn as follows: for σ ∈ N(L) we
have: λ(σ) is the set of (1, σδ−1(1))-, (2, σδ−1(2))-, . . . , (n, σδ−1(n))-th entries
of WL. Surjectivity of λ is obvious, as well as the fact that if W (L) contains a
lightning of value ar1ar2 · . . . · arn then L ∈ LR. Let us find the order of a fiber
of λ. Let λ(σ) = λ(σ′). We have σδ−1 = σ′δ′
−1
(here δ′ = δ(σ′) ). Further,
∀i the (i, σδ−1(i))-th entry of WL is arδ−1(i) , hence — because for σ, σ′ not only
positions of the elements of the lightning coincide, but the elements themselves, we
get rδ−1(i) = rδ′−1(i), rδ−1δ′(i) = ri. This means that δ
−1δ′ ∈ Sα.
Conversely, for all δ′ ∈ Sαδ and σ′ := σδ−1δ′ we have: Rσ′ is a permutation
of the same L, and λ(σ) = λ(σ′). This means that the order of all fibers of λ is
#Sα = α1!α2! · . . . · αc! Finally, the parity of the lightning λ(σ) is the parity of σδ,
hence the proposition . 
This proposition implies that to prove (8) we have to prove that ∀ R
∑
L=(µ1,...,µn)∈LR
 ∏
1≤i<j≤n
(µj − µi)
 (ν+(L)− ν−(L)) = 2(n2)n!! (10)
Proposition 11. ∀ R = (r1, . . . , rn) the left hand side of (25) is∑
σ∈Sn
sgn(σ)
∏
1≤i<j≤n
((rj + (2σ(j)− 1))− (ri + (2σ(i)− 1))) (12)
Proof. If σ 6∈ ∪L∈LRNR(L), i.e. if Rσ contains two equal numbers, then the
corresponding term of the sum (12) is 0. The union ∪L∈LRNR(L) is disjoint, i.e. L
is defined by σ uniquely, and it is sufficient to prove that ∀ L = (µ1, . . . , µn) ∈ LR
we have  ∏
1≤i<j≤n
(µj − µi)
 (ν+(L)− ν−(L)) =
=
∑
σ∈NR(L)
sgn(σ)
∏
1≤i<j≤n
((rj + (2σ(j)− 1))− (ri + (2σ(i)− 1))) (13)
This is clear, because the set of µi is a δ-permutation of the set ri + (2σ(i) − 1),
and ν+(L), resp. ν−(L) are the quantities of σ ∈ NR(L) such that σδ is even, resp.
odd. 
To prove that (12) is 2(
n
2)n!! we need two lemmas. Let x1, . . . , xn be abstract
variables. Let us consider a n!× (n2)-matrix A whose lines are numbered by σ ∈ Sn
and whose columns are numbered by pairs (i, j) such that 1 ≤ i < j ≤ n, and
defined as follows:
Aσ,(ij) = xσ(j) − xσ(i)
Let, further, S be a subset of B := the set of the columns of A.
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Lemma 14. If S 6= B then ∑σ∈Sn sgn(σ)∏γ∈S Aσγ = 0.
Proof.
∑
σ∈Sn
sgn(σ)
∏
γ∈S Aσγ is an alternating polynomial in x1, . . . , xn of
degree #S. There is no alternating polynomials in n variables of degrees <
(
n
2
)
. 
Lemma 15. Let r1, . . . , rn be abstract variables, 1, 3, . . . , 2n− 1 the set of odd
numbers, the group Sn acts on this set, and i, j as above. Then∑
σ∈Sn
sgn(σ)
∏
(i,j)∈B
((rj + σ(2j − 1))− (ri + σ(2i− 1))) = 2(
n
2)n!! (16)
(particularly, the left hand side of (16) does not depend on r1, . . . , rn).
Proof. We shall prove a more general equality. Instead of 1, 3, . . . , 2n − 1
we consider any set of numbers x1, . . . , xn, and instead of rj − ri we consider
independent variables λα, where α = (i, j) ∈ B. The left hand side of (16) becomes∑
σ∈Sn
sgn(σ)
∏
α=(i,j)∈B
(λα + (xσ(j) − xσ(i))
The above lemma shows that ∀S 6= ∅ coefficients at ∏α∈S λα are 0, and the λ∗-free
term (for the case xi = 2i− 1) is n! ·
∏
(i,j)∈B ((2j − 1)− (2i− 1)) = 2(
n
2)n!! 
The formula (16) implies the theorem III. 
17. Proof B. (5) and (7.1) show that |M̂(a∗, n, k)| is a multiple of D(m, 0).
Further, |M̂(a∗, n, k)| is a polynomial in t; its λ-th derivative is a linear combina-
tion of |M̂(a∗, n, k)(λ1)(λ2)...(λn)| where λ1 + · · ·+ λn = λ and for a matrix M the
M (λ1)(λ2)...(λn) is a matrix whose i-th row is the λi-th derivative of the i-th row of
M , i = 1, . . . , n. Hence, to prove that |M̂(a∗, n, k)| is a multiple of (
∑m
i=0 ait
i)n it
is sufficient to prove
Proposition 18. ∀ λ < n, ∀ λ1, . . . , λn ≥ 0 such that λ1+ · · ·+λn = λ we have
|M̂(a∗, n, k)(λ1)(λ2)...(λn)| is a multiple of
∑m
i=0 ait
i.
Proof. M̂(a∗, n, k)
(λ1)(λ2)...(λn) ·

1
t2
t4
. . .
t2k−2
 is a multiple of ∑mi=0 aiti. 
∑m
i=0 ait
i is not a divisor of D(m, 0), because D(m, 0) is t-free, hence |M̂(a∗, n, k)|
is a multiple of (
∑m
i=0 ait
i)n ·D(m, 0). Factor t(n2) appears in any of k! terms of
|M̂(a∗, n, k)|. Finding of the numerical coefficient 2(
n
2) is like in the Proof A. 
Appendix. Some auxiliary results and remarks.
1. Proof of Proposition 8.31. We consider the affine part a0 6= 0 of Pm. We
can take a0 = 1. We consider an affine q − 1-dimensional linear space Hq−1 ⊂ Am
defined parametrically:
ai = ci0 + ci1t1 + · · ·+ ci,q−1tq−1 (A1.1)
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where i = 1, . . . , m, t1, . . . , tq−1 are parameters of this space and cij are arbitrary
constants. We find #(Hq−1∩Xr(q,m, 1). We substitute (A1.1) to polynomials P[j]
from 8.28, j = 0, . . . , q − 1. The j-th equation P[j](x) = 0 becomes
Pj0(x) + Pj1(x)t1 + · · ·+ Pj,q−1(x)tq−1 = 0 (A1.2)
where Pji(x) are polynomials in x of degree γj , where γj — the degree of P[j] —
is the maximal number such that qγj + j ≤ m. The system (A1.2) has a solution
iff |Pji(x)| = 0. Since |Pji(x)| is a polynomial of degree d :=
∑q−1
j=0 γj, we get that
#(Hq−1 ∩Xr(q,m, 1)) = d. Obviously
∑q−1
j=0 γj = m+ 1− q.
2. Proof of Conjecture 8.23 for X(3, 1, m, 1).
We need a definition: an l-quasidiagonal of a k × k-matrix is the set of its
(i, i+ l)-entries, where i runs over 1, . . . , k, and i + l mod k. Analogous definition
holds for a (k+1)×k-matrix (i runs over 1, . . . , k+1). A (k, l1, l2)-biquasidiagonal
matrix A = (aij) is a k × k-matrix having non-zero entries only on its l1- and
l2-quasidiagonals: ai,i+l1 = ci, ai,i+l2 = di. Obviously if (k, l1 − l2) = 1 then
|A| = ±∏i ci ±∏i di.
Let us consider for simplicity the case q = 3. After a permutation of rows
of N(P, 1, k) we get the following Sylvester-type matrix N′(P, 1, k) whose block
structure is
B2B1
B0
 and the blocks have the form
Bi =

ai a3+i a6+i . . . aµ 0 0 . . . 0
0 ai a3+i a6+i . . . aµ 0 . . . 0
0 0 ai a3+i a6+i . . . aµ . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . 0 0 ai a3+i a6+i . . . aµ

where µ is the maximal number satisfying µ ≤ m, µ ≡ i mod 3. If k 6≡ 0 mod 3
then ∃l1, l2 such that (k, l1 − l2) = 1 and all elements on l1- and l2-quasidiagonals
of N′(P, 1, k) are not 0. Moreover, there is a subset {i1, . . . , i6} ⊂ {1, . . . , m} such
that ai ∈ l1-quasidiagonal ∪ l2-quasidiagonal ⇐⇒ i ∈ {i1, . . . , i6}.
We consider L′ given by the equations ai = 0 if i 6∈ {i1, . . . , i6}, and we con-
sider the corresponding (k, l1, l2)-biquasidiagonal (k + 1) × k-matrix N′′(P, 1, k).
It is sufficient to prove that it contains two k × k-minors whose determinants are
coprime. We can take the extreme 0-th and k-th minorsM0,Mk: they are (k, l1, l2)-
biquasidiagonal k×k-matrices, their determinants are ±a∗i1a∗i2a∗i3±a∗i4a∗i5a∗i6 , where
for brevity we do not give here the exact values of * — they are ∼ k/3, they depend
on k mod 3 and on the minor (0-th and k-th). It is faster to the reader to check
himself that in all cases |M0|, |Mk| are coprime than to understand a written proof.
All other cases (k is a multiple of 3; q > 3) are treated by the similar manner.
We omit the details.
3. Cyclicity of rows of M is essential.
Analogs of the determinantal varieties X(q, n,m, i) = X(i) have meaning for
the following matrices M˜−(∗, n, k) which are more general than M(P, n, k) (in the
below example we take n = 1; its version without minus signs for the case n = 2 is
given in (III.4), the general form is clear):
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M˜−(∗, 1, k) =

a11t− a12 a12t− a13 . . . a1kt− a1,k+1
a21t− a22 a22t− a23 . . . a2kt− a2,k+1
a31t− a32 a32t− a33 . . . a3kt− a3,k+1
. . . . . . . . . . . .
ak1t− ak2 ak2t− ak3 . . . akkt− ak,k+1
 (A3.1)
where aij are arbitrary. Lemma 8.12 shows that for this case we have Codim
X(1) = n+ 1 as well. It is natural to ask:
whether Codim X(i+ 1) in X(i) is n+ 1, or not?
Answer: not, this can be shown for n = 1, k = 3, i = 1 even by hand calculation:
Proposition. Let us consider the space P 11 — the variety of matrices (A3.1)
for k = 3. The subvarieties X(i) are defined for it, and we have: X(2) is a complete
intersection in X(1), i.e. the codimension of X(2) in X(1) is 3 unlike 2 for the case
of X(i) of Definition 8.4.
Proof. According Lemma 8.12, (a11 : ... : a34) ∈ X(1) ⇐⇒ N(P, 1, 3) has rank
2, where for the present case N(P, 1, 3)t =
 a11 . . . a14. . . . . . . . .
a31 . . . a34
. On an open part of
X(1) this implies that
( a31 . . . a34 ) = λ1 ( a11 . . . a14 ) + λ2 ( a21 . . . a24 ) (A3.2)
We denote by dij , 1 ≤ i < j ≤ 4, the determinant of the (i, j)-th minor of(
a11 . . . a14
a21 . . . a24
)
= (i, j)-th Plu¨cker coordinate of (a11 . . . a14) ∧ (a21 . . . a24).
For (a11 : ... : a34) ∈ X(1) we have (a11 : ... : a34) ∈ X(2) ⇐⇒ the coefficient at
U of det (U · Ik−M˜(P, 1, 3)) is 0. Taking into consideration A3.2, this is equivalent
to the condition
(1 λ1 λ2)D = 0 where D =
 d12 −d13 d23−d23 d24 −d34
d13 −d14 − d23 d24
 (A3.3)
If the codimension ofX(2) inX(1) is 2 then ∀a11, . . . , a24 ∃λ1, λ2 satisfying A3.3.
This means that ∀a11, . . . , a24 we have det D = 0. This can happen only if det D
is a multiple of d12d34 − d13d24 + d14d23 — the only relation between dij . We have
det D = −(−d14d223 − d323 + 2d13d23d24 − d12d224 − d213d34 + d12d14d34 + d12d23d34),
and obviously it is not a multiple of d12d34− d13d24+ d14d23 — a contradiction. 
4. Computer evidence for Conjectures 9.7. We consider a random affine
space Y defined over Q of complementary dimension d, i.e. d = codimension of
Xi = X(2, 1, m, i) in P
m, and Y ∩ Xi is a finite set. Let y1, . . . , yd be affine
coordinates of Y , hence a0, . . . , am are their linear combinations. We substitute
these linear combinations to Hjl of (8.3.1), where j, l run over the set of indices
S(k, i) := {j = 1, . . . , i−1, l = 0, . . . , k− j}∪ (0, 0) (because we know that all H0i
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are proportional, see Proposition 9.12), and we denote the obtained polynomials in
y1, . . . , yd by Hjl = Hjl(Y ) as well.
Definitions of the resultant of n polynomials P1, . . . , Pn can be found for example
in [GKZ]. We use the following inductive formula for its calculation. Let P1, . . . , Pn
be polynomials in n variables x1, . . . , xn, Pj =
∑
I aj,Ix
I where I is a multiin-
dex and aj,I abstract coefficients, then Rx1,...,xn−1(P1, . . . , Pn) — the resultant of
P1, . . . , Pn in variables x1, . . . , xn−1 — can be calculated as follows:
Rx1,...,xn−1(P1, . . . , Pn) =
GCD{Rxn−1 [Rx1,...,xn−2(P1, . . . , Pn−1), Rx1,...,xn−2(P1, . . . , Pn−2, Pn)],
Rxn−1 [Rx1,...,xn−2(P1, . . . , Pn−1), Rx1,...,xn−2(P1, . . . , Pn−3, Pn−1, Pn)]}
where Rxn−1 is the ordinary resultant in 1 variable of 2 polynomials. If Pi are
homogeneous of degrees di, then Rx1,...,xn−1(P1, . . . , Pn) is a polynomial in xn of
degree
∏
di.
We consider all possible d-uples among the above polynomials Hjl. Namely, let
αi = (αi1, . . . , αid) be a subset of S(k, i)), and let Rαi := Ry1,...,yd−1(Hαi1 , ..., Hαid)
be the corresponding resultant. We let R := GCD(Rα1 , . . . , Rαk), where α1, . . . , αk
satisfy α1∪· · ·∪αk = S(k, i). We have R ∈ Q[yd]. We can expect that for a generic
Y the set of yd-coordinates of the points of Y ∩Xi coincides with the set of roots ofR.
Again, for a generic Y factorization of R over Q[yd] corresponds to representation
of Xi as a sum of Q-irreducible divisors.
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