Introduction {#Sec1}
============

The novel coronavirus disease (COVID-19) affects a large portion of the world population and has been associated with over one hundred thousand deaths worldwide. The limited understanding of this disease has contributed to the failure to contain its impact. Recent studies have described the characteristics of COVID-19 on chest CT images. The primary findings of lung infiltrates present such patterns as peripheral distribution, ground-glass opacity, vascular thickness, and pleural effusion \[[@CR1]--[@CR7]\]. Chest CT scan has demonstrated high sensitivity (\~ 98%) \[[@CR8]\] in diagnosing COVID-19 in a screening setting; however, the specificity has been low (\~ 25% \[[@CR9]\]) in distinguishing COVID-19 infiltrates from other diseases associated with lung infiltrates. Therefore, the effort to discover image characteristics or biomarkers that can improve the CT scan specificity would significantly contribute to the clinical management of patients with or under suspicion for COVID-19.

Bai et al \[[@CR10]\] investigated the performance of radiologists to differentiate COVID-19 (*n* = 219) from viral pneumonia (*n* = 205) on chest CT scans. They reported that the radiologists had moderate sensitivity in distinguishing COVID-19 from viral pneumonia. Several reports found that COVID-19 pneumonia was more likely to have a peripheral distribution (80% vs. 57%, *p* \< 0.001), ground-glass opacity (91% vs. 68%, *p* \< 0.001), fine reticular opacity (56% vs. 22%, *p* \< 0.001), and vascular thickening (59% vs. 22%, *p* \< 0.001) \[[@CR5], [@CR7], [@CR11]--[@CR13]\] as compared with non-COVID-19 pneumonia \[[@CR10]\]. These observations suggest that the frequencies of specific infiltrative patterns of COVID-19 are similar to non-COVID-19 pneumonia, but the existence of specific image patterns uniquely associated with COVID-19 has not been established. A preliminary analysis by Li et al \[[@CR14]\] supported a potential role for deep learning in discriminating COVID-19 from community-acquired pneumonia (CAP).

To determine whether unique image biomarkers can distinguish COVID-19 infiltrates from other types of pneumonia, we developed several three-dimensional (3D) convolutional neural network (CNN) models to classify CT scans from subjects with COVID-19 and CAP. We leveraged the availability of the source code developed by Li et al \[[@CR14], [@CR15]\] and applied it to our independent test set. Additionally, two experienced radiologists were asked to visually interpret the same images to distinguish patients with COVID-19. We compared the performance of the deep learning solution with the two radiologists' interpretations.

Materials and methods {#Sec2}
=====================

Image datasets {#Sec3}
--------------

We retrospectively collected a dataset consisting of 498 CT scans acquired on 151 subjects positive for COVID-19 by RT-PCR and chest CT imaging findings (Table [1](#Tab1){ref-type="table"}). All subjects had close contact with individuals from Wuhan or had a travel history to Wuhan. Namely, the collected cases were either imported cases or secondary infection cases. Most of the subjects had multiple CT scans acquired at different time points (every 3\~10 days) to assess disease progression including change in infiltrative pattern. We also retrospectively collected a dataset consisting of 497 CT examinations acquired on different subjects with other types of pneumonia (Table [1](#Tab1){ref-type="table"}). The majority of the collected CAP cases were caused by influenza (flu) A and B viruses, human parainfluenza virus (I, II, and III), human rhinovirus, and adenovirus pneumonia. The CT scans in the COVID-19 and non-COVID-19 datasets were split into three groups at the patient level: (1) training, (2) internal validation, and (3) independent test (Table [1](#Tab1){ref-type="table"}). All data used in this study were de-identified with all protected health information removed. This study was approved by both the Ethics Committee at the Xian Jiaotong University The First Affiliated Hospital (XJTU1AF2020LSK-012) and the University of Pittsburgh Institutional Review Boards (IRB) (\# STUDY20020171).Table 1The summary of the collected datasetCOVID-19Non-COVID-19TrainingValidationTestingTotalTrainingValidationTestingTotalPatient9727271513935550498  *Mild or moderate*8525251353665247465  *Severe*81110212326  *Critical*41166107CT exams30155504973935550498Age49.4 ± 15.440.7 ± 13.753.2 ± 17.445.7 ± 15.746.9 ± 17.940.0 ± 17.445.5 ± 15.345.9 ± 17.7Male (%)52 (53.6)15 (55.6)16 (59.3)83 (55.0)206 (52.4)30 (54.5)27 (54)263 (52.8)

Classification of the CT examinations using 3D CNNs {#Sec4}
---------------------------------------------------

In the past years, the deep learning technology, namely, convolutional neural network (CNN), has been emerging a novel solution for a variety of medical image analysis problems, including classification, detection, segmentation, and registrations, and demonstrated remarkable performance. In architecture, a CNN is typically formed by several building blocks, including convolution layers, activation functions, pooling layers, batch normalization layers, flatten layers, and fully connected (FC) layers. Organizing these blocks in different ways results in different types of CNN architectures that may present different performance. The strength of CNN lies in the ability to automatically learn specific features (or feature map) by repeatedly applying the convolutional layers to an image.

We implemented three classifiers based on 3D CNNs in an attempt to discriminate CT scans that originated from COVID-19 and CAP (Fig. [1](#Fig1){ref-type="fig"}). With consideration of the memory limit of the graphics processing unit (GPU), we resized and padded the CT images at 256 × 256 × 256 voxels with an isotropic resolution of 1.5 mm in order to send an entire CT scan to the network for training and inference. The CNN architectures used different numbers of filters at different layers. Batch normalization and rectified linear unit (ReLu) activation were used. A dropout regularization between the fully connected (FC) layers with a probability of 0.5 was used in Models A and B. In these models, the last FC layers, which were activated by the Softmax function, output the prediction probabilities of being COVID-19. The binary cross-entropy (BCE) loss function, as defined by (1), was minimized to obtain optimal classification performances.$$\documentclass[12pt]{minimal}
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In the implementation, the maximum pooling layers are used to compute the maximum over a region of a feature map and thus is a feature map with the most prominent features of the previous feature map but reduced dimensionality. This dimensionality reduction can reduce the number of extracted features to avoid overfitting. If there is no activation function, the neural network will work like a linear regression model, which will prevent the machine from learning complex patterns from the data. As a non-linear activation function, rectified linear units (ReLU) is often used as a way to characterize complicated shapes or domains. ReLU does not activate all the neurons at the same time but those whose outputs are above zero. This activation strategy can significantly improve the efficiency of the computation as compared with other activation functions (e.g., sigmoid and tanh function). The batch normalization is used to improve the stability of a neural network by normalizing the input layer. The data augmentation increases the diversity of the training dataset and enables the learning of the same features from various versions of the images. This learning strategy can alleviate the impact of noise on the performance and improve the robustness of the trained models. The neurons in an FC layer have full connections to all activations in the previous layers. The goal is to determine specific global configurations of the image features identified by the previous convolutional layers for classification purposes. Hence, an FC layer is typically at the end of the convolutional layers but before the classification output of a CNN. Softmax function outputs a vector that represents the probability distributions of a list of potential outcomes.

When training these models, we used the training and internal validation subgroups listed in Table [1](#Tab1){ref-type="table"}. The batch size was set at 8 for the models. To improve the data diversity and the reliability of the models, we augmented the 3D images via geometric and intensity transformations, such as rotation, translation, vertical/horizontal flips, Hounsfield Unit (HU) shift \[− 25 HU, 25 HU\], smoothing (blurring) operation, and Gaussian noises. The initial learning rate was set as 0.001 and would be reduced by a factor of 0.2 if the validation performance did not increase in three epochs. Adam optimizer was used, and the training procedure would stop when the validation performance of the current epoch did not improve compared with the previous ten epochs.

The CNN architecture developed by Li et al \[[@CR14], [@CR15]\] was trained and tested on our datasets to compare with the performance of our three models.

Subjective classification of the CT examinations {#Sec5}
------------------------------------------------

Two radiologists with 11 and 25 years of experience, including experience visualizing \> 200 COVID positive images from a different image set, who were blind to the diagnosis, independently viewed and rated the 100 CT scans (50 COVID-19 and 50 non-COVID-19) in the testing dataset. They rated the CT scans as COVID-19 positive or negative. During the interpretations, these scans were randomly presented to each reader. The readers were allowed to adjust parameters, such as the window levels and the image dimensions (e.g., zoom in and out), to facilitate their interpretations.

Statistical analyses {#Sec6}
--------------------

The testing set, including 50 COVID-19 CT exams s (*D* = 1) and 50 CAP CT exams (*D* = 0), were used for diagnostic performance evaluation. The accuracy of radiologists's decisions (*T*~*rad*~ *= 1* as "positive" or *T*~*rad*~ *= 1* = 0 as "negative" for COVID-19) were characterized with empirical estimates "sensitivity," *Se = Pr*(*T*~*rad*~ *= 1\|D = 1*), and "specificity," *Sp = Pr*(*T*~*rad*~ *= 0\|D = 0*) \[[@CR16]\]. Kappa coefficient was used to quantify the agreement on the suspected COVID-19 positivity, separately for patients without and with verified COVID-19 pneumonia. Statistical inferences were based on the two-sided 95% confidence intervals (CI) estimated using the empirical cluster bootstrap approach \[[@CR17], [@CR18]\] with patient as a sampling unit. Models' predicted probabilities (scores *T*~*mod*~∈(0, 1)) were used to estimate receiver operating characteristic (ROC) curves (with *Se*(*ξ*) *= Pr*(*T*~*mod*~ *\> ξ\|D = 1*) as a function of *1-Sp*(*ξ*) *= Pr*(*T*~*mod*~ *\> ξ\|D = 0*)) and the related parameters \[[@CR19]\]. The area under the ROC curve (AUC) was used to evaluate the overall predictive ability of a model, using the empirical cluster bootstrap CIs with 99% coverage for multiplicity-adjusted testing. Model's usefulness for accurate identification of a sizable subset of non-COVID-19 patients was quantified using the estimated specificity-at-98%-sensitivity \[[@CR19]\], *Sp*(*Se*^*−1*^(*0.95*)), with the two-sided 95% CI being used to identify the size of corresponding the low-risk subset.

Results {#Sec7}
=======

Both radiologists demonstrated moderate diagnostic accuracy with sensitivity levels of 42/50 (84%, CI 72--93%) and 40/50 (80%, CI 62--96%) and specificity levels of 28/50 (56%, CI 42--70%) and 31/50 (62%, CI 48--76%). While there were no significant differences in radiologists' sensitivity or specificity levels (*p* \> 0.48), the radiologists demonstrated only slight agreement with *κ* = 0.22 (CI − 0.04 to 0.50) and *κ* = 0.19 (CI − 0.29 to 0.53) for patients without and with verified COVID-19 respectively.

The empirical ROC curves for the three models and Li et al's model are illustrated in Fig. [2](#Fig2){ref-type="fig"}. Under the multiplicity adjustment, only model A demonstrated statistically significant improvement over the chance performance (AUC of 0.70 with 99%, CI 0.56--0.85). For discriminating between the COVID-19 and CAP cases in our data, Li et al's model had an accuracy level (AUC of 0.49, 99% CI 0.34--0.66) which is significantly lower than Model A's accuracy level (*p* = 0.008).Fig. 2Empirical ROC curves and the corresponding AUCs for the three models and Li et al model \[[@CR14]\] (*green dot and bracketed line indicate an ROC point corresponding to the* "*low-risk*" *threshold*, *the estimate of the specificity-at-98*%*-sensitivity*, *and the corresponding two-sided 95*% *CI*)

The shape of Model A's ROC curve indicates the potential usefulness of the model for accurate identification of a sizable subset of non-COVID-19 cases. In particular, the model allows for identification of 8--50% of non-COVID-19 cases with less than 2% of false negatives (namely, specificity-at-98%-sensitivity of 28%, CI 8--50%). In our sample, the corresponding low-risk subset of cases (corresponding to the model's score of less than 0.3022) included 14 CT scans from non-COVID-19 cases and 1 CT from a case with verified COVID-19 (all from different subjects). The only COVID-19 case that was included in the low-risk subset was missed by both radiologists. At the same time, 14 non-COVID-19 cases in the low-risk subset were challenging, with one radiologist identifying 50% of these (7/14) as COVID-19-positive, and the other identifying 29% (4/14) as COVID-19-positive.

Discussion {#Sec8}
==========

In an attempt to distinguish COVID-19 from CAP, we developed and tested several CNN models. Although deep learning works as a black-box and cannot report which features were associated with COVID-19, the performance of the classifications based on deep learning can at least tell us whether there are features implied in the images that can distinguish CT scans from COVID-19 and CAP patients. Unfortunately, our experimental results did not identify imaging markers with high diagnostic ability to distinguish COVID-19 from simply CAP. However, our imaging marker identified a sizable subset of non-COVID-19 cases and a very low fraction of COVID-19 cases. We note that this was observed for the model optimized based on the general objective function (Eq. ([1](#Equ1){ref-type=""})); the targeted model building (optimized using a task-oriented objective function) would lead to further improvement in accuracy identifying a low-risk subset of cases.

The performance of the radiologists in our study was similar to Bai et al's study \[[@CR10]\]. Seven radiologists in their study reviewed and rated CT scans from COVID-19 (*n* = 219) and viral pneumonia (*n* = 205) subjects. The sensitivity of the seven radiologists ranged from 67 to 97%, while the specificity ranged from 7 and 100%. They concluded that the radiologists had moderate sensitivity in distinguishing COVID-19 from viral pneumonia.

Our CNN models did not perform as well as the CNN model reported in the article by Li et al \[[@CR14]\]. They reported an AUC of 0.96 for discriminating CT scans from subjects with COVID-19 and CAP. We applied their publicly available algorithm to our CT scan dataset. However, the training procedure did not converge, suggesting that it had difficulty in accurately distinguishing CT scans from COVID-19 and CAP in our dataset. Although Li et al \[[@CR14]\] used the class activation map (CAM) to visualize the features, the features identified did not appear to be unique to COVID-19 based on the figures presented in their publication \[[@CR14]\].

To perform this study, we collected 498 CT scans acquired on 151 COVID-19 patients and (positive by RT-PCR) and 497 CT scans on different subjects with CAP. The data collection protocols for COVID-19 and CAP were not the same. First, we can access a large number of cases with CAP in practice but a limited number of cases with COVID-19. Second, due to the limited understanding of COVID-19, a series of CT scans were performed by some medical institutes to monitor the progress of COVID-19. In contrast, very few follow-up CT scans were performed to monitor community-acquired pneumonia. Third, the COVID-19 progressed very rapidly and there were obvious differences across the series of CT scans acquired at different time points. The utilization of the multiple CT scans acquired on the same subjects enables excellent data augmentation. In addition, most of these COVID-19 cases had mild and moderate severity of the disease. Only a few had severe COVID-19. This is primarily because the COVID-19 cases were collected from Shaanxi Province, China, which is about 500 miles away from the epidemic center (Wuhan City, Hubei Province, China). The COVID-19 cases were either imported or secondary infection cases. Although there are few severe cases with COVID-19, we believe our dataset is relatively representative and will not affect the conclusion in this study, because most of the COVID-19 subjects in clinical practices typically have mild or moderate severity.

We are aware that we used a relatively small dataset; however, we did not expect that the scale of our dataset significantly affected the conclusions. The images were augmented to improve the diversity of the dataset as a way to improve the reliability of the training. Hence, additional effort from a third party would further clarify this issue. Also, our dataset did not include subjects without pneumonia because the primary purpose of this study was to differentiate COVID-19 from other types of pneumonia.

Conclusion {#Sec9}
==========

We used deep learning technology and high-resolution CT images to investigate whether there are any unique image features associated with COVID-19. Our results suggest that unique image features or patterns may not exist to reliably distinguish all COVID-19 from CAP. However, our results demonstrate the potential of the imaging markers to assist in identifying a sizable subset of non-COVID-19 cases.
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