Following the introduction of an algebraic K-theory of special groups in [6] , generalizing Milnor's mod 2 K-theory for fields, the aim of this paper is to compute the K-theory of Boolean algebras, inductive limits, finite products, extensions, SG-sums and (finitely) filtered Boolean powers of special groups. A parallel theme is the preservation by these constructions of property [SMC], an analog for the K-theory of special groups of the property "multiplication by l(−1) is injective" in Milnor's mod 2 K-theory (see [20] ).
Introduction
In [6] we introduced an algebraic K-theory of special groups. Special groups ( [5] ) constitute an axiomatic, first-order approach to quadratic form theory, equivalent to the (non first-order) theories of abstract Witt rings ( [17] ) and -in the reduced case-to that of abstract order spaces ( [18] ), both due to Marshall. The main (and motivating) class of examples are the special groups arising from fields of characteristic = 2, especially from formally real fields. However, the abovementioned structures arise naturally in a variety of other contexts, such as semilocal rings, skewfields and *-domains. In the case of fields of characteristic = 2, our K-theory reduces to Milnor's mod 2 K-theory, [20] .
The K-theory of special groups was initially developed for, and instrumental in, solving Lam's conjecture ( [12] , Open Problem B) in the very general form presented in [6] . Further, in [4] we established for Pythagorean, formally real fields, and in [6] for preorders in an arbitrary formally real field, the validity of a powerful K-theoretic property -the [SMC] property-which, in the first case implies Marshall's signature conjecture, and in the second case the general version of Lam's conjecture alluded to above. Indeed, these results follow from the general fact that the [SMC] property implies Marshall's signature conjecture for arbitrary reduced special groups ( [6] , Prop.
4.4).
The category of special groups has a considerably better functorial behavior than that of fields, and it is possible to perform on special groups certain general constructions with good functorial properties, such as inductive limits, products, profinite limits, extensions, quotients modulo saturated subgroups, certain kinds of sums, and (finitely) filtered Boolean powers.
The main aim of this paper is to explicitly compute the K-theory of most of these constructions. We shall prove that our K-theory functor commutes with inductive limits, finite products and the operation "C" (continuous functions on a Boolean space with values in a discrete special group), the simplest case of filtered Boolean powers.
For extensions, SG-sums, and filtered Boolean powers in general, the result of applying the K-theory functor does not have such a straightforward description. Even so, for each of these constructions we obtain an explicit description of their K-theory in terms of that of its components. The case of an extension G[∆] of a special group G by a group ∆ of exponent 2 is of particular interest, since it comprises, as is well-known, the example of a special group of a field with a compatible valuation (see [5] , Thm. 1.33, p. 26). In this case we give explicit formulas expressing the K-theory of the extension G[∆] in terms of that of G and the F 2 -dimension of ∆, for finite or countable ∆ (Theorem 6.11).
We register that in section 6 of [6] we have proved results similar to those described above for quotients of special groups modulo saturated subgroups.
The only known constructions of special groups for which we have not been able to determine the K-theory are arbitrary infinite products and projective limits of finite special groups. However, we do show that the K-theory functor commutes with arbitrary powers of a finite special groups (Corollary 7.10).
In parallel to the work just summarized, we are also interested in the preservation of the K-theoretic property [SMC] , which is the analog, in the present context, of the injectivity of the map "multiplication by l(−1)" in Milnor's mod 2 K-theory of fields. We show that all the abovementioned constructions of special groups -again, with the possible exception of arbitrary products and profinite limits-do preserve the property [SMC] . Certain results involving this property, e.g. Proposition 2.6, have interesting consequences in the case of fields; see Corollary 2.7.
A word is in order concerning certain techniques employed in this paper. We shall use repeatedly the Boolean hull of a reduced special group, a construction introduced in Chapter 4 of [5] . Its good functorial properties, together with the simplification which stems from performing calculations in a Boolean algebra, make it a powerful tool in K-theoretic computations, as illustrated by the proofs of 2.6 and 2.10.
For the reader's convenience, we include in section 2 the definition and the statement of some basic properties of the K-theory of special groups proven in [6] , as well as the following observations on standard notions and notation for special groups.
List of references for special groups.
The basic reference is the monograph [5] where the notion of special group (SG) is introduced, which also gives a comprehensive account of the ensuing theory. Extensive summaries may also be found in section 2 of [4] and in section 1 of [6] . For ready reference we note:
a) The basic notions of quadratic form theory over SGs, the notion of SG-morphism, and some of the basic examples and constructions can be found in Ch. 1, section 1 of [5] ; for the notion of SG-character, see [5] , 2.29, p. 46. See also [4] , section 2, pp. 245-248, or [6] , pp. 152-153. b) For the definition of the (various) SGs associated to a field, see [5] , Ch. 1, section 3.
c) The notion of a saturated subgroup of a SG and quotients thereof is presented and studied in [5] , Ch. 2, sections 2 and 3. For its relation with preorders in the case of SGs of formally real fields, cf. [6] , Lemma 1.4, p. 154. For the notion of formally real SGs see [5] , Ch. 3, p. 50. A formally real SG, G, has a largest reduced quotient, written G red (see Def. 2.25, p. 44, [5] ). d) Boolean algebras (BA) as reduced special groups (RSG) are dealt with in Ch. 4 , section 1, of [5] . In section 2 of that same chapter the reader will find the construction of the Boolean hull, B G , of a RSG, G, and the definition of the canonical embedding ε G : G −→ B G . The universal property of the Boolean hull functor, repeatedly used below, is Thm. 4.17 (2) , p. 71, of [5] . See also [4] , 2.3(c), pp. 248-249. Write ⊥ (bottom) and (top) for the smallest and largest element of BA, respectively. e) Various types of embeddings of SGs − complete, isotropy-reflecting, pure, etc. − are defined and studied in Ch. 5 of [5] . f) Below we use the fact that any BA, B, has a natural graded ring structure, namely (F 2 , B, B, . . . , B, . . . ), with B considered as a group under symmetric difference, , and graded multiplication given, for n, m ≥ 1, by the meet operation : for x ∈ B n , y ∈ B m , set x · y = x ∧ y ∈ B n+m ; moreover, for x ∈ B n = B, 0 · x = ⊥ and 1 · x = x, while multiplication of elements of degree 0 is that in F 2 . Since −1 B = (cf. [5] , Def. 4.1, p. 60), multiplication by λ(−1 B ) is just the identity map on B:
2 The K-theory of a special group
Let G be a special group, written multiplicatively. Let k 1 G be G written additively, that is, we fix an isomorphism
Note that λ(1) is the zero of k 1 G and that k 1 G has exponent 2, i.e., λ(a) = − λ(a), for a ∈ G. Define the K-theory of G as the F 2 -algebra
obtained as the quotient of the graded tensor algebra over F 2
by the ideal generated by {λ(a)λ(ab) : a ∈ D G (1, b)}. Thus, for each n ≥ 2, k n G is the quotient of the n-fold tensor product k 1 G ⊗ . . . ⊗ k 1 G over F 2 , by the subgroup consisting of finite sums of elements of the type λ(a 1 )λ(a 2 ) . . . λ(a n ), where for some 1 ≤ i ≤ n − 1 and some b ∈ G we have
It is readily verified that for all n ≥ 1 and all η ∈ k n G, η
The next result shows that some of the basic relations of classical mod 2 K-theory hold in k * G. Proposition 2.1 (Prop. 2.1 and Cor. 2.2, [6] ) Let G be a SG and let a, b, a 1 , . . . , a n be elements in G. Let σ be a permutation of {1, . . . , n}.
e) (Thm. 2.10, [6] ) If G is a RSG and x, y, a 1 , . . . , a n are elements of G, then x ∈ D G (1, y) and λ(y)λ(a 1 ) . . . λ(a n ) = 0 imply λ(x)λ(a 1 ) . . . λ(a n ) = 0.
3
An element a of a special group G induces a graded ring homomorphism of degree 1, ω a = {ω a n : n ≥ 0} : k * G −→ k * G, where ω a n : k n G −→ k n+1 G is multiplication by λ(a); write ω = {ω n : n ≥ 0} for the graded homomorphism ω −1 = {ω −1 n : n ≥ 0} associated with multiplication by λ(− 1 ). The following result, relates the K-theory of a reduced special group with its Boolean hull. Theorem 2.2 (Thm. 2.7, [6] ) Let G be a reduced special group and let ε G : G −→ B G be its Boolean hull. Then, there is a graded ring homomorphism (ε G ) * = ε * : k * G −→ B G , defined on generators by the rule
If G is a formally real special group, let G red ε −→ B G red be the Boolean hull of G red and let
Corollary 2.3 (Cor. 2.8, [6] ) Let G be a formally real special group. a) There is a graded ring homomorphism π * : k * G −→ k * G red , sending λ(a 1 ) . . . λ(a n ) to λ(π(a 1 )) . . . λ(π(a n )).
b) There is a graded ring homomorphism (ε G ) * = ε * = {ε n : n ≥ 1} : k * G −→ B G red , defined on generators by the rule ε n (λ(a 1 ) . . . λ(a n )) = ε (a 1 ) ∧ . . . ∧ ε (a n ).
In particular, for all n ≥ 0,
Definition 2.4 If G is a SG, recall that X G is the space of characters of G and I(G) is the ideal of classes of even dimensional forms under Witt-equivalence, the fundamental ideal of G.
[MC] For all n ≥ 1 and all forms ϕ over G,
In Proposition 4.4 of [6] it is shown that every [SMC] group is [MC] . Property [SMC] generalizes Marshall's problem in [16] , Open question 2, p. 575 − originally stated for abstract order spaces − whether every reduced special group satisfies [MC] . In [4] and [6] , respectively, the authors have shown that the special groups associated to a Pythagorean field and to a preorder on any formally real field are [SMC] . Hence, we shall be interested in the preservation of this property by the constructions to be discussed in later sections.
A useful criterion for a reduced special group to be [SMC] is given in Proposition 2.5 (Prop. 6.6, [6] ) Let G be a reduced special group. With notation as in 2.2, the following conditions are equivalent :
As an application of the preceding results we give a criterion for the graded ring homomorphism induced by a SG-morphism to be a monomorphism, i.e., injective in all degrees. Proposition 2.6 Let G be a formally real SG and f : H −→ G be a complete embedding. If H is [SMC], then f * is a graded ring monomorphism, that is, for all n ≥ 0, f n is injective.
Proof : Recall that a [SMC] group is necessarily reduced; see Lemma 6.2 in [6] .
is the canonical quotient map (cf. [5] , Definition 2.25, p. 44).
Claim. f red is a complete embedding.
Proof of Claim. We must show that is ϕ , ψ are forms over H,
The antecedent of this implication amounts to
, by Proposition 2.21 and 2.28 of [5] , there is an integer k ≥ 0 so that
Since f is a complete embedding, it follows that ϕ ⊗ 2 k 1 ≡ H ψ ⊗ 2 k 1 and, H being reduced, this in turn implies ϕ ≡ H ψ ( [5] , Proposition 1.6(e)), establishing the Claim.
Next we show that for all n ≥ 1 the square
is commutative, where the maps ε n and ε n are defined in Theorem 2.2 and Corollary 2.3, and B(·) is the morphism associated to the Boolean hull functor ( [5] , Chapter 4). Indeed, let η = λ(a 1 ) . . . λ(a n ) (a 1 , . . . , a n ∈ H) be a generator of k n H. Then,
proving the commutativity of the diagram above.
Since f red is a complete embedding of RSGs, B(f red ) is injective (Theorem 5.2, [5] ). For n ≥ 0 and η ∈ k n H, suppose that f n (η) = 0 in k n G. Then,
The injectivity of B(f red ) implies that ε n (η) = ⊥ in B H . Now, the fact that H is [SMC] and 2.5 guarantee that η = 0 in k n H, as needed.
In the proof of Theorem 6.9 of [6] we show that any reduced quotient of the special group of a formally real field is [SMC] . In particular, the special group of a Pythagorean field is [SMC] (cf. also Cor. 6.5, [4] ). Moreover, by Theorem 2.5 in [6] , the Milnor mod 2 K-theory of a field F of characteristic = 2 is isomorphic to the K-theory of the special group of F . Taking into account that the characters of the special group associated to a formally real field L are exactly the orders of L, Lemmas 1.3 and 1.4 in [6] , Proposition 5.3 of [5] and Proposition 2.6 yield :
Corollary 2.7 Let F ⊆ K be formally real fields. a) If F is Pythagorean and all orders of F extend to K, then k * F is a graded subring of k * K, that is, the graded ring homomorphism induced by the canonical inclusion ι : F −→ K is injective in all degrees. b) Let T be a preorder on F and assume that all orders of F extending T extend to K. Then,
is the RSG associated to the preorder T of F , and T = Σ (T ·K 2 ) is the preorder of K generated by T .
Example 2.8 If K is the Pythagorean closure of F , or the order closure of
We end this section with a description of the K-theory of Boolean algebras and fans. In the case of Boolean algebras, we state the pertinent result, but its proof − although it may be obtained directly −, will follow from the more general Theorem 7.9 (Corollary 7.11). Keeping in mind that the Boolean hull of a BA, B, is the identity map, B Id −→ B, we have: Theorem 2.9 If B is a Boolean algebra, the homomorphism Id * : k * B −→ B of 2.2 is an isomorphism, that is, for each n ≥ 1, the map Id n defined on generators by
A description of the K-theory of a fan was given, under a different terminology, by Elman and Lam ([8] , Thm. 5.13. (2)). Recall from Example 1.7 and Lemma 1.8 in [5] that a special group G is a fan if 1 = − 1 and the representation relation in G verifies
Fans are reduced special groups; cf. [13] or [5] .
Proposition 2.10 Let G be a fan and let T ∪ {− 1 } be a basis for G over F 2 . If n ≥ 1 is an integer, write 2 T n for the family of subsets of T of cardinal at most n. For α ∈ T , let c(α) be the cardinal of α. Then, for each n ≥ 1, k n G is the group of exponent two freely generated by the set
Proof : We first show that every element of k n G is a sum of elements of β n . It is enough to verify this for a generator
In each term in this last sum, let {a 1 , . . . , a r } be the set of distinct elements of T among the x i ; then 2.1(d) yields
and η is a sum of elements in β n . It remains to see that β n is linearly independent over F 2 . Let F = ∅ be a finite subset of 2 T n and assume that α∈F ξ α = 0 in k n G, where for α ∈ F , ξ α = λ(−1) n−c(α) Π a∈α λ(a). Let F be the set of non-empty elements in F . Recalling that ε n (λ(−1)) = , by Theorem 2.2 we obtain
holds in the Boolean hull B G of G. It follows from (I) that in B G we have
By Proposition 5.19.(c) in [5] , B G is the free Boolean algebra having {ε G (a) : a ∈ T } as a set of free generators. Hence, relation (II) cannot hold true in B G . Since G is [SMC], ε n is injective and so no sum of elements of β n can be zero, as desired. 3
qSG-morphisms
We introduce a new concept of morphism of special groups that will be useful in the sequel.
Remark 3.2 Let G, H be special groups.
a) The constant 1-valued map from G to H is a qSG-morphism; it is a SG-morphism iff 1 = − 1 in H.
b) In general, there is no canonical SG-embedding of G into G × H (the category of special groups does not have direct sums). There are many non-canonical complete embeddings, as is shown by Example 5.23 in [5] . However, the map a ∈ G → (a, 1) ∈ G × H is a qSG-morphism. The same phenomenon takes place for an arbitrary set of indices in an infinite product. 
where f 0 = Id F 2 and, for n ≥ 1, f n is defined on generators by
b) For all a ∈ G, the following diagram is commutative :
ω f a n c E c) f is a SG-morphism iff for all n ≥ 0, the diagram in (b) is commutative, when the horizontal arrows are both multiplication by λ(− 1 ).
Proof : Because f is a qSG-morphism, it is easily seen that for each n ≥ 1 : by (a 1 , . . . , a n ) → λ(f (a 1 )) . . . λ(f (a n )), is multilinear;
(ii) This map induces a homomorphism from
Then, f * is the graded ring homomorphism determined by this construction. The functoriality of the association f → f * is clear, as are the other assertions in the statement. 3
In the case of fields, every graded ring homomorphism in K-theory arises from a qSG-morphism of the corresponding special groups, as remarked by the referee of a previous version of this paper. In fact, this is true under far more general circumstances, as shown by Proposition 3.6 below. Following [19] (p. 421), we have Definition 3.4 A SG, G, is AP(3) if the Arason-Pfister Theorem holds for forms in I 3 (G): for every form ϕ over G,
Thus, SGs of fields and RSGs are AP(3) and, indeed, AP(n) for all n (in an obvious sense); see [11] , Ch. X, pp. 289-292, and [5] , Theorem 7.31, p. 171, respectively. We observe Lemma 3.5 Let G be a SG. For a, b ∈ G, consider the statements :
Proof : (1) ⇒ (3) is by the definition of k 2 G. For the equivalence between (2) and (3), just observe
Now assume that G is AP(3) and that (2) holds. By Theorem 4.1 in [6] , there is a canonical group homomorphism, s 2 :
The assumption λ(a) λ(ab) = 0 then yields 1, −a ⊗ 1, b ∈ I 3 (G), and so AP(3) implies that this form is hyperbolic in G; by Prop. 2.2(k) in [5] (p. 34), we obtain a ∈ D G (1, b).
3 Proposition 3.6 Let G, H be SGs and β = {β n : n ≥ 0} :
Proof : Note that there are no conditions on G. Recall that for n, m ≥ 0, η ∈ k n G and ζ ∈ k m G,
To verify that f is a qSG-morphism, we must show :
For x, y ∈ G, (I) and the commutative diagram (II) yield (with λ = λ G ) :
, as required. If f * = {f n : n ≥ 0} is the graded ring morphism induced by f as in Lemma 3.3, it is clear from the hypothesis, the definition of f 1 and the commutative diagram (II) that f 0 = β 0 and f 1 = β 1 . It now follows readily from (I) that β = f * , concluding the proof. 3
The K-theory of inductive limits
In Chapter 5 of [5] there is a detailed discussion of embeddings of special groups. We recall two types which will be important in what follows.
It is easily verified that an embedding must be injective. If the inclusion map of a subgroup G into H is complete, we say that G is a complete subgroup of H.
Recall that a partially ordered set (I, ≤) is right-directed if for all i, j ∈ I, there is k ∈ I such that i, j ≤ k.
be an inductive system of special groups and SG-morphisms over the right-directed poset I. Let lim 
Lemma 4.1 (Prop. 3.1, [7] ) With notation as above a) G is a special group, which is reduced if {i ∈ I : G i is reduced} is cofinal in I.
Remark 4.2 Any inductive system of SGs − even if the transition maps f ij are not injective − induces an inductive system of groups I n (G i ) : i ∈ I with homomorphisms induced by the f ij in an obvious way. An argument similar to that proving 4.1(b) shows that I n (G) is the inductive limit of the
For lack of a convenient reference (and with due apologies to the reader), we present a 4.3 Summary of inductive limits of graded rings. Let T = (T i ; {τ ij : i ≤ j in I}) be an inductive system of graded rings and graded ring homomorphisms (of degree 0) over the rightdirected poset I. Write T in for the group of degree n of T i and τ n ij for the n th -component of τ ij . The inductive system T gives rise to a family T n , n ≥ 1, of inductive systems of Abelian groups, defined by taking as nodes the group of degree n of each T i and, as arrows, the n th -component of the homomorphism τ ij .
Lemma 4.4 Let T be an inductive system of graded rings and let {T n : n ≥ 1} be the associated family of inductive systems of Abelian groups. a) For n ≥ 1, let S n = lim −→ T n ; then the sequence S = (S n ) n≥1 has a natural structure of graded ring, and for each i ∈ I there is a graded ring homomorphism τ i : T i −→ S making the following diagram commutative for i ≤ j :
Proof : a) For n ≥ 1, write (S n ; {σ in : i ∈ I}) for lim −→ T n . Thus, for i ≤ j in I, the diagram below left is commutative :
e e e e e e ¡ ¡ ¡ ¡ ¡ ¡ Clearly, S n is an Abelian group. To define multiplication in S = (S n ) n≥1 , for a ∈ S n and b ∈ S m , select representatives x ∈ T in of a, and y ∈ T jm of b, for suitable i, j ∈ I; now pick k in I such that i, j ≤ k and define
It is straightforward that (I) is independent of representatives and that S = (S n ) n≥1 is a graded ring with this operation. Set τ i = (σ in ) n≥1 ; for x ∈ T in and y ∈ T im , x is a representative of σ in (x) and y is a representative of σ im (y). Thus, it follows immediately from (I) that
and so τ i is a graded ring homomorphism from T i to S. The commutativity of the diagram in the statement is clear. b) Let (H; {h i : i ∈ I}) be a graded ring and graded ring homomorphisms T i
T n , there is a unique group homomorphism, g n : S n −→ H n , such that the diagram above right is commutative for all i ∈ I. To end the proof, it is enough to verify that g = (g n ) n≥1 is a graded ring homomorphism from S to H. For a ∈ S n , b ∈ S m , pick representatives x ∈ T in of a and y ∈ T im of b. Then, (II) yields
An inductive system of SGs, G = (G i ; {f ij : i ≤ j ∈ I}), gives rise to an inductive system of graded rings with nodes k * G i and arrows (f ij ) * :
be an inductive system of special groups over the right-directed poset I and let (G;
; by functoriality (Lemma 3.3), we have graded ring homomorphisms f i * : k * G i −→ k * G such that for all i ≤ j in I, the diagram on the left is commutative :
e e e e e e ¡ ¡ ¡ ¡ ¡ ¡ Therefore, there is a unique graded ring homomorphism M µ −→ k * G making the diagram on the right commutative for all i ∈ I. We show that µ is an isomorphism by constructing a graded ring homomorphism θ :
For later use, we give an explicit description of µ, whose verification is left to the reader :
Fix n ≥ 1 and consider the map g n : (k 1 G) n −→ M n given as follows :
It is straightforward that g is independent of representatives and multilinear. Thus, g n induces a homomorphism h n :
is a graded ring homomorphism follows directly from the fact that each µ i = (µ in ) n≥1 is a graded ring homomorphism.
and h factors through k * G to yield a graded ring homomorphism θ :
and so, from (III) comes
and µ • θ is the identity on k * G, as needed.
3 .
It is easily checked that the map λ(− 1 ) · − : k n G −→ k n+1 G is the inductive limit of the maps λ(− 1 i ) · −. But it is well-known that the inductive limit of injective maps is injective. 3
Remark 4.7 A slight modification of the argument proving 4.5 and 4.6 will establish that if
is an inductive system of SGs such that {i ∈ I :
5 The K-theory of finite products
with multiplication defined by the relation (x, y) · (u, v) = (xu, yv). The operation of F 2 in each S n ⊕ T n , n ≥ 1, is the usual operation as a F 2 -module.
The main result of this section is
The basic observation needed for the proof of Theorem 5.1 is stated in Lemma 5.2 Let {G i : i ∈ I} be special groups and let P = i∈I G i . For a = a i ∈ P , write
It is readily verified that for all
Proof of Theorem 5.1. It is enough to verify the result for m = 2. Let G, H be special groups and set P = G × H. Recall that − 1 in P is (− 1 , − 1 ) and that isometry is defined componentwise. Let π G , π H be the canonical projections. Let α G : G −→ P be defined by a → (a, 1); α H is defined similarly. The projections are SG-morphisms, while α G and α H are qSG-morphisms. Since
Since f n is multilinear, it induces a homomorphism g n : (λ(a 1 ) . . . λ(a)λ(ac) . . . λ(a n ), λ(b 1 ), . . . λ(b)λ(bd) . . . λ(b n )) = 0.
Therefore, g n induces a homomorphism γ n : 1 , b 1 ) . . . λ(a n , b n ) to the pair (λ(a 1 ) . . . λ(a n ), λ(b 1 ) . . . λ(b n ) ). 1)λ(a 2 , 1) . . . λ(a n , 1) + λ (1, b 1 )λ(1, b 2 
It is clear that
with (a 1 , . . . , a n ) ∈ G n and (b 1 , . . . , b n ) ∈ H n .
Proof : It is enough to verify the statement for a generator ζ = λ (a 1 , b 1 
Note that λ(a i , 1)λ(1, b j ) = 0, for all 1 ≤ i, j ≤ n. This follows from Lemma 5.2 if both a i and b j = 1; if one of them is 1, we have a factor λ(1, 1) and the product is 0. This observation and (II) immediately imply that ζ has the desired form.
For (a 1 , . . . , a n ) ∈ G n and (
. . . λ(a n )) = λ(a 1 , 1) . . . λ(a n , 1) and
If η ∈ k n P , write γ n (η) = (η G , η H ); then, since α G n and α H n are homomorphisms, Fact 1 and (III) yield
Thus, if γ n (η) = 0, that is, η G = 0 and η H = 0, then (IV) guarantees that η = 0, and γ n is indeed an isomorphism.
If η ∈ k n P , we have η = 1)λ(a j1 , 1) . . . λ(a n , 1) + λ (1, − 1 )λ(1, b j1 ) . . . λ(1, b jn ), and so multiplication by λ(− 1 , − 1 ) in k * P is taken by γ to multiplication by (λ(− 1 ), λ(− 1 )) in k * G ⊕ k * H, ending the proof.
With respect to infinite products we pose 5.4 Problem. How is the K-theory of an infinite product of special groups related to the Ktheory of its components ? 3
An immediate consequence of Theorem 5.1 is
We In Remark 3.2 we registered that, in general, there is no canonical SG-embedding of G into G × H. It is a different story if we introduce a factor Z 2 in our considerations. Let I ⊆ J be finite sets and G j , j ∈ J, be formally real special groups. Set G J = j∈J G j and G I = i∈I G i . Let π JI : G J −→ G I be the canonical projection (forget coordinates outside I). Let * denote the last (Z 2 )-coordinate in the product G I × Z 2 .
Lemma 5.6 Notation as above, the map α IJ :
Proof : By Lemma 5.17 in [5] , a SG-morphism having a retract is a complete embedding; hence, the second assertion implies the first. Checking that α IJ and (π JI × Id Z 2 ) are SG-morphisms with the stated property is straightforward. 3
The SG-sum of special groups is defined as follows :
, is a family of special groups, its SG-sum, * i∈I G i , is the following subgroup of i∈I G i : * i∈I G i = {x ∈ i∈I G i : For some cofinite J ⊆ I, x |J is either constantly 1 or − 1 }, where x |J denotes the restriction of x to J. Isometry in * i∈I G i is that induced by i∈I G i and
Note that if I is finite, then SG-sum and product coincide. Henceforth, we assume that I is infinite. We emphasize that the SG-sum is not the coproduct in the category of special groups; the latter, in general, does not have coproducts (Prop. 10.11, [5] ).
A slight modification of the proof given in Example 5.28 in [5] , using Lemma 2.5 in [4] , will show that if G i , i ∈ I, is a family of formally real groups, * i∈I G i is a pure subgroup of i∈I G i (see Definition 5.25, [5] ).
Let G i , i ∈ I, be a family of formally real special groups. For each finite subset A of I, let G A = i∈A G i × Z 2 . If A ⊆ B are finite subsets of I, Lemma 5.6 yields a complete embedding α AB : G A −→ G B . Since the set of finite subsets of I, P f in (I), is right-directed under inclusion,
is a complete inductive system of formally real special groups. We now prove 
The proof of 5.6 can easily be adapted to show that α A is a complete embedding. It is clear that A ⊆ B implies α A = α B • α AB , as well as that S = A∈P f in (I) Im α A . Since all morphisms involved are injective, we must have S = lim −→ G. Now item (a) follows directly from Theorem 4.5, while item (b) is a consequence of Theorem 2.9, Corollary 5.5 and Theorem 4.5. 3
The K-theory of extensions
The definition of extension appears in Example 1.10 in [5] . Since we shall use a slightly different notational convention, we recall the relevant definitions.
Let G be a special group and T a group of exponent two, written additively (0 is the neutral of T ). The extension of G by T , G[T ], is defined as follows :
1. The domain of G[T ] is G × T . Thus, 1 = (1, 0) and (g, δ) · (g , δ ) = (gg , δ + δ ). (− 1 , 0) . In [13] there is a proof that G[T ] is a SG, which is reduced iff G is reduced. For reduced SGs, a proof of this, in the dual language of abstract order spaces, appears in [1] , Prop. IV.2.13, p. 93.
The distinguished element − 1 in G[T ] is

For a, b ∈ G and s, t ∈ T , the representation relation in G[T ] is defined by
We have two SG-morphisms, G ι
−→ G[T ] and G[T ]
π −→ G, given by ι(a) = (a, 0) and π(a, t) = a. It is clear that π • ι = Id G ; hence ι is a complete embedding.
We shall write 2 = {0, 1} for the additive group of the field of two elements F 2 .
Proposition 6.1 Let G be a special group and S, T be groups of exponent two.
a) The map (a, (s, t)) → ((a, s), t) is a SG-isomorphism between G[S ⊕ T ] and G[S][T ].
n times . c) If S ⊆ T , let A be a subgroup of T such that T = S ⊕ A. Then, the maps
. Hence, ι ST is a complete embedding. d) Let F in(T ) be the right-directed poset (under inclusion) of finite subgroups of T and let T = (G[S]; {ι SS : S ⊆ S in F in(T )}) be the complete inductive system of SGs in item (c).
Proof : a) It is clear that the given map, say f , is bijective. The verification that Corollary 6.2 Let G be a special group and T a group of exponent 2. Then, k * G[T ] is the union of the K-theory rings of the extensions of G by the finite subgroups of T .
Proof : If S ⊆ S are finite subgroups of T , 6.1.(c) implies that in K-theory we have
and so the connecting maps (ι SS ) * are injective graded ring homomorphisms, as needed. 3
Remark 6.3 Clearly, any exact sequence
of groups of exponent 2 is split, since they are vector spaces over F 2 . This also the case if our groups have a distinguished element − 1 = 1 and the morphisms f , g send − 1 to − 1 . In the specific case where A, B and C are K-theoretic groups, we shall use the adjective "split" in the following sense :
Definition 6.4 Let G, H be SGs, let C be a group of exponent 2 and let n ≥ 1 be an integer. We say that an exact sequence
where f , g are group homomorphisms, is split if there is a SG-morphism, h : H −→ G, so that h n • f = Id knG , where h n is induced by h as in Lemma 3.3. 3
Since the K-theory of a finite extension is the iteration of extensions by 2 (Proposition 6.1.(b)), Corollary 6.2 implies that in order to determine the K-theory on an extension it is sufficient to characterize the K-theory of G [2] . The main result of this section is Theorem 6.5 Let G be a special group. For each n ≥ 1, there is a split exact sequence
such that the following diagram is commutative
where the vertical arrows are multiplication by λ(−1).
We fix a special group G and let ι :
−→ G be the canonical embedding and projection, respectively. Since
In particular, ι n is injective for all n ≥ 0. This is precisely the horizontal arrow ι n in the diagrams of Theorem 6.5. Because ι is a SG-morphism, Lemma 3.3(c) guarantees that the left square in the two-row diagram of Theorem 6.5 is commutative.
We now turn to the construction of δ n . We shall use the additive structure of 2, as well as the multiplicative structure of F 2 .
For an integer n ≥ 1, let L n be the family of subsets of [1, n] If p = (p 1 , . . . , p c(p) ) ∈ L n , a = (a 1 , . . . , a n ) ∈ G n and x = (x 1 , . . . , x n ) ∈ 2 n , set
with the empty product equal to 1 ∈ F 2 for the term in the right-hand side. Proposition 6.6 With hypothesis as in Theorem 6.5, for each n ≥ 1, there is a surjective homomorphism δ n : x 1 )λ(a 2 , x 2 ) . . . λ(a n , x n ), then δ n (ζ) = p∈L n x p λ(−1) n−c(p) −1 λ(a, p) .
Proof : If n = 1, δ 1 (λ(a, x)) = x, which is clearly surjective. From here on, assume n ≥ 2. λ(a 1 , x 1 ), λ(a 2 , x 2 ) , . . . , λ(a n , x n )) = x p λ(a, p).
To see that f p is multilinear, write u = (λ(a 1 , x 1 ), λ(a 2 , x 2 ) , . . . , λ(a n , x n )), v for the result of substituting λ(c, z) for the i th coordinate of u, and w for the n-tuple consisting of adding λ(c, z) to the i th -coordinate of u. Thus, the i th -coordinate of w is λ(ca i , z + x i ). We have two possibilities : i) i ∈ p : In this case the value of x p is the same for u, v and w. Thus,
ii) i ∈ p : In this case the value λ(a, p) is the same for u, v and w. On the other hand, if t is the product of the x j , for j ∈ p and distinct from i, we have
Therefore, f p induces a homomorphism g p : a 1 , x 1 )λ(a 2 , x 2 ) . . . λ(a n , x n )) = x p λ(a, p).
It follows that we have a homomorphism f :
To prove f surjective, it is enough to show that any generator η = λ(c 1 ). . . λ(c n−1 ) ∈ k n−1 G is in the image of f . It is straightforward that λ(c 1 , 0)λ(c 2 , 0) . . . λ(c n−1 , 0)λ(1,1) is taken to η by f . Thus, for all β ∈ k n−1 G, we have
To show that f factors through k n G [2] , let (1, (b, z) ). It must be verified that f (α) = 0. We discuss three cases, corresponding to the definition of representation (see [ext] , page 15).
Note that L n is the disjoint union of these sets. If p ∈ P , then λ(a, p) contains λ(a i )λ(−a i ) as a factor and so the terms in f (α) corresponding to these p's are 0. Setting, for q ∈ Q, t q = {x j : j ∈ q and j = i, i + 1}, we may write :
Consequently, 2 λ(a, q) .
Thus, f (α) = 0, as required.
2. x i = z = 0 and a i ∈ D G (1, b) : Here α = λ (a 1 , x 1 ) . . . λ(a i , 0)λ(ba i , 0) . . . λ(a n , x n ). Let Q, P , P i , P i+1 stand for the same sets as in case 1. If p ∈ P , then the term corresponding to p in f (α) is zero, because x i = x i+1 = 0. For p ∈ P , λ(a, p) contains λ(a i )λ(ba i ) as factor, and so it must be zero. Thus, f (α) = 0, as desired.
3. z = 1 : Suppose that a i = 1 and x i = 0 and α = λ (a 1 , x 1 ) . . . λ(1, 0)λ(b , 1) . . . λ(a n , x n ). With notation as above, if p ∈ P i , then the term corresponding to p in f (α) is zero because it has a factor λ(1); if p ∈ P i , the term corresponding to it is also zero, because x i = 0. Thus, f (α) = 0. If a i = b and x i = 1, a similar reasoning, with P i+1 in place of P i shows that f (α) = 0.
It follows directly from the above considerations that f factors through k n G [2] to yield a homomorphism δ n with the desired properties.
Proof of Theorem 6.5 : We first verify that for n ≥ 1, the kernel of δ n is equal to the image of ι n . If ζ = λ(a 1 ) . . . λ(a n ) is a generator of k n G, then (see Lemma 3.3)
and it is clear that ι n (ζ) is in the kernel of δ n . 
Proof : a) It suffices to verify the equation for a generator of
It follows directly from Fact 2 that the kernel of δ n is equal to the image of ι n . Thus, the sequence in the first diagram of Theorem 6.5 is indeed exact. That it is split comes from the observation that for all n ≥ 1, π n • ι n = Id knG .
To end the proof, it remains to check that the right square of the two-row diagram in the statement is commutative. Since ι is a SG-morphism, we can use Fact 2 together with Lemma 3.3.(c) and Proposition 6.6.(b) to get, for η ∈ k n G[2] :
The preceding results yield the following concrete description of the K-theory ring of G [2] .
Proposition 6.7 With notation as in Theorem 6.5, let n, m ≥ 1 be integers. Then,
. . , E n , . . .) be the sequence whose n th -component, n ≥ 1, is the Abelian group
Define an operation · : E n × E m −→ E n+m by the following rule :
Then, E is a graded ring and there is a graded ring isomorphism,
is the canonical SG-embedding, then the composition f * • i * : k * G −→ E is precisely the natural embedding of k * G into the first summand of E.
Proof: a) It is enough to verify the stated equation for generators η = λ(a 1 ) · · · λ(a n ) and ξ = λ(b 1 ) · · · λ(b m ) of degree n and m, respectively. Write p for a subset of cardinal at most n − 1 of {1, . . . , n} and q for a subset of cardinal at most m − 1 of {n + 1, . . . , n + m}. The subsets of cardinality at most m + n − 1 of {1, . . . , n + m} can be partitioned into three classes:
(I) Those of the form {1, . . . , n} ∪ q;
(II) Those of the form p ∪ {n + 1, . . . , n + m};
(III) Those of the form p ∪ q.
The sets of type (I) give rise to the term π n (η)δ m (ξ) in the expression of δ n+m (ηξ) (cf. Proposition 6.6); those of type (II) combine to yield the term π m (ξ)δ n (η), while those of type (III) account for λ(−1)δ n (η)δ m (ξ).
b) The verification that E is a graded ring with the operation defined in the statement is routine; that f is a graded ring isomorphism follows from Theorem 6.5 and item (a). Item (c) follows readily by a straightforward computation. Every reduced special group of finite chain length (in particular, all fans and all finite reduced special groups) can be obtained from the reduced special group Z 2 by iterating the operations of finite product and extension ( [18] , Thm. 4.2.2. (1)). Hence, Corollaries 6.8 and 5.5 yield a direct proof of the following result, without resorting to the well-known fact that RSGs of finite chain length are representable by Pythagorean fields.
We shall now give an explicit description of the K-theoretic groups of extensions of a SG by finite or countable groups of exponent two. Preliminary to this, we register Definition and Remarks 6.10 (a) To simplify statements, if G is a SG, set k n G = 0 for all n < 0.
(b) If I is a set and T is a group write I T for the direct sum of I copies of T . It is clear that I T = T I , whenever I is finite; moreover, if λ is the cardinal of I, then any bijection between I and λ will yield an isomorphism 
Theorem 6.11 Let G be a SG and ∆ be a group of exponent two of finite or countable dimension d ≥ 1 as a vector space over F 2 . Then, for each n ≥ 1
Proof : We first treat the finite dimensional case by induction on d ≥ 1. For d = 1, the result follows, for all n ≥ 1, from Proposition 6.7. Assume the result true for d ≥ 1 and all n ≥ 1, and suppose dim ∆ = d + 1. Then, ∆ = S ⊕ 2, where dim S = d. Then, recalling that
p+1 , Theorem 6.5 and the induction hypothesis yield,
as desired. Observe that if d ≥ n, the convention in 6.10(a) yields
Now suppose the dimension of ∆ over F 2 is countably infinite. Using the result just proved we build an inductive system of finite extensions of G having k n G[∆] as canonical inductive limit for each n ≥ 1 (Theorem 4.5), in such a way that this limit is isomorphic to the group in the statement. The constructions that follow are tailored for that purpose.
Let {e j : j ≥ 1} be a basis for ∆. For m ≥ 1, set ∆ m = subgroup generated by {e j : 1 ≤ j ≤ m}.
As a group of exponent two,
and so the desired formula holds for n = 1. From here on, assume that n ≥ 2 and fix m ≥ 1. The maps and the groups defined in (1)-(5) below depend on this m; the superscript m indicating this dependence is frequently omitted to ease notation. For each p ≥ 0,
be the canonical injection as in 6.1(a). It follows from Theorem 4.5 that
for the homomorphism of degree n induced by ι m p in K-theory. (2) By induction on p ≥ 0, define a sequence of groups of exponent two and connecting homomorphisms, T p αp −→ T p+1 , as follows
, and α p = α m p embeds T m p into the first summand of T m p+1 , as in 6.10(c). 
Clearly, β 0 and β 1 are isomorphisms with values in T m 0 and T m 1 , respectively. By induction, if β p is an isomorphism, so is β p , γ p , and hence β p+1 is an isomorphism as well. The crucial step is Fact 6.12 For each p ≥ 0, the following diagram is commutative
, as well as 6.10(d), we get
, from Theorem 4.5 we have, for all n ≥ 1,
By the Fact, the inductive system k n G[∆ m+p ] ; {ι pn : p ≥ 0} is isomorphic, via {β p : p ≥ 0}, to the inductive system T p ; {α p : p ≥ 0} . Hence, k n G[∆] ∼ = lim −→ T p ; {α p : p ≥ 0} . Straightforwardly, for any m ≥1 we have:
With m = 1, using Proposition 6.7.(b) we get:
The result for finite extensions proves, for p ≥ 2,
For each 0 ≤ j ≤ n − 1, the term k n−j−1 G occurs ℵ 0 times in the right-hand side of (II). Hence, up to an isomorphism permuting coordinates,
Remark 6.13 a) From the description of the K-theoretic groups of extensions given by Theorem 6.11 the reader should be able, using Proposition 6.7, to obtain an explicit expression for the graded multiplication. For reasons of space we omit this point.
b) It is conjectured that the result proven above for extensions by groups of dimension ≤ ℵ 0 , holds for extensions by groups of arbitrary infinite dimension over F 2 .
c) The map δ of Theorem 6.5 is connected to map δ v constructed in Lemma 2.1 of [20] .
d) Let F be a formally real field, T a preorder of F and v a valuation on F , fully compatible with T . Let F v be the residue field, so that the push-down T v of T is a preorder on F v . Let Γ v be the value group of v and set Γ v = Γ v /v(Ṫ ), whereṪ = T \ {0}. Note that Γ v is a group of exponent two. By Theorem 1.33 of [5] , a special group version of the Baer-Krull Theorem, we have
i.e., G T (F ) is the the extension of G Tv (F v ) by the group of exponent two Γ v . Hence, in case Γ v is finite or countably infinite, Theorem 6.11 yields a description of the K-theory of G T (F ) in terms of the K-theory of the SG associated to the pair F v , T v . 3
The K-theory of groups of continuous functions
In this section we determine the K-theory of filtered powers of a special group. The filtered power construction originated with Arens and Kaplansky ( [2] ) as a means to represent algebraic structures by continuous maps. For other examples of its usefulness the reader may consult [14] and [21] (Def. 11.3, p. 46 ff).
In Chapter 6 of [5] there is a detailed account of filtered powers and closely related structures of special groups. Many of the constructions therein are more general than the ones considered here and so we shall, to ease reading, indicate the background needed for the business at hand.
Let X be a topological space. A partition of X is a collection of non-empty, pairwise disjoint clopens, whose union is X. Write P for the set of partitions of X. Note that if X is compact, every element of P is finite. If P and Q are partitions of X, Q is finer than P , written P ≺ Q, if there is a map α : Q −→ P such that for all q ∈ Q, q ⊆ α(q); α is called the refinement map from Q to P . The map α is uniquely determined, because
Thus, we speak of the refinement map from Q to P . It is readily verified that for all p ∈ P , p = {q ∈ Q : α(q) = p} (disjoint union), as well as that α must be onto P . Clearly, ≺ is a partial order on P. If P , Q are partitions of X, there is a least upper bound for P and Q in P namely P ∨ Q = {p ∩ q : p ∈ P , q ∈ Q and p ∩ q = ∅}, with refinement maps given by p ∩ q → p and p ∩ q → q. Thus, P is a join-semilattice and a right-directed poset under ≺.
Let X be a topological space and G a special group, considered as a topological space with the discrete topology (all points are open). Let C(X, G) be the set of all continuous functions from X to G. There is a natural bijection between C(X, G) and the set of all maps P −→ G, P ∈ P; indeed, a function f : X −→ G is in C(X, G) iff it is locally constant, that is, there is a partition P of X such that, for all p ∈ P , f is constant on p.
Definition and Remarks 7.1 If ϕ = f 1 , . . . , f m is a form over C(X, G) and x ∈ X, define
If p is a clopen set in X, such that all f k 's are constant on p, say with value a If f ∈ C(X, G) and S is a subset of X, write f |S for the restriction of f to S.
If a ∈ G and u is a clopen in X, write [u, a] for the element of C(X, G) that has constant value a on u and is constantly equal to 1 on the complement of u.
If a ∈ G, write a for the constant a-valued function on X. If ϕ = a 1 , . . . , a m is a form over G, write ϕ for the form a 1 , . . . , a m over C(X, G).
With pointwise defined operation, C(X, G) is a group of exponent two, whose neutral element is 1 = def 1 1. We shall consider −1 = def −1 1 as the distinguished element of C(X, G); define isometry in C(X, G) by the following clause :
It is straightforward to verify that C(X, G) is a pre-special group, that is, it satisfies axioms [SG 1] -[SG 5] in Definition 1.1 of [5] .
The following definition, a special case of Definitions 6.5 and 6.8 in [5] , describes the objects that will interest us here. Definition 7.2 Let X be a topological space, H be a SG and ≥ 0 be an integer. A filtration of length on X, H is a set
If Σ is a filtration on (X, H), the filtered power of H by X modulo Σ, written C(X, H; Σ), is defined as C(X, H; Σ) = {f ∈ C(X, H) : For all k ≤ and x ∈ X, x ∈ F k implies f (x) ∈ H k }.
C(X, H) is considered a filtered power of length 0. 
it is easy to construct a subset Σ ⊆ Σ verifying in addition [fp 2] and such that the filtered powers C(X, H; Σ) and C(X, H; Σ ) are isomorphic.
A filtration Σ of length on (X, H) induces a map µ : 2 X −→ {1, . . . , + 1}, as follows :
called the index of S with respect to Σ. If S = {x}, write µ(x) instead of µ({x}). Note that µ is decreasing, that is,
From Lemma 6.9 and Theorem 6.10 in [5] we get Theorem 7.4 Let X be a topological space and H be a special group. For a filtration Σ of finite length on (X, H), let T = C(X, H; Σ) be the associated filtered power. Let ϕ , ψ be forms of the same dimension over T . a) For f ∈ C(X, H), let P be a partition of X such that f is constant on each p ∈ P , with value f p . The following conditions are equivalent :
b) (Local-Global Principle) If P is a partition of X such that every component of ϕ and ψ is constant on all elements of P , then the following are equivalent :
T is a special group, which is reduced (resp., formally real) iff H is reduced (resp., formally real). This applies, in particular, to C(X, H).
e) If all H k 's are complete subgroups of H, then T is a complete subgroup of C(X, H). 3 For C(X, H) we also have the following facts whose proof is straightforward :
Lemma 7.5 Let X be a topological space and G be a special group. With notation as in 7.1, a) For x ∈ X, the map ev x : C(X, G) −→ G, is a SG-morphism, while · :
α is a qSG-morphism (SG-morphism) iff α is a qSG-morphism (resp., SG-morphism).
2. α is an embedding, or a complete embedding iff the same is true of α. 3
If B is a Boolean algebra, it is clear that C(X, B) is a Boolean algebra, with = and ⊥ = ⊥. The following result gives a description of the Boolean hull of C(X, G), for G reduced. It is a consequence of Theorem 6.34 in [5] , but we shall include a proof in this simpler context to illustrate the methods used in dealing with these structures. Lemma 7.6 Let G be a reduced special group and X a topological space. Let ε G : G −→ B G be the Boolean hull of G. Then, a) ε G : C(X, G) −→ C(X, B G ) is a complete embedding.
b) The Boolean hull of C(X, G) is the Boolean algebra generated by the image of ε G in C(X, B G ).
Proof : Item (a) follows from Lemma 7.5.(b.2), while (b) is an immediate consequence of the universal property of the Boolean hull (Theorem 4.17) and Proposition 4.10 in [5] . Now suppose that X is compact. It is enough to show that if U is clopen in X and b ∈ B G , then the function [b, U ] that has constant value b on U and is ⊥ on U c = def X \ U , is in the BA generated by the image of ε G . To see this, if β ∈ C(X, B G ), let P be a finite partition of X such that β is constant with value b p on p. Let β p ∈ C(X, B G ) have constant value b p on p and ⊥ on p c . Since β = p∈P β p and each β p is in the BA generated by the image of ε G , the same must be true of β.
By Proposition 4.10 in [5] , there is a collection of finite subsets of G,
For each i ≤ m and a ∈ F i , let f a ∈ C(X, G) have constant value a in U and 1 on U c . Then
Recall that a space is Boolean if it is compact, Hausdorff and has a basis of clopen sets.
From here on, fix a filtration Σ of length on a pair (X, H), X a Boolean space and H a special group. Let T = C(X, H; Σ) be the associated filtered power.
For a partition P of X, define the special group T P by
A typical element of T P is written a P = a p : p ∈ P . There is a natural map f P : T P −→ T , defined, for a P = a p : p ∈ P , as follows :
f P (a P ) : X −→ H is the function whose value on p is constantly equal to a p .
Theorem 7.4.(a) shows that f P takes values in T . It is clear that f P is injective. Since product and binary isometry are defined coordinatewise in T P and pointwise in T , f P is a group homomorphism, taking −1 (the constant P -sequence −1) to −1 1 in T and preserving binary isometry. In fact, it follows from Theorem 7.4.(b) that for all a P , b P , c P ,
Thus, f P is an embedding of reduced special groups.
Let α : Q −→ P be a refinement map. For all q ∈ Q, we have µ(α(q)) ≤ µ(q). Thus, given a P = a p : p ∈ P in T P , the Q-sequence b q : q ∈ Q defined by b q = a α(q) is in T Q . This shows that α induces a map f α : T P −→ T Q , sending a P to a α(q) : q ∈ Q ∈ T Q . Clearly, f α (a P ) = a P • α (a P ∈ T P ). It is clear that f α is injective. Routine verification proves f Q • f α = f P ; this and (E) above, imply that f α is, in fact, an embedding of reduced special groups. Proposition 7.7 Let Σ be a finite filtration on the pair (X, H), with X a Boolean space. Let T be the associated filtered power. With notation as above, a) For all refinements α : Q −→ P , the map f α : T P −→ T Q is a complete embedding. b) f P : T P −→ T is a complete embedding, for all P ∈ P. c) T, {f P : P ∈ P} is the inductive limit of the inductive system of complete embeddings
Proof : a) For p ∈ P , define A p = {q ∈ Q : α(q) = p}. The family A p is non-empty (α is onto), pairwise disjoint and its union is p. Note that for all q ∈ A p , µ(p) ≤ µ(q). Since p = A p , there must be q p ∈ A p such that µ(q p ) = µ(p).
For p ∈ P , consider the diagonal embedding
∆ p is a complete embedding because isometry on the right-hand side is defined componentwise and the group in the (q p ) th component is precisely H µ(p) . Since f α = ∆ p : p ∈ P , we conclude that f α is a complete embedding. Item (b) is a straightforward consequence of the local-global principle in Theorem 7.4.(b). c) We know that if f ∈ T , then there is P ∈ P such that for all p ∈ P , f |p is constant on p. Thus, if we identify T P with its image by f P in T , we have T = {T P : P ∈ P}.
Since the f P 's and the f α 's are injective, it follows that T must be the inductive limit of the system T , as asserted. 3
Note that the K-theoretic morphisms appearing in the inductive limit of 7.8.(a) may not be injective. Hence, the K-theory of a filtered power may not be the filtered power of the corresponding K-theories. However, this is the case for special groups of the type C(X, G), as we show in the sequel. For this, we need some notation.
If A = (F 2 , A 1 , . . . , A n , . . . ) is a graded F 2 -algebra, and X is a topological space, let C(X, A) be the following sequence of groups of exponent two C(X, A) = (F 2 , C(X, A 1 ), . . . , C(X, A n ), . . . ), where multiplication is defined for f ∈ C(X, A n ) and g ∈ C(X, A m ) by
To see that this defines a continuous map from X to A n+m , note that there is a clopen p containing x such that f and g are constant on p. But then, f · g is constant on p. With this operation, C(X, A) is a graded F 2 -algebra.
When X has the discrete topology, write A X for C(X, A).
A graded ring homomorphism γ : A −→ B, of degree d, induces a graded ring homomorphism γ : C(X, A) −→ C(X, B), of degree d, as follows :
For f ∈ C(X, A n ), γ n (f ) = γ n • f . Theorem 7.9 Let X be a Boolean space, let G a special group and let T = C(X, G). Then, there is a natural isomorphism, Ev : k * T −→ C(X, k * G), that sends a generator ζ = λ(f 1 ) . . . λ(f n ) to Ev(ζ) ∈ C(X, k n G), defined by For all x ∈ X, Ev(ζ)(x) = λ(f 1 (x)) . . . λ(f n (x)).
Moreover, the following diagram is commutative
where ω is multiplication by λ(−1 1) in k * T and ω is the map associated to multiplication by λ(−1) in k * G ( ω n (f )(x) = λ(− 1 )f (x), for x ∈ X and f ∈ C(X, k n G), n ≥ 1).
Proof : We must verify that for each n ≥ 1, Ev n is an isomorphism from k n T onto C(X, k n G). For n ≥ 1, the map β : T n −→ C(X, k n G), defined by For all x ∈ X, β(f 1 , . . . , f n )(x) = λ(f 1 (x)) . . . λ(f n (x)) is multilinear, and so it induces a group homomorphism β : n i=1 k 1 T −→ C(X, k n G). Now suppose ζ = λ(f 1 ) . . . λ(a)λ(ab) . . . λ(f n ), where a ∈ D T (1 1, b) . Since isometry in T is defined pointwise, for all x ∈ X, a(x) ∈ D G (1, b(x) ). But then β (ζ)(x) = λ(f 1 (x)) . . . λ(a(x))λ(a(x)b(x)) . . . λ(f n (x)) = 0 in k n G, and so β (ζ) = 0 in C(X, k n G). Therefore, β factors through k n T to yield a homomorphism Ev n : k n T −→ C(X, k n G), that sends a generator ζ = λ(f 1 ) . . . λ(f n ) to the continuous function from X to k n G whose value at x ∈ X is Ev n (ζ)(x) = λ(f 1 (x)) . . . λ(f n (x)).
If Γ ∈ C(X, k n G), then there are {Γ 1 , . . . , Γ m } ⊆ k n G and a partition of X, P = {u 1 , . . . , u m }, such that Γ is constant, with value Γ k on each u k , 1 ≤ k ≤ m; let [u k , Γ k ] be the element of C(X, k n G) that is constantly equal to Γ k on u k and 0 in the complement of u k . Then,
Therefore, to prove that Ev n is onto C(X, k n G), it is enough to show that if u is a clopen set in X and ζ = λ(a 1 ) . . . λ(a n ) is a generator in k n G, then [u, ζ] is in the image of Ev n . But it is immediate from the definition of Ev n that Ev n (λ ([u, a 1 ] ) . . . λ([u, a n ])) = [u, ζ].
To show that Ev n is injective, we use the hypothesis that X is compact. With notation as above, if P ∈ P, we have T P = p∈P G; by Theorem 5.1, for all n ≥ 1 there is an isomorphism θ P n : k n T P −→ p∈P k n G, taking a generator λ(a 1 P ) . . . λ(a n P ) to λ(a 1 p )λ(a 2 p ) . . . λ(a n p ) : p ∈ P . Furthermore, there is an injective homomorphism δ P n : p∈P k n G −→ C(X, k n G), obtained by setting for each x ∈ X δ P n ( η p : p ∈ P )(x) = η q , where q is the unique element of P such that x ∈ q. Since the following square is commutative on generators
we conclude that it is a commutative diagram of group homomorphisms for all P ∈ P, where f P : T P −→ T is the SG-morphism defined in (P) (page 25). Now suppose that Ev n (η) = 0, for η ∈ k n T . Since k * T = lim −→ k * T P (Corollary 7.8), there is P ∈ P and ξ ∈ k n T P such that (f P ) n (ξ) = η. Since δ P n and θ P n are injective, the commutativity of diagram (D) yields η = 0, as desired. It is clear that the diagram displayed in the statement is commutative.
3 Theorem 7.9 has a number of interesting consequences. In particular, it furnishes a proof of Theorem 2.9 and an answer to Problem 5.4 in the case of arbitrary powers of a finite group. Corollary 7.10 If G is a finite special group and I is a set, then:
Proof : Since G is finite, it is compact endowed with the discrete topology. Let βI denote the Stone-Čech compactification of the discrete space I; βI is a Boolean space (= the Stone space of the power-set algebra of I). Further, every map h : I −→ G extends uniquely to a continuous map h : βI −→ G (cf. [9] , Ch. 6). Since the group operation and isometry are pointwise defined in both G I and C(βI, G), the correspondence h → h is an isomorphism of SGs. The result follows, then, from Theorem 7.9 and Corollary 7. 
.).
Proof : Let Z 2 = {1, − 1 } be the two element SG. It is clear that the isomorphism λ that converts multiplication in addition is just the map λ : Z 2 −→ F 2 , where λ(1) = 0 and λ(− 1 ) = 1. Hence,
where graded multiplication is that induced by field multiplication in F 2 . If B is a Boolean algebra, let X = S(B) be the Stone space of B. By Stone's Theorem we can identify, as special groups, B with C(X, Z 2 ) ∼ = C(X, F 2 ); from Theorem 7.9 and the observations above we conclude that Remark. Some of the results above, for instance Corollary 7.10, hold for arbitrary topological spaces X; indeed, generalizing 7.10.(a) one can prove that k * (C(X, G)) = C(X, k * G) if G is finite. Others, for example Corollary 7.8, hold under the assumption that X is compact and H is an arbitrary SG or that X is any topological space and H is finite. Since the proof of these results is rather technical, we have preferred to omit them. 3
