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Abstract
A proof for the original Riemann hypothesis is proposed based on
the infinite Hadamard product representation for the Riemann zeta
function and later generalized to Dirichlet L-functions. The extension
of the hypothesis to other functions is also discussed.
1 Introduction
The Riemann zeta function ζ(s) is defined for Re(s) > 1 as the infinite sum
ζ(s) =
∞∑
n=1
1
ns
, (1)
and can be extended by analytic continuation to any complex number s 6= 1,
where (1) does not converge. It satisfies the following functional equation
[1] (p. 169):
ζ(s) = 2spis−1 sin
(pis
2
)
Γ(1− s)ζ(1− s). (2)
From this equation it is easily seen that the function has infinite zeros
where the sine function vanishes, i.e., negative even integers:
ζ(−2l) = 0 ∀ l ∈ N,
while positive integers cannot be considered in (2) because of the poles of
the Gamma function. These are called trivial zeros and are of little interest
in this paper. The interesting ones are the non-trivial zeros, which lie in the
critical strip 0 < Re(s) < 1 (from (1) and (2) it can be seen that non-trivial
zeros cannot be found outside the critical strip.)
Riemann himself obtained 3 of these zeros with Re(ρ) = 1/2 and pro-
posed in 1859 the following:
The non-trivial zeros of the zeta function have all real part 1/2 (RH).
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Since then, many proofs and disproofs of this hypothesis have been pro-
posed, but so far none has been widely accepted as correct. In the next
section, a simple proof is proposed. We will work only on the critical strip,
and call the non-trivial zeros simply ’zeros’.
2 Proposed proof
We start from the symmetrical functional equation
Γ
(s
2
)
pi−s/2ζ(s) = Γ
(
1− s
2
)
pi−(1−s)/2ζ(1− s), (3)
and define the function Φ(s) as the left-hand side of (3), which satisfies
Φ(s) = Φ(1− s). We further define
F (t) ≡ Φ(1/2 + it), (4)
and assert that F (t) is real-valued due to the following property:
Property 1 : let f(z) be a complex-valued meromorphic function whose
restriction to the real numbers is real-valued; then:
f(z) = f(z). (5)
Proof : this can be seen from the Laurent series of such a function:
f(z) =
∞∑
n=−∞
an(z − z0)n;
One must have an = an for, otherwise, its restriction to the real numbers
would not be real-valued, so:
f(z) =
∞∑
n=−∞
an(z − z0)n =
∞∑
n=−∞
an(z − z0)n = f(z). 
F (t) satisfies both requirements because it is a product of functions which
indeed satisfy them. So
Φ(1/2 + it) = Φ(1/2− it) =⇒ F (t) = F (t).
To representate the zeta function, we use the Hadamard product:
ζ(s) =
pis/2
2(s − 1)Γ (1 + s2)
∏
ρ
(
1− s
ρ
)
, (6)
where ρ are the zeros of the zeta function. We obtain
2
F (t) = − B(t)1
4 + t
2
, (7)
where
B(t) =
∏
ρ
(
1− 1/2 + it
ρ
)
(8)
and property Γ(1 + z) = zΓ(z) has been employed. We note that (7)
gives B(t) ∈ R.
Let us suppose the Riemann hypothesis is not true. Because, according
to property 1 ζ(s) = ζ(s), the complex conjugate of a zero is also a zero, so
the zeros outside the critical line should come in sets of four:

ρ1 = σ + iτ,
ρ2 = 1− σ − iτ,
ρ3 = σ − iτ,
ρ4 = 1− σ + iτ.
We now separate the Riemann zeros (Re(s) = 1/2) and express the non-
Riemann ones in polar coordinates in (8):
B(t) =
[∏
τ
(
1− 1/2 + it
1/2 + iτ
)]
Reiφ ∈ R. (9)
The product over the Riemann zeros is real; in fact, if we combine the
pairs of zeros ρ and 1− ρ, we obtain
BRH(t) =
∏
σ=1/2
τ>0
τ2 − t2
1/4 + τ2
∈ R. (10)
Now, for each set, we perform the product over the four matching zeros
and, because of (9) and (10):
φ(t) =
∑
σ<1/2
τ>0
atan
(
2t(1 − 2σ)(t2 − τ2 − α)
(t2 + τ2)2 + α(α − 3t3 − τ2)
)
= n(t)pi,
where n(t) ∈ Z and α = (1/2 − σ)2. In fact, n(t) takes a constant
value for all t: suppose n(t1) = y1 and n(t2) = y2 and y1 ≤ y2. By the
intermediate value theorem, n(t) must take all the values in [y1, y2], but the
range is the integers, so this is only true if n only takes a single value. We
also know that φ(0) = 0 so, by virtue of continuity, this value is indeed 0:
φ(t) =
∑
σ<1/2
τ>0
atan
(
2t(1− 2σ)(t2 − τ2 − α)
(t2 + τ2)2 + α(α − 3t3 − τ2)
)
= 0. (11)
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To obtain (11), both numerator and denominator of the argument have
been divided by the common denominator of the real and imaginary parts:
D(σ, τ) = σ4 + σ2(1− 2σ + 2τ2) + τ2(1− 2σ) + τ4;
this is allowed provided D(σ, τ) 6= 0 everywhere inside the critical strip.
In fact, D = 0 for σ = τ = 0 and D diverges for high values of τ . In the
middle, it can be shown that D has no minimum value because
∂D(σ, τ)
∂σ
=
∂D(σ, τ)
∂τ
= 0
is not satisfied for any real σ and τ .
Because B(t) ∈ R ∀ t, it suffices to find a t for which (11) does not hold.
In fact, if ρ0 = σ0 + iτ0 is the zero (or set of zeros) with the lowest value of
τ2 + α, we can choose t0 so that
t20 − τ20 −
(
1
2
− σ0
)2
= 0;
for B(t0), the first term in (11) vanishes and the subsequent terms are
all negative because t20 < τ
2 + (1/2− σ2) and atan(x) is an even monotonic
function. The only possibility is that ρ0 be the only non-Riemann zero, but
this is not allowed either because we can choose t1 > t0 so that the only
term in (11) does not vanish and we arrive at a contradiction.
The last step is to verify that the denominator z(σ, τ, t) in (11) is not
zero in the critical strip; in fact, z(1/2, 0, 0) = 0 and the condition
∂z(σ, τ, t)
∂σ
=
∂z(σ, τ, t)
∂τ
=
∂z(σ, τ, t)
∂t
= 0
is not satisfied for any positive σ, τ , t. This concludes the proof. 
3 The Generalized Riemann Hypothesis
In 1837, Peter Gustav Lejeune Dirichlet introduced the L-series, defined for
Re(s) > 1 as
L(s, χ) =
∞∑
n=1
χ(n)
ns
, (12)
where χ(n), n ∈ Z is the Dirichlet character defined by the following prop-
erties:
1. ∃ q ∈ N : χ(n) = χ(n+ q) ∀n;
2. if gcd(n, q) > 1 then χ(n) = 0, otherwise χ(n) 6= 0;
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3. χ(mn) = χ(m)χ(n) ∀n,m ∈ Z.
For a certain χ(n), q is said to be the modulus of χ and for a fixed q there
are several characters labelled j. A character is called principal and labelled
j = 1 if
χ(n) =
{
1 if n and q are coprimes,
0 otherwise.
(13)
the series (12) modulo q can be extended to a function defined over the whole
complex plane (except for the case of principal characters, which have a pole
at s = 1) and satisfying the functional equation [1] (p. 175)
Λ(1− s, χ) = i
a√q
τ(χ)
Λ(s, χ), (14a)
Λ(s, χ) =
( q
pi
) s+a
2
Γ
(
s+ a
2
)
L(s, χ), (14b)
a = 12(1− χ(−1)), (14c)
τ(χ) =
q∑
n=1
χ(n)e2piin/q. (14d)
The generalized Riemann hypothesis (GRH) states that
there are no Dirichlet L-function with zeros Re(ρ) > 1/2.
The ordinary RH is included because ζ(s) is the Dirichlet L-function with
modulus 1.
It is a well-known result that L(s, χ1) can be expressed in terms of the
zeta function, so they depend on the ordinary RH: assume χ1 is a primitive
character modulo q so that (13) yields
L(s, χ1) = ζ(s)− q−sζ(s)−
∑
P
∞∑
n=1
1
(P − q + nq)s ,
where 0 < P < q are not coprimes with q. We define p = gcd(q − P, q) ∈ P
to obtain
L(s, χ1) = q
−s
[
qsζ(s)− ζ(s)−
∑
P
ps
∞∑
n=1
1
(np+ pP−qq )
s
]
.
The point here is to note that pP−qq runs from 1 to p − 1, so terms np
are missing in the series. To complete the zeta series, we call |p| the number
of distinct nontrivial prime factors in the decomposition of q and write
−ζ(s) = (|p| − 1)ζ(s)− |p|ζ(s)
5
to finally obtain
L(s, χ1) = q
−s
[
qs + |p| − 1−
∑
p
ps
]
ζ(s). (15)
These functions vanishes for certain periodic values sn = itn, but the non-
trivial zeros are those of the zeta function.
The Hadamard product theorem states that any entire function f(s) can
be expressed as a product over its zeros ρ; for entire functions of order 1 [2]:
f(s) = sm0eA+Bs
∏
ρ
(
1− s
ρ
)
es/ρ, (16)
wherem0 is the multiplicity of ρ0 = 0. To apply this formula to Dirichlet
L-functions j 6= 1, we henceforth assume L(0, χ) 6= 0 (the functional equa-
tion excludes the possibility L(0, χ) = 0 for primitive characters because
Dirichlet proved L(1, χ) 6= 0.)
Λ(s, χ) = eAχ+Bχs
∏
ρχ
(
1− s
ρχ
)
es/ρχ .
The logarithmic derivative gives
Λ′
Λ
(s, χ) = Bχ +
∑
ρχ
(
1
s− ρχ +
1
ρχ
)
;
from the functional equation:
Λ′
Λ
(s, χ) = −Λ
′
Λ
(1− s, χ),
where we have used L(s, χ) = L(s, χ), and for s = 0
Bχ = −1
2
∑
ρχ
(
1
1− ρχ +
1
ρχ
)
= −T .
Now, for the functional equation we write τ(χ) =
√
qeiθ and iae−iθ =
e−iθ
′
to obtain
Λ(1− s, χ)e−iθ′/2 = Λ(s, χ)eiθ′/2,
so that a real-valued function F (t, χ) = Λ(1/2 + it, χ)e−iθ
′/2 can be con-
structed:
F (t, χ) = e(2Aχ+T −iθ
′)/2B(t, χ) ∈ R.
t = 0 gives F (0, χ) = e(2Aχ+T −iθ
′)/2 ∈ R and
B(t, χ) ∈ R =⇒ GRH.
The GRH has profound implications; for instance, it automatically proves
Goldbach’s weak conjecture [3].
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4 Further extensions of the RH
The extended Riemann hypothesis (ERH) is related to the Dedekind zeta
functions
ζK(s) =
∑
I⊆OK
1
(NK/Q(I))s
, (17)
where K is an algebraic number field, I ranges through the non-zero
ideals of the ring of integers OK and NK/Q(I) is the absolute norm of I.
It satisfies a functional equation of the form ΛK(s) = ΛK(1 − s) [1] (p.
217), so a real-valued function can be defined containing the nontrivial zeros
of these functions; if a Hadamard product representation of the form (6) can
be found, would the ERH be proven? Unfortunately, not all functions satis-
fying both requirements satisfy the RH: consider the Epstein zeta functions
for positive definite quadratic forms:
Z(s) =
∑
(n,m)6=(0,0)
1
(an2 + bnm+ cm2)s
. (18)
The corresponding RH is known to fail for Epstein zeta functions with
class number ≥ 2, even satisfying a functional equation [4]:
Λ(s) = Λ(1− s), (19a)
Λ(s) = s(s− 1)
(√
∆
2pi
)s
Γ(s)Z(s), (19b)
∆ = 4ac− b2. (19c)
The problem is that these functions have zeros for Re(s) > 1, as can be
seen from (18), so our proof for the original RH does not necessarily hold.
This is not the case for the Dedekind zeta functions, so we expect the ERH
to still hold. We also know that these Epstein functions do not have an
Euler product, as it does not allow zeros for Re(s) > 1; it is widely believed
that a certain function satisfies the analogous of the RH if and only if it has
an Euler product, and this might be the reason.
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