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linearno regresijo (MLR) in nelinearnimi metodami strojnega učenja: umetne nevronske 
mreže z učnim algoritmom, ki uporablja Bayesovo regularizacijo (ANN), modelna drevesa 
(MT), ansambli modelnih dreves (BMT) in naključni gozdovi regresijskih dreves (RF). V 
ospredje smo postavili metodo, ki je imela najboljše vrednosti pri največ statističnih 
kazalcih. Če je bilo več podobno delujočih metod, smo v ospredje postavili vse, ki so 
pokazale najboljše vrednosti pri vsaj štirih (od sedmih) statističnih kazalcih. Dodali smo tudi 
rezultate primerjav iz znanstvenih del, in če so bili ti rezultati drugačni, smo jih označili s *. 
Do razlik v rezultatih lahko pride zaradi različno izbranih nastavitev parametrov pri metodah 
strojnega učenja in različnih strategij za razdelitev podatkov na kalibracijske in validacijske.
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1 PREDSTAVITEV PROBLEMATIKE IN HIPOTEZE 
1.1 OPREDELITEV RAZISKOVALNEGA PROBLEMA 
1.1.1 Dendrokronologija 
 
Dendrokronologija je veda, ki se ukvarja z značilnostmi lesnih branik, to je debelinski 
prirastek enega leta. Zaradi periodičnosti letnih časov drevesa v zmernem pasu vsako leto 
prirastejo eno lesno braniko. Njene značilnosti so v veliki meri odvisne od razmer v okolju 
v času nastanka te branike. Dendrokronološka analiza omogoča vpogled v značilnosti 
priraščanja drevesa za celotno obdobje njihove rasti. Značilnosti branik lahko opredelimo z 
različnimi parametri branik. Najosnovnejši so širina branike, širina ranega in širina kasnega 
lesa (npr. Kern in sod., 2013). Podrobnejši vpogled v strukturo branik dobimo z analizo 
značilnosti lesno-anatomskih elementov (Fonti in sod., 2010; Gričar, 2009), maksimalne 
gostote kasnega lesa (Davi in sod., 2017) in analizo razmerij stabilnih izotopov ogljika, 
kisika in vodika (McCarroll in Loader, 2004). Spreminjanje modrega spektra kasnega lesa 
(Wilson in sod., 2014) je preprosta metoda, ki posredno kaže na stopnjo lignifikacije kasnega 
lesa in je tesno povezana z njegovo gostoto. Rast dreves je močno odvisna od okolja, zato 
parametri branik odsevajo informacije o okolju, v katerem so branike nastale. Največkrat so 
te informacije povezane z nihanji okoljskih dejavnikov, kot so temperature, padavine, višina 
podtalnice in pretoki rek; oziroma z ekstremnimi okoljskimi pojavi, kot so suša, požari, 
poplave ter gradacije rastlinojedih žuželk. 
 
Zaradi podnebnih sprememb postaja preučevanje klime v preteklosti ključno za razumevanje 
trenutnega toplejšega obdobja in umestitve trenutnih dogajanj v daljši časovni kontekst. 
Veda, ki se ukvarja z rekonstrukcijo klime iz drevesnih branik, se imenuje 
dendroklimatologija. V primeru analize lesnih branik zelo starih živih dreves oziroma 
vgrajenega lesa v starih objektih dobimo vpogled v variabilnost klime za obdobja pred 
instrumentalnim spremljanjem klimatskih podatkov. Instrumentalni klimatski podatki v 
najboljših primerih obsegajo nekaj stoletij (Brázdil in sod., 2005; Jones in Bradley, 1992), 
vendar lahko z uporabo drevesnih branik podatke rekonstruiramo za daljša časovna obdobja 
v preteklost (npr. Guiot in sod., 1989). Branike dreves zmernega pasu so tako eden izmed 
najzanesljivejših proxy podatkov oziroma naravnih virov informacij o klimi v preteklosti.  
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Podnebne spremembe v veliki meri vplivajo na gozdne ekosisteme (IPCC, 2016). Odvisnost 
med rastjo dreves in klimo je vzajemna, saj tudi gozdni ekosistemi vplivajo na klimo, na 
primer prek ponora ogljika. Razumevanje statističnih povezav med rastjo dreves in klimo je 
pomembno tudi za natančnejše napovedovanje odziva drevesnih vrst zaradi hitrega 
spreminjanja klime. Tako lahko prispevamo znanje za sprejemanje optimalnih odločitev na 
področju gozdarstva v bližnji prihodnosti, saj bomo le tako lahko zagotovili optimalno 
izpolnjevanje gozdnih funkcij za bodoče generacije. 
 
1.1.2 Nelinearnost odvisnosti značilnosti lesnih branik od okolja 
 
Za preučevanje povezav med parametri branik in okoljskimi spremenljivkami se 
tradicionalno uporablja (multipla) linearna regresija (MLR) (National Research …, 2006). 
V večini dendroklimatoloških študij imamo vpogled v zelo ozek segment odziva dreves na 
klimo na posameznih rastiščih. Navadno je to največ 100 let, za katera imamo na voljo 
kalibracijske podatke in v okviru tega intervala je povezava lahko pogosto blizu linearni. 
Čeprav je linearna povezava med značilnostmi branik in klimo možna na določenih rastiščih 
(Helama in sod., 2009; Woodhouse, 1999), se danes večina raziskovalcev strinja, da je 
povezava med parametri branik in klimo bolj ali manj nelinearna (npr. Gaucherel in sod., 
2008; Vaganov in sod., 2011). Nelinearna povezanost med debelinsko rastjo in okoljem je 
vgrajena tudi v Vaganov-Shashkinovem modelu (VS-model) (Touchan in sod., 2012; 
Vaganov in sod., 2011) in njegovi poenostavljeni različici VS-Lite model (Tolwinski-Ward 
in sod., 2011), ki za simulacijo rasti uporabljata normalizirano polinomsko funkcijo in 
dnevne podatke o temperaturi zraka, vlagi v tleh in sončnem sevanju (slika 1). VS-model, ki 
je eden izmed najbolj testiranih tovrstnih modelov, jasno kaže, da se drevesa različno 
odzivajo na optimalne in suboptimalne rastne pogoje. 
 
Linearni regresijski model, ki se tradicionalno uporablja pri preučevanju povezav med 
značilnostmi branik in okoljem, predpostavlja linearno odvisnost med odvisno in eno ali več 
neodvisnimi spremenljivkami za celoten spekter odziva. Ta predpostavka se ne ujema s 
splošno sprejetim in uveljavljenim konceptom ekoloških amplitud, ki pravi, da lahko osebki 
določene drevesne vrste uspevajo le v omejenem intervalu okoljskih dejavnikov, v okviru 
katerih se različno odzivajo na optimalne in suboptimalne razmere (Braak in Gremmen, 
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1987). Linearni regresijski model prav tako ne dopušča možnosti nelinearne odvisnosti in 
posledično ne zajame dela informacije o povezavi med rastjo dreves in okoljem (Guiot in 
sod., 1982). Fang in sod. (2015) so postavili v ospredje slabost linearnih metod, ki ne 
upoštevajo možnih interakcij med vhodnimi spremenljivkami. Branika je rezultat 
multivariatnih, pogosto nelinearnih, bioloških in fizioloških procesov (Fang in sod., 2012; 
Fritts, 1976; Loehle, 2009; Vaganov in sod., 2011; Vaganov in sod., 2006; Zhou in sod., 




Slika 1: Normalizirana polinomska funkcija, ki opisuje odvisnost stopnje rasti (ang. Growth rate, relative 
value) od temperatur (levo) in vlage (desno) in jo za simulacijo debelinske rasti uporablja Vaganov-Shashkinov 
model. Model prične s simulacijo rasti, ko je presežena spodnja temperaturna (T) ali vlažnostna (W) meja. Od 
spodnje meje (min) do prve optimalne točke (opt1) je rast linearno naraščajoča, med obema optimalnima 
točkama (opt1 in opt2) je konstanta, med optimalno točko 2 in zgornjo mejo (max) pa linearno padajoča 
(Touchan in sod., 2012: 966). 
Figure 1: Normalized polynomial function which describes dependences of growth rate (relative value) from 
temperatures (left) and moisture (right) and is used by the Vaganov- Shashkin model. The model starts with 
the simulation of growth when the lower temperature (T) or moisture (W) threshold is surpassed. From minimal 
threshold point (min) to optimal point 1 (opt1) the growth is linearly increasing, between the two optimal points 
(opt1 and opt2) it is constant, and between the optimal point 2 (opt2) and upper threshold point (max) it is 
linearly decreasing (Touchan et al., 2012: 966). 
 
V dendroklimatoloških študijah modela multiple linearne regresije ne uporabljamo 
neposredno, saj kronologije parametrov branik ponazarjajo zaporedje meritev v času in 
spadajo med časovne vrste. S postopkom standardizacije skušamo odstraniti vpliv 
neklimatskih faktorjev in tako zagotoviti stacionarnost časovnih vrst. Časovna vrsta je 
stacionarna, če ni sistematične spremembe v aritmetični sredini in varianci in če so 
periodične variacije dosledno odstranjene (Kirchgässner in sod., 2013). Kljub standardizaciji 
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avtokorelacija pogosto ostane v kronologijah branik, kar pomeni, da opazovanja med sabo 
niso neodvisna. Neodvisnost opazovanj je ena izmed ključnih predpostavk v regresijskih 
statističnih modelih. 
 
V tej disertaciji se izraz nelinearnost nanaša na nelinearno regresijsko odvisnost, pri kateri 
velja, da lahko nelinearno spremembo odvisne spremenljivke y opišemo z linearno 
spremembo neodvisnih spremenljivk x1, x2, …, xn. Matematična funkcija, ki opisuje 
odvisnost y od x1, x2, …, xn, je lahko katerakoli nelinearna funkcija. Spremenljivka y je 
funkcija spremenljivke x, če je vrednost y natanko določena z vrednostjo x, torej: y = f(x). 
Regresijska funkcija je matematična funkcija, ki jo uporabimo v regresijskem modelu. Pri 
linearnem regresijskem modelu je matematična funkcija, ki jo uporabimo v regresijskem 
modelu: y = α + βX + ε, kjer je y stolpčni vektor odvisne spremenljivke, X je matrika, kjer 
je prvi stolpec vektor 1 (enic), vsak naslednji stolpec pa ponazarja eno neodvisno 
spremenljivko, ε je stolpčni vektor napak in β je stolpčni vektor, ki vključuje konstantni člen 
in  regresijske koeficiente. Graf funkcije je krivulja, za katero velja, da vsaka premica, ki je 
vzporedna z osjo y, seka krivuljo kvečjemu v eni točki (Cedilnik, 1995). V tej disertaciji za 
graf funkcije pogosto uporabimo izraz graf prenosne funkcije, kot je običajno v 
dendroklimatoloških študijah. 
 
Metode za preučevanje odvisnosti je mogoče razdeliti na parametrične in neparametrične. 
Poleg že omenjene MLR lahko med parametričnimi metodami za analizo časovnih vrst 
najdemo še metodo odzivnih površin (Graumlich, 1993) in metodo kubičnih zlepkov 
(Melvin in sod., 2007). Fritts in sod. (1991) so v linearni model uvedli kvadrirane 
spremenljivke in interakcije ter tako uporabili nelinearni model za preučevanje povezav med 
klimo in parametri branik rdečega bora (Pinus sylvestris) ter vrste Pinus ponderosa. 
Graumlich in Brubaker (1986) sta z metodo odzivnih površin (ang. response surface) 
preučevala kompleksen nelinearen odziv čuge (Tsuga mertensiana) in vrste Larix lyallii. 
Ugotovila sta, da se obe vrsti pozitivno odzivata na poletne temperature ter negativno na 
podpovprečno višino snežne odeje v marcu. Ni (2000) je primerjal metodo mehke logike 
(ang. fuzzy logic) in MLR za preučevanje nelinearnih povezav med atmosferskim kroženjem 
in lesnimi branikami ameriške duglazije (Pseudotsuga menziesii), dolgoživega bora (Pinus 
longaeva) ter vrst Pinus strobiformis, Pseudotsuga macrocarpa in Pinus ponderosa. 
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Nelinearna metoda je v njegovi študiji pokazala boljše rezultate kot MLR. Lloyd in sod. 
(2013) so poročali o nelinearni povezavi med klimo in debelinskim prirastkom bele smreke 
(Picea glauca) v borealnem gozdu na Aljaski. V tej skupini omenjamo še skupino 
dinamičnih regresijskih modelov, ki so kombinacija ARIMA-modelov z vključenimi 
neodvisnimi spremenljivkami, na primer ang. Nonlinear autoregressive exogenous model 
(NARX) (Menezes in Barreto, 2008), ki so ga na področju dendroklimatologije uporabili 
Kwak in sod. (2015).  
 
Poleg parametričnih metod obstaja tudi skupina neparametričnih metod, kamor spadajo 
metode strojnega učenja, kot so umetne nevronske mreže (ANN) ter regresijska in modelna 
drevesa. Neparametrične metode ne temeljijo na predpostavkah o porazdelitvi parametrov, 
kot je normalna porazdelitev spremenljivk. Najpogosteje uporabljena metoda iz te skupine 
so umetne nevronske mreže. Fang in sod. (2012) so z umetnimi nevronskimi mrežami 
napovedovali širino branike vrste Pinus tabulaeformis v odvisnosti od temperaturnih in 
padavinskih podatkov. Njihova analiza je pokazala, da je odvisnost v območju intervala 
instrumentalnih podatkov zelo blizu linearni, zunaj intervala pa je linearna odvisnost 
postajala vse šibkejša. Kot morebitno razlago avtorji navajajo splošno sprejeto dejstvo, da 
imajo drevesa pod sušnim stresom omejene sposobnosti odzivanja na ekstremno mokre 
razmere (Fritts, 1976). Zhou in sod. (2016) so z metodo ANN simulirali širino branike za 
vrste Abies forestii, Juniperus tibetica, Tsuga dumosa, Picea likiangensis v odvisnosti od 
temperaturnih in padavinskih podatkov. Tako so določili območja linearne in nelinearne 
povezave med širino branike in klimo. Fang in sod. (2015) so uporabili metodo boosted 
regression trees za analizo odvisnosti med širinami branik in klimo na celotni Tibetanski 
planoti v Aziji. Uporabili so 152 kronologij različnih drevesnih vrst, med katerimi sta 
prevladovala rod Picea in Juniperus. Yang in sod. (2017) so z ANN in kronologijami širin 
branik vrste Picea schrenkiana rekonstruirali pretok rek na območju gorovja Tianshan 
(Kitajska) za zadnjih pet stoletij. Ciljna spremenljivka je bil povprečni pretok šestih rek 
(Jinghe, Sikeshu, Manas, Toutun, Urumqi in Kaiken). Podobno so Gholami in sod. (2015) 
rekonstruirali višino podtalnice v času rastne sezone z ANN za obdobje 1912–2013 na 
območju province Gulian (Iran). Kot neodvisni spremenljivki so uporabili kronologijo širin 
branik vrste Quercus Castaneifolia in vsoto padavin v rastni sezoni (april – avgust).  
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Neparametrične metode so bile pogosto uporabljene v primerjalnih metodoloških študijah 
na področju dendroklimatologije. Večina teh študij je bila osredotočena na primerjavo med 
linearno regresijo in ANN. Prva študija s tega področja (Woodhouse, 1999) je sicer poročala 
o boljših statističnih kazalcih za linearni model, vendar večina kasnejših primerjalnih študij 
poroča o boljših statističnih kazalcih nelinearnih modelov ANN (Balybina, 2010; D'Odorico 
in sod., 2000; Ni in sod., 2002; Zhang in sod., 2000). Helama in sod. (2009) v svoji študiji 
poudarjajo večjo variabilnost rekonstruiranih temperatur s strani MLR v primerjavi z ANN. 
Čeprav je bilo narejenih že kar nekaj primerjalnih študij, ki so pokazale, da je uporaba 
nelinearnih metod na področju dendroklimatologije smiselna, nelinearne metode še vedno 
niso v celoti uveljavljene in je njihova uporaba bolj izjema kot pravilo. Umetne nevronske 
mreže so najpogosteje testirana metoda strojnega učenja v dendroklimatologiji (npr. 
D'Odorico in sod., 2000; Helama in sod., 2009; Woodhouse, 1999; Zhang in sod., 2000), 
medtem ko so modelna in regresijska drevesa izjemno redko uporabljena (npr. Stojanova in 
sod., 2009). 
 
1.1.3 Nelinearne regresijske metode s področja strojnega učenja 
 
Strojno učenje je področje umetne inteligence, ki se osredotoča na načrtovanje algoritmov 
za prepoznavanje kompleksnih vzorcev in sprejemanje inteligentnih odločitev (Pohorec, 
2013). Strojno učenje se osredotoča na napovedovanje, medtem ko je pri klasičnih 
statističnih metodah v ospredju razumevanje povezav med odvisno in neodvisnimi 
spremenljivkami.  
 
Metode strojnega učenja delimo na metode z nadzorovanim učenjem (ang. supervised 
learning) in metode z nenadzorovanim učenjem (ang. unsupervised learning). Z 
nadzorovanim učenjem rešujemo probleme, kjer je podan nabor primerov in rešitev, ki so 
namenjene učenju. Konceptu nadzorovanega strojnega učenja ustreza tudi MLR. Z 
nenadzorovanim učenjem rešujemo probleme iskanja skritih vzorcev in struktur v 
neoznačenih podatkih. Prototip nenadzorovanega učenja so metode za razvrščanje. Pri 
našem delu smo uporabili dve skupini izbranih metod z nadzorovanim učenjem za reševanje 
regresijskih problemov. Ti dve skupini sta umetne nevronske mreže in različna odločitvena 
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drevesa ter njihovi ansambli. Pri obeh skupinah metod najprej zgradimo model po principu 
nadzorovanega učenja, ki ga lahko nato uporabimo za napovedovanje na novih podatkih.  
 
1.1.3.1 Umetne nevronske mreže 
 
Umetne nevronske mreže (ang. artificial neural networks; ANN) ali krajše nevronske mreže, 
so skupina metod strojnega učenja, ki posnemajo delovanje človeških možganov in so 
primerne za reševanje klasifikacijskih in regresijskih problemov (Bishop, 1995). Obstaja več 
tipov nevronskih mrež, pri našem delu smo uporabili večplastni perceptron, ki je sestavljen 
iz vhodne, izhodne ter ene ali več skritih plasti z nevroni. Vhodno plast sestavljajo vhodne 
(neodvisne) spremenljivke, izhodno plast pa izhodna (odvisna spremenljivka). Skrito plast 
sestavlja poljubno število nevronov, ki so lahko razporejeni v več plasteh in so povezani z 
vhodnimi in izhodnimi spremenljivkami. Te povezave ponazarjajo uteži, ki jih nevron 
sešteje in se prenesejo na aktivacijsko funkcijo, ki opravlja določeno matematično operacijo. 
V vseh naših primerih smo kot aktivacijsko funkcijo uporabili hiperbolični tangens. Učenje 
nevronske mreže je iteracijski proces, pri katerem se uteži prilegajo tako, da vhodne 
spremenljivke ustrezajo izhodnemu signalu. V vsaki iteraciji se izračuna napaka med 
napovedanimi in opazovanimi vrednostmi. Uteži se spreminjajo, dokler ni funkcija napake 
minimizirana. 
 
Nevronske mreže omogočajo aproksimacijo zelo kompleksnih funkcij, zato je pri reševanju 
regresijskih problemov z manjšim številom neodvisnih spremenljivk smiselna uporaba učnih 
algoritmov, ki preprečujejo pretirano prileganje (an. overfitting). Za ta namen se pogosto 
uporablja regularizacija (Hastie in sod., 2009), ki zmanjša vrednosti utežem, ki malo 
prispevajo k pojasnjevanju odvisne spremenljivke. Zelo učinkovit in pogosto uporabljen 
učni algoritem je Bayesova regularizacija, ki uporablja Gauss-Newton algoritem za 
optimizacijo (Foresee in Hagan., 1997). Za določanje začetnih uteži uporablja algoritem, ki 
sta ga predstavila Nguyen in Widrow (1990). Bayesova regularizacija minimizira linearno 
kombinacijo kvadriranih napak in uteži, kar navadno pomeni boljše delovanje nevronske 
mreže na neodvisnih podatkih. ANN, ki uporablja učni algoritem Bayesova regularizacija, 
je vgrajen v R-paketu brnn (Pérez-Rodríguez in sod., 2013). Poleg regularizacije poznamo 
za ANN še nekatere druge načine za preprečevanje pretiranega prileganja. Pogosto se na 
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primer uporablja tako imenovana prekinitev kalibracije, preden je dosežena minimalna 
napaka. 
 
1.1.3.2 Odločitvena drevesa in njihovi ansambli 
 
Izraz odločitvena drevesa (an. decision trees) bomo v tej disertaciji uporabljali za skupino 
metod strojnega učenja, ki temeljijo na drevesih (an. tree-based models). Odločitvena 
drevesa (Quinlan, 1986) so sestavljena iz notranjih vozlišč, vej in listov. V modelu listi 
ponazarjajo klasifikacije razredov, vozlišča pa so konjunkcije atributov, ki vodijo do 
klasifikacije in vključujejo testiranje določenega atributa. Veje ponazarjajo podmnožice 
ustreznih atributov. Najenostavnejša primera odločitvenih dreves sta klasifikacijsko in 
regresijsko drevo (Quinlan, 1992). Klasifikacijsko drevo se uporabljajo za reševanje 
klasifikacijskih problemov, kadar pa je odvisna spremenljivka zvezna, govorimo o 
regresijskih drevesih. 
 
Odločitveno drevo ponazarja graf ali model odločitev in možnih posledic. Interpretacija 
odločitvenih dreves je enostavna, lahko razumljiva in opisuje povezavo med odvisno in eno 
ali več neodvisnimi spremenljivkami. Ena pot od korena do lista pomeni eno odločitveno 
pravilo (Konenko, 1997). Zgrajeno drevo se lahko uporablja za klasifikacijo oziroma 
napovedovanje novih primerov. Odločitvena drevesa ne zahtevajo nobenih predpostavk o 
porazdelitvah spremenljivk, ki so vključene v model (Ikonomovska, 2012), prav tako ni 
potrebna parameterizacija koeficientov.  
 
Pri gradnji odločitvenega drevesa je osnovna naloga algoritma oceniti pomembnost atributa 
za podani učni problem. Najpogosteje se uporabljajo naslednje mere: informacijski 
prispevek (ang. information gain), razmerje informacijskega prispevka (ang. gain-ratio), 
Gini-indeks, RelieF in razlika variance (Konenko, 1997). Enostavna odločitvena drevesa se 
pogosto izkažejo za boljša, zato je treba kompleksna drevesa obrezati (ang. pruning). 
Obrezovanje je ključno, da se izognemo problemu pretiranega prileganja. O pretiranem 
prileganju govorimo, kadar neki model v svojo strukturo vključi šum in posledično zelo 
dobro deluje na učnih podatkih, vendar na neodvisnih podatkih daje izredno slabe rezultate. 
Obrezovanje lahko opravimo vnaprej (ang. prepruning) ali naknadno (ang. postpruning). 
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Vnaprejšnje obrezovanje opravimo z določitvijo t.i. stopping criterion, ki določa 
maksimalno velikost drevesa, torej največje dovoljeno število vozlišč. Pri naknadnem 
obrezovanju pa dovolimo, da se drevo pretirano prileže in šele nato določimo optimalno 
velikost drevesa.  
 
Posebna skupina odločitvenih dreves so modelna drevesa M5 (M5P), ki imajo v listih 
linearni regresijski model (Quinlan, 1992). Ta drevesa so analogna odsekoma linearnim 
funkcijam. Regresijski modeli v listih modelnih dreves so lahko različni in se razlikujejo od 
lista do lista. Matematična funkcija, ki opisuje odvisnost med odvisno in eno ali več 
neodvisnimi spremenljivkami, je lahko konstanta, linearna funkcija ali kakršnakoli druga 
poljubna funkcija. Pri konstrukciji modelnih dreves M5 se v notranjem vozlišču testira 
določen atribut. Pri metodi M5 se kot delitveni kriterij uporablja standardni odklon vrednosti 
razreda vseh primerov učne množice. Izračuna se zmanjšanje standardnega odklona (ang. 
standard deviation reduction; SDR), za delitev pa se izbere tisti atribut, ki maksimira SDR. 
Delitev se zaključi, ko se vrednosti primerov določenega razreda, ki dosežejo vozlišče, zelo 
malo razlikujejo, kar pomeni, da je njihov standardni odklon le majhen delež standardnega 
odklona originalne množice podatkov. Delitev se zaključi tudi, če ostane le nekaj primerov 
(Šajn, 2014). Napovedovanje vrednosti odvisne spremenljivke poteka tako, da potujemo od 
korena prosti listom, v vsakem vozlišču se program odloči za ustrezno vejo, dokler ne pride 
do lista. Vrednost napovedi odvisne spremenljivke je enaka vrednosti funkcije v končnem 
listu.  
 
Slaba stran regresijskih dreves je nezanesljivost nižjih nivojev dreves, ki je lahko posledica 
majhnega števila učnih primerov, šuma v podatkih ali pretiranega prileganja učnim 
primerom. Prav tako je treba za boljše delovanje metode določiti ustavitvene pogoje ali 
drevo naknadno obrezati. Regresijska drevesa nimajo sposobnosti napovedovanja zunaj 
kalibracijskega intervala, medtem ko modelna drevesa lahko ekstrapolirajo vrednosti 
(Stojanova in sod., 2009). Modelna drevesa lahko zgradimo z metodo M5P (Quinlan, 1992), 
ki velja za učinkovito tudi pri reševanju 100 in več atributov in uspešno rešuje probleme z 
manjkajočimi podatki. 
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Metode klasifikacijskih kombinacij (ang. classifier combination methods) oziroma ansambel 
(ang. ensamble) je skupina metod strojnega učenja, ki navzven deluje kot ena sama metoda, 
dejansko pa gre za kombinacijo več modelov. Končni klasifikator je kombinacija osnovnih 
klasifikatorjev in deluje po principu glasovanja. Izhodi so združeni v enoten rezultat 
(napoved ali klasifikacija). Natančnost ansambla za klasifikacijske in regresijske probleme 
je navadno večja kot natančnost posameznih članov (Bauer in Kohavi, 1999; Dietterich, 
2000). Pri gradnji ansamblov najprej učimo posamezne člene, nato pa izberemo 
kombinatorno strategijo. Za uspešno delovanje ansamblov morajo biti posamezni členi 
raznoliki, torej jih je treba učiti na različnih podmnožicah učnih podatkov oziroma 
uporabljati različne učne algoritme (Pohorec, 2013). Najbolj pogoste klasifikacijske metode 
so naključni gozdovi (ang. random forests), bagging in boosting. 
 
Naključni gozdovi (Breiman, 2001) so klasifikator odločitvenih dreves. Z zankanjem (ang. 
bootstraping) iz osnovne učne množice naredi izbrano število učnih množic. Nad vsako 
množico nato zgradi odločitveno drevo, pri čemer je atribut, na osnovi katerega razcepimo 
vozlišče v drevesu, vsakič izbran izmed določenega števila naključno izbranih atributov. 
Napovedi vseh zgrajenih dreves združi z večinskim glasovanjem. 
 
Metoda bagging (Breiman, 1996a) izkorišča nestabilnost učnih algoritmov. Najprej razdeli 
učno množico z uporabo vzorčenja s ponavljanjem. Tako se tvori n podmnožic. Vsako 
množico uporabi za ločen klasifikator. Ob uporabi ansambla vsak od n članov vrne svoj glas. 
Bagging prešteje glasove in vrne kot končni rezultat tistega, za katerega je glasovalo največ 
članov. Če večinsko glasovanje nadomestimo s povprečjem, lahko metodo bagging 
uporabimo tudi na regresijskih problemih. 
 
Metoda boosting (Breiman, 1996b; Friedman, 2001) se od metode bagging razlikuje v tem, 
da so posamezni glasovi tehtani glede na predvideno natančnost posameznega klasifikatorja. 
Vsakemu učnemu primerku so dodeljene uteži. Boosting združi posamezne klasifikatorje 
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1.1.4 Nabor podatkov za primerjavo izbranih metod 
 
V tej disertaciji smo uporabili časovne vrste parametrov lesnih branik treh različnih 
drevesnih vrst s petih rastišč. Uporabili smo nekatere že obstoječe kronologije iz arhiva 
Gozdarskega inštituta Slovenije: podatke o standardiziranih širinah branik črnega bora 
(Pinus nigra) iz Albanije (Levanič in sod., 2015; Poljanšek in sod., 2012), evropskega 
macesna (Larix decidua) iz Alp (Hafner in sod., 2011), doba (Quercus robur) iz Srema 
(Republika Srbija) (Stojanović in sod., 2015) in doba iz Mlač pri Slovenskih Konjicah 
(Jevšenak in Levanič, 2015a, b). Po koncu rastne sezone leta 2015 smo opravili vzorčenje 
dobovih dreves na Sorškem polju. Razvili smo kronologije širin branik (TRW), ranega (EW) 
in kasnega lesa (LW), povprečne površine trahej (MVA) in razmerja stabilnih izotopov 
ogljika (δ13C) in kisika (δ18O). Kronologije s Sorškega polja smo uporabili za primerjavo 
(multiple) linearne regresije in nelinearnih metod strojnega učenja z več neodvisnimi 
spremenljivkami (Jevšenak in sod., 2018b). V naši disertaciji smo želeli uporabiti tudi 
kronologije različnih parametrov lesnih branik doba iz Murske šume, a so bila vzorčena 
drevesa premlada in kronologije lesnih branik niso pokazale jasnega in stabilnega 
klimatskega signala. 
 
Kronologije lesnih branik smo primerjali s temperaturnimi in padavinskimi podatki z 
bližnjih meteoroloških postaj in tako določili ciljne klimatske spremenljivke, ki so najbolj 
povezane s kronologijami. Podatke o temperaturah in padavinah za Slovenijo smo pridobili 
iz arhiva Agencije Republike Slovenije za okolje (ARSO, 2018). Klimatske podatke za 
rastišče iz Albanije smo pridobili s spletne strani KNMI Climate explorer (2018), za rastišče 
Alpe pa smo uporabili podatke z meteorološke postaje Villacher Alpen (Auer in sod., 2007).  
 
Za vsako rastišče smo izdelali eno ali več podatkovnih množic (preglednica 1), ki smo jih 
uporabili za primerjavo linearne regresije in nelinearnih metod strojnega učenja. Vsaka 
množica je sestavljena iz ene odvisne in ene ali več neodvisnih spremenljivk. Za rastišča 
Albanija, Alpe in Srem smo oblikovali po eno podatkovno množico, za rastišče Mlače po 
dve, medtem ko smo pri rastišču Sorško polje oblikovali štiri podatkovne množice. 
Podatkovne množice za isto rastišče se lahko med sabo razlikujejo v odvisni spremenljivki 
in številu neodvisnih spremenljivk (preglednica 1). Vse podatkovne množice so prosto 
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dostopne na Github-povezavi https://github.com/jernejjevsenak/Data. Povezave do vseh 
podatkovnih množic so podane tudi kot hiperpovezave v preglednici 1.
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Preglednica 1: Nabor podatkovnih množic za primerjavo linearne regresije in nelinearnih metod strojnega učenja. Krajšava T_ se pri neodvisnih spremenljivkah nanaša na 
povprečne temperature, krajšava P_ pa na vsoto padavin. 
Table 1: A set of data for the comparison of linear regression and nonlinear machine learning methods. The abbreviation T_ for independent variables denotes mean 
temperatures, while the abbreviation P_ denotes precipitation sum. 
Rastišče Drevesna vrsta Obdobje Ime podatkovne množice 





Albanija Pinus nigra 1951–2009 Albanija TRW T_jun-jul 
Alpe Larix decidua 1870–2009 Alpe TRW T_maj-jul 
Srem Quercus robur 1942–2013 Srem TRW T_apr-jul 
Mlače Quercus robur 1961–2012 Mlače 1 MVA T_jul-sep*, T_mar, 
T_apr, T_maj, T_jun, 
P_jan-mar 
Mlače Quercus robur 1934–2012 Mlače 2 MVA T_apr 
Sorško polje Quercus robur 1960–2015 Sorško_polje_MVA MVA T_jul-nov*, T_jan, 
T_apr, T_maj, T_jun 
Sorško polje Quercus robur 1960–2015 Sorško_polje_rastna_sezona T_apr-avg MVA, δ13C, δ18O 
Sorško polje Quercus robur 1960–2015 Sorško_polje_pomladni_model T_apr-maj EW, MVA 
Sorško polje Quercus robur 1960–2015 Sorško_polje_poletni_model T_jun-avg TRW, δ13C, δ18O 
* prejšnja rastna sezona/previous growing season  
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1.2 DELOVNE HIPOTEZE 
 
Naš cilj je bil primerjati linearno regresijo in izbrane nelinearne metode s področja strojnega 
učenja na učnih nalogah analize odvisnosti značilnosti branik od okoljskih spremenljivk in 
tako odgovoriti na vprašanje, ali lahko nelinearne metode zamenjajo tradicionalne linearne 
na področju preučevanja povezav med parametri lesnih branik in okoljem. Primerjava je 
zajemala devet podatkovnih množic, ki so vključevale tri drevesne vrste in pet parametrov 
branik (preglednica 1). 
 
Nelinearne metode s področja strojnega učenja smo želeli podrobneje preučiti ter predstaviti 
njihovo uporabno vrednost širši raziskovalni skupnosti na področju dendroklimatologije in 
sorodnih biotehniških ved. Zanimajo nas prednosti in slabosti posameznega pristopa ter v 
katerih primerih je smiselno uporabiti nelinearni pristop. Medtem ko linearna regresija 
predpostavlja linearno odvisnost za celoten spekter odziva, pri nelinearnih metodah 
strojnega učenja sprememba odvisne spremenljivke ni premo sorazmerna spremembi 
neodvisne spremenljivke, ampak se naklon krivulje, ki opisuje to spremembo, spreminja. Iz 
grafa nelinearnih funkcij lahko tako razberemo, kakšna je ta sprememba naklona in pri 
kakšnih razmerah nastane.  
 
V okviru doktorske disertacije smo postavili tri hipoteze:  
 
Hipoteza 1: V primerjavi z linearnimi metodami, dobimo z uporabo nelinearnih metod 
boljše statistične kazalce med opazovanimi ter modeliranimi podatki širin drevesnih branik, 
ne glede na rastišče, drevesno vrsto in stopnjo klimatskega signala v branikah.  
 
Hipoteza 2: V primerjavi z linearnimi metodami, dobimo z uporabo nelinearnih metod 
boljše statistične kazalce med opazovanimi ter modeliranimi podatki za izbrano drevesno 
vrsto na enem rastišču, za naslednje parametre branik: širina branik, širina ranega in kasnega 
lesa, lesno-anatomski parametri in stabilni izotopi ogljika. 
 
Hipoteza 3: V primerjavi z linearnimi metodami, lahko z uporabo nelinearnih metod 
zanesljiveje rekonstruiramo klimatske spremenljivke v čas pred začetkom instrumentalnih 
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meritev. Podobno, lahko v primerjavi z linearnimi metodami z uporabo nelinearnih metod 
zanesljiveje napovemo vrednosti parametrov branik za različne scenarije spremenjene klime 
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2 ZNANSTVENA DELA 
2.1 OBJAVLJENA ZNANSTVENA DELA  
2.1.1 Ali bi morale umetne nevronske mreže zamenjati linearne modele v klimatskih 
rekonstrukcijah na podlagi branik 
 
Jevšenak J., Levanič T. 2016. Should artificial neural networks replace linear models in tree 
ring based climate reconstructions? Dendrochronologia, 40: 102-109 
 
Študije, osredotočene na analizo odvisnosti med branikami in klimo, navadno uporabljajo 
linearne metode za določanje optimalne prenosne funkcije. V naši študiji smo izbrali tri 
rastišča s tremi različnimi drevesnimi vrstami z zahodnega Balkana za primerjavo linearnih 
modelov in nelinearnih umetnih nevronskih mrež (ANN). Zanimalo nas je, ali lahko v 
klimatskih rekonstrukcijah linearne modele zamenjajo umetne nevronske mreže. Za vsako 
rastišče smo izračunali en linearni in dva različna modela ANN. Pri vseh analiziranih 
rastiščih smo našli boljše ujemanje z napredno tehniko ANN. Vse kalibracijske in 
verifikacijske vrednosti kazalcev so bile v prid ANN-modelov. Klimatsko spremenljivko 
smo rekonstruirali za izbrano rastišče na podlagi linearne metode in obeh nelinearnih ANN-
modelov. Pokazali smo, da je ANN vedno bolj učinkovita metoda, ki vedno poda boljše 
rezultate kot linearni modeli. Ključ do uspeha je pravilno izbrani učni algoritem, ki prepreči 
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2.1.2 dendroTools: R paket za preučevanje linearnih in nelinearnih odzivov med 
branikami in dnevnimi klimatskimi podatki 
 
Jevšenak J., Levanič, T. 2018. dendroTools: R package for studying linear and nonlinear 
responses between tree-rings and daily environmental data. Dendrochronologia, 48: 32-39  
 
V tem članki predstavljamo dendroTools R paket za preučevanje statističnih povezav med 
parametri branik in dnevnimi okoljskimi podatki. Osrednja funkcija paketa je 
daily_response(), ki deluje na principu drsečega okna skozi dnevne okoljske podatke in 
izračunavanja statističnih kazalcev z eno ali več proxy spremenljivkami iz branik. Možni 
kazalci so korelacijski koeficient, koeficient determinacije in prilagojeni koeficient 
determinacije. Poleg linearne regresije so na voljo tudi nelinearne umetne nevronske mreže, 
ki uporabljajo učni algoritem z Bayesovo regularizacijo (brnn). dendroTools prinaša 
možnost uporabe dnevnih klimatskih podatkov in robustnih nelinearnih funkcij za analizo 
odvisnosti med klimo in rastjo. Modeli bi morali biti tako bolje prilagojeni dejanski (zvezni) 
rasti dreves in bi hkrati morali pridobiti pri napovednih sposobnostih. dendroTools R paket 
je prosto dostopen na CRAN-repozitoriju. Funkcionalnost paketa je prikazana na dveh 
primerih, pri enem na podlagi kronologije povprečne površine trahej (MVA) in pri drugem 
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2.1.3 Pristop strojnega učenja za analizo povezav med temperaturami in več 
spremenljivkami iz branik  
 
Jevšenak J., Džeroski S., Zavadlav S., Levanič T. 2018. A machine learning approach to 
analyzing the relationship between temperatures and multi-proxy tree-ring records. Tree-
Ring Research, 74, 2: 1-15 
 
Strojno učenje (ML) je precej neraziskano področje v dendroklimatologiji, čeprav je močno 
orodje, ki bi lahko izboljšalo natančnost klimatskih rekonstrukcij. V tem članku primerjamo 
različne algoritme strojnega učenja za rekonstrukcijo klime na podlagi proxy podatkov iz 
branik. Algoritmi, ki jih obravnavamo, so multipla linearna regresija (MLR), umetne 
nevronske mreže (ANN), modelna drevesa (MT), ansambli modelnih dreves (BMT) in 
naključni gozdovi regresijskih dreves (RF). Povprečno temperaturo april-maj na dobovem 
rastišču v Sloveniji smo napovedovali s povprečno površino traheje (MVA, korelacijski 
koeficient s povprečno temperaturo april-maj, r = 0,70, p < 0,001) in širino ranega lesa (EW, 
r = –0,28, p < 0,05). Podobno smo povprečno temperaturo junij-avgust napovedovali s 
kronologijami stabilnih izotopov ogljika (δ13C, r = 0,72, p < 0,001), stabilnih izotopov kisika 
(δ18O, r = 0,32, p < 0,05) in širin branik (TRW, r = 0,11, p > 0,05 (neznačilno)). Napovedno 
sposobnost algoritmov strojnega učenja smo ocenili s 3-kratnim prečnim preverjanjem, 
ponovljenim 100-krat. Pri obeh, spomladanskem in poletnem temperaturnem modelu, je 
BMT deloval najbolje v 62 % in 52 % od 100 ponovitev. Drugi najboljši je bil pristop ANN. 
Čeprav smo z BMT dobili najboljše validacijske rezultate, so bile razlike v delovanju 
modelov majhne. Zatorej vedno priporočamo primerjavo različnih tehnik strojnega učenja 
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SUPPLEMENTARY MATERIAL FOR THE PAPER: Jevšenak J., Džeroski S., 
Zavadlav S., Levanič T. 2018. A machine learning approach to analyzing the 
relationship between temperatures and multi-proxy tree-ring records. Tree-Ring 
Research, 74, 2: 1-15  
 
Table S1: Tuned parameters for nonlinear methods: Artificial Neural Networks (ANN), 
Model Trees (MT), Bagging of Model Trees (BMT) and Random Forests of regression trees 
(RF).  
  Tuned values of parameters 
Method Parameter Spring model Summer model 
ANN neurons – number of neurons used 1 1 
MT M – minimum number of instances per 
leaf 
15 15 
MT N – use unpruned tree/rules TRUE TRUE 
MT U – use unsmoothed predictions FALSE FALSE 
MT R – build regression tree/rule rather than 
a model tree/rule 
FALSE FALSE 
BMT P – size of each bag, as a percentage of 
the training set size 
80 80 
BMT I – number of iterations 100 100 
BMT M – minimum number of instances per 
leaf 
15 15 
BMT N – use unpruned tree/rules TRUE TRUE 
BMT U – use unsmoothed predictions FALSE FALSE 
BMT R – build regression tree/rule rather than 
a model tree/rule  
FALSE FALSE 
RF P – size of each bag, as a percentage of 
the training set size 
100 100 
RF I – number of iterations 100 100 
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2.1.4 Primerjava optimalne regresijske metode za klimatsko rekonstrukcijo s 
funkcijo compare_methods() iz dendroTools R paketa 
 
Jevšenak J., Levanič T., Džeroski S. 2018. Comparison of an optimal regression method for 
climate reconstruction with the compare_methods() function from the dendroTools R 
package. Dendrochronologia, 52: 96-104 
 
Izbor regresijske tehnike za rekonstrukcijo klime utegne imeti pomemben vpliv na 
rekonstruirane vrednosti. Linearna regresija je običajno orodje za rekonstrukcijo klime. V 
tem članku predstavljamo funkcijo compare_methods() iz R paketa dendroTools. Funkcija 
primerja različne regresijske algoritme in poda rezultate za vsakega za validacijsko množico. 
Poleg povprečnih vrednosti statističnih kazalcev in izpeljanih rangov morajo pri evalvaciji 
različnih regresijskih algoritmov imeti ključno vlogo prenosne funkcije. Slednje so prav tako 
podane kot rezultat funkcije compare_methods(). Naša metodologija je predstavljena na 
dveh primerih: pri enem uporabljamo kronologijo povprečnih površin trahej (MVA), pri 
drugem pa kronologijo standardiziranih širin branik (TRW). Nelinearne metode strojnega 
učenja, primerjane v naši raziskavi, so prispevale razmeroma malo izboljšav v smislu 
pojasnjevanja variabilnosti klime. Kljub vsemu pa ponujajo drugačno obravnavanje 
ekstremnih vrednosti in so zato uporabno orodje za rekonstrukcijo klime. Funkcijo 
compare_methods() predlagamo kot standarden metodološki test pred izvedbo 
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2.1.5 Napovedovanje površine lumna trahej pri branikah Quercs robur z linearnim 
in nelinearnimi algoritmi strojnega učenja 
 
Jevšenak J., Džeroski S., Levanič T. 2018. Predicting the vessel lumen area tree-ring 
parameter of Quercus robur with linear and nonlinear machine learning algorithms. 
Geochronometria, 45: 211-222 
 
Odvisnost med klimo in rastjo pri kronologijah Quercus robur za površino lumna trahej 
(VLA) z dveh dobovih rastišč (QURO-1 in QURO-2) je pokazala konsistenten temperaturni 
signal: VLA je močno koreliran s povprečno aprilsko temperaturo in temperaturami ob 
koncu prejšnje rastne sezone. Pri rastišču QURO-1 smo opazili značilne negativne korelacije 
z zimskimi vsotami padavin. Izbrane klimatske spremenljivke smo uporabili kot napovedne 
spremenljivke za napovedovanje VLA v primerjavi različnih linearnih in nelinearnih metod 
strojnega učenja: umetnih nevronskih mrež (ANN), multiple linearne regresije (MLR), 
modelnih dreves (MT), ansamblov modelnih dreves (BMT) in naključnih gozdov 
regresijskih dreves (RF). Umetne nevronske mreže so delovale bolje kot vse druge 
regresijske metode na obeh rastiščih. Dobre rezultate sta pokazali tudi metodi RF in BMT, 
medtem kot sta metodi MLR in še posebej MT pokazali slabše delovanje. Na podlagi naših 
rezultatov bi morali biti napredni algoritmi strojnega učenja resno obravnavni za prihodnje 
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2.1.6 Uporaba metod strojnega učenja za preučevanje odnosov med značilnostmi 
branik in okoljem 
 
Jevšenak J., Džeroski S., Levanič T. 2017. Uporaba metod strojnega učenja za preučevanje 
odnosov med značilnostmi branik in okoljem. Acta Silvae et Ligni, 114: 21-29 
 
Različne študije so pokazale, da lahko z nelinearnimi metodami bolje opišemo (modeliramo) 
odnos med branikami in okoljem. V naši študiji smo primerjali (multiplo) linearno regresijo 
(MLR) in štiri nelinearne metode strojnega učenja: modelna drevesa (MT), ansambel 
bagging modelnih dreves (BMT), umetne nevronske mreže (ANN) in metodo naključnih 
gozdov (RF). Za primerjavo teh metod modeliranja smo uporabili štiri množice podatkov. 
Natančnost naučenih modelov smo ocenili z metodo 10-kratnega prečnega preverjanja (ang. 
10-fold cross-validation) na naši množici in preverjanjem na dodatni testni množici. Na vseh 
množicah smo dobili boljše statistične kazalce za nelinearne metode s področja strojnega 
učenja, s katerimi lahko pojasnimo večji delež variance oz. dobimo manjšo napako. Nobena 
metoda se ni pokazala kot najboljša v vseh primerih, zato je smiselno predhodno primerjati 
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2.2  OSTALO POVEZOVALNO ZNANSTVENO DELO 
2.2.1 Celostna primerjava linearne regresije in metod strojnega učenja na devetih 
podatkovnih množicah 
 
V posameznih člankih, ki jih predstavljamo v poglavju 2.1, smo na različnih podatkovnih 
množicah uporabili le del celotne metodologije, ki jo sicer v celoti predstavljamo v prispevku 
Jevšenak in sod. (2018c). Razlog za le delno uporabo v posameznih znanstvenih člankih je 
v tem, da se je metodologija razvijala in dopolnjevala v času trajanja mojega študija in smo 
jo do konca razvili šele v letu 2018. V tem poglavju predstavljamo celostno primerjavo 
(multiple) linearne regresije in izbranih nelinearnih metod strojnega učenja na devetih 
podatkovnih množicah (preglednica 1). 
 
Podatkovne množice smo razdelili na kalibracijske podatke in dodatno validacijsko 
množico. Kalibracijski podatki so sestavljali 90 % najmlajših let celotne podatkovne 
množice in smo jih uporabili za 10-kratno prečno preverjanje z mešanjem podatkov v 200 
ponovitvah, 10-kratno bločno prečno preverjanje, kjer bloki ponazarjajo zaporedna leta; ter 
robno množico, kjer robne podatke sestavlja 10 % najbolj ekstremnih vrednosti pri neodvisni 
spremenljivki za kalibracijske podatke. Za 10-kratno prečno preverjanje smo izračunali 
povprečne vrednosti statističnih koeficientov, povprečni rang in delež ranga 1. Validacijsko 
množico smo uporabili kot neodvisen test in je sestavljala 10 % najstarejših let celotne 
podatkovne množice. Razdelitev podatkovnih množic na kalibracijske podatke ter 
validacijsko množico podajamo v preglednici 2. Pri podatkovnih množicah z več 
neodvisnimi spremenljivkami smo pri multipli linearni regresiji uporabili postopen izbor 
neodvisnih spremenljivk z vzvratnim izločanjem, prav tako pri teh podatkovnih množicah 
ni rezultatov za robno množico, saj le-tega nismo razvili za podatkovne množice z več 
neodvisnimi spremenljivkami. V preglednicah 3 – 11 podajamo vrednosti statističnih 
kazalcev za validacijsko (neodvisno) obdobje za vseh devet podatkovnih množic. Za vsako 
podatkovno množico smo analizirali ostanke na kalibracijskih podatkih z normalnim Q-Q 
diagramom ter prikazali ostanke glede na priležene vrednosti (slike 2 – 10). Končne 
optimalne vrednosti parametrov za vse podatkovne množice podajamo v preglednici 12. 
Prenosne funkcije za podatkovne množice z eno neodvisno spremenljivko so na sliki 11.  
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Preglednica 2: Razdelitev podatkovnih množic na kalibracijsko in validacijsko (testno) množico. 
Table 2: The definition of calibration and holdout data. 
Podatkovni niz Kalibracijska množica Validacijska množica 
Albanija 2009–1957 1956–1951 
Alpe 2009–1884 1883–1870 
Srem 2013–1957 1956–1951 
Mlače 1 2012–1966 1965–1961 
Mlače 2 2012–1942 1934–1941 
Sorško polje MVA 2015–1967 1966–1961 
Sorško polje pomladni model 2015–1966 1965–1960 
Sorško polje poletni model 2015–1966 1965–1960 
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Preglednica 3: Celostna primerjava izbranih regresijskih metod za podatkovno množico Albanija: A) 10-kratno 
prečno preverjanje, B) bločno 10-kratno prečno preverjanje, C) rangiranje med 10-kratnim prečnim 
preverjanjem, D) dodatna validacijska množica in E) robna množica. Pri rangiranju rang pomeni povprečni 
rang, rang1 pa delež ranga 1. Izbrane regresijske metode so (multipla) linearna regresija (MLR) in nelinearne 
metode strojnega učenja: umetne nevronske mreže z učnim algoritmom, ki uporablja Bayesovo regularizacijo 
(ANN), modelna drevesa (MT), ansambli modelnih dreves (BMT) in naključni gozdovi regresijskih dreves 
(RF). Najboljše vrednosti posameznih statističnih kazalcev so označene krepko.  
Table 3: Complete comparison of the selected regression methods for dataset Albania: A) 10-fold cross-
validation, B) blocked 10-fold cross-validation, C) ranking among 10-fold cross-validation, D) holdout, and 
E) edge data. By ranging, rang represents average rang, while rang1 represents the share of rang 1. The 
selected regression methods are: (multiple) linear regression (MLR) and nonlinear machine learning 
algorithms: artificial neural networks with a training algorithm that uses Bayesian regularization (ANN), 
model trees (MT), ensembles of model trees (BMT) and random forest of regression trees (RF). The best values 
of specific statistical metrics are in bold. 
  A) 10-kratno prečno preverjanje B) Bločno 10-kratno prečno preverjanje 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,62 0,60 0,59 0,61 0,59 0,17 0,17 0,14 0,10 0,18 
RMSE val. 0,11 0,12 0,12 0,11 0,12 0,11 0,12 0,12 0,11 0,12 
RRSE val. 0,93 0,99 0,99 0,94 0,96 1,25 1,41 1,45 1,31 1,25 
d val. 0,70 0,67 0,65 0,68 0,70 0,43 0,46 0,44 0,40 0,46 
RE val. 0,34 0,28 0,28 0,33 0,30 0,42 0,40 0,39 0,43 0,38 
CE val. -0,06 -0,18 -0,17 -0,07 -0,13 -0,67 -1,36 -1,55 -0,93 -0,71 
DE val. -0,97 -1,22 -1,21 -0,98 -1,09 -1,27 -1,95 -2,14 -1,50 -1,37 
  C) Rangiranje med 10-kratnim prečnim preverjanjem 




















r val. 2,58 0,16 3,04 0,16 3,30 0,23 2,77 0,24 3,18 0,24 
RMSE val. 2,40 0,20 3,22 0,14 3,62 0,16 2,74 0,20 2,99 0,30 
RRSE val. 2,40 0,20 3,22 0,14 3,62 0,16 2,74 0,20 2,99 0,30 
d val. 2,33 0,18 3,12 0,18 3,93 0,12 3,06 0,14 2,52 0,40 
RE val. 2,40 0,20 3,22 0,14 3,62 0,16 2,74 0,20 2,99 0,30 
CE val. 2,40 0,20 3,22 0,14 3,62 0,16 2,74 0,20 2,99 0,30 
DE val. 2,40 0,20 3,22 0,14 3,62 0,16 2,74 0,20 2,99 0,30 
  D) Validacijska množica E) Robna množica 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,77 0,83 0,85 0,77 0,78 0,99 0,99 0,98 0,99 0,99 
RMSE val. 0,11 0,10 0,12 0,12 0,11 0,05 0,04 0,09 0,07 0,07 
RRSE val. 0,68 0,62 0,72 0,70 0,65 0,35 0,29 0,58 0,44 0,48 
d val. 0,79 0,83 0,73 0,76 0,82 0,97 0,98 0,94 0,95 0,90 
RE val. 0,62 0,68 0,58 0,60 0,65 0,88 0,92 0,67 0,81 0,78 
CE val. 0,54 0,61 0,49 0,52 0,58 0,88 0,92 0,66 0,80 0,77 
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Preglednica 4: Celostna primerjava izbranih regresijskih metod za podatkovno množico Alpe: A) 10-kratno 
prečno preverjanje, B) bločno 10-kratno prečno preverjanje, C) rangiranje med 10-kratnim prečnim 
preverjanjem, D) dodatna validacijska množica in E) robna množica. Pri rangiranju rang pomeni povprečni 
rang, rang1 pa delež ranga 1. Izbrane regresijske metode so (multipla) linearna regresija (MLR) in nelinearne 
metode strojnega učenja: umetne nevronske mreže z učnim algoritmom, ki uporablja Bayesovo regularizacijo 
(ANN), modelna drevesa (MT), ansambli modelnih dreves (BMT) in naključni gozdovi regresijskih dreves 
(RF). Najboljše vrednosti posameznih statističnih kazalcev so označene krepko.  
Table 4: Complete comparison of the selected regression methods for dataset Alps: A) 10-fold cross-validation, 
B) blocked 10-fold cross-validation, C) ranking among 10-fold cross-validation, D) holdout, and E) edge data. 
By ranging, rang represents average rang, while rang1 represents the share of rang 1. The selected regression 
methods are: (multiple) linear regression (MLR) and nonlinear machine learning algorithms: artificial neural 
networks with a training algorithm that uses Bayesian regularization (ANN), model trees (MT), ensembles of 
model trees (BMT) and random forest of regression trees (RF). The best values of specific statistical metrics 
are in bold. 
  A) 10-kratno prečno preverjanje B) Bločno 10-kratno prečno preverjanje 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,53 0,53 0,53 0,53 0,50 0,49 0,50 0,50 0,50 0,46 
RMSE val. 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 
RRSE val. 0,90 0,90 0,90 0,90 0,93 0,96 0,96 0,96 0,96 0,98 
d val. 0,63 0,62 0,63 0,63 0,62 0,57 0,57 0,58 0,58 0,57 
RE val. 0,25 0,25 0,26 0,26 0,21 0,22 0,22 0,23 0,23 0,18 
CE val. 0,16 0,16 0,17 0,17 0,11 0,06 0,06 0,06 0,06 0,01 
DE val. 0,06 0,06 0,07 0,07 0,01 0,01 0,00 0,01 0,01 -0,05 
  C) Rangiranje med 10-kratnim prečnim preverjanjem 




















r val. 3,14 0,12 3,20 0,20 1,99 0,37 1,99 0,37 3,68 0,31 
RMSE val. 3,05 0,14 3,45 0,12 1,86 0,46 1,86 0,46 3,77 0,28 
RRSE val. 3,05 0,14 3,45 0,12 1,86 0,46 1,86 0,46 3,77 0,28 
d val. 2,91 0,09 3,89 0,09 2,05 0,37 2,05 0,37 3,10 0,44 
RE val. 3,05 0,14 3,45 0,12 1,86 0,46 1,86 0,46 3,77 0,28 
CE val. 3,05 0,14 3,45 0,12 1,86 0,46 1,86 0,46 3,77 0,28 
DE val. 3,05 0,14 3,45 0,12 1,86 0,46 1,86 0,46 3,77 0,28 
  D) Validacijska množica E) Robna množica 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,73 0,73 0,73 0,73 0,73 0,89 0,89 0,89 0,89 0,87 
RMSE val. 0,12 0,12 0,12 0,12 0,12 0,09 0,10 0,09 0,09 0,09 
RRSE val. 0,74 0,75 0,74 0,74 0,73 0,51 0,54 0,53 0,53 0,52 
d val. 0,74 0,72 0,73 0,73 0,75 0,93 0,93 0,93 0,93 0,91 
RE val. 0,46 0,44 0,45 0,45 0,47 0,74 0,72 0,72 0,72 0,73 
CE val. 0,46 0,44 0,45 0,45 0,47 0,74 0,71 0,72 0,72 0,73 
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Preglednica 5: Celostna primerjava izbranih regresijskih metod za podatkovno množico Srem: A) 10-kratno 
prečno preverjanje, B) bločno 10-kratno prečno preverjanje, C) rangiranje med 10-kratnim prečnim 
preverjanjem, D) dodatna validacijska množica in E) robna množica. Pri rangiranju rang pomeni povprečni 
rang, rang1 pa delež ranga 1. Izbrane regresijske metode so (multipla) linearna regresija (MLR) in nelinearne 
metode strojnega učenja: umetne nevronske mreže z učnim algoritmom, ki uporablja Bayesovo regularizacijo 
(ANN), modelna drevesa (MT), ansambli modelnih dreves (BMT) in naključni gozdovi regresijskih dreves 
(RF). Najboljše vrednosti posameznih statističnih kazalcev so označene krepko.  
Table 5: Complete comparison of the selected regression methods for dataset Srem: A) 10-fold cross-
validation, B) blocked 10-fold cross-validation, C) ranking among 10-fold cross-validation, D) holdout, and 
E) edge data. By ranging, rang represents average rang, while rang1 represents the share of rang 1. The 
selected regression methods are: (multiple) linear regression (MLR) and nonlinear machine learning 
algorithms: artificial neural networks with a training algorithm that uses Bayesian regularization (ANN), 
model trees (MT), ensembles of model trees (BMT) and random forest of regression trees (RF). The best values 
of specific statistical metrics are in bold. 
  A) 10-kratno prečno preverjanje B) Bločno 10-kratno prečno preverjanje 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,54 0,55 0,56 0,56 0,50 0,37 0,37 0,37 0,37 0,33 
RMSE val. 0,18 0,17 0,17 0,17 0,18 0,18 0,18 0,18 0,18 0,19 
RRSE val. 0,97 0,96 0,96 0,96 1,02 1,99 1,99 1,98 1,98 2,05 
d val. 0,63 0,64 0,64 0,64 0,61 0,49 0,49 0,49 0,49 0,47 
RE val. 0,24 0,26 0,26 0,26 0,17 0,13 0,14 0,13 0,13 0,00 
CE val. -0,05 -0,03 -0,03 -0,03 -0,16 -4,06 -4,09 -4,04 -4,04 -4,42 
DE val. -0,75 -0,70 -0,70 -0,70 -0,92 -5,82 -5,81 -5,78 -5,78 -6,49 
  C) Rangiranje med 10-kratnim prečnim preverjanjem 




















r val. 3,57 0,08 2,75 0,26 1,94 0,37 1,94 0,37 3,79 0,29 
RMSE val. 3,51 0,07 2,66 0,31 1,85 0,43 1,86 0,43 4,12 0,19 
RRSE val. 3,51 0,07 2,66 0,31 1,86 0,43 1,86 0,43 4,12 0,19 
d val. 3,46 0,07 3,57 0,07 1,59 0,59 1,60 0,59 3,77 0,27 
RE val. 3,51 0,07 2,66 0,31 1,86 0,43 1,86 0,42 4,12 0,19 
CE val. 3,51 0,07 2,66 0,31 1,86 0,43 1,86 0,42 4,12 0,19 
DE val. 3,51 0,07 2,66 0,31 1,87 0,43 1,86 0,42 4,12 0,19 
  D) Validacijska množica E) Robna množica 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,27 0,28 0,27 0,27 0,25 0,96 0,96 0,96 0,96 0,97 
RMSE val. 0,26 0,26 0,26 0,26 0,27 0,10 0,11 0,10 0,10 0,11 
RRSE val. 1,34 1,35 1,34 1,34 1,39 0,33 0,38 0,32 0,32 0,39 
d val. 0,55 0,55 0,55 0,55 0,54 0,97 0,95 0,97 0,97 0,95 
RE val. 0,35 0,34 0,35 0,35 0,30 0,89 0,86 0,90 0,90 0,85 
CE val. -0,81 -0,82 -0,80 -0,80 -0,92 0,89 0,85 0,90 0,90 0,85 
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Preglednica 6: Celostna primerjava izbranih regresijskih metod za podatkovno množico Mlače 1: A) 10-kratno 
prečno preverjanje, B) bločno 10-kratno prečno preverjanje, C) rangiranje med 10-kratnim prečnim 
preverjanjem in D) dodatna validacijska množica. Pri rangiranju rang pomeni povprečni rang, rang1 pa delež 
ranga 1. Izbrane regresijske metode so (multipla) linearna regresija (MLR) in nelinearne metode strojnega 
učenja: umetne nevronske mreže z učnim algoritmom, ki uporablja Bayesovo regularizacijo (ANN), modelna 
drevesa (MT), ansambli modelnih dreves (BMT) in naključni gozdovi regresijskih dreves (RF). Najboljše 
vrednosti posameznih statističnih kazalcev so označene krepko.  
Table 6: Complete comparison of the selected regression methods for dataset Mlače 1: A) 10-fold cross-
validation, B) blocked 10-fold cross-validation, C) ranking among 10-fold cross-validation, and D) holdout. 
By ranging, rang represents average rang, while rang1 represents the share of rang 1. The selected regression 
methods are: (multiple) linear regression (MLR) and nonlinear machine learning algorithms: artificial neural 
networks with a training algorithm that uses Bayesian regularization (ANN), model trees (MT), ensembles of 
model trees (BMT) and random forest of regression trees (RF). The best values of specific statistical metrics 
are in bold. 
  A) 10-kratno prečno preverjanje B) Bločno 10-kratno prečno preverjanje 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,66 0,70 0,67 0,65 0,65 0,55 0,61 0,61 0,61 0,41 
RMSE val. 0,43 0,41 0,43 0,44 0,43 0,41 0,41 0,43 0,43 0,43 
RRSE val. 0,94 0,91 0,96 0,99 0,94 1,48 1,52 1,61 1,63 1,53 
d val. 0,71 0,74 0,72 0,71 0,70 0,57 0,61 0,61 0,61 0,53 
RE val. 0,34 0,37 0,28 0,25 0,35 0,46 0,45 0,37 0,38 0,44 
CE val. -0,10 -0,04 -0,17 -0,22 -0,08 -3,19 -3,28 -3,49 -3,74 -3,21 
DE val. -2,61 -2,53 -2,73 -2,98 -2,77 -4,24 -4,34 -4,71 -4,93 -4,33 
  C) Rangiranje med 10-kratnim prečnim preverjanjem 




















r val. 3,08 0,12 2,42 0,35 2,66 0,20 2,93 0,19 3,31 0,26 
RMSE val. 3,07 0,13 2,23 0,37 2,69 0,23 3,04 0,17 3,37 0,24 
RRSE val. 3,07 0,13 2,23 0,37 2,69 0,23 3,04 0,16 3,37 0,24 
d val. 3,26 0,10 2,33 0,34 2,39 0,32 2,78 0,23 3,64 0,20 
RE val. 3,07 0,13 2,23 0,37 2,69 0,22 3,04 0,16 3,37 0,24 
CE val. 3,07 0,13 2,23 0,37 2,70 0,23 3,04 0,16 3,37 0,24 
DE val. 3,07 0,13 2,23 0,37 2,71 0,22 3,05 0,16 3,37 0,24 
  D) Validacijska množica  
Kaz. Ob. BMT ANN MLR MT RF      
r val. 0,77 0,85 0,86 0,78 0,75      
RMSE val. 0,37 0,35 0,33 0,37 0,38      
RRSE val. 0,66 0,62 0,59 0,66 0,69      
d val. 0,81 0,82 0,85 0,80 0,78      
RE val. 0,59 0,63 0,67 0,59 0,55      
CE val. 0,57 0,61 0,65 0,56 0,52      
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Preglednica 7: Celostna primerjava izbranih regresijskih metod za podatkovno množico Mlače 2: A) 10-kratno 
prečno preverjanje, B) bločno 10-kratno prečno preverjanje, C) rangiranje med 10-kratnim prečnim 
preverjanjem, D) dodatna validacijska množica in E) robna množica. Pri rangiranju rang pomeni povprečni 
rang, rang1 pa delež ranga 1. Izbrane regresijske metode so (multipla) linearna regresija (MLR) in nelinearne 
metode strojnega učenja: umetne nevronske mreže z učnim algoritmom, ki uporablja Bayesovo regularizacijo 
(ANN), modelna drevesa (MT), ansambli modelnih dreves (BMT) in naključni gozdovi regresijskih dreves 
(RF). Najboljše vrednosti posameznih statističnih kazalcev so označene krepko.  
Table 7: Complete comparison of the selected regression methods for dataset Mlače 2: A) 10-fold cross-
validation, B) blocked 10-fold cross-validation, C) ranking among 10-fold cross-validation, D) holdout, and 
E) edge data. By ranging, rang represents average rang, while rang1 represents the share of rang 1. The 
selected regression methods are: (multiple) linear regression (MLR) and nonlinear machine learning 
algorithms: artificial neural networks with a training algorithm that uses Bayesian regularization (ANN), 
model trees (MT), ensembles of model trees (BMT) and random forest of regression trees (RF). The best values 
of specific statistical metrics are in bold. 
  A) 10-kratno prečno preverjanje B) Bločno 10-kratno prečno preverjanje 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,58 0,59 0,59 0,59 0,54 0,40 0,40 0,40 0,40 0,30 
RMSE val. 0,43 0,43 0,43 0,43 0,45 0,43 0,44 0,43 0,43 0,47 
RRSE val. 0,94 0,94 0,94 0,94 0,99 1,43 1,45 1,43 1,43 1,54 
d val. 0,66 0,66 0,66 0,66 0,64 0,56 0,56 0,56 0,56 0,52 
RE val. 0,24 0,24 0,26 0,26 0,16 0,05 0,00 0,06 0,06 -0,14 
CE val. 0,02 0,02 0,04 0,04 -0,09 -1,83 -1,94 -1,83 -1,83 -2,25 
DE val. -0,29 -0,29 -0,26 -0,26 -0,44 -2,42 -2,53 -2,42 -2,42 -2,93 
  C) Rangiranje med 10-kratnim prečnim preverjanjem 




















r val. 3,05 0,10 2,77 0,24 2,16 0,39 2,16 0,39 3,85 0,27 
RMSE val. 2,97 0,15 3,12 0,14 1,96 0,48 1,96 0,48 3,99 0,23 
RRSE val. 2,97 0,15 3,12 0,14 1,96 0,48 1,96 0,48 3,99 0,23 
d val. 2,79 0,17 3,27 0,14 2,15 0,39 2,15 0,39 3,65 0,31 
RE val. 2,97 0,15 3,12 0,14 1,96 0,48 1,96 0,48 3,99 0,23 
CE val. 2,97 0,15 3,12 0,14 1,96 0,48 1,96 0,48 3,99 0,23 
DE val. 2,97 0,15 3,12 0,14 1,96 0,48 1,96 0,48 3,99 0,23 
  D) Validacijska množica E) Robna množica 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,34 0,36 0,34 0,34 0,36 0,90 0,90 0,90 0,90 0,93 
RMSE val. 0,42 0,42 0,43 0,43 0,40 0,35 0,36 0,35 0,35 0,38 
RRSE val. 1,52 1,52 1,54 1,54 1,42 0,46 0,48 0,47 0,47 0,50 
d val. 0,46 0,47 0,46 0,46 0,48 0,93 0,93 0,93 0,93 0,90 
RE val. 0,27 0,27 0,26 0,26 0,36 0,79 0,77 0,78 0,78 0,75 
CE val. -1,31 -1,31 -1,36 -1,36 -1,03 0,79 0,77 0,78 0,78 0,75 
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Preglednica 8: Celostna primerjava izbranih regresijskih metod za podatkovno množico Sorško polje MVA: 
A) 10-kratno prečno preverjanje, B) bločno 10-kratno prečno preverjanje, C) rangiranje med 10-kratnim 
prečnim preverjanjem in D) dodatna validacijska množica. Pri rangiranju rang pomeni povprečni rang, rang1 
pa delež ranga 1. Izbrane regresijske metode so (multipla) linearna regresija (MLR) in nelinearne metode 
strojnega učenja: umetne nevronske mreže z učnim algoritmom, ki uporablja Bayesovo regularizacijo (ANN), 
modelna drevesa (MT), ansambli modelnih dreves (BMT) in naključni gozdovi regresijskih dreves (RF). 
Najboljše vrednosti posameznih statističnih kazalcev so označene krepko.  
Table 8: Complete comparison of the selected regression methods for dataset Sorško polje MVA: A) 10-fold 
cross-validation, B) blocked 10-fold cross-validation, C) ranking among 10-fold cross-validation, and D) 
holdout. By ranging, rang represents average rang, while rang1 represents the share of rang 1. The selected 
regression methods are: (multiple) linear regression (MLR) and nonlinear machine learning algorithms: 
artificial neural networks with a training algorithm that uses Bayesian regularization (ANN), model trees 
(MT), ensembles of model trees (BMT) and random forest of regression trees (RF). The best values of specific 
statistical metrics are in bold. 
  A) 10-kratno prečno preverjanje B) Bločno 10-kratno prečno preverjanje 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,76 0,77 0,68 0,71 0,78 0,47 0,49 0,29 0,45 0,44 
RMSE val. 0,26 0,25 0,30 0,29 0,25 0,27 0,27 0,32 0,30 0,27 
RRSE val. 0,89 0,85 1,04 0,98 0,84 1,39 1,38 1,70 1,54 1,36 
d val. 0,77 0,80 0,71 0,73 0,78 0,54 0,54 0,44 0,54 0,55 
RE val. 0,41 0,44 0,18 0,31 0,48 0,46 0,42 0,21 0,29 0,48 
CE val. -0,44 -0,34 -0,90 -0,67 -0,27 -1,93 -1,45 -2,71 -2,15 -1,64 
DE val. -3,94 -3,54 -5,10 -4,21 -3,55 -4,39 -3,71 -5,52 -4,71 -3,90 
  C) Rangiranje med 10-kratnim prečnim preverjanjem 




















r val. 2,72 0,09 2,48 0,30 3,85 0,07 3,41 0,20 2,54 0,35 
RMSE val. 2,71 0,07 2,21 0,41 4,18 0,03 3,59 0,17 2,31 0,32 
RRSE val. 2,71 0,07 2,21 0,41 4,18 0,03 3,59 0,17 2,31 0,32 
d val. 2,85 0,05 2,02 0,47 4,01 0,04 3,60 0,15 2,53 0,28 
RE val. 2,71 0,07 2,21 0,41 4,18 0,03 3,59 0,17 2,31 0,32 
CE val. 2,71 0,07 2,21 0,41 4,18 0,03 3,59 0,17 2,31 0,32 
DE val. 2,71 0,07 2,21 0,41 4,18 0,03 3,59 0,17 2,31 0,32 
  D) Validacijska množica  
Kaz. Ob. BMT ANN MLR MT RF      
r val. 0,08 0,10 0,28 -0,24 0,20      
RMSE val. 0,24 0,28 0,20 0,32 0,26      
RRSE val. 1,26 1,49 1,07 1,68 1,37      
d val. 0,33 0,31 0,47 0,02 0,43      
RE val. 0,21 -0,11 0,43 -0,41 0,06      
CE val. -0,58 -1,21 -0,14 -1,81 -0,88      
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Preglednica 9: Celostna primerjava izbranih regresijskih metod za podatkovno množico Sorško polje rastna 
sezona: A) 10-kratno prečno preverjanje, B) bločno 10-kratno prečno preverjanje, C) rangiranje med 10-
kratnim prečnim preverjanjem in D) dodatna validacijska množica. Pri rangiranju rang pomeni povprečni rang, 
rang1 pa delež ranga 1. Izbrane regresijske metode so (multipla) linearna regresija (MLR) in nelinearne metode 
strojnega učenja: umetne nevronske mreže z učnim algoritmom, ki uporablja Bayesovo regularizacijo (ANN), 
modelna drevesa (MT), ansambli modelnih dreves (BMT) in naključni gozdovi regresijskih dreves (RF). 
Najboljše vrednosti posameznih statističnih kazalcev so označene krepko.  
Table 9: Complete comparison of the selected regression methods for dataset Sorško polje growing season: A) 
10-fold cross-validation, B) blocked 10-fold cross-validation, C) ranking among 10-fold cross-validation, and 
D) holdout. By ranging, rang represents average rang, while rang1 represents the share of rang 1. The selected 
regression methods are: (multiple) linear regression (MLR) and nonlinear machine learning algorithms: 
artificial neural networks with a training algorithm that uses Bayesian regularization (ANN), model trees 
(MT), ensembles of model trees (BMT) and random forest of regression trees (RF). The best values of specific 
statistical metrics are in bold. 
  A) 10-kratno prečno preverjanje B) Bločno 10-kratno prečno preverjanje 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,75 0,75 0,74 0,74 0,75 0,31 0,24 0,19 0,18 0,47 
RMSE val. 0,72 0,74 0,75 0,72 0,71 0,77 0,79 0,81 0,76 0,77 
RRSE val. 0,80 0,82 0,83 0,80 0,77 2,21 2,15 2,20 1,88 2,36 
d val. 0,79 0,78 0,78 0,79 0,78 0,45 0,44 0,43 0,45 0,51 
RE val. 0,50 0,48 0,46 0,49 0,54 0,27 0,25 0,23 0,31 0,30 
CE val. 0,21 0,19 0,15 0,21 0,27 -10,86 -8,21 -8,41 -4,72 -14,06 
DE val. -0,73 -0,79 -0,83 -0,75 -0,57 -14,64 -10,98 -11,16 -6,41 -18,95 
  C) Rangiranje med 10-kratnim prečnim preverjanjem 




















r val. 2,78 0,09 3,03 0,18 3,32 0,16 3,07 0,16 2,81 0,41 
RMSE val. 2,69 0,11 3,14 0,16 3,45 0,14 2,90 0,21 2,82 0,39 
RRSE val. 2,69 0,11 3,14 0,16 3,45 0,14 2,90 0,21 2,82 0,39 
d val. 2,56 0,13 3,21 0,14 3,33 0,16 2,78 0,24 3,12 0,32 
RE val. 2,69 0,11 3,14 0,16 3,45 0,14 2,90 0,21 2,82 0,39 
CE val. 2,69 0,11 3,14 0,16 3,45 0,14 2,90 0,21 2,82 0,39 
DE val. 2,69 0,11 3,14 0,16 3,45 0,14 2,90 0,21 2,82 0,39 
  D) Validacijska množica  
Kaz. Ob. BMT ANN MLR MT RF      
r val. 0,48 0,45 0,50 0,30 -0,13      
RMSE val. 0,64 0,63 0,73 0,61 0,63      
RRSE val. 1,16 1,13 1,31 1,10 1,14      
d val. 0,62 0,59 0,62 0,54 0,22      
RE val. 0,64 0,66 0,54 0,68 0,65      
CE val. -0,34 -0,28 -0,73 -0,20 -0,30      
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Preglednica 10: Celostna primerjava izbranih regresijskih metod za podatkovno množico Sorško polje 
pomladni model: A) 10-kratno prečno preverjanje, B) bločno 10-kratno prečno preverjanje, C) rangiranje med 
10-kratnim prečnim preverjanjem in D) dodatna validacijska množica. Pri rangiranju rang pomeni povprečni 
rang, rang1 pa delež ranga 1. Izbrane regresijske metode so (multipla) linearna regresija (MLR) in nelinearne 
metode strojnega učenja: umetne nevronske mreže z učnim algoritmom, ki uporablja Bayesovo regularizacijo 
(ANN), modelna drevesa (MT), ansambli modelnih dreves (BMT) in naključni gozdovi regresijskih dreves 
(RF). Najboljše vrednosti posameznih statističnih kazalcev so označene krepko.  
Table 10: Complete comparison of the selected regression methods for dataset Sorško polje Spring model: A) 
10-fold cross-validation, B) blocked 10-fold cross-validation, C) ranking among 10-fold cross-validation, and 
D) holdout. By ranging, rang represents average rang, while rang1 represents the share of rang 1. The selected 
regression methods are: (multiple) linear regression (MLR) and nonlinear machine learning algorithms: 
artificial neural networks with a training algorithm that uses Bayesian regularization (ANN), model trees 
(MT), ensembles of model trees (BMT) and random forest of regression trees (RF). The best values of specific 
statistical metrics are in bold. 
  A) 10-kratno prečno preverjanje B) Bločno 10-kratno prečno preverjanje 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,72 0,74 0,74 0,74 0,67 0,45 0,48 0,47 0,44 0,49 
RMSE val. 0,91 0,89 0,91 0,91 0,97 0,89 0,91 0,95 0,95 0,96 
RRSE val. 0,92 0,90 0,92 0,92 0,99 1,25 1,32 1,37 1,36 1,39 
d val. 0,74 0,76 0,74 0,74 0,72 0,59 0,61 0,61 0,60 0,56 
RE val. 0,35 0,37 0,37 0,36 0,24 0,33 0,24 0,26 0,25 0,16 
CE val. -0,12 -0,09 -0,14 -0,15 -0,28 -1,03 -1,50 -1,62 -1,47 -1,65 
DE val. -1,31 -1,27 -1,24 -1,26 -1,74 -1,93 -2,56 -2,57 -2,49 -2,90 
  C) Rangiranje med 10-kratnim prečnim preverjanjem 




















r val. 3,21 0,08 2,50 0,30 2,22 0,44 2,22 0,44 3,86 0,18 
RMSE val. 2,94 0,10 2,29 0,42 2,50 0,31 2,51 0,31 3,77 0,16 
RRSE val. 2,94 0,10 2,29 0,42 2,51 0,31 2,51 0,31 3,77 0,16 
d val. 3,00 0,08 1,96 0,52 2,73 0,21 2,74 0,21 3,57 0,18 
RE val. 2,94 0,10 2,29 0,42 2,51 0,31 2,50 0,31 3,77 0,16 
CE val. 2,94 0,10 2,29 0,42 2,52 0,31 2,51 0,31 3,77 0,16 
DE val. 2,94 0,10 2,29 0,42 2,53 0,30 2,51 0,31 3,77 0,16 
  D) Validacijska množica  
Kaz. Ob. BMT ANN MLR MT RF      
r val. 0,50 0,53 0,45 0,46 0,56      
RMSE val. 1,02 1,00 0,99 0,97 1,02      
RRSE val. 1,20 1,17 1,17 1,13 1,20      
d val. 0,63 0,67 0,61 0,62 0,66      
RE val. 0,02 0,06 0,07 0,11 0,01      
CE val. -0,43 -0,37 -0,36 -0,29 -0,44      
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Preglednica 11: Celostna primerjava izbranih regresijskih metod za podatkovno množico Sorško polje poletni 
model: A) 10-kratno prečno preverjanje, B) bločno 10-kratno prečno preverjanje, C) rangiranje med 10-kratnim 
prečnim preverjanjem in D) dodatna validacijska množica. Pri rangiranju rang pomeni povprečni rang, rang1 
pa delež ranga 1. Izbrane regresijske metode so (multipla) linearna regresija (MLR) in nelinearne metode 
strojnega učenja: umetne nevronske mreže z učnim algoritmom, ki uporablja Bayesovo regularizacijo (ANN), 
modelna drevesa (MT), ansambli modelnih dreves (BMT) in naključni gozdovi regresijskih dreves (RF). 
Najboljše vrednosti posameznih statističnih kazalcev so označene krepko.  
Table 11: Complete comparison of the selected regression methods for dataset Sorško polje Summer model: 
A) 10-fold cross-validation, B) blocked 10-fold cross-validation, C) ranking among 10-fold cross-validation, 
and D) holdout. By ranging, rang represents average rang, while rang1 represents the share of rang 1. The 
selected regression methods are: (multiple) linear regression (MLR) and nonlinear machine learning 
algorithms: artificial neural networks with a training algorithm that uses Bayesian regularization (ANN), 
model trees (MT), ensembles of model trees (BMT) and random forest of regression trees (RF). The best values 
of specific statistical metrics are in bold. 
  A) 10-kratno prečno preverjanje B) Bločno 10-kratno prečno preverjanje 
Kaz. Ob. BMT ANN MLR MT RF BMT ANN MLR MT RF 
r val. 0,69 0,69 0,67 0,68 0,68 -0,18 -0,07 -0,09 -0,17 0,16 
RMSE val. 0,89 0,89 0,91 0,88 0,88 0,91 0,90 0,92 0,92 0,93 
RRSE val. 0,91 0,90 0,93 0,90 0,90 1,60 1,62 1,65 1,62 1,67 
d val. 0,73 0,73 0,72 0,74 0,73 0,34 0,38 0,36 0,34 0,39 
RE val. 0,37 0,37 0,33 0,36 0,39 0,32 0,33 0,31 0,30 0,23 
CE val. 0,03 0,02 -0,04 0,02 0,04 -1,73 -1,92 -1,95 -1,79 -2,05 
DE val. -2,00 -1,90 -2,16 -2,21 -2,02 -3,28 -3,66 -3,71 -3,37 -3,91 
  C) Rangiranje med 10-kratnim prečnim preverjanjem 




















r val. 2,90 0,17 2,82 0,25 3,33 0,10 3,01 0,14 2,94 0,34 
RMSE val. 2,97 0,12 2,80 0,28 3,45 0,07 2,86 0,17 2,93 0,36 
RRSE val. 2,97 0,12 2,80 0,28 3,45 0,07 2,86 0,17 2,93 0,36 
d val. 3,14 0,10 2,80 0,27 3,36 0,08 2,78 0,20 2,92 0,35 
RE val. 2,97 0,12 2,80 0,28 3,45 0,07 2,86 0,17 2,93 0,36 
CE val. 2,97 0,12 2,80 0,28 3,45 0,07 2,86 0,17 2,93 0,36 
DE val. 2,97 0,12 2,80 0,28 3,45 0,07 2,86 0,17 2,93 0,36 
  D) Validacijska množica  
Kaz. Ob. BMT ANN MLR MT RF      
r val. -0,02 0,16 0,21 0,15 0,31      
RMSE val. 0,56 0,50 0,66 0,49 0,60      
RRSE val. 1,18 1,04 1,37 1,03 1,25      
d val. 0,40 0,41 0,52 0,38 0,52      
RE val. 0,80 0,84 0,72 0,85 0,77      
CE val. -0,38 -0,09 -0,87 -0,05 -0,56      
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Slika 2: Analiza ostankov na kalibracijskih podatkih za podatkovno množico Albanija. 
Figure 2: Residual diagnostic for the dataset Albania. 
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Slika 3: Analiza ostankov na kalibracijskih podatkih za podatkovno množico Alpe. 
Figure 3: Residual diagnostic for the dataset Alps. 
Jevšenak J. Nelinearno modeliranje povezav med lesnimi branikami in okoljem 
   Dokt. disertacija. Ljubljana, Univ. v Ljubljani, Biotehniška fakulteta, 2019 
100 
 
Slika 4: Analiza ostankov na kalibracijskih podatkih za podatkovno množico Srem. 
Figure 4: Residual diagnostic for the dataset Srem. 
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Slika 5: Analiza ostankov na kalibracijskih podatkih za podatkovno množico Mlače 1. 
Figure 5: Residual diagnostic for the dataset Mlače 1. 
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Slika 6: Analiza ostankov na kalibracijskih podatkih za podatkovno množico Mlače 2. 
Figure 6: Residual diagnostic for the dataset Mlače 2. 
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Slika 7: Analiza ostankov na kalibracijskih podatkih za podatkovno množico Sorško polje MVA. 
Figure 7: Residual diagnostic for the dataset Sorško polje MVA. 
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Slika 8: Analiza ostankov na kalibracijskih podatkih za podatkovno množico Soršo polje rastna sezona. 
Figure 8: Residual diagnostic for the dataset Sorško polje growing season. 
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Slika 9: Analiza ostankov na kalibracijskih podatkih za podatkovno množico Sorško polje pomladni model. 
Figure 9: Residual diagnostic for the dataset Sorško polje spring model. 
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Slika 10: Analiza ostankov na kalibracijskih podatkih za podatkovno množico Sorško polje poletni model. 
Figure 10: Residual diagnostic for the dataset Sorško polje summer model.
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Slika 11: Prenosne funkcije za štiri podatkovne množice z eno neodvisno spremenljivko: A) Albanija, B) Alpe, C) Srem in D) Mlače 2. Rdeča barva predstavlja testno 
(validacijsko), črna pa kalibracijsko podatkovno množico. 
Figure 11: Transfer functions for four datasets with one independent variable: A) Albania, B) Alps, C) Srem, and D) Mlače 2. Red colour depicts holdout dataset, while 
black colour depicts calibration data. 
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Preglednica 12: Optimalne vrednosti parametrov nelinearnih metod strojnega učenja, ki dajejo najboljše testne statistične kazalce za podatkovne množice: A) Albanija, B) 
Alpe, C) Srem, D) Mlače 1, E) Mlače 2, F) Sorško polje MVA, G) Sorško polje rastna sezona, H) Sorško polje pomladni model, in I) Sorško polje poletni model. Kazalec, 
ki smo ga uporabili za izbor optimalnih vrednosti parametrov, je celotna napaka.  
Table 12: Tuned values of parameters for nonlinear machine learning methods that return the best validation measures for datasets: A) Albania, B) Alps, C) Srem, D) Mlače 
1, E) Mlače 2, F) Sorško polje MVA, G) Sorško polje growing season, H) Sorško polje Spring model, and I) Sorško polje Summer model. The measure that was used to select 
the tuned parameter values, is root mean squared error.  
Metoda Parameter Testirane vrednosti  A B C D E F G H I 
ANN neurons – število nevronov 1, 2, 3, 4, 5 2 3 4 5 4 1 3 2 3 
MT M – minimalno število enot v listu 4, 8, 16, 20, 25, 30, 35 35 16 30 4 30 35 4 4 4 
MT N – uporabi neobrezana drevesa TRUE, FALSE FALSE FALSE FALSE FALSE FALSE FALSE TRUE FALSE TRUE 
MT U – uporabi nezglajene napovedi TRUE, FALSE FALSE FALSE FALSE FALSE TRUE TRUE FALSE TRUE FALSE 
MT R – sestavi regresijsko drevo 
(namesto modelnega) 
TRUE, FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE 
BMT P – velikost podmnožice kot odstotek 
od velikosti kalibracijske množice 
80, 100 100 100 100 100 100 100 100 100 100 
BMT I – število iteracij 100, 200 200 200 200 100 200 100 100 200 100 
BMT M – minimalno število enot v listu 4, 8, 16, 20, 25, 30, 35 25 30 25 8 35 8 4 16 35 
BMT N – uporabi neobrezana drevesa TRUE, FALSE FALSE FALSE FALSE FALSE FALSE TRUE FALSE TRUE FALSE 
BMT U – uporabi nezglajene napovedi TRUE, FALSE TRUE TRUE TRUE TRUE FALSE FALSE FALSE FALSE FALSE 
BMT R – sestavi regresijsko drevo 
(namesto modelnega) 
TRUE, FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE 
RF P – velikost podmnožice kot odstotek 
od velikosti kalibracijske množice 
80, 100 100 100 100 100 100 80 100 100 100 
RF I – število iteracij 100, 200 100 200 200 200 100 200 100 100 100 
RF depth – največja globina drevesa 0, 2 2 2 2 0 2 2 2 2 0 
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3 RAZPRAVA IN SKLEPI 
3.1 RAZPRAVA 
3.1.1 Strategija za primerjavo linearne regresije in izbranih nelinearnih metod s 
področja strojnega učenja 
 
Primerjava linearne regresije in nelinearnih metod strojnega učenja je temeljila na principu 
prečnega preverjanja, validacijske množice in robne množice. Prečno preverjanje je lahko 
bločno, ali pa temelji na mešanju kalibracijskih podatkov z eno ali več ponovitvami. Uporaba 
več ponovitev je smiselna, kadar metode delujejo podobno in obstaja nevarnost, da lahko z 
eno samo ponovitvijo pridemo do napačnih zaključkov (Zhang in sod., 2000). Z večanjem 
števila ponovitev zmanjšujemo možnost, da dobimo naključne rezultate oziroma razlike v 
rezultatih primerjanih metod. Strategijo za primerjavo (multiple) linearne regresije in 
nelinearnih metod s področja strojnega učenja smo vgradili v R funkcijo 
compare_methods(), ki je na voljo v dendroTools R paketu (Jevšenak in sod., 2018c).  
 
Različni načini primerjave metod lahko vodijo do različnih rezultatov. Slednje je še posebej 
značilno za manjše podatkovne množice, kot je bilo v naših primerih, zato je treba vedeti, 
kakšen način primerjave je primeren za posamezne primere. Pri največkrat uporabljenem 
prečnem preverjanju, pri katerem podatke razdelimo na n enakih delov, dobimo objektiven 
vpogled v delovanje različnih metod znotraj kalibracijskega intervala. Posebej je treba 
poudariti, da n-kratno prečno preverjanje ne daje vpogleda v delovanje modelov zunaj 
kalibracijskega intervala in zato so validacijski statistični kazalci navadno preoptimistični.  
 
Rekonstrukcija klime največkrat vključuje napovedovanje klimatske spremenljivke zunaj 
kalibracijskega intervala. Napovedovanje zunaj kalibracijskega intervala pomeni 
napovedovanje (rekonstruiranje) vrednosti, ki jih ni v kalibracijskih podatkih, npr. širše/ožje 
branike, kot jih uporabljamo za kalibracijo modelov in pravzaprav ne vemo, kakšna je 
povezava med parametri branik in okoljem na intervalu zunaj kalibracijskih podatkov. 
Posledično izbor metode za klimatsko rekonstrukcijo samo na podlagi n-kratnega prečnega 
preverjanja ni primeren.  
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Različne kronologije parametrov branik ponazarjajo zaporedje meritev v času in spadajo 
med časovne vrste, v katerih je pogosta avtokorelacija. Za primere, kjer imajo podatki 
značilnost časovnih vrst in obstaja avtokorelacija, sta Bergmeir in Benítez (2012) predlagala 
variacijo n-kratnega prečnega preverjanja, ki ne vključuje mešanja podatkov. Gre za t.i. 
bločni način n-kratnega prečnega preverjanja, kjer posamezni deli ponazarjajo skupine 
zaporednih meritev (let). Tako dobimo dodaten vpogled v delovanje različnih metod, vendar 
še vedno znotraj kalibracijskega intervala. Slabost bločnega načina n-kratnega prečnega 
preverjanja je tipično podcenjeno delovanje posameznih metod (Mozetič in sod., 2018), kar 
pomeni da lahko na neodvisnih podatkih realno pričakujemo višje vrednosti statističnih 
kazalcev. 
 
Na področju strojnega učenja je zelo uveljavljen pristop, kjer se del podatkov že v prvi fazi 
izloči iz kalibracije modela. To množico navadno imenujemo testna (validacijska) množica 
(ang. holdout set) in običajno predstavlja 10 do 20 % vseh podatkov. Izbor podatkov za 
testno množico je lahko naključen ali sistematičen, v naših primerih je bila največkrat 
določena kot 10 % najstarejših let. Z oblikovanjem validacijske množice dobimo objektivno 
neodvisne podatke, ki niso bili vključeni v proces optimizacije parametrov posameznih 
metod pri strojnem učenju. Na področju dendroklimatologije se pogosto srečujemo s težavo 
kratkih klimatskih podatkovnih nizov. Slednje pomeni težavo za uporabo testne množice, 
saj že tako kratki nizi podatkov za kalibracijo postanejo še krajši. Naslednja težava pri 
uporabi testne množice je že omenjena avtokorelacija v kronologijah branik. Testna množica 
pogosto ponazarja zgornji ali spodnji del časovno urejenih podatkov, ki pa so lahko zaradi 
avtokorelacije precej drugačni, torej se od kalibracijskih podatkov razlikujejo v razponu, 
povprečni vrednosti in varianci. Posledično ocenjujemo delovanje različnih metod na 
drugačnih podatkih, kot so tisti, ki so bili uporabljeni za kalibracijo modelov. Zatorej je 
smiselno, da za testno množico vzamemo del najstarejših let, ki ne vsebujejo naraščajočega 
trenda temperatur v zadnjih desetletjih, ali pa vzorčimo podatke znotraj celotnega intervala, 
npr. vsako deseto leto. 
 
Naši rezultati so sicer pokazali, da lahko ob uporabi nelinearnih metod strojnega učenja 
pričakujemo boljše statistične kazalce na neodvisnih podatkih, vendar so bile razlike med 
linearno regresijo in nelinearnimi metodami s področja strojnega učenja v večini primerov 
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majhne. Boljši vpogled v dejansko razliko med metodami dobimo z analizo grafov prenosnih 
funkcij posamezne metode. Za prenosne funkcije obravnavanih regresijskih metod je 
značilno, da se v večini primerov prekrivajo v osrednjem delu kalibracijskega intervala in se 
razlike med njimi pokažejo šele proti robu kalibracijskega intervala. Zaradi te ugotovitve 
smo uvedli posebno (robno) množico,  kjer za kalibracijo uporabljamo 90 % osrednjega 
kalibracijskega intervala, po 5 % ekstremnih vrednosti na vsaki strani pa pomeni validacijsko 
množico. Tako lahko bolje ocenimo, kako natančno bodo posamezne metode napovedale 
vrednosti odvisne spremenljivke zunaj kalibracijskega intervala. Ta način primerjave metod 
smo uvedli le za regresijske probleme z eno neodvisno spremenljivko, saj pri regresijskih 
problemih z več neodvisnimi spremenljivkami nastane težava z izborom robnih vrednosti, 
še posebej, kadar so podatkovne množice majhne. 
 
Za ovrednotenje razlik med linearno regresijo in izbranimi nelinearnimi metodami strojnega 
učenja smo uporabili statistične kazalce, ki se najpogosteje uporabljajo v 
dendroklimatoloških študijah. Ti kazalci so: korelacijski koeficient (r), celotna napaka 
(RMSE) (Willmott, 1981), koren relativne kvadrirane napake (RRSE) (Witten in sod., 2011), 
indeks strinjanja (d) (Willmott, 1981), zmanjšanje napake (ang. reduction of error, RE) 
(Fritts, 1976; Lorenz, 1956), koeficient učinkovitosti (ang. coefficient of efficiency, CE) 
(Briffa in sod., 1988), breztrendska učinkovitost (ang. detrended efficiency, DE) (Helama in 
sod., 2018) in pristranskost (ang. bias), ki smo jo izračunali kot razliko med povprečno 
opazovano in napovedano vrednost za odvisno spremenljivko. 
 
Pri statističnih kazalcih r, RMSE, RRSE, d, RE, CE in DE smo izračunali njihovo povprečno 
vrednost posebej za kalibracijsko in validacijsko obdobje prek vseh ponovitev n-kratnega 
prečnega preverjanja. Dodaten vpogled v delovanje posamezne metode smo dobili z uvedbo 
rangiranja posameznih statističnih kazalcev v vseh ponovitvah n-kratnega prečnega 
preverjanja. Z rangiranjem smo dobili delež posameznih razrezov (ang. split) za vsako 
metodo, kjer so statistični kazalci pri posamezni metodi imeli najboljše vrednosti. Tako smo 
lahko bolje ovrednotili razlike med posameznimi metodami.  
 
S statističnim kazalcem pristranskost smo dobili vpogled v sistematično pozitivno ali 
negativno napako pri napovedovanju odvisne spremenljivke za posamezno metodo. Ker ima 
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predznak pri tem kazalcu pomembno informacijo, nismo računali povprečne vrednosti, 
ampak smo podali histogram individualnih vrednosti. Metode, ki so imele največji delež 
vrednosti okoli 0, so bolje napovedale povprečno vrednost za odvisno spremenljivko. 
 
3.1.2 Primerjava linearne regresije in izbranih nelinearnih metod s področja 
strojnega učenja za analizo povezav med lesnimi branikami in okoljem 
 
Nelinearne metode strojnega učenja, še posebej ANN, so že bile uporabljene v različnih 
primerjalnih dendroklimatoloških študijah, kjer so se praviloma izkazale bolje kot linearna 
regresija (Balybina, 2010; D'Odorico in sod., 2000; Ni in sod., 2002; Zhang in sod., 2000), 
vendar dvom o njihovi ustreznosti zaradi problema pretiranega prileganja še vedno obstaja 
(Cook in Pederson, 2011). V naši raziskavi smo želeli podrobneje preučiti in predstaviti 
izbrane nelinearne metode strojnega učenja in jih primerjati z najbolj uveljavljenim 
pristopom na področju dendroklimatologije – (multiplo) linearno regresijo. 
 
Metode strojnega učenja in linearno regresijo smo primerjali na devetih podatkovnih 
množicah, ki so vključevale različne parametre branik (preglednica 1). Naša primerjava je 
skupaj zajemala 36 primerjalnih testov (preglednica 13) in v večini poizkusov smo z 
nelinearnimi metodami s področja strojnega učenja dobili boljše napovedi na neodvisnih 
podatkih, vendar so razlike med MLR in nelinearnimi metodami strojnega učenja v večini 
primerov majhne. Pri določanju najustreznejše metode smo v preglednici 13 poudarili tisto, 
ki je imela najboljše vrednosti pri največ statističnih kazalcih. Če je bilo več podobno 
delujočih metod, smo poudarili vse, ki so pokazale najboljše vrednosti pri vsaj štirih (od 
sedmih) statističnih kazalcih. Dodali smo tudi rezultate iz znanstvenih objav (poglavje 2.1). 
Nekateri rezultati iz naše celostne primerjave niso popolnoma konsistentni z rezultati iz 
naših znanstvenih objav, kar je posledica različno izbranih nastavitev parametrov pri 
metodah strojnega učenja in različne strategije za razdelitev podatkov na kalibracijske in 
testne podatke. Slednje potrjuje, da so razlike med metodami majhne, saj lahko že manjša 
sprememba pri optimizacijskih parametrih vpliva na rezultate. Strategija primerjav med 
linearno regresijo in nelinearnimi metodami strojnega učenja se je v času trajanja 
doktorskega študija razvijala, zato smo pri celostni primerjavi nekatere parametre nastavili 
drugače kot v znanstvenih delih. 
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Naši rezultati so pokazali, da izbrane nelinearne metode strojnega učenja sicer dajejo 
nekoliko boljše napovedi, vendar razlike do MLR niso velike, pogosto so celo zanemarljive. 
Večje razlike med MLR in drugimi metodami smo dobili pri uporabi več kot ene neodvisne 
spremenljivke. Z MLR smo dobili najboljše rezultate v dveh primerih na dodatni validacijski 
množici, poleg tega se je zelo dobro izkazala še v devetih drugih primerih (preglednica 13). 
Pri analizi ostankov (slike 2 – 10) se je MLR praviloma pokazala kot ustrezna metoda. V 
primerih, kadar dve ali več metod kažejo enako dobre rezultate na neodvisnih podatkih, se 
držimo načela parsimonije, ki pravi, da izberemo najenostavnejšo metodo (Aho, 2013). V 
vseh primerih, kjer se je metoda MLR pokazala kot ena izmed najustreznejših, bi po tem 
načelu izbrali metodo MLR. 
 
Analize ostankov za posamezne podatkovne množice (slike 2 – 10) potrjujejo podobno 
delovanje metod. Diagnostični diagrami so v večini primerov podobni, največjo podobnost 
kažeta metodi MLR in ANN. Na diagramih, ki kažejo raztros ostankov glede na priležene 
vrednosti, je težko opaziti razlike med različnim metodami. Normalni Q-Q diagram in 
gladilnik (rdeča črta) bolj jasno nakazujeta razlike med MLR in izbranimi nelinearnimi 
metodam strojnega učenja. Praviloma ima metoda, ki je dala najboljše rezultate pri 10-
kratnem prečnem preverjanju, gladilnik najbliže osi y = 0. Pri interpretaciji ostankov za 
metodo RF je potrebna previdnost, saj ostanki kažejo ustreznost prileganja kalibracijskim 
podatkom, metoda RF pa se pri enostavnih regresijskih problemih pogosto preprileže 
kalibracijskim podatkom (Jevšenak in sod., 2017). 
 
Nobena izmed obravnavanih metod ne daje najboljših rezultatov na vseh podatkovnih 
množicah. Izkaže se, da na isti podatkovni množici lahko dajo najboljše rezultate različne 
metode, odvisno od izbranega načina primerjave. Tako smo na primer za podatkovni niz 
Sorško polje pomladni model dobili tri različne metode, ki dajejo najboljše napovedi pri 
štirih različnih načinih primerjanja. V primeru 10-kratnega prečnega preverjanja je to ANN; 
v primeru 3-kratnega prečnega preverjanja ali bločnega 10-kratnega prečnega preverjanja je 
to BMT, če pa uporabimo dodatno validacijsko množico, daje najboljše rezultate metoda RF 
(preglednica 13). 
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Funkcija compare_methods() ponuja različne načine za primerjavo metod. Izbor načina za 
primerjavo metod mora ustrezati namenu njihove primerjave. Smiselno je, da najprej 
preverimo, kakšen je razpon vrednosti neodvisne spremenljivke (ali več neodvisnih 
spremenljivk) za kalibracijsko obdobje in za obdobje, za katero bo odvisna klimatska 
spremenljivka rekonstruirana. Če je ta razpon vrednosti podoben, potem bo prečno 
preverjanje dalo realen vpogled v delovanje posamezne metode in je smiselno izbrati metodo 
na podlagi prečnega preverjanja. Kadar pa je razpon vrednosti za neodvisno spremenljivko 
v obdobju rekonstrukcije širši, prečno preverjanje ne bo dalo zadovoljivih rezultatov, saj gre 
za napovedovanje zunaj kalibracijskega intervala. Preverjanje metod zunaj kalibracijskih 
intervalov ni možno. Še najbliže temu je preverjanje metod na dodatni validacijski množici, 
ki je namenoma oblikovana tako, da ima širši razpon vrednosti kot kalibracijska množica. 
Kljub vsemu je treba poudariti, da je to slab približek, saj nimamo nobenih informacij o 
temu, kakšen je odnos med odvisno in neodvisno spremenljivko na intervalu zunaj 
kalibracije. 
 
Torej, n-kratno prečno preverjanje je ustrezno, kadar bo kasneje izbrana metoda uporabljena 
na novih, neodvisnih podatkih, ki imajo podobne značilnosti kot podatki, na katerih 
primerjamo metode. Pod podobne značilnosti spadajo podoben razpon vrednosti ter podobna 
povprečna vrednost in varianca uporabljenih neodvisnih spremenljivk. Kadar bo kasneje 
izbrana metoda uporabljena na precej drugačnih podatkih, kot je pogosto v klimatskih 
rekonstrukcijah, je smiselno oblikovati dodaten validacijski niz, s katerim bomo bolje ocenili 
delovanje metod zunaj področja kalibracijskih podatkov. Kljub vsemu se je treba zavedati, 
da delovanja metod na zunaj kalibracijskih podatkih ni možno objektivno oceniti. Kadar v 
odvisni in neodvisnih spremenljivkah obstaja avtokorelacija, je smiselno uporabiti bločni 
način prečnega primerjanja. 
 
Svojevrsten vpogled v razlike med linearno regresijo in nelinearnimi metodami strojnega 
učenja ponuja primerjava prenosnih funkcij za posamezno metodo. Te primerjave običajno 
pokažejo, da se prenosne funkcije v osrednjem podatkovnem območju prekrivajo (torej 
dajejo iste napovedi). Razlike med posameznimi metodami tako večinoma izhajajo iz robov 
intervalov, torej se razlikujejo pri napovedovanju ekstremnih vrednosti. n-kratno prečno 
preverjanje navadno pokaže podobne vrednosti validacijskih statističnih kazalcev, a če 
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pogledamo končni rezultat rekonstrukcije klime na podlagi različnih metod, ugotovimo, da 
je razlika med rekonstruiranimi krivuljami precejšnja (Jevšenak in Levanič, 2016; Jevšenak 
in sod., 2018c). Te razlike nastanejo, ker je sorazmernost spremembe med odvisno in eno ali 
več neodvisnimi spremenljivkami na intervalu zunaj kalibracijske množice precej različna 
za posamezne metode, kar je razvidno iz grafov prenosnih funkcij (slika 11). Slednje je pri 
klimatski rekonstrukciji pomembno, saj ravno napovedovanje na robovih kalibracijskega 
intervala (in tudi zunaj njega) ključno vpliva na napovedovanje za sušna in mokra leta. 
Linearna regresija predpostavlja linearno odvisnost med odvisno in neodvisnimi 
spremenljivkami za celoten spekter odziva in linearno ekstrapolira podatke zunaj 
kalibracijskega intervala. Nasprotno, pri nelinearnih metodah strojnega učenja sprememba 
odvisne spremenljivke ni premo sorazmerna spremembi neodvisne spremenljivke, ampak se 
naklon krivulje, ki opisuje to spremembo  z oddaljenostjo od središčne točke kalibracijskih 
podatkov, zmanjšuje. Slednje pomeni zmanjšan razpon in variabilnost rekonstruiranih 
vrednosti. Pri izbiri končnega modela torej priporočamo tudi vsebinsko presojo grafov 
prenosnih funkcij, ki opisujejo odvisnost na zunaj kalibracijskih intervalih. Potrebno je 
vsebinsko presoditi, kateri graf funkcije je bolj smiseln in kakšno odvisnost lahko realno 
pričakujemo izven kalibracijskih podatkov.
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Preglednica 13: Rezultati primerjav za vseh devet podatkovnih množic med (multiplo) linearno regresijo (MLR) in nelinearnimi metodami strojnega učenja: umetne 
nevronske mreže z učnim algoritmom, ki uporablja Bayesovo regularizacijo (ANN), modelna drevesa (MT), ansambli modelnih dreves (BMT) in naključni gozdovi 
regresijskih dreves (RF). V ospredje smo postavili metodo, ki je imela najboljše vrednosti pri največ statističnih kazalcih. Če je bilo več podobno delujočih metod, smo v 
ospredje postavili vse, ki so pokazale najboljše vrednosti pri vsaj štirih (od sedmih) statističnih kazalcih. Dodali smo tudi rezultate primerjav iz znanstvenih del, in če so bili 
ti rezultati drugačni, smo jih označili s *. Do razlik v rezultatih lahko pride zaradi različno izbranih nastavitev parametrov pri metodah strojnega učenja in različnih strategij 
za razdelitev podatkov na kalibracijske in validacijske. 
Table 13: Results of comparison for all nine datasets between (multiple) linear regression (MLR) and nonlinear machine learning algorithms: artificial neural networks 
with a training algorithm that uses Bayesian regularization (ANN), model trees (MT), ensembles of model trees (BMT), and random forest of regression trees (RF). The 
method with the highest count of the best performance metrics was exposed. If several methods showed good performance, all those that had more than four (out of seven) 
best performing metrics were exposed. The results from published scientific papers are added as well, and if different, they were marked *. Differences are due to differently 
selected tuning parameters and different strategies for calibration validation splits. 
Zap. št.  Podatkovna množica Način primerjave Najboljša metoda Vir 
1 Albanija 10-kratno prečno preverjanje ANN*/BMT Jevšenak in sod. (2017), Preglednica 3A 
2 Albanija bločno 10-kratno prečno preverjanje BMT/MT* Jevšenak in sod. (2018c), Preglednica 3B 
3 Albanija validacijska množica ANN Jevšenak in sod. (2017), Preglednica 3D 
4 Albanija robna množica MT*/ANN Jevšenak in sod. (2018c), Preglednica 3E 
5 Alpe 10-kratno prečno preverjanje BMT/MLR/MT Jevšenak in sod. (2017), Preglednica 4A 
6 Alpe bločno 10-kratno prečno preverjanje ANN/BMT/MLR/MT Preglednica 4B 
7 Alpe validacijska množica BMT*/RF Jevšenak in sod. (2017), Preglednica 4D 
8 Alpe robna množica BMT Preglednica 4E 
9 Srem 10-kratno prečno preverjanje ANN/BMT*/MLR/MT Jevšenak in sod. (2017), Preglednica 5A 
10 Srem bločno 10-kratno prečno preverjanje ANN /MLR/MT Preglednica 5B 
11 Srem validacijska množica BMT/MLR/MT/ RF*  Jevšenak in sod. (2017), Preglednica 5D 
    …se nadaljuje…  
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… nadaljevanje preglednice 13 … 
Zap. št.  Podatkovna množica Način primerjave Najboljša metoda Vir 
12 Srem robna množica MLR/MT Preglednica 5E 
13 Mlače 1 10-kratno prečno preverjanje ANN Preglednica 6A 
14 Mlače 1 3-kratno prečno preverjanje ANN Jevšenak in sod. (2018a) 
15 Mlače 1 bločno 10-kratno prečno preverjanje BMT Preglednica 6B 
16 Mlače 1 validacijska množica MLR Preglednica 6D 
17 Mlače 2 10-kratno prečno preverjanje ANN/MLR/MT Preglednica 7A 
18 Mlače 2 bločno 10-kratno prečno preverjanje BMT/MLR/MT Preglednica 7B 
19 Mlače 2 5-kratno prečno preverjanje MLR/MT Jevšenak in sod. (2018c) 
20 Mlače 2 validacijska množica MT*/RF Preglednica 7D, Jevšenak in sod. (2018c) 
21 Mlače 2 robna množica BMT Preglednica 7E 
22 Sorško polje MVA 10-kratno prečno preverjanje RF Preglednica 8A 
23 Sorško polje MVA 3-kratno prečno preverjanje ANN Jevšenak in sod. (2018a) 
24 Sorško polje MVA bločno 10-kratno prečno preverjanje ANN/RF Preglednica 8B 
25 Sorško polje MVA validacijska množica MLR Preglednica 8D 
26 Sorško polje rastna sezona 10-kratno prečno preverjanje RF Jevšenak in sod. (2017), Preglednica 9A 
27 Sorško polje rastna sezona bločno 10-kratno prečno preverjanje MT Preglednica 9B 
28 Sorško polje rastna sezona validacijska množica MT/BMT* Jevšenak in sod. (2017), Preglednica 9D 
29 Sorško polje pomladni model 10-kratno prečno preverjanje ANN Preglednica 10A 
30 Sorško polje pomladni model bločno 10-kratno prečno preverjanje BMT Preglednica 10B 
                        …se nadaljuje… 
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… nadaljevanje preglednice 13 … 
Zap. št.  Podatkovna množica Način primerjave Najboljša metoda Vir 
31 Sorško polje pomladni model 3-kratno prečno preverjanje BMT Jevšenak in sod. (2018b) 
32 Sorško polje pomladni model validacijska množica MT Preglednica 10D 
33 Sorško polje poletni model 10-kratno prečno preverjanje RF Preglednica 11A 
34 Sorško polje poletni model bločno 10-kratno prečno preverjanje BMT Preglednica 11B 
35 Sorško polje poletni model 3-kratno prečno preverjanje BMT Jevšenak in sod. (2018b) 
36 Sorško polje poletni model validacijska množica MT Preglednica 11D 
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3.1.3 Uporaba dnevnih klimatskih podatkov in nelinearnih modelov 
 
Za analizo povezav med lesnimi branikami in klimo najpogosteje uporabljamo mesečne 
klimatske podatke. Meseci so umetno izumljene kategorije, ki nimajo neposredne povezave 
z rastjo dreves. Za namen izboljšanja modelov na področju preučevanja povezav med 
lesnimi branikami in okoljem smo razvili metodo, ki je implementirana v dendroTools R 
paketu (Jevšenak in Levanič, 2018), pri kateri lahko namesto mesečnih klimatskih podatkov 
uporabimo dnevne podatke. Z uporabo funkcije daily_response() lahko najdemo optimalno 
zaporedje dni, ki dajejo najvišjo izračunano vrednost statističnega kazalca. Funkcija ima 
veliko možnosti, med drugim lahko analiziramo vpliv pretekle rastne sezone na različne 
parametre branik, uporabimo lahko eno ali več neodvisnih spremenljivk, prav tako lahko z 
uporabo podmnožic analiziramo razlike v vplivu klime na rast dreves v različnih časovnih 
obdobjih. 
 
Poleg linearnega odziva smo v funkcijo daily_response() vključili možnost uporabe umetnih 
nevronskih mrež (z učnim algoritmom, ki uporablja Bayesovo regularizacijo), ki  med 
okoljskimi podatki in parametri branik navadno najdejo polinom višje stopnje. Slednja je 
precej bližje teoretični odvisnosti med okoljem in rastjo dreves, saj lahko drevesa uspevajo 
le v omejenem intervalu ekoloških razmer, v okviru katerih se drugače odzivajo na optimalne 
in suboptimalne razmere (Braak in Gremmen, 1987). Funkcijo daily_response() še vedno 
razvijamo in iščemo možnost vključevanja še drugih metod strojnega učenja, kot so MT, RF 
in BMT. Glavni izziv ostaja, kako preprečiti pretirano prileganje (ang. overfitting). 
 
3.1.4 Prednosti in slabosti uporabe nelinearnih metod strojnega učenja 
 
Nastavitve (vrednosti parametrov) metod strojnega učenja morajo ustrezati kompleksnosti 
danega problema. Kadar je model prekompleksen za dano podatkovno množico in dopušča 
možnost zelo kompleksnih nelinearnih funkcij, čeprav je dejanska odvisnost blizu linearni, 
pride do pretiranega prileganja, ki je največkrat omenjena težava metod strojnega učenja 
(Geman in sod., 1992; Maier in Dandy, 2000; Srivastava in sod., 2014). Obraten problem 
statističnega modeliranja je underfitting, ki pomeni, da je neki model preenostaven za dane 
podatke in posledično z njim ne moremo ustrezno opisati povezav med spremenljivkami. 
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Kadar pride do pretiranega prileganja, model zelo dobro deluje na kalibracijskih podatkih, 
vendar na neodvisnih podatkih dobimo precej slabše vrednosti statističnih kazalcev. Pri 
naših primerjavah je do pretiranega prileganja prišlo le v primerih, kadar smo uporabili 
neustrezno metodo za dani regresijski problem. Naključni gozdovi regresijskih dreves so se 
v naših primerih z eno neodvisno spremenljivko pogosto pokazali kot neustrezna metoda, 
saj je model v svojo strukturo vključil šum. Delovanje naključnih gozdov regresijskih dreves 
se je izkazalo kot precej boljše na podatkovnih množicah z več neodvisnimi spremenljivkami 
(Jevšenak in sod., 2018a). 
 
V naših primerjalnih študijah smo uporabili največ šest neodvisnih spremenljivk 
(preglednica 1). Da bi zagotovili optimalno delovanje vseh metod, smo uvedli preliminarno 
testiranje različnih nastavitev nelinearnih metod in naknaden izbor najboljše kombinacije za 
vsako posamezno metodo. Najboljšo kombinacijo izberemo na kalibracijski učni množici. 
Tako zagotovimo korektno in objektivno primerjavo med različnimi metodami. 
 
Pri vseh metodah velja, da več ko je na voljo kalibracijskih podatkov, boljše delovanje metod 
lahko pričakujemo na neodvisnih podatkih. Slednje, torej zadostna količina podatkov, je še 
posebej pomembno za metode strojnega učenja, saj le-te nimajo predpostavk o vrsti 
odvisnosti med odvisno spremenljivko in neodvisnimi spremenljivkami, ampak se le-ta 
izpelje neposredno iz podatkov. Odsotnost slednje predpostavke tako omogoča, da lahko 
povezavo med neodvisnimi in odvisno spremenljivko predstavlja kakršna koli nelinearna 
funkcija in se tako izognemo potencialni napaki zaradi napačne predpostavke o omenjeni 
povezavi. Posledično pa je potrebna zadostna količina kvalitetnih podatkov, da povezava 
postane dovolj jasna in se loči od šuma. Funkcija, ki predstavlja regresijsko odvisnost pri 
metodah strojnega učenja, je lahko monotona ali nemonotona. Zaradi odsotnosti 
predpostavke o vrsti odvisnosti med spremenljivkami je pogosto vprašljivo napovedovanje 
zunaj kalibracijskega intervala podatkov, kjer metode nimajo izkušenj. Pri regresijskih 
drevesih (in njihovih ansamblih) se pogosto zgodi, da zunaj kalibracijskega območja 
napovedujejo konstantno vrednost. Že omenjena potreba po zadostni količini kalibracijskih 
podatkov je v dendroklimatologiji pogosto težava, saj klimatski nizi redko presegajo 100 let 
(Jones in Bradley, 1992). Poleg tega imamo v kronologijah parametrov branik pogosto šum, 
ki z vidika dendroklimatologa predstavlja nepojasnjeno variabilnost parametrov branik, torej 
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variabilnost, ki ni posledica klime.  Šum zvišuje potrebe po količini kalibracijskih podatkov, 
saj v nasprotnem primeru pride do prevzema informacije o šumu in vključitve le-te v svoje 
delovanje (Zhang in sod., 2000). 
 
Medtem ko dobimo pri linearni regresiji jasno interpretacijo koeficientov, pri metodah 
strojnega učenja običajno ni tako. Enostavna regresijska in modelna drevesa sicer ponujajo 
zelo jasen vpogled v razmerja med odvisno spremenljivko in neodvisnimi spremenljivkami, 
saj lahko s slednjim po modelu natančno razberemo logično zaporedje vozlišč in listov in 
hierarhična drevesna struktura natančno opisuje, kako pride do posamezne napovedi. Vendar 
na področju strojnega učenja pogosto uporabljamo ansamble odločitvenih dreves, ki nimajo 
nobene preproste interpretacije. Podobno velja tudi za ANN, ki deluje po principu črne 
skrinje in nima interpretabilnih koeficientov (Zhang in sod., 2000), saj same uteži pri ANN 
ne vsebujejo nobene informacije o povezavi med odvisno spremenljivko  in neodvisnimi 
spremenljivkami. Manjša stopnja interpretabilnosti je slabost večine metod strojnega učenja. 
 
Pri regresijskih problemih z eno ali dvema neodvisnima spremenljivkama lahko iz oblike 
nelinearne prenosne funkcije razberemo, kako se spreminja odvisnost med parametrom 
branike in klimatsko spremenljivko. Pri ANN, ki smo jih uporabili pri naših primerjalnih 
testih, ima prenosna funkcija obliko polinoma višje stopnje. Slednjo so za modeliranje 
povezav med lesnimi branikami in klimo uporabili tudi v nekaterih drugih študijah (npr. 
Fang in sod., 2015; Fang in sod., 2012). Slabost polinoma višje stopnje, ki ima obliko S- 
krivulje, je njegova omejenost, saj ni povsod naraščajoč in lahko zato napoveduje le omejen 
razpon vrednosti, kar smo dokazali na primeru klimatske rekonstrukcije z ANN (Jevšenak 
in Levanič, 2016). Slednje zagotovo je problem, saj želimo pri rekonstrukciji klimatskih 
spremenljivk dobiti podoben razpon vrednosti, kot ga imajo vhodni meteorološki podatki. V 
fazi standardizacije individualnih kronologij priporočamo uporabo metod, ki ohranijo večjo 
variabilnost osnovnih podatkov. 
 
Metode strojnega učenja v nasprotju s klasičnim statističnim pristopom dopuščajo tudi 
vključevanje povezanih (koreliranih) neodvisnih spremenljivk. Vendar se kljub vsemu 
pogosto izkaže, da je smiselno narediti preliminarno analizo ter odpraviti problem 
multikolinearnosti tudi v nelinearnih modelih za strojno učenje. Poleg tega je smiselno 
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odstraniti neodvisne spremenljivke, ki ne kažejo nobene povezanosti z odvisno 
spremenljivko, saj v nasprotnem primeru v model vnašamo šum (Jevšenak in sod., 2018a; 




V zadnjih dveh desetletjih je bil napravljen velik korak naprej na področju preučevanja 
povezav med lesnimi branikami in okoljem. Vse več raziskovalcev se odloča za preizkušanje 
nelinearnih metod s področja strojnega učenja. Metode strojnega učenja in (multiplo) 
linearno regresijo smo primerjali na devetih različnih podatkovnih množicah in ugotovili, da 
imajo nelinearne metode strojnega učenja v večini primerov boljše statistične kazalce na 
neodvisnih validacijskih podatkih. Uporabili smo različne načine primerjave, saj se izkaže, 
da na istem podatkovnem nizu različne metode dajo najboljše rezultate, odvisno od 
izbranega načina primerjave. Izbor načina za primerjavo metod mora ustrezati namenu 
primerjave metod. Metode smo primerjali z n-kratnim prečnim preverjanjem, pri katerem 
lahko obdržimo časovno zaporedje podatkov, ali pa jih poljubno mešamo v izbranem številu 
ponovitev. n-kratno prečno preverjanje je ustrezno, kadar bo kasneje izbrana metoda 
uporabljena na novih podatkih, ki imajo podoben razpon vrednosti kot kalibracijski podatki. 
Kadar pa bo izbrana metoda, uporabljena na podatkih, ki segajo v območje zunaj razpona 
kalibracijskih podatkov, prečno preverjanje ne bo dalo zadovoljivih rezultatov, saj gre za 
napovedovanje zunaj kalibracijskega intervala. Preverjanje metod zunaj kalibracijskih 
intervalov ni možno. Še najbliže temu je preverjanje metod na dodatni validacijski množici, 
ki je namenoma oblikovana tako, da ima širši razpon vrednosti kot kalibracijska množica. 
Kljub vsemu moramo poudariti, da je to slab približek, saj nimamo nobenih informacij o 
temu, kakšen je odnos med odvisno in neodvisno spremenljivko na intervalu zunaj 
kalibracije. 
 
Naši rezultati primerjav linearne regresije in izbranih nelinearnih metod s področja strojnega 
učenja so pokazali, da lahko na različnih drevesnih vrstah z nelinearnimi metodami s 
področja strojnega učenja dobimo boljše statistične kazalce kot z (multiplo) linearno 
regresijo. Kljub vsemu, linearna regresija se je dveh primerih na dodatni validacijski množici 
izkazala kot najprimernejša metoda (preglednici 6D in 8D). Kot smo podrobneje opisali v 
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poglavju 3.1.1, je dodatna validacijska množica v naših primerih predstavljala 10 % 
najstarejših leti, ki so bila zaradi dviga povprečne temperature v zadnjih nekaj desetletjih 
(Tošić in sod., 2016), v povprečju hladnejša. Zato testiranje naših modelov na dodatni 
validacijski množici ponazarja delno napovedovanje zunaj kalibracijskega intervala, kjer 
posamezne metode nimajo izkušenj. Iz slednjega sledi, da je potrebna previdnost pri 
primerjavi (in izbiri) metod na validacijski množici, saj nobena izmed metod nima izkušenj 
na  zunaj kalibracijskih podatkih in so ti rezultati v veliki meri posledica naključja. 
 
Poleg dveh že omenjenih primerov se je linearna regresija pokazala kot ena izmed 
najprimernejših metod še v devetih preostalih primerih (preglednica 13, zaporedne številke 
5, 6, 9, 10, 11, 12, 17, 18, 19). Ugotavljamo, da linearna regresija v primerjavi z nelinearnimi 
metodami bolje deluje v primerih z eno neodvisno spremenljivko. Kadar smo uporabili več 
neodvisnih spremenljivk, so nelinearne metode v primerjavi z linearno regresijo pokazale 
boljše delovanje. 
 
Kadar je linearna regresija pokazala zelo dobre rezultate prečnega preverjanja, smo za 
modelna drevesa v vseh primerih dobili zelo podobne rezultate (preglednice 4A, 5A, 5B, 
5D, 5E, 7A, 7B). Torej, kadar je povezava med parametrom branike in okoljskimi podatki 
blizu linearni, so se kot dobra alternativa linearni regresiji pokazala modelna drevesa. 
Slednje je dobrodošla lastnost, saj se je v teh primerih dopuščanje linearne povezave izkazalo 
kot prednost. Modelna drevesa so se v teh primerih izkazala kot metoda, ki lahko prepozna 
linearnost in jo tudi ustrezno modelira. 
 
Metoda RF predstavlja ansambel regresijskih dreves in pri napovedovanju zunaj 
kalibracijskega intervala v vseh primerih predpostavi konstantno vrednost (slika 11). 
Posledično metoda RF ni primerna za uporabo v rekonstrukcijah klime, kjer praviloma 
napovedujemo odvisno spremenljivko zunaj kalibracijskega intervala. 
 
Izbrane nelinearne metode strojnega učenja običajno najdejo ustreznejše prileganje 
kalibracijskim podatkom in dajejo nekoliko boljše statistične kazalce na neodvisnih 
validacijskih podatkih. Vrednosti statističnih kazalcev za različne metode se kljub vsemu 
navadno ne razlikujejo prav veliko. Pri prečnem preverjanju je razlika med različnimi 
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metodami najmanjša, večje razlike smo dobili pri ocenjevanju na področju zunaj 
kalibracijskih podatkov. Podobno delovanje metod potrjuje tudi analiza ostankov za vseh 9 
podatkovnih množic (slike 2 – 10). 
 
Nobena izmed metod se ni izkazala kot superiorna v vseh ali večini primerov, zato je 
smiselno vedno primerjati različne metode in izbrati najprimernejšo za npr. klimatsko 
rekonstrukcijo. Našo metodologijo, s katero smo primerjali linearno regresijo in izbrane 
metode strojnega učenja, smo razvili v R funkcijo compare_methods() in jo vključili v 
dendroTools R paket (Jevšenak in Levanič, 2018; Jevšenak in sod., 2018c). Tako smo 
omogočili tudi drugim raziskovalcem s področja dendroklimatologije in sorodnih ved, da z 
uporabo naše funkcije compare_methods() izberejo najprimernejšo metodo za 
rekonstrukcijo klime. Poleg funkcije compare_methods() smo razvili tudi funkcijo 
daily_response(), ki omogoča analizo linearnih in nelinearnih povezav med parametri lesnih 
branik in dnevnimi klimatskimi podatki. Uporabniki lahko z uporabo te funkcije 
identificirajo optimalno okno v dnevnih podatkih, ki daje najvišjo vrednost za izbrani 
statistični kazalec. 
 
Pretirano prileganje je največkrat uporabljeni argument za neuporabo metod strojnega 
učenja (Cook in Pederson, 2011). Temu smo se izognili z uporabo preliminarnega testiranja 
različnih nastavitev nelinearnih metod in naknadnim izborom najboljše kombinacije za 
vsako posamezno metodo. Največja težava metod strojnega učenja tako ni pretirano 
prileganje, temveč napovedovanje zunaj kalibracijskega intervala. Pri nelinearnih metodah 
strojnega učenja sprememba odvisne spremenljivke ni premo sorazmerna spremembi 
neodvisne spremenljivke, ampak se naklon, ki opisuje to spremembo  z oddaljenostjo od 
središčne točke kalibracijskih podatkov, zmanjšuje. Posledično lahko nelinearna funkcija 
napoveduje le omejen razpon vrednosti, slednje pa zagotovo pomeni problem na področju 
rekonstrukcij klime, saj želimo pri rekonstrukciji klimatskih spremenljivk dobiti podoben 
razpon vrednosti, kot ga imajo opazovani meteorološki podatki. 
 
Pri napovedovanju zunaj kalibracijskega intervala priporočamo uporabo dodatne 
validacijske množice, čeprav, kot smo večkrat poudarili, tudi dodatna validacijska množica 
ne daje objektivnega vpogleda v uspešnost napovedovanja zunaj kalibracijskega intervala. 
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Posebno pozornost je treba nameniti analizi grafov prenosnih funkcij, ki opisujejo  odvisnost 
med odvisno in neodvisno spremenljivko tudi na podatkih, ki niso zajeti v kalibraciji. Kadar 
napovedujemo zunaj kalibracijskega intervala, se moramo zavedati, da imajo napovedi 
nelinearnih metod manjši razpon vrednosti kot linearna regresija. Ekstrapolacija in 
rekonstrukcija klime zunaj kalibracijskega intervala je vsekakor  svojevrsten statistični izziv. 
Treba se je vprašati, v kolikšni meri je rekonstrukcija klime v območja zunaj kalibracijskih 
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4 POVZETEK (SUMMARY) 
4.1  POVZETEK 
 
Za preučevanje povezav med parametri branik in okoljskimi spremenljivkami se 
tradicionalno uporablja (multipla) linearna regresija (MLR). Slednja predpostavlja linearno 
odvisnost med odvisno in eno ali več neodvisnimi spremenljivkami za celoten spekter 
odziva. Ta predpostavka se ne ujema s splošno sprejetim in uveljavljenim konceptom 
ekoloških amplitud, ki pravi, da lahko drevesne vrste uspevajo le v omejenem intervalu 
okoljskih dejavnikov, v okviru katerega se različno odzivajo na optimalne in suboptimalne 
ekološke razmere (Braak in Gremmen, 1987). Podobno Vaganov-Shashkinov model 
(Touchan in sod., 2012; Vaganov in sod., 2011), ki sodi med najbolj uveljavljene modele za 
simulacijo debelinske rasti, jasno kaže, da drevesa različno priraščajo v optimalnih in 
suboptimalnih razmerah in da imajo omejen interval, v katerem lahko uspevajo. 
 
Linearni regresijski model ne dopušča možnosti nelinearne odvisnosti in posledično je del 
informacije o povezavi med rastjo dreves in okoljem izgubljen (Guiot in sod., 1982). Čeprav 
je bilo narejenih že kar nekaj primerjalnih študij, ki so pokazale, da je uporaba nelinearnih 
metod na področju dendroklimatologije smiselna, saj nelinearne metode še vedno niso v 
celoti uveljavljene in se uporabljajo bolj izjemoma kot praviloma. 
 
V okviru doktorske disertacije smo primerjali (multiplo) linearno regresijo (MLR) in izbrane 
nelinearne metode s področja strojnega učenja za analizo povezav med lesnimi branikami in 
okoljem. Izbrane nelinearne metode so umetne nevronske mreže z učnim algoritmom, ki 
uporablja Bayesovo regularizacijo (ANN), modelna drevesa (MT), ansambel modelnih 
dreves (BMT) in naključne gozdove regresijskih dreves (RF). Izbrane metode smo primerjali 
na devetih podatkovnih množicah (preglednica 1), ki so vključevale različne parametre 
branik in ciljno klimatsko spremenljivko. Za primerjavo metod so bili uporabljeni trije 
različni načini: 1) n-kratno prečno preverjanje, pri katerem lahko obdržimo časovno 
zaporedje podatkov, ali pa jih poljubno mešamo v izbranem številu ponovitev; 2) dodatna 
testna množica (ang. holdout), in 3) robna množica, pri kateri primerjamo uspešnost metod 
na področju zunaj kalibracijskih podatkov. Za vseh devet podatkovnih množic smo naredili 
analizo ostankov, kjer posebej prikazujemo normalni Q-Q diagram ter ostanke glede ne 
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priležene vrednosti (slike 2 – 10). Vizualno primerjavo različnih regresijskih modelov 
dobimo s primerjavo grafov prenosnih funkcij (slika 11). 
 
Izbira načina za primerjavo metod je pomembna, saj z različnimi načini navadno dobimo 
različne metode, ki se izkažejo kot najprimernejše. Prav tako lahko na rezultate vplivajo 
izbrane nastavitve pri nelinearnih metodah in tudi število ponovitev n-kratnega prečnega 
preverjanja. n-kratno prečno preverjanje je ustrezno, kadar bo kasneje izbrana metoda 
uporabljena na novih podatkih, ki imajo podoben razpon vrednosti kot kalibracijski podatki. 
Kadar pa bo izbrana metoda uporabljena na podatkih, ki segajo v območje zunaj razpona 
kalibracijskih podatkov, je smiselno uporabiti robno množico ali oblikovati dodatno 
validacijsko množico podatkov, s katero bomo primerjali delovanje metod na področju zunaj 
kalibracijskih podatkov. Objektivno ocenjevanje delovanja metod na zunaj kalibracijskih 
podatkih ni možno, uporaba validacijske množice ne daje objektivnega vpogleda v delovanje 
metod na zunaj kalibracijskih podatkih. Zatorej je potrebna  previdnost pri primerjavi (in 
izbiri) regresijskih metod z uporabo validacijske množice, saj nobena izmed metod nima 
izkušenj na podatkih zunaj kalibracijskega intervala in so rezultati primerjav v tem primeru 
v veliki meri posledica naključja. Kljub vsemu je pred postopkom klimatske rekonstrukcije 
poleg statističnih kazalcev smiselno preveriti tudi graf prenosnih funkcij, ki opisujejo 
odvisnost na zunaj kalibracijskih intervalih. Treba je vsebinsko presoditi, kateri graf funkcije 
je bolj smiseln in kakšno odvisnost lahko realno pričakujemo zunaj kalibracijskih podatkov. 
 
V okviru doktorske disertacije smo postavili tri hipoteze, ki so vodile naše raziskave: 1) V 
primerjavi z linearnimi metodami dobimo z uporabo nelinearnih metod boljše statistične 
kazalce med opazovanimi ter modeliranimi podatki širin drevesnih branik, ne glede na 
rastišče, drevesno vrsto in stopnjo klimatskega signala v branikah. 2) V primerjavi z 
linearnimi metodami dobimo z uporabo nelinearnih metod boljše statistične kazalce med 
opazovanimi ter modeliranimi podatki za izbrano drevesno vrsto na enem rastišču za 
naslednje parametre branik: širina branik, širina ranega in kasnega lesa, lesno-anatomski 
parametri in stabilni izotopi ogljika. 3) V primerjavi z linearnimi metodami lahko z uporabo 
nelinearnih metod zanesljiveje rekonstruiramo klimatske spremenljivke v čas pred začetkom 
instrumentalnih meritev. Podobno lahko v primerjavi z linearnimi metodami z uporabo 
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nelinearnih metod zanesljiveje napovemo vrednosti parametrov branik za različne scenarije 
spremenjene klime v bližnji prihodnosti. 
 
Za testiranje hipoteze 1 smo primerjali linearno regresijo in izbrane nelinearne metode v 
dvanajstih primerjalnih poskusih (preglednica 13, zaporedne številke od 1 do 12), ki so 
vključevali širino branike. Pri nobenem izmed dvanajstih poskusov se linearna regresija ni 
pokazala kot edina najprimernejša metoda. V šestih primerih (preglednica 13, zaporedne 
številke 5, 6, 9, 10, 11 in 12) se je linearna regresija izkazala kot ena izmed najprimernejših 
metod, vendar je v vseh omenjenih primerih obstajala nelinearna metoda, ki je dala identične 
rezultate. Glede na naše rezultate primerjav smo hipotezo 1 delno potrdili. 
 
Za testiranje hipoteze 2 smo primerjali linearno regresijo in izbrane nelinearne metode za 
drevesno vrsto dob (Quercus robur) na rastišču Sorško polje, kjer smo kot neodvisne 
spremenljivke uporabili širino branike (TRW), širino ranega lesa (EW), lesno-anatomski 
parameter povprečna površina trahej (MVA) in stabilna izotopa ogljika (δ13C) in kisika 
(δ18O). Širine kasnega lesa (LW) nismo uporabili, saj je bila ta spremenljivka tesno povezana 
s TRW. Na podlagi parametrov branik smo napovedovali povprečne spomladanske 
temperature (april-maj), povprečne poletne temperature (junij-avgust) in povprečne 
temperature za celotno rastno sezono (april-avgust). Za napovedovanje spomladanskih 
temperatur smo uporabili EW in MVA, za napovedovanje poletnih temperatur TRW, δ13C 
in δ18O, za napovedovanje temperatur za celotno rastno sezono pa smo uporabili MVA, δ13C 
in δ18O). Testiranje hipoteze 2 je zajemalo enajst poskusov (preglednica 13, zaporedne 
številke 26 – 36). Pri vseh enajstih poskusih smo dobili boljše rezultate za nelinearne metode 
strojnega učenja. Glede na naše rezultate primerjav smo potrdili hipotezo 2. 
 
Rekonstrukcijo klime (in napovedovanje razvoja parametrov branik na podlagi okoljskih 
scenarijev) lahko obravnavamo z dveh vidikov, in sicer 1) napovedovanje odvisne 
spremenljivke znotraj kalibracijskega intervala in 2) napovedovanje odvisne spremenljivke 
zunaj kalibracijskega intervala. Za primerjavo metod znotraj kalibracijskega intervala smo 
uporabili prečno preverjanje (preglednica 13, zaporedne številke 1, 2, 5, 6, 9, 10, 13, 14, 15, 
17, 18, 19, 22, 23, 24, 26, 27, 29, 30, 31, 33, 34, 35), za primerjavo metod zunaj 
kalibracijskega intervala pa robno množico (preglednica 13, zaporedne številke 4, 8, 12, 21) 
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in/ali dodatno validacijsko (testno) množico (preglednica 13, zaporedne številke 3, 7, 11, 16, 
20, 25, 28, 32, 36). V dveh primerih, kjer smo primerjali metode na validacijski množici, se 
je linearna regresija izkazala kot najprimernejša metoda (preglednica 13, zaporedne številke 
16 in 25). V vseh drugih primerih smo z uporabo nelinearnih metod dobili boljše (ali enake) 
vrednosti za validacijske statistične kazalce. Glede na naše rezultate primerjav smo hipotezo 
3 delno potrdili. 
 
Pri testiranju hipoteze 3 je nujno poudariti, da nimamo trdnih dokazov v prid boljšim 
rekonstrukcijami za preteklost oziroma boljšim napovedim za prihodnost s strani nelinearnih 
metod strojnega učenja. Zaključke smo naredili ob predpostavki, da bo odziv na spremenjene 
razmere takšen, kot smo ga zaznali na robovih. Zaključki so bili narejeni na zelo majhnem 
vzorcu, ki je v nekaterih primerih vključeval tudi regresijske osamelce. 
 
Čeprav smo hipotezo 2 in 3 delno potrdili, je v primerih, ko metode delujejo zelo podobno, 
vprašljiv izbor kompleksnejših nelinearnih metod strojnega učenja. V takšnih primerih se 
navadno držimo načela parsimonije, ki pravi, da ko imamo na voljo več modelov, ki dajejo 
enako dobre rezultate, izberemo tistega, ki je najenostavnejši (Aho, 2013). Najenostavnejša 
metoda iz nabora metod, ki smo jih primerjali v okviru te disertacije, je MLR. 
 
Za nelinearne metode smo v večini primerov dobili boljše statistične kazalce za validacijske 
podatke, vendar razlike pri prečnem preverjanju največkrat niso bile velike. Večje razlike 
smo dobili pri validacijski množici in robni množici. Slednje potrjujejo diagrami analiz 
ostankov (slike 2 – 10). Analize grafov prenosnih funkcij so pokazale, da se metode najbolj 
razlikujejo pri napovedovanju ekstremnih (robnih) vrednosti. Značilnost nelinearnih metod 
je, da sprememba odvisne spremenljivke ni premo sorazmerna spremembi ene ali več 
neodvisnih spremenljivk. Slednje pomeni zmanjšan razpon in variabilnost rekonstruiranih 
vrednosti, kar rekonstrukcijo naredi vizualno manj privlačno od linearne ekstrapolacije, 
čeprav statistično boljšo. Iz slednjega sledi, da lahko z uporabo nelinearnih metod 
zanesljiveje rekonstruiramo okoljske spremenljivke, vendar je potrebna previdnost pri 
napovedovanju zunaj kalibracijskega intervala. Znotraj kalibracijskega intervala lahko 
pričakujemo boljše napovedi s strani nelinearnih metod. Nobena izmed nelinearnih metod 
ni dala najboljših rezultatov na vseh podatkovnih množicah, zato je smiselno vedno 
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primerjati različne regresijske metode pred rekonstrukcijo klime. V ta namen smo razvili R 
funkcijo compare_methods(), ki je na voljo v dendroTools R paketu (Jevšenak in Levanič, 
2018; Jevšenak in sod., 2018c). 
 
Eden izmed ciljev te disertacije je bil odgovoriti na vprašanje, ali je smiselno zamenjati 
tradicionalno linearno regresijo v klimatskih rekonstrukcijah z nelinearnimi metodami s 
področja strojnega učenja. Naredili smo 36 primerjalnih testov in zaključili, da nelinearne 
metode v povprečju ciljno spremenljivko napovedujejo natančneje, vendar so razlike v 
večini primerov majhne, celo zanemarljive. Nekoliko boljše delovanje nasproti multipli 
linearni regresiji so nelinearne metode strojnega učenja pokazale, kadar smo uporabili več 
kot eno neodvisno spremenljivko. Analize grafov prenosnih funkcij kažejo, da je največja 
razlika med linearno regresijo in nelinearnimi metodami s področja strojnega učenja 
napovedovanje za ekstremne (izvenkalibracijske) vrednosti. Delanje zaključkov na takšnih 
podatkih je problematično z vidika majhnosti vzorcev ter regresijskih osamelcev. Nelinearne 
metode strojnega učenja so v povprečju dale boljše napovedi znotraj kalibracijskega 
intervala, vendar nimamo trdnih dokazov, da dajejo boljše napovedi tudi zunaj 
kalibracijskega intervala, ki je običajno pomembno v klimatskih rekonstrukcijah. 
 
4.2  SUMMARY 
 
Multiple linear regression (MLR) is usually used for the analysis of relationships between 
tree-ring parameters and environmental variables. MLR assumes a linear relationship 
between dependent and independent variables for the whole spectrum of climate-growth 
relationships. This assumption is in contradiction with the well accepted concept of 
ecological amplitudes, which says that tree species can grow only in a limited interval of 
growing conditions and that they respond differently to optimal and suboptimal conditions 
(Braak and Gremmen, 1987). Similarly, the Vaganov-Shashkin model (Touchan et al., 2012; 
Vaganov et al., 2011) which is one of the most established and tested growth simulation 
models, clearly shows that trees grow differently in optimal and suboptimal growing 
conditions and that there is a limited interval of growing conditions in which trees can grow.  
 
Jevšenak J. Nelinearno modeliranje povezav med lesnimi branikami in okoljem 
   Dokt. disertacija. Ljubljana, Univ. v Ljubljani, Biotehniška fakulteta, 2019 
131 
The linear regression model does not allow for nonlinear relationships and, therefore, a part 
of information on the connection between tree growth and environment is lost (Guiot et al., 
1982). There have been many comparison studies, which have clearly shown that the use of 
nonlinear methods in dendroclimatology has a good potential, but that nonlinear methods 
are still not established and are in use more or less in exceptional cases. 
 
In this doctoral dissertation we compare MLR and selected nonlinear regression methods 
from the field of machine learning on the task of modelling of relationships between xylem 
tree-rings and the environment. The selected nonlinear methods are artificial neural networks 
with a training algorithm that uses Bayesian regularization (ANN), model trees (MT), 
bagging ensembles of model trees (BMT), and random forest ensembles of regression trees 
(RF). The selected methods are compared on nine datasets (Table 1), which include different 
tree-ring parameters and target climate variable. The methods are compared in three different 
ways: 1) k-fold cross-validation, blocked (taking into account time order) or usual version 
(shuffling data points and changing time order) in a selected number of repeats, 2) holdout 
data, and 3) edge data, which is especially designed to address the performance of methods 
on out-of-calibration data. For all nine datasets, residual diagnostic for calibration data is 
shown in Figures 2 – 10. Visual difference among different regression methods could be 
understood by analysing their graphs of transfer functions (Figure 11).  
 
The selected way of comparison is important, since different comparison strategies will 
usually return different results, i.e., suggest different method(s) as the best one. Moreover, 
different settings, e.g., different number of repeats or different number of folds, might also 
affect the final results of comparison. While k-fold cross validation is suitable for the 
estimation of performance of different methods inside the calibration data, holdout and edge 
data are suitable to estimate the performance of models on out-of-calibration data. 
Importantly, there is no objective way to estimate the performance of methods on out-of-
calibration data. Using a holdout and edge data is a rather subjective approach, therefore 
caution is needed when comparing (and selecting) different regression methods on out-of-
calibration data: none of the methods has any experience on out-of-calibration data and 
coincidence plays an important role for the validation there. One way to get some insights 
into the performance of methods on the out-of-calibration data is the analysis of transfer 
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function graphs. Those graphs offer some insights into the dependences between dependent 
and one or more independent variables on the out of calibration data. 
  
Our goal was to compare different regression methods and to find out whether nonlinear 
methods should replace linear regression for the analysis of relationships between xylem 
tree-rings and the environment. In this context, we set three hypotheses: 1) As compared to 
linear methods, nonlinear methods yield better validation metrics between observed and 
predicted tree-ring width (TRW), regardless of site characteristics, tree species and level of 
climate signal in tree-rings. 2) As compared to linear methods, nonlinear methods yield 
better validation metrics between observed and predicted values for a selected species on 
one site for the following tree-ring parameters: tree-ring width (TRW), earlywood width 
(EW), latewood width (LW), wood-anatomical parameters and stable carbon isotopes. 3) As 
compared to linear methods, by using nonlinear methods we can  reconstruct climate with 
greater accuracy in the period before instrumental data. Similarly, as compared to linear 
methods, by using nonlinear methods we can predict more accurately predict future 
development of tree-ring parameters based on different climate scenarios.  
 
To test hypothesis 1, we compared linear regression and selected nonlinear methods in 
twelve comparisons (Table 13, comparison numbers from 1 to 12), which included tree-ring 
width parameter. For nine of the twelve comparisons, the best results were calculated only 
for linear regression, regardless of the tree species, site characteristics and selected way of 
comparison. For six comparisons (Table 13, comparison numbers 5, 6, 9, 10, 11 and 12), 
linear regression turned out to be as one of the best methods, but for all those tests alternative 
nonlinear method existed, which returned the same validation results. Based on these results, 
we partly accept the hypothesis 1.  
 
To test hypothesis 2, we compared linear regression and selected nonlinear methods using 
different tree-ring parameters of pedunculate oak (Quercus robur) from the Sorško plain. As 
independent variables, the following tree-ring parameters were used: tree-ring width (TRW), 
earlywood width (EW), latewood width (LW), wood-anatomical parameter mean vessel area 
(MVA), stable carbon isotopes (δ13C) and stable oxygen isotopes (δ18O). In the final models, 
LW was not used due to the high correlation with TRW. Using different tree-ring parameters, 
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we predicted spring temperatures (April-May), summer temperatures (June-August) and 
temperatures for the entire growing season (April-August). To predict spring temperatures, 
EW and MVA were used, for summer temperatures TRW, δ13C and δ18O, and for the entire 
growing season temperatures MVA, δ13C and δ18O . To test hypothesis 2, we used eleven 
tests (Table 13, comparison numbers 26 – 36). For all eleven tests, better validation metrics 
were obtained by the nonlinear methods. We therefore accept the hypothesis 2. 
 
Climate reconstruction (and, similarly, predicting the development of tree-ring parameters 
based on climate scenarios) can be treated from two aspects: 1) predicting the dependent 
variable inside the calibration interval, and 2) predicting the dependent variable out-of-the-
calibration interval. To compare methods inside the calibration interval, k-fold cross-
validation is used (Table 13, comparison numbers 1, 2, 5, 6, 9, 10, 13, 14, 15, 17, 18, 19, 22, 
23, 24, 26, 27, 29, 30, 31, 33, 34, 35), to compare methods on out-of-calibration data, the 
edge data (Table 13, comparison numbers 4, 8, 12, 21) and a holdout set are used (Table 13, 
comparison numbers 3, 7, 11, 16, 20, 25, 28, 32, 36). For two examples, where different 
methods were compared by using holdout data, the best results were obtained by linear 
regression (Table 13, comparison numbers 16 and 25). For all other comparison tests, better 
or very similar validation metrics are obtained for the nonlinear methods. Hypothesis 3 is 
partly accepted. 
 
For hypothesis 3 testing, it is importantly to point out that we do not have strong evidence 
in favour of more accurate climate reconstructions in the past or more accurate climate 
predictions for future of nonlinear regression methods from the field of machine learning. 
Our conclusions are based on the assumption that the response of tree ring parameters to 
climate is as shown on the calibration data edges. Our conclusions are based on small 
samples which in some cases included regression outliers as well.   
 
Although hypotheses 2 and 3 have been partially accepted, in cases where the methods act 
very similarly, the choice of more complex nonlinear machine learning methods is 
questionable. In such cases, we usually follow the principle of parsimony, which says that 
when we have several models that give identical results, we choose the one that is the 
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simplest (Aho, 2013). The simplest method of all, which were compared within the scope of 
this dissertation, is MLR.   
 
Despite the fact that nonlinear methods yield better validation metrics in most cases, the 
differences to linear regression are usually minor. In two examples on holdout data, linear 
regression yielded the best results (Tables 6D and 8D). Additionally, MLR showed to be  
one of the best methods in nine other cases (Table 13, comparison numbers 5, 6, 9, 10, 11, 
12, 17, 18, 19). The analysis of residuals showed that MLR usually fits data well (Figures 2 
– 10). Based on Table 13, differences between linear and nonlinear methods are smaller for 
regression problems with one independent variable. For the multiproxy examples, 
differences were greater in favour to nonlinear methods.  
 
The visualizations of transfer function graphs shows that regression methods mostly differ 
in their treatments of extreme values and out-of-calibration predictions. The characteristic 
of nonlinear methods is that the change of the dependent variable is not proportional to the 
change of one or more independent variables (Figure 11). This usually results in a diminished 
range and variability of reconstructed values, which makes nonlinear reconstructions 
visually less attractive as compared to reconstruction obtained by linear extrapolation, but 
still statistically better. Therefore, by using nonlinear methods, we can achieve better climate 
reconstruction, but caution is needed when predicting out of the calibration interval. Inside 
the calibration interval, nonlinear methods will likely produce a better reconstruction. 
 
None of the nonlinear methods obtained the best results on all datasets. Therefore, it makes 
sense to always compare different regression methods prior to climate reconstruction. To do 
so, an R function, named compare_methods(), is implemented in the dendroTools R package 
(Jevšenak and Levanič, 2018; Jevšenak et al., 2018c) and freely available on the CRAN 
repository. 
 
One of the goals of this dissertation was to answer the question, whether it is reasonable to 
substitute the traditional linear regression in climate reconstructions with nonlinear methods 
from the field of machine learning. We ran 36 comparison tests and concluded that nonlinear 
methods, on average, provide more accurate predictions of the target variable. However, 
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differences to linear regression are minor and, in some cases, negligible. The analysis of 
transfer function graphs shows that the biggest differences between linear regression and 
nonlinear machine learning methods are predictions of extreme and out of calibration data. 
To draw conclusion on extreme and out-of-calibration data is problematic from statistical 
point of view. Therefore, nonlinear machine learning methods provide, on average, better 
predictions inside the calibration interval, but we do not have strong enough evidence that 
they can more accurately provide predictions of out-of-calibration data. 
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Priloga A: Dovoljenje za uporabo članka iz revije Dendrochronologia, naslov članka: 
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Priloga B: Dovoljenje za uporabo članka iz revije Dendrochronologia, naslov članka: 
dendroTools: R package for studying linear and nonlinear responses between tree-rings 
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Priloga C: Dovoljenje za uporabo članka iz revije Tree-Ring Research, naslov članka: A 
machine learning approach to analyzing the relationship between temperatures and multi-
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Priloga D: Dovoljenje za uporabo članka iz revije Dendrochronologia, naslov članka: 
Comparison of an optimal regression method for climate reconstruction with the 
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Priloga E: Dovoljenje za uporabo članka iz revije Geochronometria, naslov članka: 
Predicting the vessel lumen area tree-ring parameter of Quercus robur with linear and 
nonlinear machine learning algorithms 
 
 
