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1 n P nÀ1 j¼0 Fðg j xÞ (when the limit exists) be the ergodic limit. It is known that the possible aðxÞ are just the values R F dm for all g-invariant measures m: For any a in the range of the ergodic limits, we prove the following variational formula:
log jjD x gjjdmðxÞ :
;
where m is a g-invariant Borel probability measure on J ; h g ðmÞ is the entropy of m; jjD x gjj is the operator norm of the differential D x g; and dim is the Hausdorff dimension or the packing dimension. This result gives a substantial extension of the well-known case that F is H . o older continuous. We also prove that unless the same 1 The first and third authors were partially supported by the Zheng Ge Ru Foundation in Hong Kong and the Special Funds for Major State Basic Research Projects in China. The second author was supported by an HK RGC grant. 2 To whom correspondence should be addressed.
INTRODUCTION
Let M be a smooth Riemannian manifold and g : M ! M a C 1þdconformal map. Consider a g-invariant compact subset J of M: We say that g is expanding on J if there exist C > 1 such that jjðD x gÞujj5Cjjujj for all x 2 J ; u 2 T x M: We say that J is a repeller of the expanding g if: (a) J ¼ T n50 g Àn V for some open neighborhood V of J ; and (b) g is topologically mixing on J ; i.e., when U ; W are nonempty (relative) open sets in J ; g n ðU Þ \ W =| for n sufficiently large.
A finite closed cover fR 0 ; . . . ; R mÀ1 g of J is called a Markov partition of J (with respect to g) if:
and (iii) each gðR i Þ is the union of a subfamily of fR j g mÀ1 j¼0 : It is well known that any repeller J of a continuously differentiable expanding map g has Markov partition of arbitrary small diameter (see [25, p. 146] ) and ðJ ; gÞ is semi-conjugated to ðS A ; sÞ; a subshift space of finite type. In what follows, we always assume that J is a repeller of an expanding, C 1þd -conformal, topologically mixing map g:
Let F be a continuous function defined on J with values in R d : For any x 2 J ; we define the ergodic limit, when it exists, as
Fðg j xÞ:
The quantity aðxÞ is regarded as the recurrence of x relative to F (the term ''recurrence'' gets its usual sense when F ¼ ð1 B 1 ; . . . ; 1 B d Þ where 1 B denotes the characteristic function of a set B). Let ERGODIC LIMITS ON CONFORMAL REPELLERS As a consequence of the Birkhoff ergodic theorem, we see that if m is ergodic, then aðxÞ ¼ F n ðmÞ for m-a.a. x 2 J : It can be proved that L F ¼ F n ðM g ðJ ÞÞ and hence L F is a nonempty compact convex set. For a 2 L F ; we let EðaÞ ¼ fx 2 J : aðxÞ ¼ ag and F F ðaÞ ¼ fm 2 M g ðJ Þ : F n ðmÞ ¼ ag:
In this paper, we will investigate the size of the set EðaÞ as well as the size of the set of points such that the limits defining aðxÞ do not exist. Recall that J is a metric space induced by the Riemannian metric and there are various notions of dimension on J : We will consider the Hausdorff dimension dim H and the packing dimension dim P (see, e.g., [11, 12, 19, 21] ). The sizes of the sets in question will be described by these dimensions.
The first historical example of this type is due to Besicovitch [1] and Eggleston [10] ; they proved that for a 2 I ¼ ½0; 1;
e n 2 n 2 I : lim n!1 1 n X n j¼1 e j ¼ a; e n ¼ 0 or 1 ( ) has Hausdorff dimension Àða log 2 a þ ð1 À aÞlog 2 ð1 À aÞÞ: In this case the corresponding maps are g : I ! I such that gðxÞ ¼ 2x ðmod 1Þ and FðxÞ ¼ w (they are not continuous). A slightly more elaborate example was given by Billingsley [2] . Fan and Lau [15] studied the asymptotic behavior at infinity of multiperiodic functions F ðxÞ ¼
o older continuous periodic function with period 1 (e.g., F ðxÞ ¼ j # f fðxÞj q where # f fðxÞ is the Fourier transform of the scaling functions in the wavelet theory). By using the Ruelle-Perron-Frobenius operator with the H . o older continuous potential log f and the standard ''multifractal formalism'' argument, they showed that (F ¼ log f ; and gðxÞ ¼ 2x ðmod 1Þ as above) the Hausdorff dimension of
is h g ðmÞ=log 2 where h g ðmÞ is the entropy of the Gibbs measure m with respect to g [15, Theorem 6] . Some further consideration of the ergodic limit and the multifractal formalism for H . o older continuous F was given by Pesin and Weiss [23] ; a special case FðxÞ ¼ jjD x gjj was considered by Weiss [27] .
If the function F has no regularity like H . o older continuity or summable variation, the question is more subtle because the multifractal formalism will not work as there is a lack of differentiability on the pressure function and a lack of Gibbs property on the invariant measures. Fan et al. [14] had considered the setting on ðS A ; sÞ; a subshift space of finite type. They showed that for a continuous F :
Another consideration using pressures was given by Olivier [20] . Our main results here are the following.
Theorem 1.1. Let J be a repeller of an expanding, C 1þd -conformal topological mixing map g: Let F : J ! R d be a continuous function. Then for any a 2 L F ; we have the variational formula
where jjD x gjj is the operator norm of the differential D x g; h g ðmÞ is the entropy of m with respect to g: Moreover, dim H EðaÞ is an upper semi-continuous function of a:
Under the hypotheses of Theorem 1.1, either (i) all points x 2 J have the same ergodic limit; or (ii) the set of points x such that the limit defining aðxÞ does not exist is of the same Hausdorff dimension as that of J :
A first thought of proving these theorems is to lift the dynamical system ðJ ; gÞ to ðS A ; sÞ and apply the results in [14] . However, this will meet some difficulties. Firstly, in contrast to the H . o older continuous case, it is possible that for some a 2 L F ; there exists no ergodic measure m supported on EðaÞ; we cannot compare the dimensions of EðaÞ and its lift by using the measure m in the usual way (see, e.g., [16, pp. 341,342] ). Secondly, the lifting map is not one-to-one on the boundary of the Markov partition and we cannot make use of the ergodic measure to take care of the boundary (by ignoring a measure zero set). Hence instead of using directly the results in the symbolic space, we will adopt the approach by modifying the well-known topological pressure and Bowen's formula (see [21] The invariant set considered in Theorem 1.2 is called the divergence set of F: The Birkhoff ergodic theorem says that the divergence set is of null measure with respect to any invariant measure. Theorem 1.2 states that it is either empty or large in the sense that it has the same Hausdorff dimension as that of the whole space. The result of full Hausdorff dimension for H . o older continuous F was obtained by Barreira and Schmeling [4] (see also [5, 7, 22] ). In our proof we first make use of Bowen's formula (see, e.g., [21, p. 203] ) to choose an a such that dim H J ¼ dim H EðaÞ; then use the symbolic expression to adjust the x 2 EðaÞ to form a new set F of the same dimension, but each y 2 F does not have an ergodic limit.
We organize this paper as follows. In Section 2, we set up the necessary materials for the subshift space of finite type and the Markov measure of order ': In Section 3, we prove a dimensional result for the ''nonhomogeneous'' Moran sets. This together with the mass distribution principle are used in Section 4 to prove (1.1). The variational principle of the pressure function P ða; sÞ in Theorem 1.3 is proved in Section 5 and the Markov measures of order '; '51; are used to approximate the measure that attains the maximum in (1.2). By using the results in the previous sections, we complete the proofs of Theorems 1.1 and 1.2 in Section 6.
PRELIMINARIES
Most of the materials in this section are known. We recall them here both for our convenience and that of the reader.
For an m Â m matrix A with entries 0 or 1; we let ðS A ; sÞ denote the subshift space of finite type [6] . S A is a metric space with dðx; yÞ ¼ m Àn for x ¼ ðx j Þ j51 and y ¼ ðy j Þ j51 ; where n is the largest integer such that x j ¼ y j ; 14j4n: We shall always assume that A is primitive. This means the dynamical system ðS A ; sÞ is topologically mixing.
For k51; S A;k denotes the set of finite sequences o ¼ ði 1 ; . . . ; i k Þ such that a i j ;i jþ1 ¼ 1 for all 14j4k À 1: These sequences o are called ðadmissibleÞ words; the length of the word is denoted by joj ð¼ kÞ:
It is clear that there is a one-to-one correspondence between S A;k and the set of kcylinders. Without confusion we just use S A;k to denote the set of all k-cylinders. Let x n be the partition consisting of all n-cylinders ½o 2 S A;n : The entropy h s ðmÞ of a s-invariant measure m on S A (i.e., m 2 M s ðS A Þ) can be expressed as These three conditions may be referred to as normalization condition, consistence condition and invariance condition. We call a measure m 2 M s ðS A Þ a Markov measure of order ' (or simply '-Markov measure), '51; if it satisfies the following Markov property: for n51;
Note that the standard Markov measure is when ' ¼ 1: We will see from Corollary 2.4 that the set of all '-Markov measures, '51; is dense in M s ðS A Þ:
Moreover, h ðnÞ ðmÞ ¼ hðmÞ for n5' þ 1:
Proof. We need only use the definition of Markov measure and the expression of h ðnÞ ðmÞ in Proposition 2.1 to check that h ðnÞ ðmÞ ¼ h ðnÀ1Þ ðmÞ for n5' þ 1: ]
In view of (2.1) and (2.2) we let D k denote the set of all nonnegative functions p defined on S A;k satisfying the following two relations: X
Then m is a ðk À 1Þ-Markov measure. If furthermore p is positive, then m is the Gibbs measures associated with the potential
The reader can refer to [6] for the definition and property of a Gibbs measure. As a corollary, we have
Let m k be the associated ðk À 1Þ-Markov measure in Proposition 2.3. Then
If further the support of m is the whole space S A ; then the fm k g are ergodic and are Gibbs measures.
We call m k the kth Markov approximation of m:
Proof. In view of Corollary 2.4, we only need to consider the case that the support of m is not the whole space S A : In such a case we select a x 2 M s ðS A Þ supporting the whole space S A : Take m ðnÞ ¼ ð1 À 1 n Þm þ 1 n x: Then m ðnÞ supports the whole space S A : Since m ¼ w n -lim n!1 m ðnÞ and hðmÞ ¼ lim n!1 hðm ðnÞ Þ; combining it with Corollary 2.4 we get the desired result. ]
Let X be a compact metric space and let T : X ! X be a continuous map. We let M T ðX Þ denote the space of all T -invariant Borel probability measures on X : Proposition 2.6. Let X i ; i ¼ 1; 2 be compact metric spaces and let T i : X i ! X i be continuous. Suppose p : X 1 ! X 2 is a continuous surjection such that the following diagram commutes:
Then p n :
furthermore, there is an integer m > 0 so that p À1 ðyÞ has at most m elements for each y 2 X 2 ; then
Proof. The first part of the result is the same as [18, Chap. IV, Lemma 8.3]. The second part follows from the Abramov-Rokhlin formula (see [3] ). ] From Corollary 2.5 and Proposition 2.6, we have the following corollary immediately.
Corollary 2.7. For any m 2 M g ðJ Þ; there exists a sequence of ergodic
NONHOMOGENEOUS MORAN SET
In our proof of (1.1) we need to use a class of Cantor sets from a very general Moran construction. Let X & R d be a compact set with nonempty interior. Let fn k g k51 be a sequence of positive integers.
Dg is a collection of subsets of R d : We say that G fulfills the Moran structure provided it satisfies the following conditions:
(2) There exist two positive constants C 1 and
If G fulfills the above Moran structure, we call the set
a nonhomogeneous Moran set associated with G: The nonhomogeneity refers to the nonconstant number n k of descendents in the kth level for each predecessor in the ðk À 1Þth level. This class of sets was considered in [17, 24] for the case that each X o ; o 2 D k has equal size. For the homogeneous Moran set (i.e., n k is a constant) the reader can refer to [8, 9, 21] for details. Let
They are the minimal contraction ratio and the maximal size (up to a fixed constant multiple) of the set X o in the kth generation. 
Then we have
where s k satisfies the equation P o2D k r s k o ¼ 1:
Proof. We first prove dim H E ¼ lim inf k!1 s k : The inequality dim H E 4 lim inf k!1 s k is straightforward. We need only prove the reverse inequality.
Let B n be the s-algebra generated by the cylinders ½o; o 2 D n : For any n51 and a50; we define a measure m n (depends on a) on B n by
For any m5n and for o 2 D m ; we have
That is, there exists C > 0 such that for m5n;
By the compactness of D 1 ; there is a subsequence fm n k g k51 that converges in the weak n topology. Denote by m the limit. Then Let n be the probability measure on E such that n ¼ m 8 p À1 where p :
We claim that for each a5lim inf k!1 s k ; there exists C 0 > 0 such that
To prove the claim, we observe that for any a5b5 lim inf k!1 s k ; there exists N 0 such that for any k5N 0 ; X
For o 2 D n ; let
where Z ¼ ðj 1 . . . j m Þ 2 D and Z n ¼ ðj 1 Á Á Á j mÀ1 Þ: By Assumption 2(ii) of the Moran construction and a simple geometric argument, there exists
Hence for n large enough, This completes the proof of the claim. Now let a 0 5a: By (3.2), there exists k 0 such that
Let B be a ball of radius r such that r4 inf o2D k 0 þ1 r o : Set
Then by assumption (2), there exists L > 0 (not depending on r) such that #B5L: It follows from (3.7) that
The mass distribution principle will imply that a 0 4dim H E: Since a 0 5a is arbitrary, we have a4dim H E: Thus we obtain that dim H E5lim inf k!1 s k :
We now prove that dim P E ¼ lim sup k!1 s k : Denote s ¼ lim sup k!1 s k : We first show that dim P E4s: Let e > 0; it suffices to show that dim P E4s þ 2e: Take k 1 
Take k 2 > k 1 such that s k 5s þ e for each k5k 2 : Let m n (depends on s þ e) be the measure defined as in (3.3) with s þ e replacing a and let m be a w n -limit point of fm n g: Then by (3.4), for each n5k 2 and o 2 D n ;
Now pick d > 0 such that d5 inf o2D k 2 jX o j and suppose that fB i g is a family of disjoint balls with centers in E and diameters less than d:
Hence by using the standard notations of packing dimension [11] , we have This implies dim P ðEÞ5s since E is compact [11] .
Indeed for any e; d > 0; take k such that max o 0 Z2D k r o 0 Z 5minf 1 2 ; eg and s k 5s À d: Then by (3.1),
#A n 2 ÀnðsÀdÞ ; FENG, LAU AND WU which implies that there exists m such that #A m 5C À1 6 1 1 À 2 Àd 2 mðsÀ2dÞ :
By conditions (1) and (2), there is a constant C 7 2 N (depending only upon C 1 ; C 2 and d) such that each closed ball with radius 2 Àm intersects at most C 7 elements of fX o 0 Z : o 0 Z 2 A m g: Thus if we denote by N 2 Àm ðX o 0 \ EÞ the least number of closed balls with radii 2 Àm needed to cover E; then
Since e can be taken arbitrarily small, the number m in the above inequality can be picked arbitrarily large. Therefore dim B ðX o 0 \ EÞ5s À 2d: Since d > 0 is arbitrary, dim B ðX o 0 \ EÞ5s for any k 0 2 N and o 0 2 D k 0 : This completes the proof of the claim and hence the proposition. ]
PRESSURE FUNCTION AND DIMENSION OF EðaÞ
Let R ¼ fR 0 ; . . . ; R mÀ1 g be a Markov partition of the repeller J with respect to an expanding, C 1þd -conformal, topological mixing map g: It is well known that this dynamical system induces a subshift space of finite type ðS A ; sÞ; where A ¼ ða ij Þ is the transfer matrix of the Markov partition, namely, a ij ¼ 1 if int R i \ g À1 ðint R j Þ=| and a ij ¼ 0 otherwise [25] . The matrix A is primitive, i.e., there is a positive integer M so that A M > 0: This gives the coding map p : S A ! J such that pðoÞ ¼ \ n51 g ÀðnÀ1Þ ðR i n Þ; 8o ¼ ði 1 i 2 Á Á ÁÞ and the following diagram
The coding map p is a H . o older continuous surjection. Moreover, there is a positive integer q so that p À1 ðxÞ has at most q elements for each x 2 J (see [25, p. 147] 
Note that the second part makes use of jjD x g n jj ¼ Q nÀ1 j¼0 jjD g j ðxÞ gjj; a consequence of the chain rule and the property of the determinant.
Since A M > 0; for any o 2 S A;n and any 04z4m À 1; there are 04y 1 ; . . . ; y M 4m À 1 such that Fðg j x k Þ À a 5e:
It follows from the conjugation of g and s that g ðnþMÞðkÀ1Þþj ðxÞ ¼ g j ðz k Þ and hence
Fðg j z k Þ:
where jjFjj i ¼ supfjFðxÞ À FðyÞj : x; y 2 R o for some o 2 S A;i g: Since F is continuous, n À1 P nÀ1 j¼0 jjFjj j tends to zero as n ! 1: We have
Fðg j xÞ À a 42e
for n5N and for all p51: This implies that the ½o; which contains x; is in F ða; ðn þ MÞp; 2eÞ: Let l max ¼ max x2J jjD x gjj and l min ¼ min x2J jjD x gjj: By (4.1), we have
and similarly
It follows that Proof. The equality of the limits follows from the subadditivity in the lemma and a standard argument. We will include a proof for completeness. First, note that the two limits in (4.2) exist since f ða; s; n; eÞ is an increasing function on the variable e: Denote by b the left-hand-side limit. Then for any d > 0; there exists e 0 > 0 such that lim inf n!1 log f ða; s; n; e 0 Þ n 5b þ d: This establishes the upper semi-continuity of P ðÁ; sÞ at a: The assertion on the Lipschitz property follows from the following inequality, which can be deduced from (4.1):
For a 2 L F ; we define LðaÞ to be the unique number s such that P ða; sÞ ¼ 0: Since P ða; sÞ is upper semi-continuous on a and strictly decreasing on s (by (4.3)), we have immediately Proof. We first show that for a 2 L F ; dim P EðaÞ4LðaÞ: Let LðaÞ5t; then P ða; tÞ50; it follows that there exist e > 0 and d > 0 such that lim sup n!1 log f ða; t; n; eÞ n 5 À d:
Therefore there is a number N ¼ N ðe; dÞ such that for n > N ; f ða; t; n; eÞ4 e Àdn : Let
It is clear that for any e > 0;
Gða; k; eÞ:
We show below that dim P Gða; k; eÞ4t for each k: Let F be a collection of disjoint cylinders ½o; o 2 S A;n ; n5maxfk; N g; such that the basic set R o has nonempty intersection with Gða; k; eÞ: Thus each ½o in F is contained in F ða; n; eÞ for some n5N : It follows that X Since the family of ½o 2 F are disjoint, this implies that dim P Gða; k; eÞ4t: By the s-stability of packing dimension, we have dim P EðaÞ4t as desired.
We now prove dim H EðaÞ5LðaÞ for a 2 L F : Let LðaÞ > t: By Proposition 4.3, there are ' j % 1 and e j # 0 such that f ða; t; ' j ; e j Þ > 1: Write simply F ' j ¼ F ða; ' j ; e j Þ and define a new sequence in the following manner:
where N j ; j51 diverge to 1 fast and will be determined in the sequel. We relabel the sequence as f' n i g: Define
where % o o i is an extension of o i joining the leading letter of o iþ1 (with convention o kþ1 ¼ o 1 ). In view of Proposition 4.1, the collection G has the Moran structure and Y n is a Moran set in J : More precisely, Y n is constructed as follows. At level 0; we have the initial set S m i¼1 R i : In step k51; we have the basic sets R % o o k is less than K 2 ðl min Þ À' n 1 ÀÁÁÁÀ' n k ; the minimal contraction ratio r k of the adjacent level is greater than K 1 2K 2 ðl max Þ À' n k ÀM ; where l max ¼ max x2J jjD x gjj; l min ¼ min x2J jjD x gjj: It follows that
In order for it to tend to zero (in view of Proposition 3.1), we can take N 1 ¼ 1 and N j ¼ 2 l jþ1 þN jÀ1 for j > 1: Hence we conclude from Proposition 3.1 that
where s k satisfies the equation X
Recall that we have proved in Lemma 4.2 that
Making use of lim i!1 ' n i ¼ 1 and diamðR o i Þ4K 2 l À' n i min ; we see that for any d > 0; there exists k 0 such that for k > k 0 ;
ðdiamðR o 1 ÁÁÁo k ÞÞ s k ¼ 1:
FENG, LAU AND WU Therefore f ða; s k ð1 þ dÞ; ' n i ; e n i Þ41 for some 14i4k: This implies that s k ð1 þ dÞ5t since f ða; t; ' n i ; e n i Þ51: Therefore lim inf k!1 s k 5t: Now we prove that Y n & EðaÞ: Fix x 2 Y n : For a given large integer n; let k be the unique integer satisfying
By the definition of Y n ; there exist ½o i 2 F ' n i ; i ¼ 1; . . . ; k; such that
Fðg i x i Þ À ' n i a 5e n i ' n i :
Fðg j xÞ À na 4
Fðg j xÞ À na ¼ 0:
This proves that x 2 EðaÞ: Thus we have proved that Y n & EðaÞ; from which dim E ðaÞ5t follows. ]
A VARIATIONAL PRINCIPLE
In this section, we will prove the following variational principle. Let P ða; sÞ be defined as in the last section. To complete the proof, we consider now n without assuming the ergodicity. By Corollary 2.5, there exists a sequence of ergodic measures fn n g which converges to n in the weak n topology and satisfies lim n!1 h s ðn n Þ ¼ h s ðnÞ: Let m n ¼ n n 8 p À1 and a n ¼ R F dm n ; then P ða n ; sÞ5h g ðm n Þ À s Z log jjD x gjj dm n ðxÞ:
Letting n ! 1; then a n ! a; and by the upper semi-continuity of P ðÁ; sÞ; we have the desired inequality again. Part II. In what follows, we show that for any a 2 L F and s 2 R; there exists * m m 2 F F ðaÞ such that P ða; sÞ4h g ð * m mÞ À s Z log jjD x gjj d * m mðxÞ: ð5:4Þ
For each integer k > 0; we define two functions on S A by C k ðlÞ ¼ max
FðyÞ;
x k ðlÞ ¼ max where I k ðlÞ denotes the k-cylinder which contains l: It is clear that C k ðlÞ;
x k ðlÞ depend only on the first k coordinates of l: Since g is C 1þd ; log jjD x gjj is H . o older continuous. Since p : S A ! J is also H . o older continuous there exists C > 0 and 05r51 such that jx k ðlÞ À log jjD pðlÞ gjj j5Cr k :
To prove (5.4), we first observe that given any e > 0; if k51 is sufficiently large, jC k ðlÞ À FðpðlÞÞj5 e 2 8l 2 S A :
Similarly to the definitions of F ða; n; eÞ and f ða; s; n; eÞ for F; we define F k ða; n; eÞ ¼ ½o : o 2 S A;n ; 1 n X nÀ1 j¼0 C k ðs j ðlÞÞ À a 5e for some l 2 ½o ( ) and f k ða; s; n; eÞ ¼ X ½o2F k ða;n;eÞ diamðR o Þ s :
It is clear that for any s 2 R and sufficiently large k; F ða; n; e=2Þ F k ða; n; eÞ and f ða; s; n; e=2Þ4f k ða; s; n; eÞ:
For o 2 S A;nþkÀ1 and l 2 ½o; by the definition of C k ; we have C k ðs jÀ1 lÞ ¼
It is clear that P t f o ðtÞ ¼ n: We call a point x 2 J a divergent point if the limit aðxÞ ¼ lim n!1 n À1 P nÀ1 j¼0 Fðg j xÞ does not exist. In the following, we shall prove that the set of divergent points is of full dimension if it is not an empty set. Without loss of generality, assume that F takes real value (instead of the vector value); we let % aðxÞ and % a aðxÞ be the lim inf and lim sup of n À1 P nÀ1 j¼0 Fðg j xÞ: For any b5a; set Proof. By Lemma 6.2, dim H * E Eða; bÞ4minðLðaÞ; LðbÞÞ is obvious. For the reverse inequality, we use the similar idea in the proof of the lower bound in Proposition 4.5; we will only give a sketch here.
For any t5minðLðaÞ; LðbÞÞ; by Proposition 4.3, there are ' j " 1 and e j # 0 such that f ða; t; ' 2jÀ1 ; e 2jÀ1 Þ > 1; f ðb; t; ' 2j ; e 2j Þ > 1; j ¼ 1; 2; . . . : Write simply F ' 2jÀ1 ¼ F ða; ' 2jÀ1 ; e 2jÀ1 Þ; F ' 2j ¼ F ðb; ' 2j ; e 2j Þ; j ¼ 1; 2; . . . ; and define a new sequence f' n j g in the following manner: ' 1 ; . . . ; ' 1 |fflfflfflfflffl{zfflfflfflfflffl} N 1
; ' 2 ; . . . ; ' 2 |fflfflfflfflffl{zfflfflfflfflffl} N 2 ; . . . ; ' j ; . . . ; ' j |fflfflfflffl ffl{zfflfflfflfflffl} N j ; . . . ;
where N j ; j51 diverge to 1 fast. By the same proof as in Proposition 4.5, we can show that the corresponding Moran set Y n is contained in * E Eða; bÞ and dim H * E Eða; bÞ5dim H Y n ¼ lim infs k 5t: ] Lemma 6.5. If lim k!1 1 n k P n k À1 j¼0 Fðg j xÞ ¼ a for some x 2 J and fn k g 1 k¼1 % 1; then a 2 L F : Proof. For each k 2 N; let e k ¼ j 1 n k P n k À1 j¼0 Fðg j xÞ À aj and pick o k 2 S A;n k such that x 2 R o k : We define a new sequence in the following manner: where N 1 ¼ 1 and N j ¼ 2 n jþ1 þN jÀ1 ; j52: We relabel this sequence as fo n i g; and define f' n i g as the length sequence of fo n i g: Take y 2 
ðe n i ' n i Þ þ ðkM þ ' n k Þð2jjFjjÞ:
Since lim i!1 ' n i ¼ 1 and lim k!1 ' k P kÀ1 i¼1 ' n i ¼ 0 (by the definition of N j ), we have lim n!1 1 n X nÀ1 j¼0 Fðg j yÞ À na ¼ 0;
which implies a 2 L F : ] Theorem 6.6. Let J be a repeller of an expanding, C 1þd -conformal topological mixing map g: Let F : J ! R d be a continuous function. Then either (i) all points x 2 J have the same ergodic limit; or (ii) the set of points x such that the limit defining aðxÞ does not exist is of the same Hausdorff dimension as that of J .
Proof. We can assume, without loss of generality, that F takes real value. Let P J ðfÞ be the standard topological pressure with respect to g where the potential f is a continuous function on J [21, Chap. 4 ]. If we consider fðxÞ ¼ s log jjD x gjj; s 2 R; then Bowen's equation states that there exists a unique t such that P J ðÀt log jjD x gjjÞ ¼ 0 (see [21, Appendix II] For any d > 0; consider * E Eða; ð1 À dÞa þ dbÞ: It is clear that * E Eða; ð1 À dÞa þ dbÞ fx 2 J : % aðxÞ5% a aðxÞg:
Let us denote the second set by F : By Proposition 6.4, dim H * E Eða; ð1 À dÞa þ dbÞ ¼ minfLðaÞ; Lðð1 À dÞa þ dbÞg and by Proposition 4.5 and Theorem 6.1, Lðð1 À dÞa þ dbÞ5 h g ðð1 À dÞm 1 þ dm 2 Þ R log jjD x gjj dðð1 À dÞm 1 ðxÞ þ dm 2 ðxÞÞ ¼ ð1 À dÞh g ðm 1 Þ þ dh g ðm 2 Þ R log jjD x gjj dðð1 À dÞm 1 ðxÞ þ dm 2 ðxÞÞ :
Let d ! 0; we have dim H F 5dim H ðm 1 Þ ¼ dim H ðJ Þ: This completes the proof of Theorem 6.6. ]
