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Kapitel 1
Notwendigkeit von
Kurzzeit-Vorhersagen
Die Energiewende ist die größte umwelt- und wirtschaftspolitische
Herausforderung zu Beginn des 21. Jahrhunderts.2
Im Jahr 2011 verursachten ein schweres Erdbeben und ein daraus entstan-
dener Tsunami in Japan eine nukleare Katastrophe im Atomkraftwerk von
Fukushima. Aufgrund dieses Ereignisses entschied sich die deutsche Bundes-
regierung dazu, bis zum Jahr 2022 vollständig aus der Nuklearenergie auszu-
steigen.3 Durch diese Entscheidung verändert sich der deutsche Energiemarkt
grundlegend. Alle stetig stromerzeugenden Atomkraftwerke werden abgeschal-
tet und sollen, soweit möglich, durch sehr volatile erneuerbare Energieträger
wie Wind- oder Sonnenenergie ersetzt werden. Dies verändert nachhaltig die
Art und Weise, wie Strom produziert und verbraucht wird. Bis dahin wurde
die Stromerzeugung dem Verbrauch der Endkunden angepasst, was jedoch mit
erneuerbaren Energien, die von Sonne und Wind abhängen, nicht mehr mög-
lich ist.
Die Transformation des Energiemarktes erfordert folglich eine intelligente Ver-
netzung zwischen Stromerzeugern und -verbrauchern. Demand Response, die
2Altmaier (2013) S. 7
3vgl. Bundesregierung (2011)
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ﬂexible Anpassung der Nachfrage nach Strom an das Angebot, ist hierbei ein
wesentlicher Baustein. Dabei ist es wichtig, den zukünftigen Energiebedarf prä-
zise prognostizieren zu können, um auf Änderungen im Angebot, beispielswei-
se verursacht durch unerwartete Windstille, reagieren zu können. Intelligente,
exakte und nachvollziehbare Kurzfrist-Prognosen des Verbrauchs zur besseren
Ressourcenplanung sind dafür entscheidend.
Ziel dieser Arbeit ist es deshalb, einen optimalen Algorithmus für die Vorher-
sage von Stromverbräuchen im Kurzfristbereich zu erforschen. Dazu werden
bestehende statistische Methoden untersucht und ein eigener Algorithmus -
der Gated Expert Pattern Recognition Algorithmus - entwickelt.
1.1 Forschungskontext Energiewende
Im Jahr 2011 wurde in Deutschland mit dem Ende der Atomenergie die Ener-
giewende eingeleitet. Diese stellt eine große Herausforderung vor allem für die
Industrie und die Energieversorger dar. Die Energieerzeugung und Sicherstel-
lung der Versorgungssicherheit wird dadurch in Deutschland nachhaltig ver-
ändert. Bis zu diesem Wendepunkt bestimmte die Nachfrage nach Strom das
erzeugte Angebot. Das Angebot war durch die Energieproduktion in großen
Kraftwerken gut steuerbar. So konnte man die Erzeugung dem Verbrauch an-
passen. Erneuerbare Energien, die größtenteils die Atomkraftwerke ersetzen
sollen, sind jedoch schlecht planbar. Bei starkem Wind und viel Sonnenschein
steht ein Überangebot an Strom zur Verfügung, bei Windstille und Wolken
dagegen nur wenig. In Abbildung 1.1 wird die äußerst volatile Einspeisung von
Windenergie deutlich.
Je größer der Anteil volatiler Energieerzeuger am deutschen Strommix ist, de-
sto schwieriger ist die Sicherung der Netzstabilität. Von 2010 bis 2014 stieg der
2
Abbildung 1.1: Strombörse Leipzig - Einspeiseleistung Wind
Anteil erneuerbarer Energien von 17% auf 25,5%.1 Dies führt zu großen Her-
ausforderungen: Stehen zu Spitzenlastzeiten, beispielsweise mittags, die Wind-
räder still, kann nicht einfach die Erzeugung erhöht werden. Daraus resultiert
eine Unterversorgung, die schlimmstenfalls zu einem Blackout führen kann.
Das Problem wird dadurch verschärft, dass Strom nicht überall in Deutsch-
land zur Verfügung steht.2 Wird in Norddeutschland sehr viel Windenergie
produziert, bedeutet dies nicht, dass der Strom auch nach Süddeutschland
transportiert werden kann. Die dafür notwendigen Stromtrassen sind zwar in
Planung, werden jedoch vor 2024 nicht abgeschlossen sein.3 Folglich ist ein ﬂe-
xibles regionales Modell, das die Stromversorgung regelt, nötig. Dabei gibt es
zwei Möglichkeiten, die
Netzstabilität als Dreh- und Angelpunkt der Energiewende4
sicherzustellen:
1vgl. Nieder et al. (2015) Tabelle 3
2vgl. hierzu und im Folgenden Müller (2014) S. 22-30
3vgl. Balser (2015)
4Klaus Töpfer in Ehlerding (2013)
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Angebot erhöhen:
Eine Möglichkeit besteht darin, in Zeiten von Spitzenlast das Stromangebot
zu erhöhen. Dies wird mit Reservekraftwerken (z.B. Gaskraftwerke mit schnel-
ler Reaktionszeit) oder mit Pumpspeicherkraftwerken realisiert. Diese Lösung
wird aktuell häuﬁg angewendet.1 Sie birgt jedoch Probleme: Zum einen müssen
diese Stromreserven lokal zur Verfügung stehen und zum anderen sind die Kos-
ten dafür enorm.2 Die Investitionen in Pumpspeicherkraftwerke, die von allen
Alternativen derzeit noch günstigste Speichermöglichkeit, sind sehr hoch und
die abgerufene Leistung nicht zuverlässig planbar. Deshalb können sie in der
Regel nicht proﬁtabel betrieben werden.3 Bereits bestehende Kohlekraftwerke
als Reserve vorzuhalten, ist ebenfalls keine befriedigende Lösung. Die durch die
Energiewende angestrebten Ziele der Nachhaltigkeit und Umweltfreundlichkeit
werden beim Abbau von Kohle und den hohen CO2 Emissionen im Betrieb ad
absurdum geführt.4 Die Sicherstellung der Netzstabilität allein über die Ange-
botsseite ist folglich kein nachhaltiges Modell. Die Nachfrageseite muss über
ﬂexible Regelleistung ebenfalls einen Beitrag leisten.
Nachfrage senken (Demand Response):
Eine zweite Möglichkeit besteht darin, bei Spitzenlast die Nachfrage nach
Strom vor allem von produzierenden Unternehmen zu senken.
Demand Response ist eine kurzfristige und planbare Veränderung
der Verbraucherlast als Reaktion auf Preissignale im Markt oder
auf eine Aktivierung im Rahmen einer vertraglichen Leistungsre-
serve. Diese Marktpreise oder Leistungsabrufe werden durch un-
geplante, unregelmäßige oder extreme energiewirtschaftliche Ereig-
nisse ausgelöst.5
Momentan verbrauchen Endkunden und Unternehmen Strom nach Bedarf. Es
1vgl. Wildhagen (2014)
2vgl. Hillmer (2012)
3vgl. Conrad et al. (2014) S. 12
4vgl. Schultz (2013)
5Roon/Gobmaier (2010) S. 4
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gibt dabei kaum Abstimmung mit der Angebotsseite, lediglich regionales Spit-
zenlastmanagement ohne Berücksichtigung übergeordneter energiewirtschaft-
licher Optimierung wird eingesetzt.1 Eine intelligente Vernetzung ist jedoch
notwendig, um die enormen Herausforderungen der Energiewende bewältigen
zu können. Vor allem bei Industrieunternehmen gibt es eine große Menge an
Strom, die zeitweise ohne großen Mehraufwand abgeschaltet werden könnte
(Technisches Potenzial).
Abbildung 1.2: Technisches Potenzial der abschaltbaren Leistung von Indus-
triebetrieben in Abhängigkeit der Abschaltzeit
Kurzfristig könnten so bis zu 9000 Megawatt dem Markt zur Verfügung gestellt
werden (Abb. 1.2). Dies ist vergleichbar mit der Leistung von sieben Atom-
kraftwerken.2 Schwankungen können so ausgeglichen und das Netz stabilisiert
werden. Diese Lösung ist umweltpolitisch ein sehr praktikabler Ansatz, da kei-
ne zusätzlichen Ressourcen verwendet werden, um das Netz zu stabilisieren.
Zur Realisierung von Demand Response ist in erster Linie eine intelligente
Informationstechnologie mit optimalen Algorithmen zur Steuerung der Netze
1vgl. Roon/Gobmaier (2010) S. 1
2vgl. Janzing (2013)
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(Smart Grid) notwendig.
1.2 Ziel: Prognoseverfahren für die Realisierung
von Demand Response
Zur Umsetzung von Demand Response muss als Grundvoraussetzung ein Un-
ternehmen mit den benötigten Maschinen an eine zentrale IT-Infrastruktur
angeschlossen werden. Dabei wird der Strombedarf des Unternehmens und der
der angeschlossenen Verbraucher (z.B. Maschinen, Klimaanlagen, Schmelzö-
fen) genau gemessen. Die Steuerungssysteme der einzelnen Maschinen werden
mit dem zentralen Server verbunden, wodurch im Bedarfsfall nicht benötigte
Prozesse auf Knopfdruck heruntergefahren werden können.
1.2.1 Herausforderungen für die Umsetzung von Demand
Response
Die Herausforderungen für die Umsetzung von Demand Response sind dabei
sehr vielfältig. Im Folgenden werden die wichtigsten Punkte vorgestellt:
• Technische Anbindung:
Für die Anbindung der unterschiedlichen Steuereinheiten und verschie-
denen Maschinen an die zentrale IT müssen heterogene Schnittstellen
gesteuert und Protokolle gelesen werden können.
• Sicherheitsaspekte:
Bei Demand Response ist es notwendig, jederzeit über eine entfernte
Steuerung Maschinen ein- und ausschalten zu können. Ein Missbrauch
dieser Steuerung könnte zu schlimmen Konsequenzen wie Produktions-
stillstand führen, weshalb die sichere Datenverbindung eine große Her-
ausforderung darstellt.
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• Bereitstellung der Daten:
Die Maschinendaten müssen in Echtzeit verarbeitet und ausgelesen wer-
den und auch bei Verbindungsabbrüchen wie beispielsweise Internetun-
terbrechungen kontinuierlich zur Verfügung stehen.
• Sicherstellung der Produktionsfähigkeit:
Falls eine Maschine durch Demand Response heruntergefahren werden
soll, die aktuell jedoch benötigt wird, muss es für das Personal vor Ort
möglich sein, den Abschaltvorgang der Maschine stoppen zu können.
• Prognose der Stromverbräuche:
Der verfügbare abschaltbare Strom ist schwer zu planen. Abhängig vom
Produktionsprozess variiert der Stromverbrauch. Zudem kann eine Ma-
schine dringend notwendig sein oder für eine bestimmte Zeit verzicht-
bar. Eine weitere Herausforderung liegt darin, dass die Produktionspläne
meistens ein Firmengeheimnis darstellen und deshalb für die Vorhersage
nicht verwendet werden können.
Der Fokus dieser Arbeit liegt auf dem letzten Punkt der genannten Heraus-
forderungen, der Prognose des Stromverbrauchs. Eine genaue Vorhersage ist
notwendig, um aus dem verbrauchten Strom, den zur Verfügung stehenden
Strom ableiten zu können. Es wird demnach ein Prognoseverfahren benötigt,
das metrische Variablen wie Stromverbrauch und verfügbare Energie möglichst
exakt vorhersagen kann.
1.2.2 Anforderungen an eine Prognose im Bereich De-
mand Response
Im Folgenden werden die Anforderungen an das Prognoseverfahren deﬁniert,
die sich aus dem Demand Response Kontext ergeben. Die Ausarbeitung der
Zielsetzungen erfolgte in gemeinsamen Interviews mit Experten1 der Entelios
1Oliver Stahl (CEO), Stephan Lindner (CTO)
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AG1, einem in Europa führenden Anbieter für Demand Response und virtuelle
Kraftwerke.
• Prognosehorizont:
Bei Demand Response sind in erster Linie Prognosen im Kurzfristbereich
relevant. Als Untergrenze wird eine Stunde gewählt, da sich Unterneh-
men in diesem Zeitraum auf veränderte Bedingungen einstellen können.
Als Obergrenze werden vier Stunden deﬁniert, da längere Zeiträume an-
gebotsseitig gesteuert werden.
• Genauigkeit:
Die möglichen Kosten einer Fehlschätzung sind sehr hoch, da sie im
schlimmsten Fall zu einem Blackout der Stromversorgung führen können.
Der Algorithmus muss folglich mit einer geringstmöglichen Abweichung
die zukünftigen Daten vorhersagen können.
• Nachvollziehbarkeit:
Die Forecasting-Methode muss erklärbar und revisionssicher sein, da Än-
derungen in der Produktion und ein mögliches Fehlverhalten des Algo-
rithmus nachträglich evaluierbar sein müssen. Daher ist es wichtig, die
Parameter der Berechnung nachvollziehen zu können.
• Generalisierbarkeit und Robustheit:
Der Algorithmus muss verschiedene Unternehmen und unterschiedliche
Gegebenheiten abdecken können. Eine ausführliche Modellierung pro
Maschine und Verbraucher ist bei vielen Marktteilnehmern zu aufwändig
und muss deshalb teilautomatisiert möglich sein. Der Algorithmus muss
aus diesem Grund trotz nicht optimaler Konﬁguration robuste Ergebnis-
se liefern.
• Flexible Anpassung:
Der Verbrauch der einzelnen Verbraucher ist zum Teil sehr volatil und
1im Februar 2014 an EnerNOC verkauft (EnerNOC (2014))
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kann durch externe Schocks verändert werden (Bsp. Ausfall einer Ma-
schine, ungeplante Wartungsmaßnahmen). Dies führt zu der Anforde-
rung eines ﬂexiblen Algorithmus, der sich auf verschiedene Teilnehmer
zu unterschiedlichen Marktsituationen anpassen kann.
1.2.3 Vorgehen für die Ermittlung des passenden Pro-
gnoseverfahrens
Für die Auswahl und Entwicklung eines passenden Prognosealgorithmus wird
im zweiten Kapitel zuerst eine Einführung in die Zeitreihenanalyse gegeben.
Anschließend werden die vorliegenden Daten vorgestellt und quantitativ ana-
lysiert. Aus den Eigenschaften der Daten ergeben sich die zu untersuchenden
Prognoseverfahren. Im dritten Kapitel werden die Grundlagen der Prognose er-
örtert, ein Literaturüberblick für den Bereich Energieprognosen gegeben und
bestehende Prognoseverfahren evaluiert. Der Fokus liegt auf der Anwendbar-
keit der Verfahren und der Modellierung für die vorliegende Problemstellung.
Die Stärken und Schwächen werden analysiert und Implikationen für einen
vom Autor kreierten Algorithmus abgeleitet. Im vierten Kapitel wird der "Ga-
ted Expert Pattern Recognition"(GEPR) Algorithmus entwickelt und formal
erläutert. Zur Überprüfung des neu entwickelten Algorithmus bezogen auf die
oben deﬁnierte Zielsetzung, werden im fünften Kapitel die vorgestellten Pro-
gnoseverfahren anhand von ausgewählten Daten evaluiert. Zum Abschluss wird
im sechsten Kapitel ein Fazit gezogen und der GEPR Algorithmus kritisch be-
urteilt.
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Kapitel 2
Analyse der vorliegenden
Zeitreihen
Die für diese Arbeit zur Verfügung stehenden Daten werden in diesem Kapitel
untersucht. Dazu werden die Grundlagen der Zeitreihenanalyse vorgestellt und
die wichtigsten Begriichkeiten deﬁniert. Anschließend werden grundlegende
Verfahren der quantitativen Zeitreihenanalyse beschrieben und auf die vorlie-
genden Daten angewandt. Die verschiedene Komponenten und Charakteristika
der Testdaten werden bestimmt, um ein besseres Verständnis zu erhalten. Die
daraus gewonnenen Erkenntnisse sind relevant für die Modellierung und die
Auswahl der Prognoseverfahren in Kapitel 3.
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2.1 Grundlagen der Zeitreihenanalyse
Im diesem Absatz werden die theoretischen Grundlagen der Zeitreihenanalyse
behandelt. Die verwendeten Begriﬀe werden deﬁniert und wichtige Eigenschaf-
ten von Zeitreihen theoretisch erläutert.
Autokorrelation (Informationen innerhalb der vorhergehenden Daten) wird in
Absatz 2.1.2 vorgestellt. Anschließend wird auf Stationarität, Trend, Saisonali-
tät und Zyklus näher eingegangen. Periodizität (Transformation einer Zeitreihe
in eine Frequenz) wird abschließend in Absatz 2.1.6 erörtert.
2.1.1 Deﬁnition Zeitreihe und Zeitreihenanalyse
Eine Zeitreihe ist eine zeitabhängige Folge von Datenpunkten (meist aber kei-
ne Reihe im mathematischen Sinne).1 Typische Beispiele für Zeitreihen sind
Börsenkurse, Wahlabsichtsbefragungen, Stromdaten oder Wetterbeobachtun-
gen.
Die Zeitreihenanalyse ist die Disziplin, die sich mit zeitabhängigen und öko-
nomischen Beziehungen innerhalb von Zeitreihen und der Vorhersage ihrer
künftigen Entwicklung beschäftigt.2
2.1.2 Autokorrelation
Die Stärke der linearen Beziehungen innerhalb einer Zeitreihe kann über Auto-
korrelation gemessen werden.3 Dabei wird die Stärke der Wechselwirkung der
Zeitreihe mit sich selbst zu früheren Zeitpunkten, sogenannten Lags, berechnet:
rk =
∑T
t=k+1(yt − y¯)(yt−k − y¯)∑T
t=1(yt − y¯)2
(2.1)
mit r Korrelationskoeﬃzient [-1,1], k Anzahl der Lags und T Anzahl der Da-
tenpunkte.
1vgl. Ruppert (2011) S. 201
2vgl. Assenmacher (2002) S.201f.
3vgl. hierzu und im Folgenden Hyndman/Athanasopoulos (2013) Kapitel 2.2
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Je größer der positive oder negative Zusammenhang (Betrag von r) zwischen
zwei Zeitpunkten ist, desto mehr Information kann für die Prognose verwendet
werden. Mit Hilfe der Autocorrelation Function (ACF) werden alle Werte rk
abgebildet. Anschließend können diese in einem Autokorrelogramm abgetragen
werden (vgl. Abbildung 2.1). Dieses vermittelt einen sehr guten Überblick über
die Struktur und die inneren Abhängigkeiten der Daten.1
Abbildung 2.1: Autokorrelative Funktion2
Bei der ACF werden jedoch häuﬁg Eﬀekte überdeckt, die ursächlich für den
Zusammenhang sind. So könnten beispielsweise yt und yt−2 vor allem dadurch
korrelieren, dass beide sehr stark in Wechselwirkung mit yt−1 stehen. Als weite-
res Instrument zur Zusammenhangsanalyse verwendet man deshalb die Partial
Autocorrelation Function (PACF). Dabei werden überdeckende Eﬀekte korri-
giert und die tatsächliche Korrelation ausgegeben.3 Durch diese Werkzeuge
erhält man einen ersten Eindruck zur Datenstruktur. Zusammenhänge, die in
der Modellierung sehr wertvoll sein können, sind gut zu identiﬁzieren. Beispiels-
weise wird ein wöchentlich wiederkehrendes Muster sichtbar. Dies wiederum
1vgl. Kirchgässner/Wolters (2007) S. 27-29
2Quelle: Kirchgässner/Wolters (2007) S. 34
3vgl. Greene (2008) S. 723f.
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impliziert die Einbeziehung des ein-Wochen-Lags in die Prognose. Aus diesem
Grund werden sowohl die ACF als auch die PACF in der späteren Analyse als
erste Indikatoren verwendet.
2.1.3 Stationarität
Stationarität ist eine zentrale Zeitreiheneigenschaft. Sie hat Einﬂuss auf die
Vorhersagbarkeit der Daten und ist zugleich Voraussetzung für einige Pro-
gnoseverfahren. Im Folgenden wird sie deﬁniert und zudem weißes Rauschen
erklärt. Abschließend werden zwei Verfahren zum Test auf Stationarität vor-
gestellt.
Deﬁnition
Ein Zeitreihenprozess {zt}t=∞t=−∞ ist stark stationär oder stationär,
wenn die gemeinsame Wahrscheinlichkeitsverteilung aus einem be-
liebigen Set mit k Beobachtungen [zt, tt+1, . . . , zt+k] die gleiche ist,
unabhängig vom Ursprung t in der Zeitreihe.1
Stationarität ist demnach gegeben, wenn sich ein arithmetischer Mittelwert
und eine Varianz (Abweichung vom Mittelwert) angeben lassen, die nicht von
der Zeit abhängen.2 Unter stationären Zeitreihen versteht man also stochasti-
sche Reihen, die unabhängig von Einﬂüssen im Zeitpunkt t sind. Trends und
Saisonalitäten treten nicht auf.3 Lediglich weißes Rauschen bestimmt die Da-
ten. Es kann kein erkennbares Muster aus dem Zeitpunkt extrahiert werden,
weshalb Prognosen bei gegebener Stationarität oft schwierig sind.
Weißes Rauschen
Weißes Rauschen (white noise) ist ein stationärer Prozess. Er weist keine Au-
tokorrelation zu vorhergegangenen Zeitpunkten auf und kann auch nicht über
1Greene (2008) S. 636
2vgl. Ruppert (2011) S. 201-203
3vgl. Hyndman/Athanasopoulos (2013) Kapitel 8.1.
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andere Informationen vorhergesagt werden. Daher wird für das weiße Rau-
schen als Prognosewert der Erwartungswert µ¯ = 0 verwendet.1 Zeitreihen,
die einem white noise Prozess unterliegen, können nicht aufgrund von vorher-
gehenden Zeitreiheninformationen prognostiziert werden. In der Modellierung
von Zeitreihen wird weißes Rauschen in der Regel über den Störterm t abge-
bildet.2
Test auf Stationarität
Zum Test auf Stationarität bei einer Zeitreihe gibt es mehrere sogenannte
Einheitswurzeltests. Falls einem stochastischen Prozess eine Einheitswurzel zu
Grunde liegt, so ist er nichtstationär. Der Mittelwert eines beliebigen Sets an
Datenpunkten ist folglich abhängig vom Zeitpunkt. Im Folgenden werden der
Augmented-Dickey-Fuller(ADF)-Test und der Kwiatkowski-Phillips-Schmidt-
Shin(KPSS)-Test vorgestellt.
Beim ADF-Test wird mit Hilfe einer autoregressiven Funktion auf eine Ein-
heitswurzel geprüft:3
y′t = φyt−1 + β1y
′
t−1 + β2y
′
t−2 + · · ·+ βky′t−k (2.2)
mit y′t = yt − yt−1 und k Anzahl an Lags in der Regression.
Es wird auf φ = 0 (Nicht-Stationarität) gegen die Hypothese φ < 0 getestet.
Bei Stationarität wird die Hypothese dementsprechend abgelehnt.
Als weitere Kontrolle verwendet man den KPSS-Test gegen eine Einheitswur-
zel:4
yt = α + βt+ γ
t∑
i=1
zi + t (2.3)
wobei t als weißes Rauschen und zt als unabhängige und gleichverteilte Zu-
fallsvariable mit Mittelwert = 0 und Varianz = 1 deﬁniert sind. Bei β = 0 und
1vgl. Ruppert (2011) S. 205
2vgl. Greene (2008) S. 716
3vgl. hierzu und im Folgenden Hyndman/Athanasopoulos (2013) Kapitel 8.1.
4vgl. hierzu und im Folgenden Greene (2008) S. 755f.
14
γ = 0 liegt Stationarität vor. Bei β 6= 0 und γ = 0 Trendstationarität. Eine
signiﬁkante Ablehnung der Nullhypothese H0 : γ = 0 deutet beim KPSS-Test
im Gegensatz zum ADF-Test demnach auf Nicht-Stationarität der Zeitreihe
hin.
2.1.4 Dekomposition einer nicht-stationären Zeitreihe
Die meisten in der Realität vorkommenden Zeitreihen unterliegen nicht-stationären
Prozessen. Sie können sich aus unterschiedlichen Einﬂüssen zusammensetzen
und dadurch verschiedene Verläufe ausbilden. Einen ersten Überblick über
gängige Muster einer Zeitreihe bietet Abbildung 2.2.
Abbildung 2.2: Zeitreihen nach der PEGELS-GARDNER-Klassiﬁkation1
1Quelle: Crone (2008) S. 106
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Eine nicht-stationäre Zeitreihe kann in verschiedene Bestandteile zerlegt wer-
den.
Yt = Tt + St + Ct + Et (2.4)
Dabei gibt es einen Trend Tt, eine Saisonalität St, einen Zyklus Ct und einen
nicht vorhersagbaren Fehlerbereich Et. Diese werden im Folgenden genauer
erläutert.
Trend
Unter Trend versteht man einen langfristigen Prozess, der stetig steigend oder
fallend ist.1
Tt = β0 + β1 · TIMEt (2.5)
Als langfristiger Trend können beispielsweise das Wirtschaftswachstum einer
Volkswirtschaft oder die stetig steigenden Umsätze eines Unternehmens ge-
nannt werden.
Saisonalität
Unter Saisonalität versteht man Muster in den Daten, die mit einer bestimmten
Dauer und Länge wiederkehrend sind. Zum Beispiel Sommer/Winter, Wochen-
tage, Monate etc.2 Zur Modellierung von Saisonalität erstellt man häuﬁg für
jede Ausprägung der Saisonalität eine binäre Dummy-Variable. Beispielsweise
würde man für die Wochentagssaisonalität sieben Variablen erstellen.3
St =
S∑
s=1
δstms (2.6)
Mit δst = 1 falls t in Saison s liegt, sonst δst = 0.ms Mittelwert der Saisonalität,
die über eine Regression ermittelt werden kann.4
1vgl. Diebold (2008) S. 72
2vgl. Hyndman (2008) S. 9
3vgl. Diebold (2008) S. 102
4vgl. Diebold (2008) S. 72
16
Zyklus
Zyklus ist ein Muster, das ebenfalls wiederkehrend ist. Im Gegensatz zur Sai-
sonalität tritt es allerdings nicht periodisch auf. Ein Beispiel hierfür wäre ein
Produktionsprozess, der zwar immer gleich abläuft, jedoch nicht zum selben
Zeitpunkt beginnt.
2.1.5 Diﬀerenzierung einer Zeitreihe
Unter Diﬀerenzierung versteht man die Berechnung der Unterschiede zwi-
schen nacheinander folgenden Beobachtungen.1 Diﬀerenzierung verwandelt ei-
ne nicht-stationäre Zeitreihe in eine stationäre.2 Die Zeitreihe kann dabei in
verschiedenen Transformationen verwendet werden.
Zum einen unverändert als Originalzeitreihe, womit längerfristige Eﬀekte wie
Trend und Saisonalitäten erhalten bleiben.
Zum anderen als Diﬀerenzzeitreihe:
Y D1t = Yt − Yt−1 für (t = 2,...T) (2.7)
Die Zeitreihe wird mit dieser Methode um 'längerfristige' Eﬀekte bereinigt:
Yt = Tt + St +Kt + Et (2.8)
Yt−1 = Tt−1 + St−1 +Kt−1 + Et−1 (2.9)
Unter der Annahme, die längerfristigen Komponenten sind gleich
Tt−1 = Tt;St−1 = St;Kt−1 = Kt (2.10)
ergibt sich:
Y D1t = Et − Et−1 (2.11)
Die Zeitreihe wird folglich nur noch durch die Komponente der kurzfristigen
Eﬀekte beziehungsweise durch weißes Rauschen dargestellt.
1vgl. hierzu und im Folgenden Hyndman/Athanasopoulos (2013) Kapitel 8.1
2vgl. Greene (2008) S. 740
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2.1.6 Periodizität mit Fourier Transformation
Jede harmonische Zeitreihe kann als eine Kombination aus verschiedenen Sinus-
und Cosinus-Kurven ausgedrückt werden.1 Liegen dem stochastischen Prozess
der Zeitreihe wiederkehrende Zyklen zu Grunde, so können diese durch eine
Fourier Transformation entdeckt werden. Dabei wird das zeitabhängige Signal
in ein frequenzabhängiges Signal umgewandelt.2
Abbildung 2.3: Beispielhafte Transformation in ein Periodogramm
In einem Periodogramm (zweites Diagramm in Abbildung 2.3) wird das trans-
formierte Signal (Fast Fourier Transformation FFT) mit Frequenz auf der x-
Achse und Amplitude beziehungsweise Spektrum auf der y-Achse dargestellt.
Je höher die Amplitude, desto stärker ist der Einﬂuss der Periodizität auf die
Zeitreihe. Die Frequenz gibt die Häuﬁgkeit des Zyklus an. Anhand der Um-
rechnung 1/Frequenz können harmonische Schwingungen in der Zeit erkannt
werden. Dadurch lassen sich die dominanten Zyklen einer Zeitreihe, wie bei-
spielsweise wöchentliche, monatliche oder jährliche Schwankungen, ermitteln
und wichtige Informationen für die Modellierung der Prognosemodelle ablei-
ten.3 Bei einer starken Ausprägung der monatlichen Schwingungen sollten zum
Beispiel die Vormonatsdaten im Prognosemodell beachtet werden.
1vgl. Butz (2009) S. 4f.
2vgl. Bloomﬁeld (2000) S. 2
3vgl. Bloomﬁeld (2000) S. 25
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2.2 Datenbasis
In diesem Abschnitt werden die für diese Arbeit vorliegenden Daten vorgestellt.
Die zur Verfügung stehenden Informationen werden erklärt und anschließend
die Auswahl der zu untersuchenden Datensätze erläutert.
2.2.1 Vorliegende Daten
Es wurden Stromverbrauchsdaten von insgesamt neun Unternehmen aus un-
terschiedlichen Branchen durch die Entelios AG anonymisiert zur Verfügung
gestellt: Brauereien, Siliziumhersteller, Getränkeabfüller und Molkereien. Die
Daten wurden direkt beim Verbraucher gemessen.
Der Gesamtstromverbrauch, der Stromverbrauch einzelner Maschinen und der
Status einzelner Maschinen wird circa im Fünfzehnsekundentakt gespeichert.
Der Abstand zwischen den Zeitpunkten ist jedoch nicht äquidistant. Es kann
zu Ausfällen bei der Übertragung der Daten kommen. Die Werte zu manchen
Zeitpunkten sind deshalb nicht vollständig und müssen ersetzt oder gestrichen
werden. In folgender Struktur werden die Rohdaten gespeichert:
• utc:
Zeitpunkt der Messung im Format utc (coordinated universal time).
• P-Cockpit:
Gesamtstromverbrauch (Wirkleistung) des Unternehmens in kW seit der
letzten Messung.
• P-X:
Verbrauch einer bestimmten Maschine X in kW seit der letzten Messung.
• P-Y:
Die interne Stromerzeugung von Stromaggregat Y in kW seit der letzten
Messung, beispielsweise Blockheizkraftwerke.
• Sperr-X:
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Boolesche Variable, die festlegt, ob ein bestimmter Verbraucher X abge-
schaltet werden darf (Sperrﬂag).
• Laeuft-X:
Boolesche Variable, ob eine Maschine läuft.
• Temp-X:
Temperaturmessungen in Grad Celsius für beispielsweise Kühlbecken.
Für die vorliegende Arbeit sind die P-Verbräuche relevant. Diese sollen progno-
stiziert werden und ebenfalls als Informationsquelle dienen. Aus der Übersicht
lässt sich bereits erkennen, dass keine unabhängigen Daten zur Verfügung ste-
hen. Die für den Stromverbrauch verantwortlichen Eﬀekte sind in der Regel
Produktionsprozesse. Aus Gründen der Vertraulichkeit werden die Informatio-
nen der Produktionsplanung allerdings nicht zur Verfügung gestellt. Prognose
funktioniert jedoch am besten, wenn die zu Grunde liegenden Kausalitäten
auch bekannt sind. Die einzigen verwertbaren Einﬂussfaktoren sind die des
Zeitpunkts der Messung (utc) und die vorhergehenden Daten (Lags). Aus die-
sen Variablen müssen alle saisonalen Eﬀekte und impliziten Prozessinformatio-
nen geschätzt werden. In dieser konkreten Aufgabenstellung muss es folglich
das Ziel sein, die latenten Informationen der Prozesse aus den Zeitreihen zu
rekonstruieren, um möglichst genaue Vorhersagen erstellen zu können.
2.2.2 Verwendete Daten
Für die praktischen Auswertungen werden die P-Cockpit Daten von zwei Un-
ternehmen verwendet. Zum einen dient eine große Brauerei und zum anderen
eine Molkerei als Datenbasis. Bei beiden Unternehmen gibt es eine von Prozes-
sen abhängige Produktion, die vermutlich einen signiﬁkanten Einﬂuss auf den
Stromverbrauch hat. Bei anderen Datensätzen, wie beispielsweise dem Silizi-
umhersteller, sind die Abweichungen im Stromverbrauch hingegen sehr wenig
durch Produktionsprozesse verursacht. Vor allem technische Defekte, die das
Herunterfahren eines Schmelzofens bedingen, verändern den Stromverbrauch
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massiv. Diese Eﬀekte sind jedoch nicht planbar und deshalb nicht prognosti-
zierbar. Bei den beiden ausgewählten Unternehmen ist des Weiteren die Anzahl
der Datenpunkte am größten. Die Daten sind für mehrere Monate verfügbar
und stellen daher eine ausreichend große Menge für die Validierung der Pro-
gnoseverfahren dar.
2.3 Quantitative Analyse der Daten
Zur quantitativen Analyse der Daten werden die beiden Zeitreihen Brauerei
und Molkerei vorbereitet, untersucht und erste Eigenschaften der Zeitreihen
vorgestellt. Die Struktur der Daten und Einﬂüsse auf den Stromverbrauch
werden dadurch transparent. Anhand dieser Informationen können im nächs-
ten Kapitel Prognoseverfahren bewertet und ausgewählt werden. Des Weiteren
liefert die quantitative Analyse Hinweise für die Modellierung der Prognose-
modelle in Kapitel 5.
2.3.1 Eigenschaften der Daten und Datenvorbereitung
Datumsformate
Die Datumsformate der vorliegenden Zeitreihenrohdaten sind im Format utc
abgelegt. Dies hat den Vorteil der standardisierten Darstellung der Daten und
der besseren internationalen Vergleichbarkeit. Für Prognosen von Prozessda-
ten ist das Format jedoch nur bedingt brauchbar. Zum einen entstehen durch
fehlende Sommer- undWinterzeit Verzerrungen. Mittagspausen, Schichtbeginn
und Schichtende orientieren sich nicht an utc, sondern in den beiden vorliegen-
den Fällen an der Mitteleuropäischen Sommer- oder Winterzeit. Zum anderen
leidet bei der Abbildung in utc die Interpretierbarkeit, da beispielsweise der
Schichtbeginn anstatt um 8:00 Uhr (MEZ) um 6:00 beziehungsweise 7:00 Uhr
(utc) dargestellt wird. Aus diesen Gründen werden die Zeitstempel auf MEZ
umgerechnet. Die dadurch entstehenden doppelten Datenreihen bei der Um-
stellung auf Winterzeit werden weggelassen und die fehlenden bei Umstellung
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auf Sommerzeit durch eine Interpolation approximiert.
Datenaggregation
Die Daten liegen in nicht äquidistanter sehr hoher Auﬂösung vor. Bei der Mes-
sung von Stromdaten entstehen Messfehler, die sich auf einzelne Datenpunkte
auswirken können. Des Weiteren erzeugt eine dementsprechend hohe Auﬂö-
sung viel weißes Rauschen. Aus diesem Grund werden die Daten äquidistant
mit standardisierten Zeitpunkten auf einer niedrigeren Auﬂösung durch Mit-
telwertbildung aggregiert. Äquidistanz mit Standardisierung der Zeitpunkte
vereinfacht die Verarbeitung der Daten. Lags können leichter bestimmt werden
und die Vergleichbarkeit zwischen unterschiedlichen Zeitreihen steigt. Aggrega-
tion minimiert Messfehler und erhöht die Information innerhalb der Zeitreihe.1
Für die folgenden Untersuchungen wird eine Aggregation auf fünfzehnminütige
Zeitfenster mit Beginn bei 0:00 Uhr gewählt. Für den Prognosehorizont von
einer beziehungsweise von vier Stunden stehen dabei noch ausreichend viele
Datenpunkte zur Verfügung. Zudem werden fünfzehn Minuten sehr häuﬁg als
Zeitfenster im Energiemanagement verwendet.
Abbildung 2.4: Stromverbrauch Brauerei gesamt (P Cockpit)
1vgl. Diebold (2008) S. 165
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Analyse der aggregierten Daten
Nach der Aggregation der Daten können erste quantitative Analysen auf den
Datensätzen ausgeführt werden. Zum einen werden die Zeitreihen graﬁsch dar-
gestellt und zum anderen anhand ihrer statistischen Eigenschaften beschrieben.
In den Abbildungen 2.4 und A.1 im Anhang zeigt sich eine sehr große Vari-
anz der Verbrauchsdaten. Die Abweichungen vom Mittelwert scheinen jedoch
wöchentlichen Mustern zu folgen. Saisonale Patterns und Trends lassen sich
ebenfalls vermuten. In Kapitel 2.3.4 werden die Zeitreihen anhand ihrer Trends
und Saisonalitäten zerlegt und genauer erläutert.
In Tabelle 2.1 lassen sich durch quantitative Analysen weitere Eigenschaften
der Daten ermitteln.
Molkerei Brauerei
Datum P Cockpit Datum P Cockpit
Min. 2011-10-10 20:00:00 1360 2011-04-07 20:15:00 171
1st Qu. 2011-11-19 23:33:45 4345 2011-04-07 20:15:00 1.784
Median 2011-12-30 03:07:30 4925 2011-04-07 20:15:00 2539
Mean 2011-12-30 03:00:17 4883 2011-04-07 20:15:00 2513
3rd Qu. 2012-02-08 06:41:15 5474 2011-04-07 20:15:00 3216
Max. 2012-03-19 10:15:00 7113 2011-04-07 20:15:00 4809
NA's 261 2956
Total 15.418 33.275
Tabelle 2.1: Summary Molkerei und Brauerei
Bei der Brauerei stehen mehr als doppelt so viele Datenpunkte wie bei der
Molkerei zur Verfügung. Für die Prognose von ein bis vier Stunden sind die
mehr als 15.000 Datensätze der Molkerei jedoch vollkommen ausreichend. Die
in diesen Datensätzen auftretenden NAs resultieren in erster Linie aus Ver-
bindungsabbrüchen zwischen Messpunkt und Daten-Server. Vor allem beim
Datensatz der Brauerei fehlt eine relativ große Anzahl an Datenpunkten. Be-
sonders im Zeitraum Weihnachten bis Silvester 2011 gibt es einen langen Ver-
bindungsabbruch. Diese fehlenden Daten werden für die späteren Prognosen
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und Fehlerberechnungen nicht verwendet. Für die quantitativen Analysen, die
vor allem auf die Identiﬁkation von Trends und Besonderheiten abzielen, wer-
den die fehlenden Daten über eine Approximation ersetzt.
2.3.2 Test auf Stationarität
In diesem Schritt werden die beiden Datensätze auf Stationarität untersucht.
Dazu wird der KPSS-Test verwendet. Bei p-Werten kleiner 5% wird die Hypo-
these H0, die Zeitreihe ist Level- beziehungsweise Trend-stationär, abgelehnt.
• Brauerei:
 KPSS-Test auf Level-Stationarität: KPSS Level = 14.141,
p-Wert <= 0.01
 KPSS-Test auf Trend-Stationarität: KPSS Trend = 0.9603,
p-Wert <= 0.01
• Molkerei:
 KPSS-Test auf Level-Stationarität: KPSS Level = 0.5589,
p-Wert = 0.02841
 KPSS-Test auf Trend-Stationarität: KPSS Trend = 0.559,
p-Wert <= 0.01
Sowohl bei den Daten der Brauerei als auch bei den Daten der Molkerei wer-
den die Hypothesen auf Trend-Stationarität als auch auf Level-Stationarität
abgelehnt. Folglich kann von Nicht-Stationarität ausgegangen werden. Dies
bestätigt den ersten Überblick aus dem vorhergehenden Kapitel: Es gibt zeit-
abhängige Faktoren innerhalb der Zeitreihe.
2.3.3 Analyse der Zeit- und Wochentagseﬀekte
Für ein besseres Verständnis für die Eﬀekte innerhalb eines Tages und inner-
halb einer Woche werden in diesem Abschnitt die Datensätze in unterschiedli-
che Dimensionen aufgeteilt und anhand von Boxplots graﬁsch analysiert.
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Basierend auf der Annahme zugrundeliegender Produktionsprozesse, müssten
Regelmäßigkeiten erkannt werden können. Im ersten Schritt wird der Strom-
verbrauch nach Wochentagseﬀekten untersucht.
Abbildung 2.5: Stromverbrauch Brauerei nach Wochentag
In Abbildung 2.5 können Auﬀälligkeiten erkannt werden. Am Wochenende ist
das Verbrauchsniveau beispielsweise durchgängig niedriger und weniger varia-
bel. Der meiste Strom wird während der Woche verbraucht. Dennoch sind die
Abstände zwischen erstem und dritten Quartil relativ hoch, die Schwankungen
also tagsüber ziemlich stark.
Abbildung 2.6: Stromverbrauch Brauerei nach Stunde
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In einem nächsten Schritt werden die Unterschiede während des Tages un-
tersucht. In Abbildung 2.6 wird deutlich, dass nachts durchgängig weniger
Strom verbraucht wird als tagsüber. Tendenziell steigt ab 6:00 Uhr morgens
der Strombedarf, die untere Grenze bleibt jedoch unverändert. In Verbindung
mit Abbildung 2.5 impliziert dies eine notwendige Unterscheidung zwischen
Wochenende und Wochentagen.
Abbildung 2.7: Stromverbrauch Brauerei nach Stunde und Wochenende
Nach dieser Aufteilung wird in Abbildung 2.7 der vermutete Eﬀekt geringer
Produktion am Wochenende deutlich. Alle Boxplots werden schmaler, die Ef-
fekte besser messbar. Trotzdem ist die Distanz zwischen erstem und dritten
Quartil bei der Brauerei während der Woche immer noch oﬀensichtlich. Am
Wochenende scheint bei der Brauerei während des Tages wenig Produktion
stattzuﬁnden.
Dagegen zeigen sich bei der Molkerei in Abbildung 2.8 eher homogene Wochen-
tage und größere Unterschiede am Wochenende. Eine Unterteilung in Samstag
und Sonntag ist oﬀenbar notwendig. Aus diesem Grund werden die Zeitreihen
im letzten Schritt noch auf Wochentage und Stundenbasis aufgeschlüsselt.
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Abbildung 2.8: Stromverbrauch Molkerei nach Stunde und Wochenende
Aus Abbildung 2.9 lassen sich mehrere Informationen ziehen. Bei der Braue-
rei wird am Samstag kaum gearbeitet, auch am Sonntag wird konstant wenig
Strom verbraucht.
Abbildung 2.9: Stromverbrauch Brauerei nach Stunde und Wochentag
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Von Sonntagabend bis Montagmorgen steigt der Verbrauch stärker an, die
Arbeitsschichten beginnen Montag früh. Am Freitag sinkt das Niveau ab Mit-
tag ziemlich stark, es wird demnach weniger produziert. Dienstag, Mittwoch
und Donnerstag verhalten sich sehr ähnlich. Der Stromverbrauch steigt jeweils
morgens an und erreicht mittags seinen Peak. Für eine Modellierung sollte
man demnach nach Wochenstunden und nach Mo; Di,Mi,Do; Fr und Sa,So
unterscheiden.
Abbildung 2.10: Stromverbrauch Molkerei nach Stunde und Wochentag
Bei der Molkerei in Abbildung 2.10 hingegen ist das Wochenende viel weniger
homogen, dafür sind die Proﬁle der Wochentage einheitlicher. Am Samstag
wird wohl deutlich mehr produziert als am Sonntag. Der Stromverbrauch an
Wochentagen steigt kontinuierlich an und erreicht gegen 18 Uhr den Höhe-
punkt. Danach sinkt der Verbrauch kontinuierlich bis Mitternacht. Für die
Modellierung dieser Zeitreihe könnte man die Eﬀekte der Wochenstunden und
die Eﬀekte der Wochentage betrachten, wobei Samstag und Sonntag separat
behandelt werden müssen.
In beiden Beispielen lassen sich klare Eﬀekte erkennen und erste Hinweise für
die Varianz der Daten darstellen. Trotz allem ist die Distanz zwischen dem
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ersten und dritten Quartil der Boxplots noch immer groß. Eine Vorhersage,
die ausschließlich auf Uhrzeit und Wochentag basiert, würde deshalb keine ho-
he Prognosegüte erreichen können. Scheinbar liegen noch weitere Eﬀekte zu
Grunde, die im nächsten Kapitel weiter untersucht werden.
2.3.4 Dekomposition der Zeitreihen
Durch Dekomposition können Zeitreihen in eine Trend- und eine Saisonali-
tätskomponente aufgespalten werden. Zuerst wird über ein Moving-Average-
Verfahren (Zeitfenster eine Woche) der kurzfristige Trend ermittelt. Als sai-
sonale Komponente werden die bereits in Kapitel 2.3.3 gezeigten Tages- und
Stundeneﬀekte verwendet. Die Berechnung erfolgt auf der um den Trend be-
reinigten Ursprungszeitreihe.
Abbildung 2.11: Dekomposition Brauerei
Durch die Dekomposition der Zeitreihe der Brauerei in Abbildung 2.11 sind
Sommer- und Wintereﬀekte im Trend erkennbar, im Winter wird deutlich we-
niger Energie verbraucht. Das kann sowohl durch geringere Nachfrage nach
Bier als auch durch niedrigeren Aufwand für Kühlung begründet werden. Sai-
sonale Eﬀekte sind durch wöchentliche Muster signiﬁkant abgebildet.
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Auch bei der Molkerei1 sind Wocheneﬀekte in den saisonalen Zeitreihen deut-
lich erkennbar. Bei der Bewertung des Trends wird der niedrigere Stromver-
brauch zur Weihnachtszeit sichtbar. Dieser kann durch Urlaubszeiten erklärt
werden. Für die Bewertung von Sommer- und Wintereﬀekten ist der Daten-
raum von einem halben Jahr jedoch nicht ausreichend.
Als weiterer Indikator für die Eigenschaften der Zeitreihe dienen die Residual-
werte (in diesem Fall: die nicht durch Trend- und Saisoneﬀekte erklärbaren
Streuungen). Bei beiden Datensätzen weisen diese sehr hohe Werte auf. Sie
schwanken erheblich zwischen -1000 und +1000. Die großen Abweichungen der
Boxplots tagsüber können dadurch erklärt werden.
Prognosen, die sich lediglich auf saisonale und trendbehaftete Komponenten
stützen, werden dementsprechend keine brauchbare Genauigkeit erreichen kön-
nen. Für spätere Analysen müssen folglich noch weitere Einﬂussparameter be-
rücksichtigt werden.
2.3.5 Überprüfung auf Periodizität
Als weiteres Instrument der Zeitreihen-Analyse wird eine Fast Fourier Trans-
formation (FFT) durchgeführt. Dabei wird das zeitabhängige Signal der Ori-
ginalzeitreihe in ein frequenzabhängiges Signal umgewandelt. Ein hohes Spek-
trum in einem Frequenzbereich gibt Aufschluss über einen dominanten Zyklus
in den Daten und kann somit für die Modellierung der Prognosemodelle ver-
wendet werden. Durch eine Umrechnung von 1/Frequenz kann der dominante
Zyklus berechnet und im folgenden Schritt interpretiert werden.
Nach Anwendung der Fourier Transformation auf den Stromdaten in den Ab-
bildungen 2.12 und 2.13 werden mehrere auﬀällige Frequenzbereiche sicht-
bar. Im Periodogramm der Brauerei ist das Spektrum bei einer Frequenz von
0.001488095 am höchsten. Der dominante Zyklus liegt also bei 1/0.001488095
= 675 Zeitpunkten. Bei einer fünfzehnminütigen Taktung entsprechen vier
Zeitpunkte einer Stunde, 96 Zeitpunkte einem Tag und dementsprechend 672
1vgl. Abbildung A.5 im Anhang
30
Abbildung 2.12: Periodogramm Brauerei
Zeitpunkte einer Woche. Der dominante Zyklus der Brauerei ist also ein wö-
chentlicher. Die Produktionsmerkmale der Vorwoche sollten demnach für die
Prognose wichtige Informationen liefern. Ansonsten gibt es keine relevanten
Zyklen, die beachtet werden müssen.
Abbildung 2.13: Periodogramm Molkerei
Bei der Molkerei, ist der höchste Ausschlag bei einer Frequenz von 0.01041667
zu verzeichnen. Dies entspricht 1/0.01041667 = 96 Zeitpunkten, also einem
Tag. Der Wocheneﬀekt bei der Frequenz von 0.00148 ist ebenfalls gegeben,
jedoch deutlich geringer als bei Brauerei.
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Zusammenfassend zeigen sich nach der Fourier Transformation, dass Wochen-
beziehungsweise Tageszyklen gegeben sind. Kürzere Zyklen, die auf bestimmte
Produktionsprozesse hindeuten und für Kurzzeitprognosen verwendet werden
konnten, wurden jedoch nicht gefunden.
2.3.6 Autokorrelative Analyse
In diesem Abschnitt wird mit Hilfe von autokorrelativen Analysen der zeitrei-
henimmanente Informationsgehalt untersucht. Aufgrund des Fehlens von ex-
ternen Prozessdaten1 ist es für die Prognose sehr wichtig, Schlüsse aus der
Zeitreihe selbst ziehen zu können. Durch Autokorrelation lässt sich der Ein-
ﬂuss vorhergehender Zeitpunkte auf den aktuellen Zeitpunkt berechnen. In den
Autokorrelationsdiagrammen in Abbildung 2.14 und 2.15 wird der jeweils ho-
he Informationsgehalt innerhalb der Zeitreihe oﬀensichtlich. Im Vergleich der
beiden sind jedoch deutliche Unterschiede in der Struktur erkennbar.
Abbildung 2.14: Autokorrelation Brauerei
Bei der Brauerei in Abbildung 2.14 sind die Informationen bis zu einem Tag
(96 Lags) sehr wertvoll und korrelieren dementsprechend hoch. Danach nimmt
die Korrelation ab und verkehrt sich ins Negative. Eine weitere Auﬀälligkeit
ist die sehr hohe Autokorrelation von 60 Prozent mit Lag 672 (eine Woche).
1vgl. Kapitel 2.2.1
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Dies bestätigt die in Kapitel 2.1.6 getroﬀene Aussage, dass der Wochenzyklus
bei der Brauerei sehr dominant ist.
Abbildung 2.15: Autokorrelation Molkerei
Bei der Molkerei (Abbildung 2.15) hingegen weisen alle Tage einen vergleich-
baren Verlauf auf, vor allem die Wochentage sind im Muster sehr ähnlich. Bei
der Molkerei korrelieren immer der Vortag und die vorherige Nacht auﬀallend
stark (sowohl positiv als auch negativ) mit dem aktuellen Zeitpunkt. Sehr viel
Information ist bis zum ersten Tag (96 Lags) enthalten. Nach einer Woche
(672 Lags) ist hier ebenfalls eine erhöhte Korrelation feststellbar, der Eﬀekt
ist allerdings deutlich niedriger als bei der Brauerei. Dies deckt sich mit den
Erkenntnissen aus Kapitel 2.3.5. In der Modellierung sollte man deshalb bei
der Brauerei besonders die Informationen aus der Vorwoche, bei der Molkerei
die vom Vortag nutzen.
Nach Auswertung der partiellen Korrelationen1, bei denen Einﬂüsse anderer
Zeitpunkte eliminiert werden, zeigt sich ein etwas anderes Bild. Es wird deut-
lich, dass vor allem in den ersten fünf bis zehn Lags die meiste eigene Informa-
tion enthalten ist. Es wäre also sinnvoll, diese Information optimal zu nutzen,
indem man zur Modellierung das Pattern mit den letzten Zeitpunkten betrach-
tet.
1vgl. Abbildung 2.16 und Anhang Abbildung A.6
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Abbildung 2.16: Partielle Autokorrelation Molkerei
Zusammenfassend lassen sich durch die Autokorrelationsanalyse Zusammen-
hänge innerhalb der Zeitreihen aufzeigen. Die Beobachtungen selbst können
zur Prognose als wichtige Informationsquellen verwendet werden.
2.4 Implikationen aus der Datenanalyse
Aus der Datenanalyse können folgende Erkenntnisse gewonnen werden:
• Stationarität:
Bei den betrachteten Daten liegt keine Stationarität vor. Die Zeitreihen
sind von ihren Zeitpunkten abhängig. Bei der Verwendung von statisti-
schen Verfahren, die Stationarität erfordern, müssen die Daten demnach
diﬀerenziert werden.
• Vorliegen latenter Informationen:
Die Datenanalyse zeigt eine Wiederkehr gleicher Muster. Diese sind an
ähnlichen Tagen, in entsprechender Ausprägung erkennbar. Trotzdem
gibt es innerhalb der Tage noch große Unterschiede, die nicht durch
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Tageszeit oder Wochentag erklärbar sind. Daraus lässt sich schlussfol-
gern, dass unterschiedliche Produktionsprozesse ausgeführt werden, die
ein ähnliches Muster in der Zeitreihe ergeben.
• Periodizitäten:
Wie die Fourier Analyse zeigt, gibt es zwar Wochen- beziehungsweise
Tageseﬀekte in der Frequenz, kürzere Prozesszyklen werden jedoch nicht
gefunden. Direkte Prozessinformationen können somit nur schlecht ge-
wonnen werden. Erklärbar ist dies durch eine Produktionsplanung, bei
der Produktreihen in unterschiedlicher Reihenfolge erzeugt werden.
• Hoher autokorrelativer Einﬂuss:
Im Kurzfristbereich sind autokorrelative Einﬂüsse sehr wichtig. Diese
geben bereits das aktuelle Niveau an. Saisonalitäten können dadurch aus
den Modellen genommen werden, da saisonale Verschiebungen bereits
durch die autokorrelativen Einﬂüsse berücksichtigt werden.
Die genannten Eigenschaften könnten folgendermaßen interpretiert werden:
Ähnliche Tagesverläufe entstehen durch den allgemeinen Arbeitsrhythmus der
Unternehmen. Die meisten Mitarbeiter arbeiten tagsüber von Montag bis Frei-
tag. Die Unterschiede innerhalb der Stunden könnten durch sich überlagernde
Produktionsprozesse bedingt sein. Eine Brauerei braut beispielsweise unter-
gäriges oder obergäriges Bier.1 Die Produktionsprozesse unterscheiden sich
sowohl in der Dauer, dem Stromverbrauch und der Saison. Trotzdem könn-
te durch die letzten Datenpunkte auf das aktuelle Produktionsprogramm ge-
schlossen werden.
Aus diesen Implikationen wird im folgenden Kapitel untersucht, welches Ver-
fahren sich am besten für eine kurzfristige Prognose dieser Daten eignet.
1vgl. Höpner (2011)
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Kapitel 3
Eignung bestehender
Prognoseverfahren
Aus Kapitel 1 und 2 ergeben sich Anforderungen, die ein Prognoseverfahren
in diesem Forschungskontext erfüllen muss:
• Aus der fachlichen Zielsetzung:
Prognosehorizont von ein bis vier Stunden, hohe Genauigkeit, Nachvoll-
ziehbarkeit, ﬂexible Anpassung und Generalisierbarkeit
• Aus der Datenanalyse:
Berücksichtigung autokorrelativer Einﬂüsse, Verwendung dominanter Zy-
klen für die Modellierung, optimale Nutzung der Zeitreiheninformation,
Vorhersage ohne Prozessinformation
Im nächsten Abschnitt wird ein Überblick über Prognose im Allgemeinen ge-
geben. Begriichkeiten und Elemente der Prognose werden deﬁniert und Kri-
terien für eine gute Vorhersage festgelegt. Aktuell in der Forschung verwendete
Methoden und Verfahren werden anschließend vorgestellt und anhand der oben
ausgeführten Anforderungen auf ihre Eignung überprüft.
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3.1 Einführung in die Prognose
Zum besseren Verständnis werden in diesem Absatz der Begriﬀ Prognose de-
ﬁniert und wichtige Kriterien für die Modellierung erläutert. Des Weiteren
werden Gütemaße und Selektionskriterien beschrieben, anhand derer die nach-
folgenden Vorhersagen bewertet werden können.
3.1.1 Deﬁnition Prognose
Unter Prognose versteht man die
Aussage über zukünftige Ereignisse, besonders zukünftige Werte
ökonomischer Variablen (z.B. angewandt als Konjunkturprogno-
se, Situationsanalyse oder Bevölkerungsvorausrechnung), beruhend
auf Beobachtungen aus der Vergangenheit und auf theoretisch wie
empirisch fundierten nachvollziehbaren Verfahren und Theorien.
Prognosen richten sich v.a. auf Variablen, die nicht oder kaum
durch denjenigen gestaltbar sind, der die Prognose vornimmt.
Grundlage jeder Prognose ist eine allgemeine Stabilitätshypothe-
se, die besagt, dass gewisse Grundstrukturen in der Vergangenheit
und Zukunft unverändert wirken.1
3.1.2 Kriterien Prognose
Prognosen können in beliebig vielen Ausprägungen erstellt werden. Aus diesem
Grund ist es notwendig Eckpunkte festzulegen, anhand derer die vorgestellten
Modelle miteinander verglichen werden können. Im Folgenden werden die wich-
tigsten Elemente deﬁniert:2
• Problemformulierung:
Für welche Variablen sind Prognosen zu erstellen? Welche Besonderhei-
ten weisen diese auf?
1Wübbenhorst (2013)
2vgl. hierzu und im Folgenden Diebold (2008) S. 34f.
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Zuerst muss der Fokus der Prognosen deﬁniert werden. Im Kontext die-
ser Arbeit liegen Stromverbräuche von Unternehmen sowie einzelner Ma-
schinen vor. Diese Werte sind metrisch und können Messfehler aufweisen.
Daraus leiten sich die notwendige Datenvorverarbeitung und die zur Ver-
fügung stehenden Methoden ab.
• Prognosehorizont:
Wie weit in die Zukunft möchte ich Werte vorhersagen?
Der Prognosehorizont h ist deﬁniert als Anzahl der Perioden zwischen
dem aktuellen Zeitpunkt und dem Vorhersagezeitpunkt.1 Bei den vorlie-
genden auf fünfzehn Minuten aggregierten Daten entspricht h = 4 einer
Stunde. Der Horizont bestimmt die Länge der Vorhersage. Abhängig da-
von sind die Methode der Prognose, die Aggregation der Daten und die
Verwendung der Einﬂussvariablen zu wählen. So kann beispielsweise für
die Prognose von einer Stunde maximal Lag 4 aus der Zeitreihe als un-
abhängige Variable verwendet werden.
• Punkt- oder Bereichsprognose:
Was ist das Ziel der Vorhersage? Muss ein bestimmter Wert berechnet
werden, oder ist der Bereich, in dem sich der zukünftige Wert bewegen
wird, entscheidend?
Dies hat Auswirkungen auf die Methodik der Prognose, da nicht alle Ver-
fahren beides anbieten. Aufgrund der besseren Vergleichbarkeit werden
in dieser Arbeit vor allem Punktprognosen näher erläutert. Die Möglich-
keit, anhand eines Verfahrens Bereichsprognosen erstellen zu können, ist
jedoch ein Pluspunkt.
• Zur Verfügung stehende Informationen:
Welche Einﬂussfaktoren stehen mir zur Verfügung?
Die Qualität des Forecasts ist sehr stark abhängig von den bereitgestell-
ten Informationen. Je mehr relevante Daten verwendet werden können,
1vgl. Diebold (2008) S. 42
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desto besser können Eﬀekte geschätzt und zukünftige Werte vorhergesagt
werden. In diesem Fall stehen beispielsweise keine Produktionsprozess-
Informationen zur Verfügung, die eine Vorhersage wesentlich vereinfa-
chen würden. Die zu evaluierenden statistischen Verfahren müssen des-
halb die zeitreihenimmanenten Informationen optimal nutzen.
Basierend auf diesen Kriterien werden ab Kapitel 3.3 Prognoseverfahren aus-
gewählt und bewertet.
3.1.3 Gütemaße für Prognose
Zur Messung der Prognosequalität stehen unterschiedliche Fehlermaße zur Ver-
fügung. In diesem Abschnitt werden die gängigsten vorgestellt und Qualitäts-
maße für den Vergleich der später erläuterten Vorhersage-Methoden deﬁniert.
Sei Yt ein Beobachtungswert zu Zeitpunkt t und Yˆt der vorhergesagte Wert.
Die Abweichung sei als
et = Yt − Yˆt (3.1)
festgelegt.1
Diese Abweichung wird in folgenden Fehlermaßen zur Bewertung der Progno-
segenauigkeit verwendet:2
• MSE: Mean Squared Error
MSE =
∑T
t=1 e
2
t
T
(3.2)
• RMSE: Root Mean Squared Error
RMSE =
√∑T
t=1 e
2
t
T
(3.3)
• MAE: Mean Absolute Error
MAE =
∑T
t=1 |et|
T
(3.4)
1vgl. Hyndman/Athanasopoulos (2013) Kapitel 2.5
2vgl. Diebold (2008) S. 82
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• MAPE: Mean Absolute Percentage Error
MAPE =
∑T
t=1 100 · |et/yt|
T
(3.5)
Der MAPE ist ein sinnvolles Maß, um die Prognosegüte bei unterschiedlichen
Zeitreihen vergleichen zu können. Die Darstellung ist prozentual und dadurch
zwischen unterschiedlichen Datensätzen vergleichbar. Bei Y-Werten nahe Null
führt er jedoch zu Problemen, da er entweder nicht berechnet werden kann oder
zu sehr hohen Fehlerwerten führt.1 Des Weiteren werden Abweichungen an Ta-
gen mit niedrigen Y-Werten höher bewertet als an Tagen mit großen Y-Werten.
Beim MAE ist dies nicht der Fall. Im Gegensatz zum MSE und RMSE werden
jedoch große Abweichungen nicht stärker gewichtet als kleine. Beim vorliegen-
den Anwendungsfall sind größere Abweichungen jedoch kritischer. Der MSE
und RMSE sind deshalb dem MAE und MAPE vorzuziehen. Für diese Ar-
beit ist es in erster Linie interessant, welcher Algorithmus auf einer Zeitreihe
die höchste Genauigkeit hat. Ein Vergleich zwischen unterschiedlichen Zeitrei-
hen ist deshalb nicht notwendig. Für die späteren Vergleiche der Prognosegüte
werden folglich der MSE und RMSE als entscheidende Gütemaße verwendet.
3.1.4 Modellselektionskriterien
Für die regressiven und exponentiellen Modelle aus Kapitel 3.4 gibt es ver-
schiedene Selektionskriterien, die über die Qualität des Modells Aufschluss ge-
ben. Dabei muss in In-Sample und Out-Of-Sample Performance unterschieden
werden. In-Sample misst den Modellﬁt innerhalb der zur Verfügung stehen-
den Daten, Out-Of-Sample dagegen versucht, die Prognosefähigkeit für Daten
außerhalb der bekannten Trainingsdaten zu messen. Im Folgenden werden ver-
schiedene Maße zur Bewertung des In- und Out-Of-Sample Fits vorgestellt.
1vgl. Hyndman (2008) S. 26
40
Das Bestimmtheitsmaß:1
R2 =
∑T
t=1(yˆt − y¯)2∑T
t=1(yt − y¯)2
=
erkla¨rteStreuung
Gesamtstreuung
(3.6)
beziehungsweise
R2 = 1−
∑T
t=1 e
2
t∑T
t=1(yt − y¯)2
= 1− nichterkla¨rteStreuung
Gesamtstreuung
(3.7)
misst den In-Sample Fit eines Modells. Der Nachteil des R2 liegt darin, dass
die Hinzunahme von weiteren Variablen zwar zur Verbesserung des R2 führt,
die Aufnahme von nicht signiﬁkanten Einﬂüssen im Modell jedoch die Progno-
sefähigkeit verschlechtert. Aus diesem Grund sollte das korrigierte Bestimmt-
heitsmaß2 verwendet werden. Dieses bestraft die Hinzunahme von weiteren
Regressoren:
R2korr = R
2 − J(1−R
2)
M − J − 1 (3.8)
mit M = Zahl der Beobachtungswerte, J = Zahl der Regressoren und M −J−
1 = K = Anzahl Freiheitsgrade.
Weitere Maße, die eine höhere Anzahl an Freiheitsgrade bei der Modellselek-
tion negativ bewerten, sind das Akaike Information Criterion (AIC) und das
Schwarz Information Criterion (SIC):3
AIC = e(
2K
T
)
∑T
t=1 e
2
t
T
(3.9)
SIC = T (
K
T
)
∑T
t=1 e
2
t
T
(3.10)
Diese beiden Kriterien eignen sich besonders gut zur Ermittlung des Out-Of-
Sample Fits.4 Die Gefahr des Overﬁttings, überangepasste Modelle, die nicht
1vgl. Fahrmeir et al. (1996) S. 108
2vgl. Backhaus et al. (2006) S. 68
3vgl. Diebold (2008) S. 84
4vgl. Hyndman/Athanasopoulos (2013) Kapitel 5.3
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generalisierbar sind, ist bei diesen am wenigsten gegeben. Durch die Bestra-
fung weiterer Modellparameter wird ein Ausgleich zwischen Anpassung und
Generalisierbarkeit gefunden.
3.2 Auswahl der vorgestellten Prognose-Methoden
In diesem Kapitel werden Vorhersage-Methoden im Allgemeinen vorgestellt
und ein Literaturüberblick zum Thema Energieverbrauchsprognose gegeben.
Die bestehenden Publikationen werden auf Vergleichbarkeit überprüft und dar-
aus eine Auswahl an Methoden für Prognosen im Kontext dieser Arbeit ge-
troﬀen.
3.2.1 Überblick Prognose-Methoden
Für Vorhersagen können unterschiedliche Verfahrensgruppen verwendet wer-
den. In Abbildung 3.1 wird ein genereller Überblick gegeben.
Abbildung 3.1: Überblick Vorhersagemodelle nach Armstrong/Green1
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Man unterscheidet zwischen beurteilenden und statistischen Verfahren. Bei den
beurteilenden Verfahren wird vor allem Expertenwissen vorausgesetzt. In un-
terschiedlichen Strategien möchte man das Wissen von einem oder mehreren
Spezialisten sammeln, um daraus Prognosen erstellen zu können.
Bei den statistischen Verfahren sollen Vorhersagen basierend auf quantitativen
Daten erstellt werden.1 Expertenwissen wird dabei vor allem für die Modellie-
rung verwendet.
Da im Rahmen dieser Arbeit die Prognosen ausschließlich anhand der vor-
liegenden Daten erfolgen müssen, werden ausschließlich statistische Verfahren
betrachtet.
3.2.2 Literaturüberblick zu Prognoseverfahren im Bereich
Energieverbrauchsprognose
Im Folgenden wird ein Überblick zu den bestehenden Publikationen gegeben
und zudem überprüft, inwieweit die Problemstellung dieser Arbeit durch be-
reits existierende Abhandlungen abgedeckt ist.
In der Literatur ﬁnden sich zahlreiche Veröﬀentlichungen zum Thema Ener-
gieverbrauchsprognose. Die Ergebnisse der Publikationen sind jedoch durch
Unterschiede in den Dimensionen Aggregationslevel, Region und Prognoseho-
rizont nicht vollständig auf die Problemstellung dieser Arbeit übertragbar.
In den Dimensionen Aggregationslevel und Region basieren die jeweils zu-
grundeliegenden Stromdaten der publizierten Artikel auf hochaggregierten Ver-
brauchsdaten von Regionen oder Ländern und nicht auf Einzelenergieverbräu-
chen einer Produktionsstätte. Beispielsweise prognostizieren Inglesi (2010) und
Sigauke/Chikobvu (2011) den Verbrauch des südafrikanischen Energiemark-
tes, Hyndman/Fan (2010), Fan/Hyndman (2012), An et al. (2013) und Hassan
et al. (2015) den Energiebedarf des australischen Marktes und Nguyen/Nabney
(2010) und Roscoe/Ault (2010) den britischen Stromverbrauch.
1Quelle: Armstrong/Green (2011) S. 2
1vgl. Armstrong/Green (2011) S. 2
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Ein weiterer Unterschied ist durch einen längeren Prognosehorizont der meis-
ten Publikationen begründet. Inglesi (2010), Hyndman/Fan (2010), García-
Ascanio/Maté (2010), Kandananond (2011), Chang et al. (2011), Wang et al.
(2012), Ahmad (2012) und Hassan et al. (2015) konzentrieren sich beispielswei-
se auf lange Zeiträume von einem Monat bis zu einem Jahr. Selbst sogenannte
Short-Term Forecasts beziehen meistens auf die Prognose des Folgetages oder
länger.1 Lediglich bei Roscoe/Ault (2010) und Fan/Hyndman (2012) ist der
Prognosehorizont kleiner als ein Tag.
Aus allen Publikationen lassen sich jedoch trotz unterschiedlicher Schwer-
punkte ähnliche Prognoseverfahren extrahieren. Sehr häuﬁg werden statis-
tische Verfahren in Form von linearen und nichtlinearen regressiven Model-
len, ARMA und ARIMA Modellen verwendet (Hyndman/Fan (2010), García-
Ascanio/Maté (2010), Unsihuay-Vila et al. (2010), Ohtsuka et al. (2010), Ros-
coe/Ault (2010), Kandananond (2011), Sigauke/Chikobvu (2011), Wang et al.
(2012), Fan/Hyndman (2012) und Felice et al. (2013)). Die exponentielle Glät-
tung ﬁndet dagegen bei Roscoe/Ault (2010) als Prognoseverfahren Anwen-
dung.
Sehr häuﬁg werden Künstliche Neuronale Netze (KNN) in unterschiedlichen
Ausprägungen für die Voraussage eingesetzt (Carpinteiro et al. (2006), García-
Ascanio/Maté (2010), Ahmad (2012), Kandananond (2011), Chang et al. (2011),
Ahmad (2012), An et al. (2013) und Hassan et al. (2015)). Sie ﬁnden beispiels-
weise als Multilayer Perceptron wie bei García-Ascanio/Maté (2010), als Feed
Forward Netzwerk mit mehreren Outputknoten wie bei Ahmad (2012) oder
als Trainingsalgorithmus innerhalb eines komplexeren hybriden Modells (bei-
spielsweise Nguyen/Nabney (2010)) Anwendung.
Support Vector Machine (SVM) werden bei Niu et al. (2006) und Self Or-
ganizing Maps (SOM) beispielsweise bei Simon et al. (2003) oder Martín-
Merino/Román (2006) eingesetzt. Eine weitere erkennbare Forschungsrichtung
zielt auf die Kombination von verschiedenen Verfahren2 und die Unterteilung
1vgl. beispielsweise Nguyen/Nabney (2010)
2wie beispielsweise Motamedi (2012)
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der Daten in Untergruppen mit separaten Trainings ab. So werden bei Ohtsuka
et al. (2010) und Vilar et al. (2012) Markov Prozesse modelliert, um unter-
schiedliche Dateneigenschaften abzubilden. Für Prognosen im Allgemeinen ist
die Veröﬀentlichung von Weigend et al. (1995) sehr interessant, da über Gated-
Experts Teilbereiche der Zeitreihe extrahiert und separat trainiert werden.
3.2.3 Methodenselektion
Wie im vorhergehenden Kapitel dargestellt, weicht der Fokus der meisten Ver-
öﬀentlichungen von der Aufgabenstellung in dieser Arbeit ab.1 Die verwende-
ten Methoden sind jedoch unabhängig vom Aggregationslevel und vom Pro-
gnosehorizont sehr ähnlich und könnten auch für die Anwendung in diesem
Kontext passend sein. Aus diesem Grund werden im nächsten Schritt folgende
Prognose-Verfahren vorgestellt und bewertet:
• Naive Extrapolationen als Indikator für die Prognosequalität der kom-
plexeren Verfahren,
• ARIMA-Modelle,
• multiple Regressionsmodelle,
• exponentielle Glättung,
• Regime-Switching Modelle mit Markov-Ketten,
• Künstliche Neuronale Netze (KNN), Support Vector Machine (SVM) und
Self Organizing Maps (SOM) und
• Gated-Experts-Prognosen.
3.3 Naive Verfahren
Naive Verfahren sind ein sehr einfaches Mittel zur Erstellung von Prognosen.
Die Anwendung kann trotzdem bereits gute Vorhersagen liefern. Zu den Naiven
1siehe hierzu auch im Anhang A.7
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Verfahren zählen beispielsweise einfache Zeitreihenfortschreibungen oder Last-
Value-Analysen, die im Folgenden genauer erklärt werden.1
3.3.1 Naive Prognosen
Zu den Zeitreihenfortschreibungen zählen No-Change und Last-Change Pro-
gnosen. Bei der No-Change Prognose oder auch Lag-Fortschreibung wird der
letzte bekannte Wert fortgeschrieben. Unter der Annahme, es gebe nur weißes
Rauschen, ist der Trend für den nächsten Zeitpunkt mit µ¯ = 0 zu berechnen
(No-Change-Prognose mit T letzter bekannter Zeitpunkt).2
YˆT+h = YT (3.11)
Aus den autokorrelativen Analysen in Abschnitt 2.3.6 ist oﬀenkundig, dass
der letzte bekannte Zeitpunkt den höchsten Informationsgehalt bietet. Des-
halb können anhand dieses Verfahrens gute Prognoseergebnisse erzielt werden.
Ein weiteres Verfahren ist die Prognose mit Hilfe des letzten Trends (Same-
Change-Prognose):
YˆT+h = YT + (YT − YT−1) (3.12)
Vor allem bei trendbehafteten Zeitreihen kann dieses Verfahren sinnvoll ver-
wendet werden.
Als letztes Naives Verfahren wird die Last-Value Analyse vorgestellt. Dabei
verwendet man den letzten Wert, der die gleichen deﬁnierten Eigenschaften
aufweist wie der zu prognostizierende Wert. Beispielsweise könnten derselbe
Tagestyp und dieselbe Uhrzeit als Referenz deﬁniert sein. So würde der Strom-
verbrauch am Montag um 14:00 Uhr anhand des Verbrauchs von Montag 14:00
1vgl. Rinne (2008) S. 159
2vgl. Kapitel 2.1.3
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Uhr der Vorwoche vorhergesagt werden.
YˆT+h = Yt∗| Eigenschaften von t∗ entsprechen Eigenschaften von T+h
(3.13)
Dieses Verfahren hat einen Vorteil bei wiederkehrenden Mustern. Wöchentliche
Abläufe, die regelmäßig sehr ähnlich sind, können dadurch gut erfasst werden.
3.3.2 Bewertung der Verfahren
Naive Verfahren sind ein gutes Hilfsmittel, um erste Prognosen einfach erstel-
len zu können. Einﬂussfaktoren werden damit jedoch kaum beachtet. In dieser
Arbeit dienen sie in erster Linie zum Vergleich und zur Bewertung von komple-
xeren Prognoseverfahren. Nur bei einer besseren Prognosegüte als bei Naiven
Verfahren, ist ein Mehrwert durch einen aufwändigen Algorithmus gegeben.
3.4 Statistische Prognose-Verfahren
3.4.1 Theoretische Grundlagen AR und MA
Für stationäre Zeitreihen werden häuﬁg zwei Prozesse unterstellt, die in diesem
Abschnitt vorgestellt werden: Autoregressive (AR) und Moving Average (MA)
Prozesse.
Autoregressive Prozesse
Bei autoregressiven (AR) Prozessen wird ein Zusammenhang zwischen einem
oder mehreren vorhergehenden Werten (Lags) und dem aktuellen Wert unter-
stellt.1 Der aktuelle Wert kann somit als stochastische Funktion beschrieben
werden (AR(1)-Prozess):
Yt = µ+ θ1Yt−1 + et (3.14)
1vgl. Diebold (2008) S. 144
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mit µ = Konstante und et = Fehlerterm.
In einer allgemeineren Form ist der AR(p) Prozess deﬁniert als:1
Yt = µ+ θ1Yt−1 + · · ·+ θpYt−p + et (3.15)
Moving Average Prozesse
MA Prozesse sind dafür geeignet, den Zusammenhang zwischen dem zukünfti-
gen Wert und dem Fehlerterm von mehreren Lags gleichzeitig abzubilden. Im
Gegensatz zu den AR wird eine Abhängigkeit von den Störtermen (t) der ein-
zelnen Lags und nicht der konkreten Ausprägungen (Yt) der Lags unterstellt.
Ein MA(q) Prozess ist demnach deﬁniert über:2
Yt = µt + δ1(t−1) + · · ·+ δq(t−q) (3.16)
Der aktuelle Wert wird demnach über das weiße Rauschen der Vergangenheits-
werte berechnet. Eine Zeitreihe ist lediglich durch vergangene und aktuelle
Schocks bestimmt.3
3.4.2 Multiples Regressionsmodell
Mit Hilfe von multiplen Regressionsmodellen können sowohl der Trend als
auch Saisonalitäten gut modelliert werden.4 Für den Trend wird eine lineare
Variable erstellt
x1,t = t (3.17)
Zur Abbildung der Saisonalitäten werden für die einzelnen Saisonvariablen
binäre Dummyvariablen gebildet und im Regressionsmodell als Regressoren
verwendet:
di,t = 1 falls t in i, sonst 0 (3.18)
Damit kann ein regressives Modell für den Zielwert erstellt werden.
yt = β0 + β1t+ β2d2,t + · · ·+ βndn,t + et (3.19)
1vgl. Kirchgässner/Wolters (2007) S. 49
2vgl. Ruppert (2011) S. 223
3vgl. Diebold (2008) S. 138
4vgl. hierzu und im Folgenden Hyndman/Athanasopoulos (2013) Kapitel 5
48
Über die Kleinst-Quadrate-Methode werden die Parameter β geschätzt. Bei
regressiven Modellen können AR-Prozesse durch Einbeziehung gelaggter Va-
riablen modelliert werden. Nach Durchführung einer Regression können die
Residuen auf Autokorrelation überprüft und gegebenenfalls weitere Lagvaria-
blen miteinbezogen werden. Der Vorteil des multiplen Regressionsmodells liegt
in der Transparenz der Parameter. Saisonale Eﬀekte, Trend und Fehler können
quantiﬁziert werden und einen ersten Eindruck über die Datenstruktur geben.
Durch die Linearität können jedoch einige Eﬀekte nur schwer abgebildet wer-
den. Dies bewirkt, dass eine Mittelwertbildung über alle Daten die Eﬀekte
zwar berechnen, die Veränderungen in der Zeitreihe jedoch nicht betrachten
kann und somit nur den Durchschnitt abbildet.
3.4.3 ARMA-Prozesse
ARMA-Prozesse sind gemischte Modelle, die sowohl AR- als auch MA-Prozesse
gemeinsam modellieren. Dies führt häuﬁg zu besseren Schätzern als bei reinen
AR oder MA Modelle.1 ARMA(p,q) Modelle kombinieren beide Terme:
Yt = µ+ θ1Yt−1 + · · ·+ θpYt−p + δ1(t−1) + · · ·+ δq(t−q) + t (3.20)
Für die Vorhersage werden verschiedene Modelle über die Kleinst-Quadrate-
Methode geschätzt und anschließend über die Selektionskriterien2 festgelegt.
3.4.4 ARIMA
ARIMA(p,d,q) Modelle verwenden im Gegensatz zu den ARMA Modellen eine
Diﬀerenz-Zeitreihe für die Vorhersage. Dadurch werden nicht-stationäre Mo-
delle in stationäre Modelle umgewandelt. Bei einem I (Integration) von 1 würde
man eine D1 Zeitreihe erhalten.3
Y D1t = Yt − Yt−1 (3.21)
1vgl. Diebold (2008) S. 152
2vgl. Abschnitt 3.1.4
3vgl. Ruppert (2011) S. 229
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Unter der Annahme, dass der Trend, die Saisonkomponente und der Zyklus
bei Yt und Yt−1 gleich sind,
Y D1t = (T + S + C + Et)− (T + S + C + Et−1) = Et − Et−1 (3.22)
erhält man eine stationäre Zeitreihe. Anhand eines Einheitswurzeltests kann
überprüft werden, ob eine Diﬀerenzierung notwendig ist.1
Y dt = µ+ θ1Y
d
t−1 + · · ·+ θpY dt−p + δ1(t−1) + · · ·+ δ(t−q) + t (3.23)
Bei ARIMA Modellen sind demnach die Variablen p, d und q zu wählen. Dies
kann automatisiert über Programme wie R oder manuell geschehen. Anhand
des Auto-ARIMA Algorithmus in R werden diese Parameter geschätzt und das
Tripel verwendet, das den AIC am meisten verbessert.2
3.4.5 Exponentielle Glättung
Bei der exponentiellen Glättung wird die Zeitreihe in eine Trend- und eine
Saisonkomponente unterteilt. Die Trendkomponente Th kann folgende Ausprä-
gungen aufweisen:3
None: Th = l
Additive: Th = l + bh
Additive damped: Th = l + (θ + θ
2 + · · ·+ θh)b
Multiplicative: Th = lb
h
Multiplicative damped: Th = lb
(θ+θ2+···+θh)
(3.24)
mit l = konstanter Levelterm, b = Steigungsfaktor und Dämpfungsfaktor = θ
mit (0 < θ < 1).
Die zweite saisonale Komponente kann entweder nicht (N), additiv (A) oder
multiplikativ (M) zumModell hinzugefügt werden. Bei exponentieller Glättung
1vgl. Hyndman/Athanasopoulos (2013) Kapitel 8.5
2vgl. Hyndman/Athanasopoulos (2013) Kap. 8.7
3vgl. Hyndman (2008) S. 11
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werden Beobachtungswerte, die länger zurückliegen, weniger stark gewichtet
als neuere Werte. Für ein Modell ohne Trend- und Saisonkomponente (N,N)
ergibt sich:
yˆt+1 = αyt + α(1− α)yt−1 + α(1− α)2yt−2 + . . . (3.25)
mit α = Gewichtungsfaktor (0 < α < 1)
Der letzte Trend ist also im einfachsten Fall sehr wichtig. Generell gilt bei ex-
ponentieller Glättung, dass trendbehaftete Zeitreihen gut vorhergesagt werden
können.
Insgesamt ergeben sich 15 mögliche Modelle. (Fünf Trend- mal drei Saisonal-
Komponenten)1 Zur Auswahl des besten Modells gibt es Software, beispiels-
weise ein Paket in R, das automatisiert alle 15 Modelle berechnet und anhand
des AIC Kriteriums2 die optimale Parameterauswahl bestimmen kann.
3.4.6 AR(I)MAX
Die bisher vorgestellten Zeitreihen berücksichtigen keine exogenen Informa-
tionen (X), die jedoch zur Verfügung stehen könnten.3 Würden Prozessinfor-
mationen oder Informationen wie Wetterdaten bekannt sein, könnten diese
nicht modelliert werden. Deshalb werden noch eine Erweiterung der AR(I)MA
Verfahren, die AR(I)MAX Modelle vorgestellt. Bei diesen werden kausale In-
formationen noch zusätzlich in der Zeitreihe über eigene Variablen modelliert.
Die Formel (3.23) wird um Interventions-Regressionskoeﬃzienten erweitert,
die einen positiven oder negativen Einﬂuss der exogenen Variablen abbilden
können. Diese werden oft als binäre Dummyvariablen im Modell verwendet.
1Einen Überblick über mögliche Modellformulierungen bietet Hyndman (2008) S. 21
2vgl. Kapitel 3.1.4
3vgl. hierzu und im Folgenden Crone (2008) S. 126 f.
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3.4.7 Bewertung der Verfahren
• Regressive Methoden bieten den Vorteil, dass sie zum einen nachvoll-
ziehbare Schätzungen erzeugen und zum anderen eine relativ hohe Pro-
gnosequalität bieten. Ein Nachteil liegt jedoch in der Generalisierbarkeit
und Flexibilität der Modelle. Durch die globale Schätzung der Parame-
ter über einen langen Zeitraum ist die Modellierung sehr wichtig, um die
Einﬂussfaktoren optimal einbeziehen zu können. Zudem können externe
Schocks und nicht lineare Eﬀekte dadurch nicht abgebildet werden.
• ARMA Modelle können gute Ergebnisse für unbedingte globale Vorher-
sagen bieten.1 Dabei müssen die Zeitreihen jedoch stationär sein.
ARIMA Modelle bieten den Vorteil von ARMA Modellen und können
durch die Umwandlung in eine diﬀerenzierte Zeitreihe ebenfalls nicht-
stationäre Zeitreihen vorhersagen. So können die letzten Informationen
aus der Zeitreihe genutzt werden, die oft den höchsten Erklärungsgehalt
bieten. Der Nachteil bei den AR(I)MA Modellen liegt jedoch darin, dass
sie im Gegensatz zur multiplen Regression weniger Transparenz bieten
(Keine Schätzung von Saisonalitäten, Trend oder Zyklen).
• Exponentielle Glättung ist ein Verfahren, das vor allem bei trendbehafte-
ten Zeitreihen besonders gute Ergebnisse erzielt. Bei den für diese Arbeit
betrachteten Daten gibt es jedoch keinen Trend. Die Modellkonzeption
und das Training sind in Bezug auf Flexibilität allerdings positiv zu be-
werten, da aus vielen Modellen das beste automatisch ausgewählt wird.
Jedes dieser Verfahren hat demnach Vor- und Nachteile. In Kapitel 5 werden
diese Methoden anhand der vorliegenden Datensätze auf praktische Relevanz
untersucht und können somit abschließend bewertet werden. Alle Anforde-
rungen dieser Arbeit können jedoch mit keinem dieser Verfahren abgedeckt
werden. Die Multiple Regression schätzt ein globales Modell, AR(I)MA(X)
1vgl. Kirchgässner/Wolters (2007) S. 89
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Verfahren bieten zu wenig Transparenz und exponentielle Glättung ist vor al-
lem für trendbehaftete Zeitreihen geeignet. In Kapitel 5 werden beispielhaft
für diese Verfahrensgruppe globale Regressionen und ARIMA Modelle auf den
zur Verfügung stehenden Datensätzen evaluiert. Die Verfahren der exponenti-
ellen Glättung werden aufgrund des Trendbezugs, der in den Testdaten kaum
vorhanden ist, nicht weiter betrachtet.
3.5 Regime-Switching Modelle
Die bisher vorgestellten Prognosemethoden werden über ein allgemeines Mo-
dell für den gesamten Beobachtungszeitraum berechnet. Es wird dabei nicht
beachtet, dass externe Schocks zu unterschiedlichen Modellen führen können,
die sich abhängig vom Zeitpunkt variabel berechnen lassen. Dieses Verhalten
wird beispielsweise bei Finanzkrisen auf Aktienmärkten beobachtet, bei denen
sich das allgemeine Niveau, Volatilitäten und grundlegende Trends ändern.
Bei Produktionsprozessen variieren grundlegende Modellannahmen ebenfalls.
In Urlaubszeiten werden Wartungen durchgeführt, bei denen viele Maschinen
keinen Strom verbrauchen. Technische Probleme, beispielsweise bei dem Silizi-
umhersteller, führen zu einer Stromverbrauchssenkung von bis zu 70 Prozent.
Diese Schocks müssen bei der Vorhersage ebenso modellierbar sein, um das
Gesamtmodell nicht zu verzerren.
3.5.1 Grundlagen
Im Folgenden werden die Grundlagen von Regime-Switching Modellen erörtert.
Problemstellung
Wir unterstellen einen AR(1)-Prozess1, bei dem ein Wert durch eine Konstante
und einen Vergangenheitswert erklärt werden kann. Wäre zu einem bestimm-
ten Zeitpunkt t0 ein exogener Schock eingetreten, der die Konstante signiﬁkant
1vgl. Kapitel 3.4.1
53
verändert, würde das Modell nicht mehr adäquat die Situation abbilden.1 Ef-
fektiver wäre es das Modell zu unterteilen:
Yt = µ1 + θ1Yt−1 + et für t vor t0
Yt = µ2 + θ1Yt−1 + et für t nach t0
(3.26)
In einer allgemeineren Form
Yt = µst + θ1Yt−1 + et (3.27)
mit st = 1 für t = 1, 2, . . . , t0 und st = 2 für t = t0 + 1, t0 + 2, . . .
Markov-Ketten
Eine Generalisierung des Problems bieten Markov-Ketten. Gegeben ist ein Set
an Zuständen:2
S = s1, s2, . . . , sr (3.28)
Von jedem Zustand aus kann im nächsten Zeitpunkt in einen anderen Zu-
stand gewechselt oder unverändert im Ausgangspunkt geblieben werden. Die
Transitions-Wahrscheinlichkeiten von Zustand si in sj zu wechseln sind mit pij
bezeichnet.
P (st = j|st−1 = i, st−2 = k, . . . ) = P (st = j|st−1 = i) = pij (3.29)
Bei Markov-Prozessen kann somit ein zukünftiger Zustand durch einen ge-
genwärtigen Zustand mit einer bestimmten Wahrscheinlichkeit vorhergesagt
werden.3
1vgl. Hamilton (2005) S. 1
2vgl. Grinstead/Snell (1998) S. 405f.
3vgl. Privault (2013) S. 2
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Hidden-Markov-Modelle (HMM)
Eine andere Bezeichnung für die Wahrscheinlichkeitsfunktion von Markov-
Ketten sind Hidden-Markov-Modelle. Darunter versteht man eine Reihe zeit-
lich aufeinanderfolgender Markov-Prozesse mit unterschiedlichen Wahrschein-
lichkeitsfunktionen. Die Zustände sind dabei durch eine einzelne diskrete la-
tente (hidden) Variable beschrieben.1 Dieses Konzept bietet die Grundlage für
Regime-Switching Modelle, bei denen Zeitreihen über unterschiedliche Modelle
je Zustand prognostiziert werden.
Expectation-Maximization (EM) Algorithmus
Die Problemstellung bei einem Hidden-Markov-Modells ist die Anforderung
der gleichzeitigen Optimierung von zwei unterschiedlichen Parametersets. Zum
einen muss die Zuordnung zu den Regimen und zum anderen müssen die Pa-
rameter der Einzelmodelle geschätzt werden. Eine elegante Lösung bietet die
Klasse des Expectation-Maximization (EM) Algorithmus. Das Ziel des EM-
Algorithmus ist die Schätzung der Maximum-Likelihood. Vor allem bei Opti-
mierungen mit latenten Variablen, wie bei Hidden-Markov-Modellen, ist er als
Lernalgorithmus bestens geeignet.2
Der EM-Algorithmus unterteilt sich in zwei Schritte: der Expectation Schritt
und der Maximization Schritt. Diese werden iterativ wiederholt und konver-
gieren gegen ein lokales Optimum. Basierend auf einer zufälligen initialen Pa-
rametersetzung werden im ersten Schritt bedingte Erwartungswerte und im
zweiten Schritt die Modellparameter der Maximium-Likelihood Schätzung be-
rechnet.3 Sobald ein bestimmtes Abbruchskriterium, wie die der Anzahl Ite-
rationen oder die minimale Verbesserung der Likelihood, erreicht ist, wird das
berechnete Modell mit den unterschiedlichen Parametern für die Schätzung
1vgl. Russell et al. (2010) S. 598
2vgl. Baldi/Chauvin (1994) S. 307
3vgl. Jordan/Jacobs (1993) S. 7
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verwendet. Eine konkrete Umsetzung für HMM bietet der Baum-Welch Al-
gorithmus.1 Ein großer Vorteil dieser Algorithmus-Klasse liegt darin, dass sie
durch jede Iteration ein besseres Ergebnis liefert und in der Praxis sehr gut
funktioniert. Es ist jedoch nicht garantiert, dass sie in ein globales Optimum
konvergiert.2
3.5.2 Markov-Regime-Switching-Modelle
Markov-Regime-Switching-Regressions-Modelle (MRS) können zur Vorhersage
von Kurzzeitprognosen verwendet werden.3
yk+1 =
p∑
i=1
βi(xk)Fi,k+1 + σ(xk)k+1 (3.30)
mit k = 1, . . . , N und N Anzahl an Markov Zustände.
Dieses Modell ist eine Erweiterung der regressiven Modelle aus Kapitel 3.4 um
den Markov-Prozess.4 Dabei wird zu den unabhängigen Variablen eine laten-
te Variable, die einen bestimmten Zustand abbildet, eingeführt. Diese muss
nicht ex ante bekannt sein, sondern wird über einen EM-Algorithmus mit dem
gesamten Modell geschätzt.5 Der Vorteil der Klasse liegt darin, dass sie zum
einen die regressiven Methoden nutzt und zum anderen eine bessere Anpas-
sung aufweist. Die Idee, temporäre Änderungen an den Daten wie Finanzkrisen
oder in diesem Kontext Produktionsausfälle über eigene Regime abzubilden,
erscheint sehr sinnvoll, da die unterschiedlichen Einﬂüsse direkt adressiert wer-
den. Der Vorteil liegt darin, dass die Regime-Wechsel latent modelliert werden
und durch den EM-Algorithmus erst geschätzt werden. Es ist deshalb kein Vor-
wissen notwendig.6 In einigen empirischen Analysen zeigte sich jedoch, dass die
Prognosequalität nicht sehr präzise ist.7
1vgl. Jordan/Jacobs (1993) S. 8
2vgl. Dempster et al. (1977) S. 23
3vgl. Erlwein/Müller (2011) S. 10
4vgl. Hamilton (2005) S. 1
5vgl. Hamilton (1990) S. 41
6vgl. Janczura/Weron (2010) S. 2
7vgl. Janczura/Weron (2010) S. 18
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3.5.3 Bewertung der Verfahren
Bei Daten, die externe Schocks enthalten, können Regime-Switching Modelle
ein passender Ansatz sein. Der Vorteil besteht darin, dass der Algorithmus sich
unterschiedlichen Situationen gut anpassen kann. Die initiale Setzung der Wer-
te führt jedoch zu einem nicht deterministischen Prozess. Genaue Ergebnisse
sind stark davon abhängig, dass die initialen Daten passend gewählt werden.
Aufgrund der schlechten Ergebnisse in empirischen Untersuchungen1 wird das
Verfahren nicht weiter evaluiert. Das Konzept unterschiedlicher Modelle auf
den Datensätzen ist jedoch sehr interessant und wird in später vorgestellten
Verfahren und im Gated Expert Pattern Recognition Algorithmus wieder ver-
wendet.
3.6 Netzwerkanalysen und Klassiﬁkatoren
Netzwerkanalysen zählen neben den statistischen Verfahren zu einer weiteren
geeigneten Methodengruppe für Prognosen. Dazu zählen beispielsweise Künst-
liche Neuronale Netze, Bayes'sche Netze, Self Organizing Maps, Fuzzy Wavelet
Netzwerke oder auch Hybride Neuronale Netze, die mehrere Methoden kom-
binieren.
3.6.1 Neuronale Netze
Die Grundidee Neuronaler Netze ist es, das menschliche Nervensystem und sei-
ne Fähigkeit zu lernen, auf computergestützte Berechnungen zu übertragen.
Während das menschliche Gehirn viele Problemstellungen assoziativ wahr-
nimmt und Problemlösungen erlernen kann, fehlt den meisten Algorithmen
die Fähigkeit des eigenständigen Lernens. Durch die Einführung Künstlicher
Neuronaler Netze (KNN) wurde versucht, die Lösungsfähigkeit auf Maschinen-
lernen zu übertragen.2 Neuronale Netze bestehen aus Neuronen, gerichteten
1vgl. Janczura/Weron (2010) S. 18
2vgl. Kriesel (2007) S. 5
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Verbindungen zwischen den Neuronen und jeweils einer Aktivierungsfunktion,
die die Signalübertragung steuert. Ähnlich dem menschlichen Gehirn erhält
ein Neuron Signale aus unterschiedlich gewichteten Eingangsverbindungen und
gibt nach Analyse der Eingangssignale ein Ausgangssignal weiter.1 Die Neuro-
nen der Verbindungen sind in Schichten unterteilt: Eingabeschicht, Zwischen-
schichten, Ausgabeschicht. Im Folgenden sollen nun die einzelnen Bestandteile
vorgestellt und erklärt werden.
Abbildung 3.2: Beispiel Feed Forward Netzwerk2
Neuron
Ein Neuron oder auch Unit hat immer eine Eingangsfunktion, eine Aktivie-
rungsfunktion und eine Ausgabe.3 Die Eingangsfunktion berechnet zuerst eine
1vgl. Zell (1997) S. 72f.
2Quelle: Liang (2005) S. 14
3vgl. hierzu und im Folgenden Russell et al. (2010) S. 728f.
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gewichtete Summe der Eingangsverbindungen. Mit dieser Summe wird die Ak-
tivierungsfunktion berechnet, die linear, schrittweise oder sigmoid (beispiels-
weise logistisch oder Tangens hyperbolicus)1 sein kann. Nichtlineare Aktivie-
rungsfunktionen haben den großen Vorteil, nur auf starke Signale zu reagieren
und nichtlineare Zusammenhänge im Netzwerk abbilden zu können.
Netzwerktopologie
Neuronen können auf unterschiedliche Arten zusammengeschlossen sein. Bei
Feed-Forward Netzwerken (Abbildung 3.2) sind die Neuronen lediglich in einer
Richtung miteinander verbunden (Direkter Azyklischer Graph). Im Gegensatz
dazu gibt es rekursive Netzwerke, bei denen der Input auch vom eigenen Out-
put abhängig sein kann. Dies steigert die Komplexität enorm und führt zu
einem sehr hohen Berechnungsaufwand. Aus diesem Grund werden im Folgen-
den ausschließlich Feed-Forward Netzwerke betrachtet.
Netzwerk-Schichten
Das Neuronale Netzwerk besteht immer mindestens aus einer Eingabe- (In-
put) und einer Ausgabeschicht (Output). Üblicherweise gibt es auch eine oder
mehrere Zwischenschichten, sogenannte Hidden Layer, die die nichtlinearen
Zusammenhänge abbilden können. Das Training eines Netzwerkes ohne Zwi-
schenschicht führt zu ähnlichen Ergebnissen wie regressive Methoden. In der
Regel verwendet man eine Zwischenschicht, da empirische Untersuchungen
zeigten, dass weitere Schichten keine Verbesserung bringen, sondern die Kom-
plexität und die Gefahr des Overﬁttings steigern.2 Wir gehen also im Folgenden
von einem Feed-Forward Netz mit einer einzelnen Zwischenschicht aus. In das
Inputlayer können verschiedene Einﬂussvariablen eingehen, beispielsweise die
historischen Zeitreihendaten mit den Informationen der Tage, Uhrzeiten, Lag-
Daten oder auch externe Daten. Bei der Zwischenschicht kann man die Anzahl
1vgl. Zell (1997) S. 90-92
2vgl. Scherer (1997) S. 64
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der Neuronen wählen. Bei der Modellierung des Outputlayers sind mehrere
Alternativen in diesem Kontext denkbar.
Abbildung 3.3: Beispiel Modellierung KNN mit mehreren Outputneuronen1
So könnte man ein einzelnes Output-Neuron deﬁnieren, das für jeden Wert der
Vorhersage zuständig ist, oder für jede Stunde ein eigenes Neuron festlegen
(Abbildung 3.3). Die Anzahl der Output-Neuronen hat direkte Auswirkungen
auf das Training. Während Netzwerke ohne Hidden Layer mehrere Output-
neuronen über unabhängige Trainings berücksichtigen können, erhöht sich die
Komplexität bei Multilayer-Netzwerken enorm.2
1Eigene Darstellung in Anlehnung an: Aquino et al. (2006) S. 760
2vgl. Russell et al. (2010) S. 732
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Modellierung
Der zu prognostizierende Wert yˆt wird geschätzt über die Funktion1
f(xt) = α0 +
p∑
i=1
αiyt−i +
M∑
j=1
βjψ(γj0 +
p∑
i=i
γjiyt−1) (3.31)
mit M Anzahl an hidden units, α0 Bias der Output-Unit alphai Gewichte der
direkten Verbindungen von Inputknoten zu Outputknoten, βj Gewichte der
Verbindungen zwischen Hidden Layer und Output Layer, ψ Aktivierungsfunk-
tion, γji Gewichte von Input-Layer zu Hidden-Layer, γj0 Bias der jten Hidden
Unit.
Im Training sind die Parameter der Funktion so zu approximieren, dass die
Summe der quadrierten Fehler minimiert wird.
E =
n∑
t=p
(yt − fˆ(xt))2 (3.32)
Training
Zum Training von Künstlichen Neuronalen Netzwerken wird in der Regel der
Back-Propagation-Algorithmus verwendet. Beim Training eines Mehrschicht-
Netzwerks kann der Schätzfehler der Outputneuronen sehr einfach bestimmt
werden, da der Zielwert bekannt ist. Bei der versteckten Schicht ist das nicht so
leicht, da die latenten Neuronen keinen Zielwert haben. Der Fehler muss folg-
lich aus der Ausgabeschicht zurück propagiert werden (Back-Propagation).2
Der Algorithmus ist ein Gradientenabstiegsverfahren. Entsprechend des Feh-
lers der einzelnen Schichten werden die Gewichte der einzelnen Verbindungen
angepasst. Der Algorithmus läuft iterativ so lange, bis ein bestimmtes Ab-
bruchkriterium, wie Anzahl Iterationen oder minimale Fehlerverbesserung, er-
reicht wird. Die Gefahren bei diesem Algorithmus bestehen dahingehend, dass
er in ein lokales Minimum konvergieren kann oder bei zu vielen Parametern
overﬁttet.3 Dies bedeutet, er trainiert die Gewichte ausschließlich für die dem
1vgl. hierzu und im Folgenden Liang (2005) S. 15
2vgl. Russell et al. (2010) S. 733
3vgl. Zell (1997) S. 110-112
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Training zur Verfügung stehenden Daten. Eine Generalisierbarkeit für weitere
Daten ist nicht gegeben, ein schlechter Out-Of-Sample Fit, also eine ungenaue
Vorhersage, ist die Folge.
Variationen und Determinismus
Aus der bisher vorgestellten Theorie werden die vielfältigen Entscheidungen,
die vor Verwendung eines Neuronalen Netzes getroﬀen werden müssen, deut-
lich. Die Anzahl der Zwischenschichten, die Anzahl der Neuronen in der Zwi-
schenschicht, die Auswahl der Output-Neuronen und die Art der Aktivierungs-
funktion sind zu wählen. Dies erfordert ein hohes Verständnis und viel manuel-
len Aufwand bei der Erstellung der Prognosen. Des Weiteren ist das Ergebnis
nicht deterministisch, da das Training normalerweise kein globales Optimum
erreichen kann. Das Verfahren weist dadurch Schwächen bei der Generalisier-
barkeit und Nachvollziehbarkeit auf, kann jedoch durch die Flexibilität eine
hohe Prognosegenauigkeit erreichen.
3.6.2 Self Organizing Maps (SOM) und Support Vector
Machine (SVM)
Self Organizing Maps
Im Folgenden werden Self Organizing Maps (SOM) vorgestellt. Diese werden
in der Regel nur selten eingesetzt1, um Zeitreihen vorhersagen zu können, son-
dern dienen vorwiegend als Vorverarbeitungsschritt für Prognosen. Aus diesem
Grund werden sie an dieser Stelle betrachtet.
Self Organizing Maps gehören zur Familie der Neuronalen Netze. Das Ziel von
SOMs ist es, hochdimensionale Signale in ein- oder zweidimensionale Maps zu
verwandeln. Dazu wird ein Gitter von Neuronen erstellt, auf die die Inputsigna-
le zugewiesen werden. Die Dimensionsreduktion ist sozusagen eine nichtlineare
Variante der Hauptkomponentenanalyse. Das Training ist dabei im Gegensatz
1vgl. Simon et al. (2003) S. 8
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zu den KNN parameterlos, kompetitiv und unüberwacht (Self Organizing).1
SOMs bieten ein gutes Werkzeug, um Muster in Zeitreihen zu erkennen und
damit die Daten vorverarbeiten zu können.
Support Vector Machine
Support Vector Machine (SVM) ist eine sehr erfolgreiche Technik in der Pro-
gnose von Daten. Im Grundsatz entsprechen sie regressiven Methoden, bei
denen ein mehrdimensionaler Inputspace durch eine mehrdimensionale Hyper-
ebene separiert wird.2 Im Gegensatz zur Regression werden bei SVM durch
den Modellansatz nicht die empirischen Risiken, sondern strukturelle Risiken
minimiert.3
y = f(X˜) = 〈W,σ(X˜)〉+ b (3.33)
mit {X˜i, yi}Ni Set an Datenpunkten, wobei X˜i den i-ten Inputvektor und yi
den zugehörigen Zielwert darstellt und b den Bias. σ(X˜) ist eine nichtlinea-
re Mappingfunktion, die durch eine Kernel-Funktion (polynomial oder gauss)
ersetzt werden kann.4 Diese Gleichung kann letztendlich in ein quadratisches
Optimierungsproblem überführt werden:
f(X˜) =
N∑
i=1
(αi − α∗i )K(X˜i, X˜j) + b (3.34)
mit αi und α∗i Lagrange-Parameter und K(X˜i, X˜j) Kernel-Funktion. Da das
Optimierungsproblem genau eine Lösung hat, führt es nicht zu den Problemen
der lokalen Konvergenz.5 Die Modellierung erfolgt ähnlich der regressiven Vor-
hersagen und führt zu sehr robusten Schätzungen. Durch die Komplexität der
nichtlinearen Kernel-Funktionen leidet jedoch die Nachvollziehbarkeit.
1vgl. Sarlin/Eklund (2011) S. 40f.
2vgl. Lovell/Walder (2006) S. 272
3vgl. Niu et al. (2006) S. 881
4vgl. Cao et al. (2005) S. 3448f.
5vgl. Zhang et al. (2010) S. 392
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3.6.3 Gated-Experts-Prognosen
Gated-Experts-Analysen sind eine sehr interessante Verfahrensgruppe für Pro-
gnosen.1 Wie bereits bei Markov-Ketten angesprochen, können Daten sehr
präzise prognostiziert werden, wenn sie eine gewisse Uniformität aufweisen.2
Deshalb werden bei den Gated-Experts-Prognosen die Zeitreihen in bestimm-
te Teilbereiche, sogenannte Gates aufgeteilt. Im Anschluss wird für jedes Gate
ein Experte trainiert, der die einzelnen Zeitbereiche optimal vorhersagen kann.
In Abbildung 3.4 wird die Verarbeitung der Daten über die Gates mit ihren
zugehörigen Experten sichtbar.
Abbildung 3.4: Gated Experts Network3
In der Literatur gibt es mehrere Ansätze, wie zum einen das Gating erfolgt und
zum anderen im Anschluss die Modelle berechnet werden. Ein Ansatz ist die
1vgl. Weigend et al. (1995) oder Lijuan (2004)
2vgl. Pawelzik et al. (1996) S. 2
3Quelle: Lijuan (2004) S. 323
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Aufteilung der Gates über Hidden-Markov-Modelle.1 Dabei werden die unter-
schiedlichen Gates als eine latente Variable angesehen, die ex ante noch nicht
bekannt ist. Über den EM-Algorithmus wird diese Variable geschätzt und der
Input-Datensatz in verschiedene Gates aufgeteilt. Im zweiten Schritt werden
die Inputdaten der einzelnen Gates mit weiteren Daten angereichert und die
Experten über ein Neuronales Netz berechnet. In Abbildung 3.5 wird beispiel-
haft die Aufteilung der Gesamtzeitreihe in die Teilbereiche mit den jeweiligen
Schätzern gezeigt.
Abbildung 3.5: Trainierte 'Experts' und ihre 'gated' Auswahl2
Ein weiterer Ansatz ist die Aufteilung der Gates über Self-Organizing Maps.3
Die Inputdaten werden gemeinsam mit den Vorhersagewerten verwendet, um
Cluster in den Daten zu erstellen. Diese Gruppen können hierarchisch in ver-
schiedene Stufen eingeteilt werden. Im zweiten Schritt werden die Inputdaten
der einzelnen Cluster verwendet, um mit Hilfe von Supply-Vector Machines
Prognosemodelle zu erstellen.4 über SOM Im Unterschied zum vorher vorge-
stellten Ansatz werden die Daten noch in einem weiteren Verfahrensschritt
über SOMs segmentiert und anschließend in einem SVM berechnet.5 In der
1vgl. hierzu und im Folgenden Weigend et al. (1995) S. 5
2Quelle: Weigend et al. (1995) S. 18
3vgl. hierzu und im Folgenden Lijuan (2004) S. 324
4Die Aufteilung der Daten erfolgt auch bei Carpinteiro et al. (2006) S. 324.
5vgl. Carpinteiro et al. (2006) S. 324 f.
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Praxis zeigen Gated Experts Analysen sehr gute Prognose-Performance1 und
besseres Verhalten gegen Overﬁtting. Versteckte dynamische Änderungen kön-
nen aufgezeigt und dem Anwender transparentere Analysen bereitgestellt wer-
den. Die Komplexität ist jedoch sehr hoch, wodurch die Nachvollziehbarkeit
und die Generalisierbarkeit leiden.
3.6.4 Bewertung der Verfahren
• Künstliche Neuronale Netze (KNN)
können nichtlineare Zusammenhänge und latente Informationen abbil-
den, wodurch eine gute Prognose erzielt werden kann. Es gibt jedoch
sehr viele Variationen, wie die Methode verwendet wird, wodurch eine
Generalisierbarkeit schlecht erreichbar ist. Des Weiteren führen die Kom-
plexität und der fehlende Determinismus des Trainings zu einer schlech-
ten Nachvollziehbarkeit.
• Self Organizing Maps und Support Vector Machines:
Self Organizing Maps sind oft die Grundlage für komplexere Progno-
severfahren und werden deshalb nicht weiter betrachtet. Support Vec-
tor Machines können ein globales Optimum erreichen und dadurch gute
Ergebnisse liefern. Die Nachvollziehbarkeit und Generalisierbarkeit sind
jedoch aufgrund der hohen Komplexität nicht gegeben.
• Gated-Experts-Verfahren
können durch die selektive Anpassung eine sehr hohe Prognosegenau-
igkeit erreichen. Die Verfahren sind jedoch äußerst komplex, beinhalten
zudem KNN, SOM oder SVM. Für einen Einsatz der Algorithmen bei der
Steuerung von Stromdaten in Echtzeit ist die Anwendung deshalb nicht
praktikabel, weshalb sie in Kapitel 5 nicht weiter betrachtet werden.
1vgl. Hill et al. (1994) S. 6f.
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Die Netzwerkanalysen und Klassiﬁkatoren sind demnach sehr mächtige Werk-
zeuge für die Prognose. Die Prognosegenauigkeit ist dabei besser als bei statis-
tischen Verfahren.1 Nichtlineare Zusammenhänge können erkannt und abgebil-
det sowie sehr detaillierte Modelle trainiert werden. Der große Nachteil dieser
Verfahrensgruppe liegt in der schwer nachvollziehbaren Parameterschätzung,
Ergebnisse sind kaum zu reproduzieren. Die Komplexität ist sehr hoch, wes-
halb die geforderten Eigenschaften Nachvollziehbarkeit und Generalisierbarkeit
nicht abgedeckt werden. In der praktischen Evaluierung in Kapitel 5 werden
für diese Verfahrensgruppe lediglich Künstliche Neuronale Netze (KNN) als
Referenz verwendet.
3.7 Implikationen aus bestehenden Verfahren
Nach der theoretischen Analyse der vorhandenen Prognoseverfahren zeigen sich
bei allen Methoden Stärken und Schwächen im Hinblick auf die Zielsetzung.
Naive Verfahren sind nachvollziehbar, generalisierbar und deterministisch, wei-
sen jedoch eine schlechte Prognosegenauigkeit auf.
Statistische Verfahren sind größtenteils nachvollziehbar, generalisierbar und
deterministisch, können aber ausschließlich lineare Zusammenhänge abbilden
und nur ein globales Modell anbieten.
Regime Switching Modelle können unterschiedliche Modelle schätzen und sich
dadurch verschiedenen Gegebenheiten anpassen. In empirischen Untersuchun-
gen zeigt sich jedoch eine schlechte Prognosequalität im praktischen Einsatz.
Die Gruppe der Netzwerkanalysen und Klassiﬁkatoren kann durch ihre Fle-
xibilität eine sehr gute Prognosegenauigkeit erreichen. Ihre Komplexität ist
allerdings sehr hoch, weshalb die schlechte Generalisierbarkeit und Nachvoll-
ziehbarkeit einen Praxiseinsatz verhindern.
Abschließend lässt sich festhalten, dass keines der vorgestellten Verfahren der
1vgl. Hill et al. (1994) S. 6f.
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Zielsetzung vollständig gerecht wird. Deshalb wird im nächsten Kapitel ein ei-
gener Algorithmus entwickelt, der die Vorteile der vorgestellten Verfahren kom-
biniert: Optimale Nutzung der vorhandenen Informationen durch Verwendung
der letzten Lags als Muster, transparentes Training durch regressive Schät-
zungen sowie Anpassung an nichtlineare Zusammenhänge und unterschiedliche
Gegebenheiten durch Aufteilen der Daten in Gates.
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Kapitel 4
Der Gated Expert Pattern
Recognition Algorithmus
Die in Kapitel 3 beschriebenen Verfahren sind für die Lösung der Problemstel-
lung, ein exaktes, nachvollziehbares, ﬂexibles und skalierbares Prognosever-
fahren unter optimaler Nutzung der Zeitreihen-immanenten Informationen zu
ﬁnden, ungenügend. Deshalb wird in dieser Arbeit ein Algorithmus entwickelt,
der aus den Erkenntnissen aus Kapitel 1 und 2 und dem Verfahrensvergleich
in Kapitel 3 resultiert: Der Gated Expert Pattern Recognition (GEPR)
Algorithmus. Die Begriichkeit ist zusammengesetzt aus:
• Gated:
Es werden Zeitabschnitte (Gates) deﬁniert, in denen sich die Zeitreihe
ähnlich verhält.
• Expert:
Für jeden Zeitabschnitt gibt es einen Experten, bestehend aus Parame-
tern, der den jeweiligen Sachverhalt optimal vorhersagen kann.
• Pattern Recognition:
Es wird versucht, wiederkehrende Muster innerhalb einer Zeitreihe zu
erkennen, um daraus die zukünftigen Werte prognostizieren zu können.
Im Folgenden werden die einzelnen Bestandteile der Methodik erklärt und die
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Vorgehensweise erläutert.
4.1 Vorgehen und Zielsetzung
Beim Gated Expert Pattern Recognition Algorithmus wird in vier Schritten
vorgegangen. Anhand der Zielsetzung wird verdeutlicht, wie diese Methodik
entwickelt wurde:
1. Mustererkennung: -> Optimale Nutzung der Zeitreiheninformation
Um die latenten Prozessinformationen aus der Zeitreihe optimal nutzen
zu können, wird eine Mustererkennung zu Beginn der Analyse durchge-
führt. Globale Verfahren wie Neuronale Netze oder lineare Regression
bilden gleiche Muster lediglich bei Periodizität ab, welche jedoch in die-
sem Fall nicht gegeben ist.1 Aus diesem Grund werden alle Muster aus
der Zeitreihe extrahiert, die dem aktuellen Pattern sehr ähnlich sind.
2. Deﬁnition der Einﬂussfaktoren und Kostenfunktion: -> Flexibilität
Sowohl bei der Auswahl der Kostenfunktion als auch bei der Einbezie-
hung von Einﬂussfaktoren ist dieser Algorithmus sehr ﬂexibel. Zum einen
können metrische und binäre Daten als Zielwerte gesetzt und zum ande-
ren kann die Wahl der unabhängigen Variablen auf die vorliegenden Da-
ten abgestimmt werden. Sind Prozessinformationen vorhanden, können
diese ähnlich dem ARMAX übergeben werden. Der Algorithmus kann
somit auf viele Anwendungsbereiche erweitert werden.
3. Training:
(a) Aufteilung der Zeitreihe in Gates -> Genauigkeit:
Die in Kapitel 3 vorgestellten Markov-Ketten eignen sich sehr gut,
um unterschiedliche Gegebenheiten in den Daten darzustellen. Da-
zu werden Zeitabschnitte durch unterschiedliche Modellparameter
geschätzt. Dieser Aspekt wird auch für den GEPR Algorithmus
1vgl. 2.3.5
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übernommen. In diesem Verfahrensschritt des Trainings wird die
Zeitreihe in n disjunkte Bereiche aufgeteilt und für jeden Bereich
ein eigenes Modell geschätzt.
(b) Berechnung der Parameter -> Nachvollziehbarkeit:
Die großen Vorteile regressiver Verfahren liegen in der Transparenz
der Parameter und ihrer Prognosequalität. Der Einﬂuss bestimmter
Faktoren kann direkt berechnet werden.1 Man erhält folglich einen
guten Überblick, aus welchem Grund bestimmte Werte vorhergesagt
werden. Besagte Vorteile werden auch in diesem Verfahren genutzt.
Anhand von Regressiven Verfahren werden die Muster ausgewählt,
die sich am besten für eine Prognose eignen.
(c) Validierung: -> Genauigkeit
Das iterative Vorgehen neuronaler Netze zur Validierung der Mo-
delle ﬁndet bei diesem Verfahren ebenfalls Verwendung. Die Mo-
dellparameter werden solange angepasst, bis alle Gütemaße ein zu
deﬁnierendes Qualitätsmerkmal erreichen.
4. Prognose: -> Nachvollziehbarkeit
Die Prognose kann parallel anhand mehrerer Modelle durchgeführt wer-
den, wodurch verschiedene Parametersets miteinander verglichen werden
können. Des Weiteren wird ein oberer und unterer Bereich der Prognose
geschätzt, der auf die Verlässlichkeit der Schätzung schließen lässt.
Im Folgenden werden diese Schritte erläutert und anhand eines Beispiels ver-
deutlicht.
4.2 Mustererkennung
In Kapitel 2.1.2 wurde aufgezeigt, dass innerhalb der letzten Lags die meis-
te Information verborgen ist. Diesem Umstand wird in der Mustererkennung
1vgl. 3.4
71
Rechnung getragen. Die letzten zur Verfügung stehenden Zeitpunkte werden
gemeinsam als Muster verwendet und mit historischen Daten abgeglichen.
Die der Überlegung zu Grunde liegende Hypothese lautet:
Entscheidend für die kurzfristige Stromprognose ist der aktuelle Produktions-
plan. Das Muster des aktuellen Zeitpunkts beinhaltet latente Prozessinforma-
tionen. Historische Daten mit einem ähnlichen Muster resultieren aus ähnlichen
Produktionsprozessen. Die Zukunft der Zeitreihe kann basierend auf diesen Da-
ten vorausgesagt werden.
Im Folgenden werden die notwendigen Variablen deﬁniert, eine Mustererken-
nung durchgeführt und erste Prognosen erstellt.
4.2.1 Deﬁnition der Variablen
In diesem Abschnitt werden zuerst die für den Gated Expert Pattern Algo-
rithmus verwendeten Variablen deﬁniert und kurz erläutert:
Eine äquidistante Zeitreihe:
Yt (für t = 1,...,T) (4.1)
mit der Distanz dist = Timestamp(t) − Timestamp(t − 1) und dem letzten
bekannten Zeitpunkt T.
Die Zeitreihe kann dazu in verschiedenen Transformationen verwendet werden:
als Originalzeitreihe und als Diﬀerenzzeitreihe. Der Einsatz als Originalzeitrei-
he impliziert die Annahme, dass längerfristige Eﬀekte wichtig für die Prognose
sind, bei der Diﬀerenzzeitreihe wird vor allem bei kurzfristigen Eﬀekten auf
Ähnlichkeit überprüft.
Die Diﬀerenzzeitreihe berechnet sich durch:
Y D1t = Yt − Yt−1 für (t = 2,...T) (4.2)
Für die später folgenden Berechnungen sind noch weitere Variablen zu deﬁnie-
ren:
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• Das aktuell betrachtete Pattern der Zeitreihe:
Pt∗ (für t = T-pl, T-pl+1,...,T) (4.3)
mit der Patternlänge pl
• Der zu prognostizierende Wert:
YˆT+h (4.4)
mit dem Prognosehorizont h
• Die Vergleichszeitreihe:
Yt (für t = 1,...,T-pl) (4.5)
• Eine Distanzzeitreihe:
Dt (für t = 1,...,T-pl-1) (4.6)
• Ein Distanzmaß:
dt(i, j) (4.7)
• Die K ähnlichsten Vergleichsmuster:
Pk1 , . . . , PK (4.8)
In Abbildung 4.1 werden die deﬁnierten Variablen veranschaulicht.
4.2.2 Berechnung der Distanzzeitreihe
In diesem Schritt wird für das aktuelle Muster Pt∗ eine Distanzzeitreihe erstellt,
die den Abstand zwischen dem aktuellen und allen anderen Mustern beinhaltet.
Zur Bestimmung der Distanzzeitreihe wird das aktuelle Pattern Pt∗ mit allen
möglichen Patterns der Vergleichszeitreihe auf Ähnlichkeit überprüft. Für die
Berechnung der Distanz zwischen zwei Zeitpunkten können unterschiedliche
Maße dt(i, j) verwendet werden:
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Abbildung 4.1: Veranschaulichung Variablen
Einfache Distanz:
d(Yi, Yj) = |Yi − Yj| (4.9)
Euklidische Distanz:
d(Yi, Yj) = (Yi − Yj)2 (4.10)
Daraus folgt die iterative Ermittlung der Elemente der Distanzzeitreihe. Die
Ähnlichkeit zwischen zwei Patterns kann entweder als Summe:
Dt =
pl∑
m=1
dm(Yt+m, Yt∗−pl+m) (für t = 1,...,t*-pl) (4.11)
oder gewichtet mit gm = Gewicht zum Zeitpunkt m berechnet werden:
Dt =
pl∑
m=1
gmdm(Yt+m, Yt∗−pl+m) (für t = 1,...,t*-pl) (4.12)
4.2.3 Extraktion der relevanten Vergleichsmuster
Nach Berechnung der Distanzzeitreihe können die ähnlichsten Muster extra-
hiert werden. In Abbildung 4.2 wird das Vorgehen verdeutlicht.
Dazu werden die lokalen Minima der Distanzzeitreihe verwendet und in eine
Distanzzeitreihe mit lokalen Minima überführt. Dies verhindert Überschnei-
dungen von Vergleichsmustern.
Dtminlok = Dt für Dt < Dt−1 ∩Dt < Dt+1 (4.13)
74
Abbildung 4.2: Vorgehen Mustererkennung
Aus der Distanzzeitreihe der lokalen Minima werden anschließend K minimale
Punkte und die zugehörigen Muster ausgewählt. Man erhält somit die Zeit-
punkte der Vergangenheit, an denen das Muster des Stromverbrauchs dem
aktuellen Stromverbrauch am ähnlichsten war.
Für den Prognosehorizont h können damit Werte prognostiziert werden:
YˆN+h = YN + 1/K
K∑
k=1
(Yt(k)+h − Yt(k)) (4.14)
mit t(k) = Endzeitpunkt t des Patterns k.
4.2.4 Beispiel
Die Vorgehensweise der Mustererkennung soll anhand eines kleinen Beispiels
illustriert werden:
• Aktueller Zeitpunkt t*: Dienstag 03.12.2013 11:30 Uhr
• Aktueller Wert Yt∗: 2500
• Äquidistante Zeitreihe Y mit Distanz 15 Minuten von 01.01.2013 00:00 -
03.12.2013 11:30
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• Prognosehorizont h: 1 Stunde (4 Zeitpunkte)
• Distanzmaß dt: Euklidische Distanz
• Länge des letzten Patterns pl: 1,5 Stunden (6 Zeitpunkte). Der Zeitraum
3.12.2013 10:00 Uhr - 11:30 wird demnach zur Mustererkennung verwen-
det.
Es werden K = 3 Muster gefunden, die dem aktuellen Zeitraum am ähnlichsten
sind und somit auf ähnliche Produktionsprozesse schließen lassen. In Tabelle
4.1 werden diese gezeigt.
Muster Datum t Yt Yt+h Trend
k1 01.02.13 11:00 Uhr 2400 2750 350
k2 10.04.13 16:30 Uhr 2460 2360 -100
k3 18.07.13 13:30 Uhr 2550 2750 200
aktuell 03.12.13 11:30 Uhr 2500 2650 (350-100+200)/3=150
Tabelle 4.1: Beispiel Mustererkennung
Bei diesem Beispiel wird folglich der gewichtete Trend von 150 auf den aktu-
ellen Wert aufgeschlagen und ein Stromverbrauch von 2650 prognostiziert.
4.2.5 Zusammenfassung
Zusammenfassend lässt sich festhalten: Es wird versucht, mit Hilfe von Muste-
rerkennung historische Zeitpunkte zu ﬁnden, die dem aktuellen Zeitpunkt im
Stromverbrauch ähnlich sind, um daraus zukünftige Werte abzuleiten. Dafür
können folgende Parameter für den Algorithmus gewählt werden:
• Originalzeitreihe, D1 oder D2, abhängig davon ob kurz- oder langfristige
Eﬀekte wichtiger sind.
• Länge des Patterns n: Dies hängt in erster Linie vom Prognosehorizont
ab und kann im Training noch angepasst werden.
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• Wahl des Distanzmaßes d(i,j): Einfache Distanz oder euklidische Distanz.
Falls große Abweichungen überproportional bestraft werden sollen, emp-
ﬁehlt sich die euklidische Distanz, ansonsten die einfache.
• Gewichtung der Distanzen: Sollten die letzten Zeitpunkte abnehmend
wichtig für die Prognose sein, kann dieser Sachverhalt durch eine Ge-
wichtung abgebildet werden.
• Anzahl der ausgewählten Muster K: Bei einer großen Anzahl von K wird
die Prognose stabiler, da Ausreißer nicht so sehr gewichtet werden. Bei
einer sehr großen Anzahl werden jedoch die Prognosen ungenauer, da der
gesuchte Trend nicht mehr erkennbar ist.
Mit Hilfe der Mustererkennung können bereits erste Vorhersagen erstellt wer-
den. In der empirischen Analyse können damit gute Ergebnisse erzielt werden
(vgl. Kap 5), die Prognosequalität ist durchgängig besser als bei Naiven Ver-
fahren. Dies weist auf ein sehr robustes Verfahren hin, das auch ohne Training
zu genauen und nachvollziehbaren Prognosen führt.
Bisher werden jedoch noch nicht alle zur Verfügung stehenden Informationen
für die Prognose verwendet. Der Wochentag, der Zeitpunkt oder Feiertage spie-
len zum Beispiel noch keine Rolle. Deshalb wird im nächsten Schritt noch ein
Training durchgeführt, das aus den K extrahierten Mustern die am besten pas-
senden auswählt. Dafür werden im nächsten Abschnitt die Kostenfunktion des
Trainings und die verwendeten Einﬂussfaktoren deﬁniert.
4.3 Deﬁnition der Einﬂussfaktoren und Kosten-
funktion
Aus der Mustererkennung in Kapitel 4.2 erhält man K Patterns, die dem aktu-
ellen Muster sehr ähnlich sind. Dabei gibt es einige, die den zukünftigen Wert
gut prognostizieren können und wiederum andere, die zu einem sehr hohen
Vorhersagefehler führen würden.
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Ziel des Trainings ist es, den Prognosefehler der einzelnen Patterns anhand ih-
rer Einﬂussfaktoren zu bestimmen. Dazu wird im Folgenden ein lineares Modell
zur Schätzung des Prognosefehlers eines Vergleichsmusters aufgebaut.
Die Kosten bei einer Vorhersage sind die Abweichungen des geschätzten Wertes
vom tatsächlichen Wert. Diese werden quadriert. Folglich sind die Residuen zu
minimieren:
d = (yi − yˆi)2 (4.15)
Bisher wurden die zukünftigen Werte lediglich aus den Mustern in der Zeitreihe
erklärt. Weitere Informationen können jedoch die Qualität der Vorhersagen
verbessern. Im Folgenden werden nun mögliche Einﬂussgrößen deﬁniert und
das Vorgehen anhand eines Beispiels dargelegt.
Zeitreihenimplizite Faktoren:
Es können noch Metainformationen der Muster aus der Zeitreihe für das
Training verwendet werden.
• Abweichung der Tageszeit:
Hypothese: Eine ähnliche Tageszeit, beispielsweise Vormittag oder Nach-
mittag führt zu ähnlichen Zeitreihen, da Produktionszyklen und Schicht-
modelle davon abhängig sind.
Beispiel: Mittags (zwischen 12 und 13 Uhr) wird ein niedrigerer Ver-
brauch erwartet, da die Mittagspause einige Prozesse stoppt.
• Tagestyp: Mo, Di, Mi beziehungsweise Sonn-und Feiertage, Wochentage
Hypothese: Zeitreihen unterscheiden sich in den Tagestypen.
Beispiel: Am Wochenende wird nicht produziert. Die Stromverbräuche
unterliegen keinen Schwankungen.
• Entfernung des Zeitpunktes des Musters zum aktuellen Zeitpunkt:
Hypothese: Je weiter ein Pattern zurückliegt, umso höher ist die Wahr-
scheinlichkeit, dass sich die Produktionsprozesse verändert haben.
Beispiel: Im Winter ist der Stromverbrauch niedriger als im Sommer, da
Kühlprozesse weniger Leistung benötigen.
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• Slots für den Trend der Zeitreihe, Aufteilung in boolsche Variablen:
Hypothese: Für jedes Gate bewegt sich die Zeitreihe in einem oder in
mehreren Korridoren.
Beispiel: Zur Mittagszeit kann der Stromverbrauch entweder stark anstei-
gen oder stark fallen, da entweder die Pause beginnt oder endet. Zwei
Korridore werden folglich in den Daten positiv bewertet.
Weitere Faktoren:
Die zeitreihenimpliziten Informationen können noch um Umgebungsinfor-
mationen erweitert werden. Dazu gehören beispielsweise:
• Wetterdaten,
• Produktionsdaten,
• Maschinendaten,
• Gesamtmarktdaten und
• externe Schocks.
Daraus kann letztendlich eine Kostenfunktion entwickelt werden:
d = b0 + b1x1 + b2x2 + ...+ bnxn (4.16)
Aus der Mustererkennung wurden bisher K ähnliche Patterns extrahiert. Dies
liefert bereits präzise und robuste Ergebnisse. Es können allerdings noch weite-
re Informationen verwendet und somit die Prognosegenauigkeit erhöht werden.
Deshalb wird im Training untersucht, ob aus einer Anzahl K Vergleichsmuster
eine kleinere Menge besser geeignet ist, um den nächsten Wert vorherzusa-
gen. Anhand der Kostenfunktion wird versucht eine optimale Auswahl der
Vergleichsmuster zu treﬀen.
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4.4 Training - Auswahl und Berechnung der Ga-
ted Experts
Zur Optimierung der Prognosen werden beim Training Informationen aus der
bestehenden Zeitreihe aufbereitet. Die Kosten und Einﬂussvariablen werden
für die einzelnen Zeitpunkte berechnet. Anschließend wird der Datensatz in
verschiedene Gates aufgeteilt, um homogene Daten zu erhalten, bei denen die
Prognosen die besten Ergebnisse liefern.
Zur Ermittlung des Out-Of-Sample Fits wird die Vergleichszeitreihe in einen
Trainings- und einen Validierungsbereich unterteilt. Anhand des Trainingsbe-
reichs mit Ttrain Zeitpunkten werden die Modelle für das Forecasting berech-
net. Anhand des Validierungsbereichs werden die Prognosen auf ihre Qualität
überprüft.
4.4.1 Berechnung der Kostenfunktion und der Einﬂuss-
faktoren
Nach der Splittung der Zeitreihe werden für jeden einzelnen Zeitstempel t∗
der Trainingszeitreihe die zugehörigen K Patterns über die Mustererkennung
berechnet. Für jeden Wert der Trainingszeitreihe ist der tatsächliche Wert
im Prognosehorizont Yt∗+h bekannt. Dieser wird mit den Prognosewerten der
einzelnen Pattern verglichen und daraus der quadrierte Fehler ermittelt.
Pattern t Yt Yt+h Error = d
2
k
k1 t(k1) Yt(k1) Yt(k1)+h (Yt∗+h − Yt(k1)+h)2
k2 t(k2) Yt(k2) Yt(k2)+h (Yt∗+h − Yt(k2)+h)2
. . . . . . . . . . . . . . .
K t(K) Yt(K) Yt(K)+h (Yt∗+h − Yt(K)+h)2
Tabelle 4.2: Quadrierte Abweichungen der prognostizierten Werte der Patterns
Für jeden Zeitstempel t∗ der Trainingszeitreihe kann somit die zugehörige Kos-
tentabelle für jedes gefundene ähnliche Muster ermittelt werden (Tabelle 4.2).
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Des Weiteren lassen sich darüber die n Einﬂussfaktoren der einzelnen Muster
für den Zeitpunkt t∗ berechnen. Diese können unterschieden werden in Funk-
tionen (f) abhängig vom Zeitpunkt t(k), in Funktionen abhängig vom Trend
des Patterns, in Umgebungsvariablen und in binäre Zustandsvariablen (Tabelle
4.3).
Pattern x1k x2k . . . x(n−1)k xnk
k1 f1(t(k1)) f2(t(k1)) . . . f3(Yt(k1)+h − Yt(k1)) [0; 1]
k2 f1(t(k2)) f2(t(k2)) . . . f3(Yt(k2)+h − Yt(k2)) [0; 1]
. . . . . . . . . . . . . . . . . .
K f1(t(K)) f2(t(K)) . . . f3(Yt(K)+h − Yt(K)) [0; 1]
Tabelle 4.3: Beispiel Einﬂussfaktoren
Nach diesem Schritt erhält man demnach für jeden Zeitpunkt t∗ pro ermittelten
Muster eine Zeile mit dem quadrierten Prognosefehler und den berechneten
Einﬂussfaktoren. Anschließend können die für alle t+ berechneten Werte in
eine große Matrix (Tabelle 4.4) mit K ∗ (Ttrain) Zeilen und n + 1 Spalten
überführt werden.
Identiﬁer ytk = d
2
tk x1tk x2tk . . . xntk
t1k1 yt1k1 x1t1k1 x2t1k1 . . . xnt1k1
. . . . . . . . . . . . . . . . . .
t1K yt1K x1t1K x2t1K . . . xnt1K
t2k1 yt2k1 x1t2k1 x2t2k1 . . . xnt2k1
. . . . . . . . . . . . . . . . . .
TK yTK x1TK x2TK . . . xnTK
Tabelle 4.4: Komplette Matrix Prognosefehler und Einﬂussfaktoren
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4.4.2 Parameterschätzung durch lineare Regression
Nach Ermittlung der kompletten Matrix (Tabelle 4.4) wird mit Hilfe einer
linearen Regression1 versucht, den Prognosefehler anhand der Einﬂussfakto-
ren zu schätzen. Die Parameter der Kostenfunktion (vgl. Kapitel 4.3) werden
dabei durch die Methode der kleinsten Quadrate (KQ) geschätzt. Bei der KQ-
Methode wird die Summe der quadrierten Abweichungen in einem linearen
Gleichungssystem minimiert.2
N∑
n=1
2n = (y −Xβ)′(y −Xβ)→ min (4.17)
Die Eﬀekte der einzelnen Einﬂussgrößen auf den Prognosefehler werden somit
transparent, wodurch die Prognose nachvollziehbar und die Qualität validier-
bar wird.
Empirische Untersuchungen zeigen jedoch, dass ein Modell für alle Daten nicht
gut ﬁttet.3 Aus diesem Grund wird im nächsten Abschnitt die gesamte Matrix
anhand von Gates in kleinere uniforme Datensätze aufgesplittet und für jedes
Gate eine Schätzung durchgeführt.
4.4.3 Auswahl der Gate-Sets
Wie bereits in Kapitel 3.5 gezeigt, kann eine Aufteilung der Daten in Teilberei-
che mit unterschiedlichen Modellen das Problem der Generalisierung umgehen,
wenn für jeden einzelnen Teilbereich das geeignete Parameterset berechnet
wird. Aus diesem Grund wird die Datenmenge in unterschiedliche Bereiche
(Gates) aufgeteilt.
Zur Deﬁnition eines Sets werden folgende Variablen verwendet:
• t: Zeitpunkt der Vorhersage
• xt: Inputvektor zu Zeitpunkt t
1vgl. Backhaus et al. (2006) S. 60
2vgl. Fahrmeir et al. (1996) S. 97-99
3vgl. 5.5
82
• Yt+h: Prognosewert/Zielwert
• expg: Experte eines bestimmten Gates
• G: Anzahl an Gates
Jedes Set beinhaltet disjunkte Mengen an Zeitreihen. Es wird deﬁniert, dass
jeder Zeitpunkt durch ein Gate und dem zugehörigen Experten erklärt wird.1
P (Y = Yt+h|x) =P ((Y = Yt+h ∩ exp = 1) ∪ (Y = Yt+h ∩ exp = 2)
∪ · · · ∪ (Y = Yt+h ∩ exp = G)|x)
(4.18)
Das Identiﬁkationsproblem der einzelnen Gates ist sehr schwierig, da es theo-
retisch eine unendliche Anzahl an Sets gibt.2 Es ist beispielsweise denkbar, die
Sets über einen EM-Algorithmus auszuwählen. Eine weitere Möglichkeit zur
Aufteilung können Self Organizing Maps bieten.3
Aufgrund der besseren Nachvollziehbarkeit erfolgt für diese Arbeit die Aus-
wahl anhand fachlicher Kriterien. Folgende Aufteilungen sind beispielsweise
möglich: Tagestyp, Zeitpunkt oder Kreuzprodukt der beiden Variablen (bei-
spielsweise Sonntagnachmittag). Für das Training werden iterierend mehrere
Sets verwendet, die durch den Algorithmus automatisch validiert werden.
4.4.4 Training und Validierung der Experts
Beim Training wird für die ausgewählten Gate-Sets jeweils die komplette Ma-
trix aus Tabelle 4.4 in G Matrizen anhand t∗ und dem zugehörigen Gate auf-
geteilt. Anschließend kann die Modellqualität der einzelnen Gates überprüft
werden. In Abbildung 4.3 ist das Vorgehen schematisch dargestellt.
Die Validierung erfolgt in zwei Schritten:
1vgl. Weigend et al. (1995) S. 5
2vgl. Weigend/Gershenfeld (1994)
3vgl. Martín-Merino/Román (2006) S. 710f.
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Abbildung 4.3: Berechnung Experts
Im ersten Schritt werden die Regressionsanalysen der Gates untersucht. An-
hand des Bestimmtheitsmaßes1 beziehungsweise des korrigierten Bestimmt-
heitsmaßes2 und der p-Werte der einzelnen unabhängigen Variablen wird über-
prüft, wie genau der Fehler der Kostenfunktion durch die Einﬂussfaktoren er-
klärt werden kann.
Je höher das Bestimmtheitsmaß, desto größer ist die Wahrscheinlichkeit, dass
ein Gate eine homogene Struktur aufweist und durch die deﬁnierten Einﬂuss-
faktoren erklärt werden kann. Dies führt zu verlässlichen Prognosen, da man
den Prognosefehler anhand der Inputvariablen schätzen kann. Eine weitere
Möglichkeit zur Modellvalidierung stellt das AIC Kriterium dar. Falls vie-
le Gates sehr exakte Modelle liefern und wenige einen schlechten Modellﬁt
aufweisen, können diese Gates nach sachlogischen Kriterien weiter unterteilt
werden.
Im zweiten Schritt werden die Modelle anhand der Validierungszeitreihe über-
prüft. Das Bestimmtheitsmaß gibt lediglich Aufschluss über den In-Sample-Fit.
Es ist jedoch auch wichtig, den Out-Of-Sample Fit zu überprüfen, da nur dieser
1vgl. Fahrmeir et al. (1996) S. 108
2vgl. Backhaus et al. (2006) S. 68
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die Prognosequalität bestätigen kann. Bei vielen Algorithmen wie beispielswei-
se Künstlichen Neuronalen Netzen führt das Training oft zu einem niedrigen
Prognosefehler, bei der Validierung jedoch zu einem hohen. Dies kann durch
Over-Fitting des Algorithmus begründet sein.
Liegen In-Sample-Fit und Out-Of-Sample-Fit in einem (zu deﬁnierenden) Kor-
ridor, kann dieses Gate-Set verwendet werden. Ist der Out-Of-Sample-Fit bei
der Validierung außerhalb des gültigen Bereichs, wird das nächstbeste Set an
Gates in der Validierung überprüft. Sollte kein valides Modell gefunden wer-
den, müssen die Einﬂussfaktoren sachlogisch überarbeitet und gegebenenfalls
weitere Informationen hinzugefügt werden.
Nach Auswahl eines validen Sets können die Modelle der einzelnen Gates noch
optimiert werden. Durch eine schrittweise lineare Regression werden anhand
des p-Wertes beziehungsweise t-Schätzers:
tj =
βˆj
σˆ(J)
√
aij
(4.19)
nur signiﬁkante Variablen für jedes Modell pro Gate verwendet.1
Ist ein valides Gate-Set gefunden, bedeutet dies für den GEPR, dass für die
K Muster anhand des Modells im aktuellen Gate ein Fehler geschätzt werden
kann. Verwendet man den Prognosewert Yt(k∗) + h des Musters mit dem ge-
ringsten Fehler beziehungsweise den Durchschnitt der Prognosewerte mehrerer
Muster, so führt dies zu einer genauen Vorhersage.
Nach diesem Trainingsschritt erhält man folglich das beste bekannte Set an
G Gates und für jedes Gate g ein Modell mit einem Parameterset (Experten
expg), das den Fehler der K Muster schätzen kann. Mit diesen Indikatoren
können die besten Muster ausgewählt und der zukünftige Wert prognostiziert
werden.
1vgl. Fahrmeir et al. (1996) S. 122
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4.4.5 Anzahl der zu verwendenden Muster für die Pro-
gnose
Im nächsten Schritt des Trainings werden aus den K Mustern die Kfor mit
Kfor ∈ [1, 2, ...K] mit dem am niedrigst geschätzten Fehler für den Forecast
ausgewählt. Bei der oberen Grenze Kfor = K erhält man den gleichen progno-
stizierten Wert Yˆt∗+h wie nach dem Verfahrensschritt 4.2 Mustererkennung, bei
der unteren Grenze den Prognosewert des Musters mit dem geringst geschätz-
ten Fehler. Bei nur einem Muster ist das Risiko einer Fehlschätzung allerdings
sehr hoch, da es keine moderierenden Eﬀekte gibt. Bei zu vielen Mustern wird
die Prognosegüte ebenfalls schlechter, da viele nicht plausible Prognosewerte
in die Berechnung mit eingehen. Die optimale Anzahl muss daher heuristisch
ermittelt werden. Dazu werden für jedes Gate g und für jedes Kfor die Pro-
gnosewerte aller t∗ mit t∗ = 1, . . . , TgTrain berechnet:
Yˆt∗+h = Yt∗ + 1/Kfor
Kfor∑
k=1
(Yt(k)+h − Yt(k)) (4.20)
Anschließend wird der RMSE1 aller Kfor verglichen. Für jedes Gate wird die
Anzahl Kfor gewählt, für die gilt: RMSE(Kfor)→ min
4.5 Prognose
Im Training wurden folgende Werte für die Prognose ermittelt:
• das Set an Gates,
• die Experten der einzelnen Gates,
• die für die Prognose verwendeten Muster aus der Mustererkennung und
• die Anzahl der zu verwendenden Muster.
Mit diesen Informationen kann ein Forecastwert ermittelt werden (Abbildung
4.4):
1vgl. 3.1.3
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Abbildung 4.4: Berechnung des Prognosewerts
Der aktuelle Zeitpunkt T mit seinem Pattern k(T ) der Länge pl gehört zu ei-
nem bestimmten Gate g(T ), da jeder Zeitpunkt genau einem Gate zugeordnet
ist. Für k(T ) werden nun K mögliche Patterns durch Mustererkennung berech-
net, die zur Prognose verwendet werden können. Im nächsten Schritt wird für
jedes Pattern der Prognosefehler anhand der Kostenfunktion und des Experten
exp(T ) geschätzt. Aus den Kfor Patterns mit dem am niedrigst geschätzten
Prognosefehler wird der Mittelwert der Trends berechnet und zum aktuellen
Wert YT addiert. Dadurch erhält man YˆT+h. Der Algorithmus sucht sich also
erst einmal die Zeitpunkte aus, von denen vermutet wird, dass sie dem ak-
tuellen Produktionsprozess am ehesten entsprechen. Aus diesen Zeitpunkten
wird über die Ermittlung der Selbstähnlichkeit und über die Schätzung des
erwarteten Fehlers eine Auswahl der Muster getroﬀen, anhand derer der Wert
im Prognosehorizont (Yt∗+h) am besten vorhergesagt werden kann.
4.6 Bewertung des Algorithmus
Für den Gated Expert Pattern Recognition Algorithmus wurde zum einen ver-
sucht, den besonderen Ansprüchen dieses Forschungskontextes gerecht zu wer-
den und zum anderen die positiven Aspekte der zuvor vorgestellten Verfahren
zu übernehmen.
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• Prognose ohne Prozessinformationen
Durch die Mustererkennung werden die letzten Informationen aus der
Zeitreihe optimal genutzt. Prozesse, die zu unterschiedlichen Zeitpunkten
starten, können erkannt und deren Information wiederverwendet werden.
• Robustheit und Generalisierbarkeit
Aufgrund der bereits hohen Prognosegenauigkeit nach der Mustererken-
nung ohne Training ist der Bereich, in dem prognostiziert wird, sehr
stabil. Probleme durch ein schlechtes Training können immer durch die
einfach nachvollziehbare Mustererkennung ausgeglichen werden.
Aufgrund der Robustheit kann der Algorithmus unterschiedliche Daten-
sätze bearbeiten. Manuelle Nacharbeiten sind kaum nötig, da das beste
Gate-Set und die Anzahl der zu verwendenden Muster automatisch aus-
gewählt werden.
• Flexibilität
Durch die Mustererkennung kann auf unterschiedliche Sachverhalte und
externe Schocks ﬂexibel reagiert werden. Treten beispielsweise unter-
schiedliche Volatiltäten und Niveauverschiebungen innerhalb der Daten
auf, sucht der Algorithmus automatisch nur passende Muster mit ähnli-
chen Gegebenheiten.
• Nachvollziehbarkeit
Es wird deutlich, welche Muster für die Prognose verwendet wurden. Auf-
grund des regressiven Trainings können die Einﬂussfaktoren, die für die
Auswahl der besten Patterns verantwortlich sind, transparent dargestellt
werden.
Der Algorithmus erfüllt demnach in der Theorie alle Zielsetzungen. Durch die
Einteilung in Gates ist zudem eine hohe Flexibilität gegeben, mit der unter-
schiedliche Anforderungen durch diﬀerenzierte Modelle bewältigt werden kön-
nen. Im nächsten Kapitel wird der GEPR abschließend auf seine praktische
Relevanz und Genauigkeit überprüft.
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Kapitel 5
Evaluation der Verfahren
Die in Kapitel 3 und 4 vorgestellten Methoden wurden bisher theoretisch be-
trachtet. In diesem Kapitel werden ausgewählte Verfahren exemplarisch an-
hand von praktischen Datensätzen evaluiert. Dabei soll aufgezeigt werden, wie
der Gated Expert Pattern Recognition Algorithmus im Vergleich zu bestehen-
den Verfahren abschneidet.
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5.1 Vorgehen
Zur besseren Vergleichbarkeit wird für alle in diesem Kapitel untersuchten Ver-
fahren das gleiche Vorgehen angewendet. Vor der Prognose werden die Daten
auf das in der Strombranche übliche 15 Minuten Intervall aggregiert. Fehlen-
de Werte werden soweit möglich zeilenweise eliminiert. Bei Verfahren, die auf
Vorgängerwerte angewiesen sind, werden in erster Linie Zeiträume betrachtet,
in denen die Daten vollständig vorhanden sind. Sollten fehlende Werte benö-
tigt werden, so werden diese mit dem Mittelwertverfahren approximiert. Für
die Validierung der einzelnen Verfahren werden folgende Analysen jeweils für
eine Stunde und für vier Stunden auf den Datensätzen der Brauerei und der
Molkerei durchgeführt:
1. Aufteilung der Datenreihe in Trainingszeitraum und Kontrollzeitraum
• Brauerei: Trainingszeitraum 01.05.2011 bis 12.02.2012
Kontrollzeitraum 13.02.2012 bis 15.02.2012
• Molkerei: Trainingszeitraum 04.10.2011 bis 12.03.2012
Kontrollzeitraum 13.03.2012 bis 15.03.2012
2. Anwendung des Algorithmus für alle Datenpunkte zur Berechnung der
In-Sample Modellparameter
3. Anwendung des Algorithmus im Trainingszeitraum zur Berechnung der
Out-Of-Sample Modellparameter
4. Erstellung von Prognosen anhand der Parameter aus Punkt 2 und Pro-
gnosen anhand der Parameter aus Punkt 3
5. Ermittlung der unterschiedlichen Fehlermaße1
6. Vergleich der Prognosefähigkeit über den gesamten Zeitraum In-Sample,
im Kontrollzeitraum In-Sample und Out-Of-Sample
1vgl. 3.1.4
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Danach erhält man für jedes Verfahren unterschiedliche Qualitätskriterien, an-
hand derer die Eignung der Algorithmen für diesen Anwendungsfall überprüft
werden kann. Im letzten Unterkapitel werden noch einmal alle Analysen mit
ihren Vor- und Nachteilen gegenübergestellt.
5.2 Naive Verfahren
Naive Verfahren dienen in dieser Arbeit vor allem zur Evaluierung der Perfor-
mance der komplexeren Algorithmen. Bei den quantitativen Analysen zeigte
sich, dass die meiste Information in den vorhergehenden Datenpunkten ent-
halten war. Aus diesem Grund wird eine einfache Lagfortschreibung als Refe-
renzprognose für eine Stunde (vier Lags a 15 Minuten) und für vier Stunden
(16 Lags a 15 Minuten) verwendet.
Bei Naiven Verfahren ist die Unterteilung in Out-Of-Sample und In-Sample
ist bei der Bewertung des Verfahrens nicht notwendig, da es kein Training gibt
und der Output deterministisch gegeben ist.
Abbildung 5.1: Zeitreihe Brauerei mit 16 Lags (4h) Prognose
Anhand von Abbildung 5.1 wird die Vorgehensweise deutlich. Die Zeitreihe
wird nach rechts verschoben und der entstehende Wert zur Prognose herange-
zogen.
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Als zweites Naives Verfahren wird die Vergleichstagsprognose angewendet. Da-
zu wird der jeweils letzte gültige Wert eines ähnlichen Tages und derselben
Uhrzeit benutzt. In diesem Fall wird Wochentag und Urlaubstag als Vergleichs-
kriterium gewählt. Das bedeutet, möchte man an einem Montag für 10:00 Uhr
einen Wert prognostizieren, wird der Wert des Montags der Vorwoche um 10:00
verwendet. Ist der zu prognostizierende Tag ein Feiertag, wird in der Zeitreihe
der letzte Feiertag gesucht und der Referenzwert zur Vorhersage eingesetzt. Da
die Werte für die Prognosen für eine Stunde und für vier Stunden bei diesem
Verfahren gleich sind, wird im Folgenden nur ein Fehlerwert angegeben.
Abbildung 5.2: Zeitreihe Brauerei Vergleichstags Prognose
In Tabelle 5.1 wird ein Überblick über die unterschiedlichen Fehlermaße bei
den Naiven Verfahren gegeben. Es wird deutlich, dass die Lag 4 (eine Stunde)
Prognosen bereits sehr gute Vorhersagen liefern. Sowohl bei der Brauerei als
auch bei der Molkerei sind nur niedrige Fehlerwerte zu beobachten.
Brauerei Molkerei
Lag 4 Lag 16 Vergleichstag Lag 4 Lag 16 Vergleichstag
MAPE 8,0% 13,3 % 16,3% 5,1% 11,5% 12,2%
MSE 67.304 193.978 217.729 100.155 459.509 528.430
RMSE 259,43 440,43 466,62 316,47 677,87 726,93
Tabelle 5.1: Prognosefehler: Naive Verfahren gesamter Zeitraum
Bei den Vorhersagen für vier Stunden ist der Prognosefehler deutlich höher.
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Dies liegt zum einen an der größeren Unsicherheit bedingt durch den längeren
Prognosehorizont und zum anderen an dem geringeren Informationsgehalt der
Lag 16 Werte.
Die Vergleichstagsanalysen schneiden ebenfalls wenig befriedigend ab. Die Pro-
duktionsprozesse scheinen also nicht immer gleich über mehrere Wochen abzu-
laufen. Dies überrascht jedoch nicht, da die Information der letzten Lags nicht
herangezogen wird und damit auch ein wesentlich längerer Prognosehorizont
möglich wäre.
Brauerei Molkerei
Lag 4 Lag 16 Vergleichstag Lag 4 Lag 16 Vergleichstag
MAPE 7,9% 10,9% 19,9% 5,6% 12,2% 18,3%
MSE 23.839 51.356 124.373 92.037 411.688 903.590
RMSE 154,40 226,62 352,67 303,38 641,63 950,57
Tabelle 5.2: Prognosefehler: Naive Verfahren Wochenende
Brauerei Molkerei
Lag 4 Lag 16 Vergleichstag Lag 4 Lag 16 Vergleichstag
MAPE 8,0% 14,2% 15,0% 5,0% 11,2% 10,0%
MSE 83.458 247.434 250.671 103.516 479.326 389.923
RMSE 288,89 497,43 500,67 321,74 692,33 624,44
Tabelle 5.3: Prognosefehler: Naive Verfahren Wochentag
Zum besseren Datenverständnis wird bei den Naiven Verfahren zusätzlich die
Prognosefähigkeit der Verfahren an Wochenenden in Tabelle 5.2 und an Wo-
chentagen in Tabelle 5.3 verglichen. Es wird deutlich, dass die Prognosequalität
während der Woche durchgehend deutlich höher ist als am Wochenende. Der
Vergleich erfolgt in diesem Fall anhand des MAPE. Der MSE kann in diesem
Fall nicht als Vergleichsgröße verwendet werden, da das Niveau des Strom-
verbrauchs während der Arbeitswoche deutlich höher ist und somit auch der
quadrierte Fehler steigt. Eine weitere Auﬀälligkeit ist die Verbesserung des
Vergleichstags-Verfahrens an Wochentagen. Dies verweist auf regelmäßigere
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Arbeitsprozesse während der Woche. Erklärbar ist dieser Eﬀekt durch Sonder-
schichten an Wochenenden oder Wartungsarbeiten.
Als letzte Analyse werden in Tabelle 5.4 die Daten in den jeweiligen Kontroll-
zeiträumen erhoben. Diese dienen als Maßstab für die späteren Out-Of-Sample
Fit Analysen der einzelnen Algorithmen. Das Vergleichstag-Verfahren ist wie-
derum sowohl bei der Brauerei als auch bei der Molkerei am ungenauesten. Es
zeigt sich erneut die bereits sehr hohe Qualität der Naiven Lag-Verfahren.
Brauerei Molkerei
Lag 4 Lag 16 Vergleichstag Lag 4 Lag 16 Vergleichstag
MAPE 8,0% 16,3 % 20,4% 3,9% 7,7% 12,37%
MSE 50.402 203.957 278.125 73.106 290.731 573.731
RMSE 224,50 451,62 527,38 270,38 539,20 757,45
Tabelle 5.4: Prognosefehler: Naive Verfahren Kontrollzeitraum
In der weiteren Untersuchung dient die Prognosegenauigkeit der Naiven Ver-
fahren als Maßstab für die Verbesserung der Analysen durch komplexere Algo-
rithmen. Ohne eine signiﬁkante Verringerung der Fehler im Vergleich, ist das
Naive Verfahren aufgrund seiner Einfachheit immer vorzuziehen.
5.3 Regressive Verfahren
In diesem Kapitel werden exemplarisch zwei Regressive Verfahren angewandt.
Zum einen wird ein sehr generalistischer Ansatz, die globale Regression und
zum anderen ein auf kürzeren Zeitabschnitten lernender ARIMA Ansatz ge-
wählt.
5.3.1 Globales Regressives Verfahren
Beim globalen Regressiven Verfahren wird versucht, die abhängige Variable Y,
in diesem Fall der Stromverbrauch, mit mehreren unabhängigen Variablen line-
ar vorherzusagen. Dazu müssen zunächst die unabhängigen Einﬂussvariablen
deﬁniert und anschließend die Parameter des Modells geschätzt werden.
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Parameterauswahl
Die Auswahl der richtigen Variablen ist bei einem globalen Modell von großer
Bedeutung. Zum einen sollte jeder Eﬀekt betrachtet werden, zum anderen kön-
nen jedoch zu viele Variablen zu einem Overﬁtting führen. Durch Overﬁtting
leidet die Generalisierbarkeit des Modells, was wiederum zu schlechteren Pro-
gnosen führt. Aus diesem Grund wird erst einmal ein großes Modell geschätzt
und anschließend durch Variablenausschluss verbessert. Mit Hilfe der schritt-
weisen Regression werden unterschiedliche Parameterkonstellationen trainiert
und anhand des AIC verglichen. Das optimale Modell wird ﬁnal verwendet.
Für das gesamte Modell werden basierend auf den quantitativen Analysen in
Kapitel 2.3 die Informationen aus den Lags und die Stunden- und Wochenend-
Eﬀekte modelliert.
• Lags:
Es werden jeweils drei Lags verwendet:
für eine Stunde 4, 16, 48,
für vier Stunden 16, 48, 92.
• Eﬀekt der Tageszeit pro Stunde:
Durch die Aufteilung in binäre Variablen ergibt dies 24 Stunden-Variablen.
(1: falls Zeitpunkt innerhalb der Stunden-Variable, 0: sonst)
• Wochentag/Wochenende:
Die Eﬀekte des Wochenendes werden über eine multiplikative Verknüp-
fung mit den Stunden-Eﬀekten berücksichtigt. Dadurch ergeben sich ins-
gesamt 48 Stunden-Variablen (24 Stunden wochentags X1-X24, 24 Stun-
den am Wochenende X25-X48). Davon wird zur Vermeidung vollständi-
ger partieller Korrelation eine Variable entfernt.
Es ﬂießen folglich insgesamt 3 + 48 -1 = 50 unabhängige Variablen in das
Ausgangsmodell ein.
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Modellschätzungen
Es werden Modelle für zwei Zeitreihen (Brauerei und Molkerei), für jeweils
zwei Zeitpunkte (für eine und vier Stunden) und jeweils für den Gesamt- sowie
den Trainingszeitraum geschätzt. Dies ergibt acht durchzuführende Regressio-
nen. Exemplarisch wird das Vorgehen an einem Modell (Brauerei gesamter
Zeitraum, eine Stunde Prognose) erklärt.
row.names Estimate Std. Error t value Pr(>|t|)
(Intercept) 129.239 7.18 17.99 0.000
Lag4 0.790 0.00 173.72 0.000
Lag16 0.188 0.01 36.36 0.000
Lag48 -0.039 0.00 -13.78 0.000
Trend -0.002 0.00 -12.12 0.000
X1 -45.302 8.43 -5.37 0.000
X3 99.212 8.45 11.74 0.000
X4 19.543 7.34 2.66 0.008
X5 208.321 8.44 24.68 0.000
X6 374.737 7.37 50.85 0.000
X7 377.651 8.99 41.99 0.000
X8 95.396 7.84 12.16 0.000
X9 254.294 8.97 28.34 0.000
X10 147.811 7.57 19.53 0.000
X11 105.255 9.03 11.65 0.000
X12 80.760 7.67 10.52 0.000
X13 38.635 9.13 4.23 0.000
X14 42.292 7.74 5.47 0.000
X15 -22.185 9.16 -2.42 0.015
X16 -30.862 7.74 -3.99 0.000
X17 -167.051 8.97 -18.62 0.000
X18 -10.883 7.49 -1.45 0.146
X19 44.460 8.66 5.13 0.000
X20 -41.874 7.36 -5.69 0.000
X21 -52.035 8.46 -6.15 0.000
X23 -18.931 8.44 -2.24 0.025
X24 26.010 13.05 1.99 0.046
X28 -44.644 12.99 -3.44 0.001
X30 -18.587 12.99 -1.43 0.152
X32 -22.133 12.99 -1.70 0.088
X34 -39.119 13.00 -3.01 0.003
X40 -20.361 13.00 -1.57 0.117
X44 46.921 13.01 3.61 0.000
Tabelle 5.5: Parameter eine Stunde Brauerei: Globale Regression
Mit Hilfe der schrittweisen Regression werden solange Regressoren entfernt,
bis das AIC1 optimal ist. Dadurch wird das Modell so lange verkleinert, bis
so viele Variablen wie nötig und so wenige wie möglich enthalten sind. In die-
sem Fall resultiert ein Modell, bei dem aus 50 Variablen 33 bestehen bleiben.
Aus Tabelle 5.5 können die Variablen und Parameter der ﬁnalen Gleichung
1vgl. Kapitel 3.1.4
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entnommen werden. Fast alle Regressoren weisen einen p-Wert < 5% auf und
sind somit signiﬁkant. Das R-Quadrat und das korrigierte R-Quadrat des ge-
samten Modells sind mit 93,1% sehr hoch, was auf eine gute Prognosefähigkeit
der globalen Regression schließen lässt.
Ein Vorteil des Regressiven Verfahrens liegt in der verständlichen Interpretier-
barkeit der Daten, da die Einﬂüsse für die Prognose oﬀensichtlich sind. Die
Lag Variablen dienen zur Festlegung des Basiswertes: 79% des Lag4 Wertes,
19% des Lag16 Wertes minus 4% des Lag48 Wertes sind für alle Prognosen die
Grundlage. Basierend auf dem jeweiligen Zeitstempel wird dieser Wert nun
erhöht oder verringert. Bis ca. 14 Uhr während der Woche steigen die Werte,
danach fallen sie. An Wochenenden gibt es nur sechs Zeitfenster, in denen eine
signiﬁkante Verschiebung stattﬁndet (X28, X30, X32, X34, X40, X44). Diese
Erkenntnisse decken sich mit den Resultaten aus den quantitativen Analysen.
Validierung der Prognosen für eine Stunde
Im Folgenden werden die Prognosen basierend auf den acht Regressionsanaly-
sen vorgestellt. Dabei wird unterschieden in: In-Sample Fehler gesamter Da-
tensatz (Gesamt), In-Sample Fehler innerhalb des Kontrollzeitraums (K. In-S.)
und dem Out-Of-Sample Fehler innerhalb des Kontrollzeitraums (K. Out-S.).
Brauerei Molkerei
Gesamt K. In-S. K. Out-S. Gesamt K. In-S. K. Out-S.
MAPE 7,5% 6,1% 6,1% 4,4% 3,4% 3,5%
MSE 52.497 27.578 27.849 73.811 56.977 59.134
RMSE 229,12 166,06 166,88 271,68 238,70 243,18
Tabelle 5.6: Prognose für eine Stunde: Globale Regression
Im Vergleich zu den Naiven Verfahren schneiden die Regressiven Verfahren bei
der Prognose für eine Stunde (vier Zeitpunkte) deutlich besser ab. Vor allem
der sehr geringe Unterschied zwischen In-Sample und Out-Of-Sample Perfor-
mance innerhalb des Kontrollzeitraums deutet auf eine sehr stabile Prognose
hin. Lediglich bei der Molkerei gibt es kleinere Abweichungen. Probleme wie
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Overﬁtting scheinen folglich keine Rolle zu spielen.
Validierung der Prognosen für vier Stunden
Brauerei Molkerei
Gesamt K. In-S. K. Out-S. Gesamt K. In-S. K. Out-S.
MAPE 11,0% 8,3% 8,3% 7,6% 5,5% 5,8%
MSE 107.047 50.669 51.847 200.035 161.259 176.850
RMSE 327,18 225,10 227,70 447,25 401,57 420,53
Tabelle 5.7: Prognose für vier Stunden: Globale Regression
Auch bei den Prognosen für vier Stunden (16 Zeitpunkte) verbessert sich der
Prognosefehler zu den Naiven Lag16 Verfahren deutlich. Der Unterschied zwi-
schen In-Sample und Out-Of-Sample Fehler ist erneut sehr gering.
Bewertung
Durch die richtige Modellwahl und Selektion der Variablen ist im Kurzfristbe-
reich mit einem globalen regressiven Modell eine exakte Vorhersage möglich.
Der Prognosefehler ist gering, die Transparenz durch einen guten Überblick
über die Regressionsparameter sichergestellt und die Stabilität im Out-Of-
Sample Fehler Bereich gegeben.
5.3.2 Auto-ARIMA
Im diesem Abschnitt wird im Gegensatz zu den globalen Modellen versucht,
mit Hilfe kürzerer Zeitabschnitte und ARIMA Schätzungen die nächste Stunde
beziehungsweise die nächsten vier Stunden zu prognostizieren. Dazu wird der
Auto-ARIMA Algorithmus verwendet, der anhand des AIC die Auswahl an
Parametern p (AR-Prozess), q (Moving Average) und d (Diﬀerenzzeitreihe)
optimiert.1
1vgl. Kapitel 3.4.4
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Abbildung 5.3: Vorhersage eine Stunde Auto-ARIMA
Abweichendes Vorgehen
Da für die Analysen vollständige Zeitreihen benötigt werden, muss das Verfah-
ren in einem Zeitraum ohne fehlende Datenpunkte angewendet werden. Mit
den Beobachtungswerten einer Woche (672 Zeitpunkte) wird sequentiell für
jeden vorherzusagenden Datenpunkt ein Modell berechnet und das optimale
ausgewählt. Dieses Zeitfenster verschiebt sich für alle 288 zu prognostizieren-
den Werte im Kontrollzeitraum um einen Zeitpunkt.
Anhand von Abbildung 5.3 wird diese Vorgehensweise verdeutlicht. Für die
vier zu prognostizierenden Werte wird jeweils ein Modell berechnet und aus-
gewählt. Die Zeitreihe verschiebt sich um einen Wert nach hinten und die
nächste optimale Parameterkonstellation wird geschätzt. Deshalb können kei-
ne Fehlermaße für den gesamten Zeitraum angegeben werden und nur der
Out-Of-Sample Fehler des Kontrollzeitraums berechnet werden.
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Validierung der Prognosen für eine Stunde
Brauerei Molkerei
Kontrollzeitraum Out-S. Kontrollzeitraum Out-S.
MAPE 8,1% 3,9%
MSE 51.468 73.165
RMSE 226,87 270,49
Tabelle 5.8: Prognose für eine Stunde: Auto-ARIMA
Aus Tabelle 5.8 wird ersichtlich, dass das Verfahren in dieser Anwendung nicht
besser geeignet ist als Naive Verfahren. Im Vergleich zu den globalen regressi-
ven Modellen schneidet es sogar deutlich schlechter ab. Der Algorithmus hat
jedoch aufgrund der Einschränkung auf eine Woche deutlich weniger Daten-
punkte für das Training zur Verfügung, was durchaus ein Grund für die schlech-
te Performance sein kann.
Validierung der Prognosen für vier Stunden
Brauerei Molkerei
Kontrollzeitraum Out-S. Kontrollzeitraum Out-S.
MAPE 16,3% 7,66%
MSE 207.489 288.679
RMSE 455,51 537,29
Tabelle 5.9: Prognose für vier Stunden: Auto-ARIMA
Bei den Prognosen für vier Stunden ist der Prognosefehler (Tabelle 5.9) sehr
ähnlich zu dem der Naiven Verfahren. Erneut ist der Erkenntnisgewinn durch
Einsatz des komplexeren Algorithmus äußerst gering.
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Bewertung
Der Auto-ARIMA Algorithmus eignet sich demnach unzureichend für Progno-
sen in diesem Kontext. Seine Vorteile liegen eher bei trendbehafteten Zeitrei-
hen. Der Trend in dieser Anwendung ist jedoch wenig ausgeprägt, das Muster
der Zeitreihe unterliegt Produktionsprozessen, die saisonal schwanken. Für den
Einsatz in diesem Fall scheint das Verfahren ARIMA folglich ungeeignet.
5.4 Künstliche Neuronale Netze
Im Folgenden wird ein Künstliches Neuronales Netz als Feed-Forward Netz
mit einem Hidden Layer (Wirkung in eine Richtung, keine Rückkopplung) zur
Prognose der Stromdaten trainiert und verwendet.
5.4.1 Modell- und Parameterauswahl
Modellauswahl
Für die Künstlichen Neuronalen Netze werden zur besseren Vergleichbarkeit
dieselben unabhängigen Variablen wie für das globale Regressive Verfahren
verwendet:
• Lags:
Es werden drei Lags verwendet:
für eine Stunde 4, 16, 48,
für vier Stunden 16, 48, 92.
• Eﬀekt der Tageszeit pro Stunde:
Durch die Aufteilung in binäre Variablen ergibt dies 24 Stunden-Variablen
(1 falls Zeitpunkt innerhalb der Stunden-Variable, 0 sonst).
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• Wochentag/Wochenende:
Die Eﬀekte des Wochenendes werden über eine multiplikative Verknüp-
fung mit den Stunden-Eﬀekten berücksichtigt. Dadurch ergeben sich ins-
gesamt 48 Stunden-Variablen. (24 Stunden wochentags X1-X24, 24 Stun-
den am Wochenende X25-X48)
Das Netz wird demnach mit 51 Inputknoten aufgebaut. Über eine oder mehrere
Hidden Layer werden die Eingangsdaten aufgeteilt und in einem einzelnen
Outputknoten zusammengeführt.
Parameter des Netzwerks und des Trainings
Vor dem Training des Feed-Forward Netzes müssen die Parameter des Trai-
nings gewählt werden. Dazu zählen die Anzahl der Knoten im Hidden Layer,
der Trainingsalgorithmus und das Fehlermaß des Trainings.
• Anzahl der Hidden Layer:
Wie in Kapitel 3.6.1 erklärt, wird genau eine Schicht als Hidden Layer
verwendet.
• Anzahl der Knoten im Hidden Layer:
Im Hidden Layer werden 20 Knoten verwendet. Die Auswahl erfolgt nach
mehreren Versuchen mit unterschiedlicher Knotenanzahl. Bei etwa 20
Knoten werden bei dieser Netzwerkgröße die besten Ergebnisse erzielt.
• Aktivierungsfunktion:
Als Aktivierungsfunktion im Hidden Layer wird der Tangens hyperboli-
cus als eine der Standardfunktionen bei Neuronalen Netzen angewandt.
• Fehlermaß:
Als Fehlermaß dient erneut der Mean Squared Error (MSE).
• Trainingsalgorithmus:
Das Netz wird mit Hilfe eines Backpropagation Algorithmus nach Levenberg-
Marquardt trainiert.
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• Datenaufteilung:
Die Datenaufteilung in Trainings-, Validierungs-, und Testdaten erfolgt
zufällig. Dabei werden 60% der Daten in Trainingsdaten, 20% in Test-
daten und 20% zur Validierung aufgeteilt.
• Abbruchkriterium:
Der Algorithmus wird entweder nach Ausführung von 100 Iterationen
oder bei keiner Verbesserung des Fehlers nach sechs Validierungsschritten
beendet.
5.4.2 Durchführung des Trainings
Am Beispiel der In-Sample Prognosen wird die Durchführung des Trainings
sowohl für die Molkerei (Abbildung 5.4) als auch für die Brauerei (Abbildung
5.5) erläutert.
Abbildung 5.4: Trainingsparameter Neuronales Netz Molkerei eine Stunde
Die Daten unterscheiden sich kaum von den später durchgeführten Trainings
für die Out-Of-Sample Prognosen. Bei der Molkerei ist nach 33 Iterationen
das Abbruchkriterium erreicht. Der beste Wert wurde bei 27 Iterationen fest-
gestellt. Sechs Validierungen nach 27 Iterationen schlugen fehl und führten zu
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Abbildung 5.5: Trainingsparameter Neuronales Netz Brauerei eine Stunde
keiner Verbesserung. In Abbildung 5.4 zeigt sich ein relativ hohes R-Quadrat
in allen Bereichen (Training, Validierung, Test). Dies ist ein Indiz für einen
guten Modellﬁt und somit auch eine hohe Prognosegenauigkeit. Im Validie-
rungsdatensatz ist die Performance jedoch am schlechtesten, was ein Hinweis
auf ein leichtes Overﬁtting sein könnte.
Beim Training der Zeitreihe der Brauerei1 ist der Modellﬁt noch höher. Alle
drei Validierungen sind präzise, das R-Quadrat liegt jeweils bei etwa 96%. Der
optimale Punkt ist bereits nach 13 Epochen erreicht. Bei der Brauerei gibt es
im Gegensatz zur Molkerei kaum einen Unterschied zwischen den Validierungs-
und Trainingsdaten. Dies lässt auf einen exakten Out-Of-Sample Fit schließen.
5.4.3 Prognose
In Abbildung 5.6 wird der geringe Unterschied zwischen der trainierten Pro-
gnosezeitreihe und dem Ursprungsdatensatz (In-Sample) deutlich.
1vgl. Abbildung 5.5
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Abbildung 5.6: Ausschnitt Prognose Neuronales Netz Brauerei eine Stunde
Validierung der Prognosen für eine Stunde
Nach Durchführung der insgesamt vier Prognosen für eine Stunde ergeben sich
die Fehlermaße in Tabelle 5.10. Die trainierten Werte sind bei den Neurona-
len Netzen deutlich besser als bei den Naiven Verfahren. Auf den gesamten
Datensatz gesehen ist die Fehlerquote deutlich niedriger als bei den bisher
vorgestellten Methoden. Das bisher beste Verfahren, die Regression, ist mit
einem RMSE bei der Brauerei von 229,12 beziehungsweise bei der Molkerei
von 271,68 schlechter in der Performance als das Neuronale Netz.
Brauerei Molkerei
Gesamt K. In-S. K. Out-S. Gesamt K. In-S. K. Out-S.
MAPE 6,5% 6,3% 6,4% 4,3% 3,8% 4,3%
MSE 41.561 27.757 28.673 69.822 70.624 88.273
RMSE 203,87 166,60 169,33 264,24 265,75 297,11
Tabelle 5.10: Prognose für eine Stunde: Neuronale Netze
Die Betrachtung des gesamten Zeitraums ist jedoch nicht ausreichend, um
die Prognosefähigkeit des Verfahrens beweisen zu können. Als weitere Validie-
rung muss darüber hinaus der Vorhersagefehler im Kontrollzeitraum sowohl
In-Sample als auch Out-Of-Sample verglichen werden.
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Im Verhältnis zur globalen Regression schneidet der Algorithmus im Kontroll-
zeitraum schlechter ab. Vor allem im Out-Of-Sample Fit des Kontrollzeitraums
kann das KNN keine bessere Performance vorweisen. Auﬀällig ist in Tabelle
5.10 vor allem die deutliche Verschlechterung der Prognosequalität bei der Mol-
kerei im Kontrollzeitraum Out-Of-Sample. Wie das Training bereits vermuten
ließ, ist der Out-Of-Sample Fit wesentlich geringer als In-Sample. Das MSE
steigt um 25%.
Bei der Brauerei hingegen ist der Unterschied zwischen Training und Validie-
rung deutlich geringer. Auch im Training waren die R-Quadrate der unter-
schiedlichen Daten sehr ähnlich und stabil.
Validierung der Prognosen für vier Stunden
Brauerei Molkerei
Gesamt K. In-S. K. Out-S. Gesamt K. In-S. K. Out-S.
MAPE 8,7% 8,8% 10,6% 5,7% 6,04% 6,3%
MSE 74.090 55.757 66.613 163.914 183.685 196.257
RMSE 272,19 236,13 258,10 404,86 428,58 443,31
Tabelle 5.11: Prognose für vier Stunden: Neuronale Netze
Bei der Prognose für vier Stunden (Tabelle 5.11) zeichnet sich ein ähnliches
Bild ab. Der Algorithmus weist auf den gesamten Datensatz gesehen den nied-
rigsten Prognosefehler auf. Im Vergleich zu den Naiven Verfahren ist der Algo-
rithmus in allen Bereichen deutlich präziser. Im Kontrollzeitraum kann jedoch
die Performance der Regression nicht übertroﬀen werden.
Bewertung
Künstliche Neuronale Netze scheinen auf den ersten Blick für Kurzfristprogno-
sen gut geeignet zu sein. Vor allem auf den gesamten Datenraum gesehen ist
der Prognosefehler sehr niedrig. Das Problem der KNNs ist jedoch die Gene-
ralisierbarkeit. Häuﬁg werden Daten und Parameter trainiert, die lediglich ein
Rauschen darstellen und unwesentlich sind, was zu unpräziseren Prognosen im
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Out-Of-Sample Bereich führt. Auch im Kontrollzeitraum weist der Algorith-
mus keine optimale Prognosegüte auf.
Durch die Festlegung eines Kontrollzeitraums ist es zwar möglich, dass der
Algorithmus in exakt diesem Bereich ungenauer abschneidet als beispielsweise
die Regression. Nichtsdestotrotz ist die Verschlechterung der Prognosequalität
im Kontrollbereich von In-Sample zu Out-Of-Sample bedenklich. Die Gefahr
von Overﬁtting scheint oﬀensichtlich zu sein. Alles in allem kann das Verfah-
ren zwar genaue Forecasts ermitteln, durch Eﬀekte wie Overﬁtting und einer
schlechten Transparenz jedoch nicht in allen Belangen überzeugen.
5.5 Gated Expert Pattern Recognition
Als letztes Verfahren wird der Gated Expert Pattern Recognition Algorithmus
evaluiert. Das Vorgehen unterteilt sich bei diesem Verfahren in mehrere Schrit-
te. Zuerst werden n Muster gesucht, die dem aktuellen Zeitpattern am ähn-
lichsten sind (Mustererkennung). Anschließend werden die Einﬂussvariablen
deﬁniert, anhand derer im nächsten Schritt das Training durchgeführt wird.
Während des Trainings werden die Auswahl der Gates und die Auswahl der
Parameter variiert. Ziel ist es, den erwarteten Fehler der ausgewählten Muster
zu minimieren, um eine optimale Musterauswahl treﬀen zu können. Abschlie-
ßend werden Prognosen durchgeführt und die Prognosegenauigkeit verglichen.
5.5.1 Mustererkennung
Bei der Mustererkennung werden zueinander ähnliche Muster ausgewählt. Die
Annahme ist, dass ein ähnliches Muster aufgrund eines ähnlichen Produkti-
onsprozesses auch einen ähnlichen Zukunftswert aufweist. Dadurch kann eine
Prognose erstellt werden.
Zuvor müssen jedoch einige Entscheidungen bezüglich der Parameterauswahl
getroﬀen werden:
• Zeitreihe:
Es wird die Originalzeitreihe verwendet.
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• Auswahl der Patternlänge pl:
Im ersten Schritt des Algorithmus ist die Länge der Muster zu wählen,
anhand derer ähnliche Zeitabschnitte identiﬁziert werden. In verschiede-
nen Evaluierungen zeigte sich, dass die Patternlänge auf die Prognosegüte
keinen erheblichen Einﬂuss hat, solange sie sich zwischen vier Zeitpunk-
ten und maximal dem Prognose-Horizont mal 1,5 Zeitpunkten bewegt.
In diesem Fall wird eine Musterlänge (pl) von sechs Zeitpunkten für alle
Analysen gewählt. Dieser Wert könnte noch durch ein separates Training
optimiert werden.
• Distanzmaß und Gewichtung der Distanzen:
Als Distanzmaß wird erneut die euklidische Distanz gewählt. Über den
Zeitraum wird keine Gewichtung vorgenommen. Die quadrierten Fehler
werden ungewichtet summiert.
• Auswahl der Anzahl der Vergleichsmuster K:
Die Anzahl der ausgewählten Vergleichsmuster ist ausschlaggebend da-
für, aus wie vielen Mustern der Prognosewert gewählt werden kann. Ist
die Anzahl zu niedrig, gibt es nicht genügend Auswahlmöglichkeiten,
bei zu vielen wird die Prognose verwaschen. In vielen Versuchen zeigte
sich ein guter Kompromiss bei einer Auswahl zwischen 15 und 50 Ver-
gleichsmustern. Solange sich der Wert in diesem Rahmen bewegt, ist der
Einﬂuss auf die Prognosequalität nicht sonderlich hoch. Für diese An-
wendung wird eine Anzahl von K=20 verwendet.
Nach Durchführung der Mustererkennung erhält man schließlich für jedes Mus-
ter 20 Vergleichsmuster, aus denen im Training die besten ausgewählt werden.
5.5.2 Modellauswahl
Bei der Prognose mit Hilfe des Gated Expert Pattern Recognition Algorithmus
wird im nächsten Schritt das Modell gewählt. Zur optimalen Vergleichbarkeit
werden hier sehr ähnliche Einﬂussparameter wie bei den anderen Verfahren
gewählt.
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• Es werden jeweils 3 Lags verwendet:
für eine Stunde 4, 16, 48,
für vier Stunden 16, 48, 92.
• Slots für den Trend:
Es werden zehn binäre Variablen erstellt, die jeweils einen Trendbereich
abbilden. T1 repräsentiert beispielsweise den Bereich von -500 bis -400,
T5 von 0 bis 100. Dadurch können die Wahrscheinlichkeiten der nächsten
Bewegung für die einzelnen Gates identiﬁziert werden.
• Eﬀekte der Tageszeit und des Wochenendes:
Diese Variablen müssen nicht explizit in die Kostenfunktion einﬂießen,
da dieser Eﬀekt durch die Auswahl der Gates implizit berechnet wird.
Anders als bei den vorhergehenden Modellen werden die Einﬂussvariablen nicht
direkt verwendet, wodurch eine Umrechnung nötig ist. Es muss der Unterschied
zwischen zwei Mustern berechnet werden und nicht der direkte Einﬂuss der Va-
riablen. Bei Lag4 würde man beispielsweise die Diﬀerenz des Vergleichsmusters
zum aktuellen Muster nehmen, um die Ähnlichkeit abbilden zu können.
5.5.3 Training
Durch das Training wird versucht, die für die Prognose besten Vergleichsmus-
ter zu erkennen und auszuwählen. Die besten Muster sind diejenigen, die den
geringsten Fehler in der Prognose aufweisen. Anhand der im vorhergehenden
Kapitel bestimmten Modellauswahl wird der erwartete Fehler über eine Regres-
sion geschätzt. Im Unterschied zu den Regressiven Verfahren wird bei diesem
Algorithmus nicht der erwartete Wert yˆi, sondern der erwartete quadrierte
Fehler d = (yi − yˆi)2 bei Auswahl eines bestimmten Patterns approximiert.
Bei einer sinnvollen Modell- und Gateauswahl ist die Validität der einzelnen
Regressionen sehr hoch. Aus den in der Mustererkennung gefundenen Patterns
können nach dem Training die besten ausgewählt und anhand derer Prognosen
erstellt werden.
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Auswahl der Gates
Zur besseren Vergleichbarkeit werden wiederum die Variablen X1 bis X48 (Ta-
geszeit mit Wochenende)1 als Gates gewählt. Für jede Stunde sowohl während
der Woche als auch am Wochenende wird folglich ein eigenes Modell trainiert.
Final erhält man 48 trainierte Experten, die für jede Stunde den Fehler der
einzelnen Vergleichsmuster prognostizieren können. Dadurch können die op-
timalen Patterns bestimmt, deren Trend berechnet und der zukünftige Wert
prognostiziert werden.
Validierung des Trainings
Nach Durchführung des Trainings muss die Qualität überprüft werden. Zur
Validierung des Gate-Sets werden die einzelnen Regressionen evaluiert. Bei ei-
ner durchschnittlich sehr hohen Modellqualität kann der erwartete Fehler über
die geﬁtteten Parameter geschätzt werden, bei niedrigen R-Quadraten ist die
Schätzung des erwarteten Fehlers nicht möglich. Es müssen die Gates oder
das Modell angepasst werden. Ein Vorteil der Validierung der einzelnen Gates
liegt in der guten Nachvollziehbarkeit und Transparenz der Schätzer. Gates,
in denen schlechte Prognosen erwartet werden, werden oﬀensichtlich, da de-
ren R-Quadrat niedrig ist. Eine Erweiterung der Gates oder die Hinzunahme
von Variablen kann dementsprechend zielgerichtet stattﬁnden. Gut schätzbare
Gates bleiben bestehen, schlechte werden weiter aufgeteilt. Durch quantitati-
ve Analysen könnten beispielsweise noch weitere Einﬂüsse bestimmt werden.
Anhand der Prognose für eine Stunde bei der Brauerei wird das Vorgehen ver-
deutlicht. Für jedes der 48 Gates wird eine Regressionsanalyse zur Schätzung
des erwarteten Fehlers eines Patterns durchgeführt.
In Tabelle 5.12 werden die R-Quadrate und die Anzahl der Datenpunkte für
die Schätzung dargestellt. Lediglich ein Gate X1 (0-1 Uhr nachts) weist einen
schlechten Modellﬁt auf. Das Parameterset von X1 (der Experte X1) wird
demnach keine Verbesserung der Prognosegenauigkeit liefern. Das Gate könnte
1vgl. 5.3.1
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Gate R Quadrat Anzahl Gate R Quadrat Anzahl
X1 3.63% 15656 X25 33.06% 7258
X2 17.85% 15409 X26 40.13% 7011
X3 34.14% 15428 X27 36.72% 6992
X4 36.09% 15390 X28 43.55% 7030
X5 36.60% 15219 X29 40.60% 6935
X6 41.00% 15181 X30 41.96% 6916
X7 44.20% 15181 X31 40.69% 7049
X8 43.42% 15162 X32 37.35% 7068
X9 41.57% 15124 X33 49.02% 7068
X10 31.76% 15143 X34 39.69% 7068
X11 36.90% 15371 X35 42.34% 7011
X12 41.41% 15352 X36 49.79% 6973
X13 32.64% 15409 X37 42.93% 6973
X14 31.66% 15580 X38 48.28% 7068
X15 31.51% 15713 X39 43.13% 7068
X16 45.25% 15770 X40 44.70% 7068
X17 27.34% 15713 X41 42.83% 7068
X18 38.92% 15770 X42 44.10% 7068
X19 28.10% 15884 X43 39.70% 6992
X20 35.81% 15884 X44 46.12% 6992
X21 47.26% 15960 X45 45.23% 7068
X22 46.06% 16131 X46 31.41% 7068
X23 47.85% 16112 X47 31.47% 7068
X24 44.81% 16055 X48 45.76% 6992
Tabelle 5.12: R-Quadrate der trainierten Gates: Brauerei eine Stunde
nun noch weiter unterteilt werden. In diesem Fall ist das Gate jedoch nicht
relevant, da vor allem auf die Stromdaten während des Tages Wert gelegt
wird. Alle anderen Experten ﬁtten ziemlich exakt. Das Gate-Set kann folglich
für die Prognosen verwendet werden.
Auswahl der Anzahl der trainierten Muster
Nach Schätzung der einzelnen Experten muss entschieden werden, wie viele
Vergleichsmuster für die Analyse verwendet werden. Die Anzahl kann zwi-
schen einem und allen gefundenen Mustern bestimmt werden.
Bei der Auswahl von nur einem Muster wird bei einem perfekten Training
das beste Muster gefunden und somit die beste Prognosequalität erreicht. Dies
ist jedoch sehr anfällig, da ein Ausreißer die ganze Prognosequalität verzerren
könnte.
Die Auswahl aller Muster führt zu den gleichen Ergebnissen wie bei der Pro-
gnose ohne Training.
Die Anzahl muss deshalb ebenfalls trainiert werden. Es wird diejenige ver-
wendet, die den geringsten MSE über alle Daten aufweist. Für diese Analysen
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kommen die besten Resultate zu Stande wenn sieben aus 20 gewählt werden.
Zur Prognose wird der Mittelwert der Trends der sieben Muster genommen
und damit der nächste Wert prognostiziert.
5.5.4 Prognose
Prognosen ohne Training
Bei den Prognosen aus allen Vergleichsmustern ohne Training werden bereits
ziemlich exakte Vorhersagen erreicht (Tabelle 5.13). Eine Out-Of-Sample Ana-
lyse muss hier nicht erstellt werden, da Vorhersagen ohne Training für die Be-
reiche In-Sample und Out-Of-Sample identisch sind.
Die Prognosen sind sehr stabil und deutlich besser als bei Naiven Analysen.
Die Fehlerquote im gesamten Zeitraum ist nur unwesentlich höher als bei den
globalen regressiven Modellen. Bei der Molkerei übertreﬀen die Prognosen im
Kontrollzeitraum sogar die der Künstlichen Neuronalen Netze.
Brauerei Molkerei
Gesamt Kontrollzeitraum Gesamt Kontrollzeitraum
MAPE 7,4% 7,2% 4,7% 3,8%
MSE 56.217 41.260 80.985 72.058
RMSE 237,1 203,13 284,58 268,44
Tabelle 5.13: Prognose für eine Stunde: GEPR ohne Training
Dies beweist die Robustheit des Algorithmus. Der Fehler im gesamten Bereich
ist selbst ohne Training sehr gering. Allein die Mustererkennung reicht aus,
um treﬀende und valide Prognosen erstellen zu können.
Bereichsprognosen
Mit Hilfe der Muster lassen sich zu den Punktprognosen auch Bereichsprogno-
sen aufstellen. Anhand der Trends der Muster können maximale und minimale
Werte, der Mittelwert und die Verteilung ermittelt werden. Dies gibt einen
guten Überblick über die erwartete Streuung und die Qualität der Prognose.
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Validierung der Prognosen für eine Stunde mit Training
In dem kurzen Zeitabschnitt von einer Stunde zeigt sich in Abbildung 5.7
der geringe Unterschied zwischen der Prognose- und der Originalzeitreihe (In-
Sample). Es sind leichte Lag-Eﬀekte zu erkennen, die Anpassung bei größeren
Schwankungen erfolgt jedoch sehr schnell, wodurch eine sehr hohe Prognose-
qualität erreicht werden kann.
Abbildung 5.7: Zeitreihe Brauerei GEPR Prognose
Durch die Auswertung der in Tabelle 5.14 dargestellten Prognosefehler zeigt
sich die gute Performance des GEPR Algorithmus. Bei der Brauerei schneidet
er auf den gesamten Zeitraum gesehen besser ab als die globale Regression
und ähnlich gut wie die KNN. Im Kontrollzeitraum ist die Prognosegüte nur
unwesentlich niedriger als bei den Vergleichsverfahren.
Brauerei Molkerei
Gesamt K. In-S. K. Out-S. Gesamt K. In-S. K. Out-S.
MAPE 6,6% 6,2% 6,3% 4,0% 3,4% 3,5%
MSE 45.761 29.707 29.944 62.011 55.058 62.781
RMSE 213,92 172,36 173,04 249,02 234,65 250,56
Tabelle 5.14: Prognose für eine Stunde: GEPR
Bei der Molkerei ist der Fehler auf dem gesamten Datensatz im Vergleich zu
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allen anderen Verfahren am niedrigsten. Im Kontrollzeitraum schneidet der
Algorithmus besser ab als das KNN und ähnlich gut wie die globale Regressi-
on. Ein kleiner Unterschied zwischen Out-Of-Sample und In-Sample ist zwar
bei der Molkerei gegeben. Es resultiert daraus jedoch nur eine minimale Ver-
schlechterung der Prognosequalität innerhalb des Kontrollzeitraums, die Pro-
gnosen sind insgesamt gesehen sehr stabil.
Validierung der Prognosen für vier Stunden mit Training
Bei einem Prognosehorizont von vier Stunden1 ist die Performance des Algo-
rithmus stark abhängig von der Zeitreihe. Über den gesamten Zeitraum ist
die Prognosegüte bei der Brauerei höher als beim regressiven Modell. Im Ver-
gleich zu den KNN und im Kontrollzeitraum ist der Algorithmus allerdings
ungenauer.
Brauerei Molkerei
Gesamt K. In-S. K. Out-S. Gesamt K. In-S. K. Out-S.
MAPE 9,6% 9,4% 9,4% 7,65% 5,36% 5,39%
MSE 94.584 88.120 89.259 227.102 140.167 140.610
RMSE 307,55 296,85 298,76 476,55 374,39 374,98
Tabelle 5.15: Prognose für vier Stunden: GEPR
Bei der Molkerei hingegen ist der GEPR auf den gesamten Bereich gesehen
ähnlich präzise wie das regressive Modell, im Kontrollzeitraum jedoch am ge-
nauesten. Positiv zu erwähnen ist die äußerst geringe Abweichung zwischen
In-Sample und Out-Of-Sample Fehler. Der Algorithmus ist demnach auch bei
einem Horizont von vier Stunden sehr robust.
Bewertung
Zusammengefasst zeigt sich eine sehr gute Eignung des Gated Expert Pattern
Recognition Algorithmus für den Einsatz im Kurzfristbereich. Im Hinblick auf
1vgl. Tabelle 5.15
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die Zielsetzungen in diesem Kontext weist er viele Stärken auf. Vor allem unter
Berücksichtigung des noch möglichen Potenzials durch Anpassung der Trai-
ningsparameter, der Gates und der Anzahl der Vergleichspatterns, kann dieser
Algorithmus eine Optimierung der Prognosequalität bei Zeitreihen bieten. Ein
weiterer Vorteil ist seine Transparenz. Zum einen ist es möglich, Bereichspro-
gnosen zu erstellen und zum anderen ist das Zustandekommen der Prognose in
den einzelnen Gates durch Betrachtung der Experten leicht möglich. Je mehr
Informationen vorhanden sind, desto besser kann der Algorithmus trainiert
werden. Es gibt demnach keine Einschränkungen bei der Informationsverar-
beitung.
5.6 Vergleich der Verfahren
In diesem Kapitel werden die vorgestellten Vorhersagemethoden miteinander
verglichen und anhand der Zielkriterien1 bewertet.
5.6.1 Nachvollziehbarkeit
Bei Nachvollziehbarkeit und Transparenz sind vor allem die Naiven Verfahren,
die regressiven Modelle und der Gated Expert Pattern Recognition Algorith-
mus im Vorteil. Bei diesen Verfahren ist das Zustandekommen der Prognosen
transparent: Bei den Naiven Verfahren über die letzten Werte, bei der Regres-
sion direkt über die Parameter der Schätzung und beim GEPR zum einen über
die ausgewählten Patterns und zum anderen über die geschätzten Parameter
(Experten) der Gates. Das ARIMA Verfahren ist durch die Umrechnung we-
niger transparent und schwer zu erklären. Bei Künstlichen Neuronalen Netzen
kann man die Berechnung zwar einsehen, die direkten Einﬂüsse jedoch nur sehr
schwer abschätzen. Es entspricht eher einer Black-Box.
1vgl. Kapitel 1.2.2
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5.6.2 Generalisierbarkeit und Robustheit
Der GEPR Algorithmus, Naive Verfahren und ARIMA Modelle sind besonders
gut generalisierbar. Die Modellierung ist bei Naiven Verfahren nicht relevant,
das GEPR Verfahren liefert auch ohne Training nur durch Mustererkennung
bereits gute Ergebnisse und ARIMA Modelle beziehen sich lediglich auf die
Zeitreihe. Beim KNN ist eine schlechte Modellierung durch die Abbildung
nichtlinearer Eﬀekte zwar nicht so entscheidend, kann jedoch zu Overﬁtting
führen. Regressive Modelle liefern ebenfalls nur bei einer passenden Modellie-
rung besonders präzise Ergebnisse.
5.6.3 Flexibilität
Beim Bewertungskriterium Flexibilität, das sich vor allem auf die Anpassungs-
fähigkeit auf Änderungen durch externe Schocks bezieht, weisen vor allem der
GEPR, Naive Verfahren und ARIMA Modelle Vorteile auf. Diese Modelle wer-
den im Gegensatz zu den KNN und zur Regression nicht ausschließlich global
trainiert und können sich somit schneller an Niveauverschiebungen und Ände-
rungen im Verhalten der Zeitreihe anpassen. KNN können jedoch durch das
mehrschichtige Training schneller auf Änderungen im Gesamtmodell reagieren.
5.6.4 Genauigkeit
Zur Übersichtlichkeit wird der RMSE aller Prognosen sowohl für eine Stunde
(Tabelle 5.16) als auch für vier Stunden (Tabelle 5.17) noch einmal miteinander
verglichen.
Beim Vergleich der Prognosegenauigkeit aller Verfahren zeigt sich, dass keine
pauschale Aussage über den besten Algorithmus getroﬀen werden kann. Bei
der Brauerei schneidet die globale Regression am besten ab, bei der Molkerei
jedoch der GEPR Algorithmus.
Die globale Regression schneidet insgesamt sehr gut ab. Scheinbar gibt es in
diesen Daten keine größeren Änderungen und Niveauverschiebungen, durch die
das globale Lernen der Regression zum Nachteil führt.
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Brauerei Molkerei
RMSE Gesamt K. In-S. K. Out-S. Gesamt K. In-S. K. Out-S.
Naiv 259,43 224,50 224,50 316,47 270,38 270,38
Regression 229,12 166,06 166,88 271,68 238,70 243,18
ARIMA 226,87 270,49
KNN 203,87 166,60 169,33 264,24 265,75 297,11
GEPR 213,92 172,36 173,04 249,02 234,65 250,56
Tabelle 5.16: Prognose für eine Stunde: Vergleich RMSE
Brauerei Molkerei
RMSE Gesamt K. In-S. K. Out-S. Gesamt K. In-S. K. Out-S.
Naiv 440,43 451,62 451,62 677,87 539,20 539,20
Regression 327,18 225,10 227,70 447,25 401,57 420,53
ARIMA 455,51 537,29
KNN 272,19 236,13 258,10 404,86 428,58 443,31
GEPR 307,55 296,85 298,76 476,55 374,39 374,98
Tabelle 5.17: Prognose für vier Stunden: Vergleich RMSE
Die Vorhersagen des Künstlichen Neuronalen Netzes sind beim Training des
gesamten Datensatzes sehr genau. Beim Out-Of-Sample Fit kann der Algorith-
mus jedoch weniger punkten.
Der Gated Expert Pattern Recognition Algorithmus ist ein Allrounder, der
sowohl über den gesamten Datensatz als auch im Kontrollzeitraum eine sehr
geringe Fehlerquote aufweist.
5.6.5 Zusammenfassung
In Tabelle 5.18 sind die Ergebnisse der Bewertungen im Überblick zusammen-
gefasst. Die Bewertungen reichen von - (nicht geeignet) bis +++ (sehr gut
geeignet).
Der GEPR Algorithmus ist demnach das Verfahren, das über alle Zielkriterien
gesehen am besten abschneidet. Das am zweitbesten geeignete Verfahren ist die
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Verfahren genau nachvollziehbar generalisierbar ﬂexibel
GEPR +++ ++ +++ ++
Regression +++ +++ + +
KNN ++ - + ++
Naive Verfahren - ++ +++ ++
ARIMA - - +++ ++
Tabelle 5.18: Vergleich Verfahren
Regression mit einer geeigneten Modellierung. Künstliche Neuronale Netze und
ARIMA sind für diesen Forschungskontext vor allem aufgrund der mangelnden
Transparenz wenig geeignet. Die unpräzise Vorhersagegenauigkeit der Naiven
Verfahren führt dazu, dass diese lediglich als Vergleichsverfahren verwendet
werden sollten.
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Kapitel 6
Kritische Würdigung des
GEPR-Algorithmus
In diesem Kapitel werden die Zielsetzung, das Vorgehen und die wichtigsten
Ergebnisse der Arbeit noch einmal zusammengefasst. Der entwickelte Gated
Expert Pattern Recognition Algorithmus wird mit bestehenden Verfahren ver-
glichen und auf seine Zweckmäßigkeit überprüft. Im Anschluss wird noch ein
Ausblick zur praktischen Relevanz im Rahmen der Energiewende gegeben.
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6.1 Zusammenfassung der Ergebnisse
Die Aufgabenstellung dieser Arbeit bestand darin, einen geeigneten Algorith-
mus für die Prognose des Stromverbrauchs im Kurzfristbereich (Kontext De-
mand Response) zu entwickeln.
Im ersten Kapitel wurden der Forschungskontext vorgestellt und zur Bewer-
tung der Vorhersageverfahren die Zielkriterien Genauigkeit, Nachvollziehbar-
keit, ﬂexible Anpassung und Generalisierbarkeit deﬁniert.
Im Rahmen einer quantitativen Analyse in Kapitel 2 wurden die wichtigsten
Eigenschaften der Daten exploriert und dargestellt. Demnach müssen fehlen-
de Prozessinformationen durch zeitreihenimmanente Informationen wie letzte
Lags und Eigenschaften des Zeitpunkts ausgeglichen werden.
Im dritten Kapitel wurden bestehende Verfahren detailliert erläutert und im
Hinblick auf die Zielsetzung theoretisch bewertet. Da durch die vorgestellten
Algorithmen nicht alle Anforderungen erfüllt werden konnten, wurde im vier-
ten Kapitel der GEPR Algorithmus entwickelt. Dieser nutzt durch Musterer-
kennung die Informationen der letzten Lags und kann durch das Aufteilen der
Gesamtdaten in Gates unterschiedliche Gegebenheiten abbilden.
Bei der praktischen Evaluierung verschiedener Verfahren in Kapitel 5 zeigte
sich eine sehr gute Genauigkeit und eine hohe Robustheit des Algorithmus. In
dieser Form ist der GEPR ﬂexibel und generalisierbar einsetzbar. Im Vergleich
zu bestehenden Verfahren schnitt er in allen Disziplinen sehr gut ab und er-
zielte insgesamt gesehen die besten Ergebnisse (vergleiche Tabelle 5.18).
Zudem sind noch Erweiterungen und Verbesserungen für den GEPR Algorith-
mus denkbar. Ein intelligentes Gating durch SOM, Optimierungen des minima-
len Fehlers anstatt Regression im Training und eine automatisierte Parameter-
auswahl könnten die Prognosequalität erneut anheben. Diese Verbesserungen
hätten jedoch durch die Erhöhung der Komplexität des Verfahrens negative
Auswirkungen auf die Nachvollziehbarkeit der Werte.
In dieser Arbeit wurde demnach ein neuer Algorithmus entwickelt, der über
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alle deﬁnierten Zielkriterien gesehen eine bessere Performance liefert als be-
stehende Verfahren und sich somit sehr gut für die Prognose von Strom im
Kurzfristbereich eignet.
6.2 Ausblick und praktische Relevanz
Der GEPR Algorithmus liefert durch seine hohe Prognosegüte einen relevanten
Beitrag für Kurzfristprognosen. Durch praktischen Einsatz im Bereich Demand
Response könnte der Algorithmus zudem zum Gelingen der Energiewende bei-
tragen. Als universell einsetzbares Prognoseverfahren kann der GEPR Algo-
rithmus als Schnittstelle zwischen Angebot und Nachfrage dienen und somit
eine intelligente Schaltung des Stroms ermöglichen. Diese dynamische Vernet-
zung ist wiederum ein entscheidender Punkt bei der Bewältigung der Heraus-
forderungen der Energiewende.
Die für die Entwicklung des Algorithmus getroﬀenen Annahmen gelten nicht
nur für den Energiemarkt der produzierenden Industrie wie beispielsweise ei-
ner Brauerei oder einer Molkerei. Als weiterer Schritt für Demand Response
könnte auch der Stromverbrauch privater Verbraucher in die Prognosen mit-
einbezogen und über ein Smart Grid optimal gesteuert werden.
Die Prognosefähigkeit ist jedoch weit über den deutschen Energiemarkt hin-
aus relevant. Sowohl in anderen Bereichen als auch in anderen Ländern gibt es
weitere Anwendungsmöglichkeiten.
In vielen Disziplinen der Zeitreihenanalyse existieren ähnliche Prognosepro-
bleme. Für die Industrie ist es beispielsweise sehr wichtig, passende Absatz-
prognosen zu erstellen, um die Produktion besser planen und Fehlallokationen
vermeiden zu können. Für die Finanzindustrie ist die Vorhersage von Akti-
enkursen wichtig, für die öﬀentliche Verwaltung beispielsweise die Auslastung
von Straßen.
Der mögliche Einsatz des Algorithmus beschränkt sich zudem nicht nur auf
den deutschen Markt. In Zukunft werden die Herausforderungen der deutschen
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Energiewende auf viele Länder zukommen. Bei der Weltklimakonferenz in Pa-
ris im Dezember 2015 wurde eine massive Reduktion des weltweiten Kohlendi-
oxidausstoßes beschlossen.1 Zur Erreichung der ehrgeizigen Ziele muss weltweit
verstärkt auf erneuerbare Energien gesetzt werden. Dadurch verändert sich in
vielen Ländern die Art und Weise, wie Energie erzeugt und verbraucht wird.
Es muss eine Transformation von einem nachfrageorientierten Modell zu einem
intelligent vernetzten Modell mit einem großen Anteil erneuerbarer Energi-
en stattﬁnden. Die intelligente Vernetzung ermöglicht es, volatile erneuerbare
Energien einzubinden und somit große Kohlendioxid erzeugende Kraftwerke
abzuschalten. Präzise Prognosealgorithmen, wie der GEPR, ermöglichen diese
Technologien und können dadurch einen Beitrag zum Gelingen der internatio-
nalen Energiewende leisten, die entscheidend für die weltweite Reduktion der
Treibhausgase und somit wichtig im Kampf gegen den Klimawandel sein wird.
1vgl. n tv (2015)
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Anhang A
Anhang
Abbildung A.1: Stromverbrauch Molkerei gesamt (P Cockpit)
i
Abbildung A.2: Boxplot: Stromverbrauch Molkerei nach Wochentag
Abbildung A.3: Boxplot: Stromverbrauch Molkerei nach Stunde
ii
Abbildung A.4: Boxplot: Stromverbrauch Molkerei nach Stunde und Wochen-
tag
Abbildung A.5: Dekomposition Molkerei
iii
Abbildung A.6: Partielle Autokorrelation Brauerei
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