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In the second sub-section, the detection of the departure from linearity for direction-
dependent processes is considered. It was found that only signals based on maximum 
length sequences allow the detection of such characteristics due to the coherent patterns 
formed in the crosscorrelation function. The 'combined' linear dynamics of the system 
are identified. The modelling of such processes using Wiener and neural network 
models is investigated. Practical results from an electronic nose are presented. The 
control of direction-dependent processes using the PID controller is then examined, with 
the design rules set according to the identified 'combined' dynamics. 
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Introduction 
1 
I Introduction 2 
Many processes in the real world are complex in structure, with their static and dynamic 
characteristics being influenced by several physical quantities which mayor may not be 
easily measured or controlled. In such situations, a simplified model of the process is 
necessary in order that the process can be simulated and studied. Identification is a 
powerful tool to achieve this end and indeed, this has been the topic of several decades 
of research, partly because it is a very broad subject, which covers areas such as 
experimental design, model construction and parameter estimation. 
The importance of experimental design cannot be overstated. It provides the basis for 
the latter stages in the identification process. A poorly designed experiment more often 
than not leads to poor results, and has to be redesigned and repeated. To avoid this, 
several aspects of the experiment must be carefully considered. The main ones include 
the type of perturbation signal used and the frequencies of interest, with the latter 
closely linked to the system bandwidth. The 'best' type of perturbation signal to apply 
depends on the particular application and the information which is to be extracted from 
the experiment. However, in most circumstances, periodic signals should be used 
because of their many advantages. These include the possibility of averaging several 
periods of measurements to improve the signal-to-noise ratio, the characterisation of the 
noise and nonlinearities present through a careful selection of the input power spectrum, 
the elimination of leakage errors in the discrete Fourier transform when an integer 
number of periods is measured, the elimination of non-excited frequencies resulting in 
data reduction, and the detection of trends (such as drift) in the process. Hence, in 
Chapter 2, the design of periodic pseudo-random signals is considered, both for the 
identification of linear and nonlinear systems. In fact, throughout the thesis, only 
periodic signals are used, due to the reasons given above. 
Chapters 3 to 7 concern a class of processes known as direction-dependent processes. 
These processes have unsymmetrical properties depending on the direction of the output 
(whether the output is increasing or decreasing). Such characteristics are detected 
through the use of maximum length binary (MLB) signals, and the dynamics are 
identified both in the time and frequency domains. The processes are then modelled 
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using two different models - the first being a block-oriented structure known as the 
Wiener model, and the second being a neural network. As an application, these 
processes are controlled based on their 'combined' linear dynamics using a standard 
Proportional-Integral-Derivative (PID) controller. The interaction between the aspects 
of experimental design, model construction and parameter estimation can be clearly seen 
in this sub-section of the thesis. 
In Chapter 8, the control of processes with significant dead time is investigated. These 
processes are known to be very difficult to control as the dead time could cause 
problems with stability. They are quite common in industry, mainly due to transport lag. 
Examples are distillation processes where the liquid being distilled has to travel the 
length of the distillation column, and coupled-tank systems where the liquid has to 
travel through a distance of the connecting pipe. The manufacturing of metals, plastics 
and rubber in sheet form using rolling processes is another well known example. In this 
case, the controller will change the sheet thickness by adjusting the separation between 
the rolls. However, a time delay is often introduced by the thickness sensor being 
located some distance 'downstream' of the process. In Chapter 8, a Smith predictor is 
used to compensate for the dead time, and the autotuning of the PI controller (with a 
Smith predictor added) is investigated. To do this, such processes are first identified in 
closed-loop using a multi sine signal which has the advantage of being able to 
completely meet the frequency domain specification. 
The multisine signal is also made use of in Chapters 9 and 10 where a novel approach to 
identify a Wiener-Hammerstein model is proposed. This is a block-oriented structure 
with a nonlinear block sandwiched between two blocks of linear subsystems. Such a 
structure is very popular in practice due to its simplicity compared to the direct use of 
Volterra series expansions and the fact that it can model many nonlinear processes 
reasonably well, with the exceptions of those with hysteresis, dead-zone and backlash. 
The linear subsystems are estimated from the information of the Volterra kernels. This 
is achieved through the extraction of the symmetry properties of the kernel and the 
estimation using linear interpolation in the frequency domain. The method is proposed 
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for a Wiener-Hammerstein model with a quadratic nonlinearity (in Chapter 9) and then 
extended to that with a cubic nonlinearity (in Chapter 10). 
Chapters 2 and 8 of the thesis can be read independently of any other material. 
However. Chapters 3 to 7 should be considered together as all these involve processes 
with direction-dependent characteristics. Despite the fact that these chapters appear to 
consider very different aspects of such processes. similar concepts are used throughout. 
Also. the applicability of some of the techniques suggested will only become clear when 
these chapters are read together. Similarly, Chapters 9 and 10 should be considered as a 
coherent sub-section of the thesis since Chapter lOis a direct extension of the technique 
proposed in Chapter 9. 
Even though the thesis considers the identification of several different processes, using 
several different techniques, the methods proposed can all be used in a coherent manner, 
which is what binds the chapters in the thesis together. In fact. the different choices of 
perturbation signals (for example, binary or multi-level), frequency domain 
specifications (for example. all harmonics present or only odd harmonics present) and 
estimation techniques (for example, time domain estimation or frequency domain 
estimation) clearly bring out the important aspects of identification, and emphasise those 
that have a great impact on the success or failure of the identification process as a 
whole. A summary of the contents of each chapter now follows. 
Chapter 2 considers an important aspect of experimental design, which is the design of 
perturbation signals. This is of paramount importance in the field of system 
identification as a poorly designed signal will lead to poor measurements and hence 
result in inaccurate and insufficient knowledge of the system. To identify a linear 
system using a perturbation test, a binary signal is sufficient and has the advantage of 
maximising the power available within a specified peak-to-peak amplitude. A program 
to design binary and near-binary pseudo-random signals was written to generate five 
classes of signal which are the maximum length binary (MLB) signal, quadratic residue 
binary (QRB) signal, Hall binary (HAB) signal, Twin Prime binary (TPB) signal and 
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quadratic residue ternary (QRT) signal. The QRT signal is very close to binary 
(provided the signal is reasonably long) since only one element in a period is at signal 
level zero (with the other two levels at +V and -V). 
Three measures of signal quality are discussed. The first two of these, the Perfonnance 
Index for Perturbation Signals (PIPS) and the Effective Performance Index for 
Perturbation Signals (PIPSE) measure the performance of a signal in maximising the 
power in the specified harmonics within amplitude constraints. This is important since 
the signal should be small enough to negate the effects of nonlinearities but large 
enough to negate the effects of noise. The third measure is the effective minimum ratio 
between the actual harmonic amplitude and the specified harmonic amplitude at any of 
the specified hannonics, EMINE. A good signal design is a compromise between 
maximising PIPS (or PIPSE) and EMINE as these have conflicting requirements. 
While a binary signal is the best signal to use in identifying a linear system and a 
nonlinear model with a Wiener structure (since the linear block precedes the nonlinear 
block), this is not the case for a Hammerstein model (where the nonlinear block 
precedes the linear block). A multi-level signal must be used and the number of signal 
levels must be larger than the order of the nonlinearity. Some properties of such a 
pseudo-random signal generated from the Galois field are discussed. The optimal signal 
levels and the number of occurrences of each level are investigated through describing 
the system using a Vandennonde matrix. Four measures are used to evaluate the 
performance of the matrix and these involve the sum of all sensitivities in solving for 
the coefficients of the nonlinearity in the presence of noise, its greatest sensitivity, the 
norm of the inverse Vandennonde matrix, and the 2-nonn condition number of the 
Vandermonde matrix. 
In Chapters 3 to 7, processes with direction-dependent dynamics are considered. This 
means that the dynamics are different depending on whether the output is increasing or 
decreasing. Examples of such processes in the industry include steam-raising plants, gas 
turbines, chemical processes, nuclear reactors, distillation columns, polymerisation 
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processes, automotive suspensions and tyres. In Chapter 3, the detection of the departure 
from linearity is considered. It is found that only signals based on maximum length 
sequences allow the detection of such characteristics due to the coherent patterns formed 
in the crosscorrelation function. These patterns are caused by the shift-and-add and 
shift-and-subtract properties of these signals. After detecting the departure from 
linearity, the 'combined' linear dynamics of the system are identified in Chapter 4 using 
correlation analysis, and various models and estimators (such as the autoregressive 
(ARX) and the autoregressive moving average (ARMAX) models, and the Estimator for 
Linear Systems (ELiS» in the System Identification Toolbox and the Frequency 
Domain System Identification Toolbox in MATLAB. It is concluded that while signals 
based on maximum length sequences should be used for the detection of the departure 
from linearity, their corresponding inverse-repeat signals should be used for estimating 
the linear dynamics. This is because the use of inverse-repeat signals eliminates the 
effects of even order nonlinearities, hence resulting in higher accuracy in the estimates 
obtained. 
The direction-dependent behaviour is inherently very difficult to model due to the 
nonlinearity being non-static. In Chapter 5, the Wiener model, in which the linear 
subsystem precedes the nonlinearity, is found to be a good model for such a process. 
The crosscorrelation function is derived in detail for a first order direction-dependent 
process and its corresponding Wiener model when the input perturbation is an MLB 
signal or an inverse-repeat MLB signal. The optimum parameters of the Wiener model 
are obtained using the Optimization Toolbox in MATLAB. Unfortunately, the theory 
cannot be extended to second order processes, and instead, simulation results are 
presented. It is found that the match between the direction-dependent and Wiener 
processes is not as good as in the first order case, except when the direction-dependent 
process has a large damping factor and fast dynamics and therefore behaves like a first 
order process. In such cases, a Wiener model with first order dynamics can be used 
instead. 
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In the thesis, the modelling of such processes using a neural network is also considered, 
and this is the main topic of Chapter 6. The network has an architecture which is based 
on, and modified from, the fully recurrent network. Such an architecture is referred to as 
'semirecurrent' since only past values of the predictions of the network are fed back to 
the input layer. The performances of the two types of models (the Wiener model and the 
neural network model) are compared for different input signals and process dynamics. 
An experiment is conducted on a real process, namely an electronic nose. The input to 
the process is the chemical odour (acetone in this case) and this is controlled by a set of 
valves which determine if the odour could reach the metal oxide semiconductor (MOS) 
sensor. The output of the process is the voltage across the sensor. The direction-
dependent characteristics of the electronic nose is caused by the different adsorption and 
desorption rates of the sensor. It is found that the neural network model works better in 
this case due to the process being predominantly first order and the input signal being 
binary. This is consistent with simulated results. However, the Wiener model provides a 
better match for an actual process when a multi sine input is used and the process is first 
order. Also, when the process is second order, it is found that only the Wiener model is 
capable of modelling the process. 
The control of direction-dependent processes using a PID controller is considered in 
Chapter 7. While such processes are normally controlled using two different sets of 
controller parameters depending on the direction of the output, design rules based on the 
identified 'combined' linear dynamics are studied in this chapter. The aim is to 
investigate the controller performance when a single set of controller parameters is used. 
When the process gains in the upward and downward directions are different, limit 
cycles may occur. (However, for most processes, the gain is the same in the two 
directions and the difference is only in the time constants.) Controller performance is 
improved by including a moving averager between the controller and the process. This 
smoothes the control signal and the process output, thus avoiding the occurrence of limit 
cycles. 
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The thesis then moves on to the topic of autotuning in Chapter 8. The autotuning of 
Smith predictors for processes with significant dead time is considered. The frequency 
response of the process is identified in closed-loop using a multi sine signal. Next, a 
parametric model is obtained using least squares. Tuning rules for robust control are 
suggested which relate the controller parameters to the process parameters. This reduces 
the problem of autotuning to that of a relatively simple task of process identification. 
Reduced order modelling for high order processes and for those with non-minimum 
phase is also studied. These processes can be modelled using a lower order model with 
dead time. An experiment was carried out using a hot-air flow device which proves that 
the performance of the Smith predictor with PI control is better than that either using the 
PI control alone, or using the Dahlin controller. This is indeed a very interesting result 
considering that the ratio of the dead time to the time constants of the process is in fact 
less than unity. 
The final part of the thesis looks at the identification of Wiener-Hammer stein models. In 
Chapter 9, a new technique using linear interpolation in the frequency domain 
(shortened as LIFRED) is proposed for the identification of such a process with 
quadratic nonlinearity. The idea is based on the extraction of the symmetry properties of 
the Volterra kernel. This method, which makes use of multisine signals with no 
interharmonic distortion, has the advantages that only a single experiment is needed, and 
it is simple to use since no optimisation or recursive computations are required. 
Simulation examples are provided to illustrate the effectiveness of the technique, and its 
robustness in the presence of noise and input signal distortion. It is shown that despite 
the use of linear interpolation, the method works well even if the frequency response 
gain and phase curves could not be approximated by a straight line. 
In Chapter 10, the method is extended to a Wiener-Hammerstein process with cubic 
nonlinearity. It is found that in this case, input signal distortion can cause major 
problems in the measurement of the Volterra kernel. This is due to the large number of 
possible combinations of the input harmonics which contribute to a particular harmonic 
in the output. It is also shown that the estimation lines in the output which are at the 
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same frequencies as the input harmonics can be used in the estimation of the gain of the 
first linear subsystem (the one that precedes the nonlinearity). These are normally 
discarded in most estimation techniques due to the contributions of several different 
combination of the input frequencies falling on each of these estimation lines, and hence 
cannot be separated. However, these lines have a larger magnitude (due to the 
contribution of the linear term) and it is therefore advantageous to make full use of them 
in the estimation process, particularly since they are always present and could not be 
eliminated by signal design. 
Chapter 11 summarises the main conclusions and highlights the main contributions of 
the thesis. Suggestions for further research are proposed. It is hoped that the ideas put 
forward and the many examples illustrated will give the reader a broader perspective of 
several important aspects of system identification. 
Chapter 2 
Design of Pseudo-random Perturbation 
Signals for System Identification 
10 
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2.1 Abstract 
Pseudo-random signals have been widely used for the purpose of system identification. 
To identify a linear system or a nonlinear system with a Wiener structure, a binary 
signal is preferred as the signal power is maximised within constraints of the signal 
amplitude. Among the classes of pseudo-random binary signals, those based on 
maximum length sequences are the best known because of their ease of generation using 
feedback shift registers. However, it is less well known that there are several other 
classes of binary and near-binary signal with identical, or nearly identical, 
autocorrelation properties. An overview of these classes of signal is given and the design 
of a new MATLAB routine incorporating all these classes of signal (including the 
maximum length binary signal) is described. Three measures of signal quality are also 
reviewed. This chapter then goes on to consider the design of multi-level signals for the 
identification of nonlinear systems with the Hammerstein structure. Four measures 
related to the Vandermonde matrix of the system are used to evaluate the optimal signal 
levels and the number of occurrences of each of these levels. 
2.2 Introduction 
Periodic signals [1, 2] have been widely used in the field of system identification. These 
signals can be split into two main categories. The first is computer-optimised signals. 
Examples are multi sine (sum of harmonics) signals [3] and discrete interval binary 
signals [4] which can be generated using the MATLAB Frequency Domain System 
Identification Toolbox [51, and multi-level multi-harmonic signals [6]. 
The second category of periodic signals is pseudo-random signals, which have fixed 
power spectra (for a given signal length). The best known class is maximum length 
binary (MLB) [7] signals. In addition, maximum length multi-level signals can be 
generated using the package GALOIS [8]. 
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Appropriately chosen pseudo-random signals provide highly acceptable alternatives to 
multi sine signals in applications requiring uniform power in the frequency spectrum [4]. 
This is the most common requirement in practice. In many cases, the input transducer of 
a system can only cope with a small number of discrete amplitudes, resulting in a 
problem with the use of multisines, which effectively have an infinite number of levels. 
An additional advantage of binary signals is that, within constraints of the signal 
amplitude, the power injected into the process is maximised (or nearly maximised in the 
case of near-binary signals) which means that the effects of noise can be minimised . 
. This makes binary signals the preferred choice in the identification of linear systems. 
The only disadvantage of pseudo-random signals compared with multi sines is that non-
uniform specifications in the frequency spectrum cannot be exactly met as their 
frequency spectrum is fixed. 
MLB signals have periods N = 2n - I (where n is an integer> I) [9], that is N = 3, 7, IS, 
31, 63, 127, 255, 511, 1023, 2047, etc. and can be easily generated in hardware using 
shift registers. The shape of the autocorrelation function approximates that of an 
impulse. For an MLB signal with levels ±1, the on-peak value of the autocorrelation is 
+1 and the off-peak value is -liN. However, as N increases, there are large gaps 
between successive periods [4]. This may pose a problem if an inflexible specification is 
given since the limited number of possible periods may result in the use of a signal with 
an excessively large value of N, so that the specified harmonics contain too little of the 
total signal power [4]. Fortunately, these gaps can be filled in by other classes of binary 
and near-binary signal such as quadratic residue binary (QRB), Hall binary (HAB) and 
Twin Prime binary (TPB) signals, which have identical autocorrelation properties to 
MLB signals, and with quadratic residue ternary (QRT) signals, which have almost 
identical autocorrelation functions [10]. It is therefore useful to design a new MATLAB 
routine to generate all these classes of signals, and this will be discussed in Section 2.3. 
Some measures of signal quality for linear system identification will also be considered. 
These measures have several advantages compared with some measures used in the past 
such as the Peak Factor, Crest Factor and Form Factor. The ideas used for the 
identification of linear systems can be extended to the identification of nonlinear 
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systems, such as the Wiener and Hammerstein structures. These structures have been 
widely investigated in the literature, for example in [11 - 16]. The use of pseudo-random 
binary signals for the identification of nonlinear systems is advocated in [17], and this is 
indeed true for nonlinear systems with the Wiener structure since the signal is a direct 
input to the linear subsystem [18]. However, binary signals do not sufficiently excite 
Hammerstein systems and this is shown in [19, 20] using quadratic Volterra filters. The 
design of multi-level signals for the optimum identification of nonlinear systems with 
the Hammerstein structure is considered in Section 2.4. Four measures are used to 
evaluate, in terms of obtaining the maximum accuracy in solving for the coefficients of 
the nonlinearity in the presence of noise, the quality of the Vandermonde matrix 
describing the system. It will be shown that the optimal signal in the above context is 
contradictory to the requirement of maximising the signal power within a specified 
signal amplitude. 
2.3 Design of a New MAT LAB Routine 
2.3.1 Generation of Maximum Length Binary Signals and the Design of 
Related Functions 
2.3.1.1 Generation of Maximum Length Binary Signals 
MLB signal exists for lengths N = 2n - 1, where n is an integer> 1. They are generated 
in hardware using shift registers consisting of n stages. The feedback to the first stage is 
the modulo-2 sum of the logic value of the last stage and one or more of the other 
stages. However, not all feedback connections result in an MLB signal. The 
characteristic equation in the delays D in the shift register must be irreducible and 
primitive [9]. A polynomial of degree n is irreducible if it is not divisible by any 
polynomial of degree less than n but greater than zero [9, 10]. This polynomial is 
primitive if and only if it does not divide x E9q 1 for any r < qn - 1 , where q is the Galois 
field (which is two in this case) [9, 10]. (The symbol $q represents modulo-q addition 
and will be used throughout the thesis.) Tables of all irreducible polynomials 
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(modulo-2) of degree 16 or less are given in [21] and the polynomials which are 
primitive are clearly indicated. Similar tables for degree 19 or less are given in [22]. An 
example of a primitive polynomial (modulo-2) for each n which satisfies 2::;; n::;; 100, and 
for n = 107 and 127 is listed in [23]. 
equation is in the delays introduced by the shift register [24] :-
c"D" Ee2 C,,_tD,,-t Ee2".Ee2ctDEe2 Co = 0 (2.1) 
Using the fact that modulo-2 addition is equivalent to modulo-2 subtraction, the 
feedback configuration [9] is given by 
(2.2) 
where X is the input signal to the shift register, DX is the sequence at the output of the 
first stage of the register and so on, so that DnX is the sequence at the output of the last 
stage of the n-stage register. 
The MATLAB routine allows the user to specify a characteristic equation. If this is not 
irreducible and primitive, an error message is given. If no characteristic equation is 
specified, the default MLB signal is generated which makes use of the function mlbs [5] 
in the MATLAB Frequency Domain System Identification Toolbox. 
2.3.1.2 Calculation of Resulting Shift due to Shift-and-add Property 
The shift-and-add property [25, 26] states that when an MLB signal which is delayed by 
a is added to the same signal delayed by p, the resulting signal is the same signal 
delayed by y. This property is unique to maximum length signals. For sequence levels 0 
and 1 :-
(2.3A) 
where Si denotes the MLB sequence and i, a, p and yare integers. When the elements in 
the sequence are mapped into real numbers ± 1, this becomes the shift-and-multiply 
property 
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(2.3B) 
Thus terms with multiple products of inputs u can be replaced by terms with single lags 
in u [27]. These lags are dependent on the particular MLB signal used and are different 
for different MLB signals of the same period. 
The MATLAB routine offers functions to calculate positions of the resulting lags for 
different shifts of the original signal, when two or three (shifted) signals are added 
together. The first signal is used as a reference and is not shifted. In the case of two 
signals added together, the second signal is delayed with respect to the first signal. If 
three signals are added together, the second and third signals are delayed with respect to 
the first signal. If an inverse-repeat signal is used, the routine allows only three signals 
to be added as the addition of two signals will not result in a shifted version of the 
original signal. 
2.3.1.3 Measures of Rejection of Unsystematic Errors 
When an MLB signal is used to estimate a system weighting function obtained by input-
output crosscorrelation, there are errors introduced when nonlinearities that may be 
described by a Volterra functional series [28] are present [29]. Examples in the literature 
where these effects are investigated are given in [25, 30]. These errors can be classified 
into systematic and unsystematic errors. Unsystematic errors are dependent on the 
particular MLB signal used. 
Unsystematic errors due to second order nonlinearities occur when 
Si_J EB2 Si_K EB2 SI_I = 0 (2.4) 
where i, J, K and I are integers. Similarly, those due to third order nonlinearities occur 
when 
~JEB2~KEB2~LEB2~/=0 
where L is also an integer. 
(2.5) 
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If 0 ~ J < K < I in equation (2.4) and O~J<K<L<I in equation (2.5), two quantities Ro 
and R, can be defined as the upper bounds of I below which equations (2.4) and (2.5) 
respectively are not satisfied [29]. These measures can be used as a guide to the position 
of the nearest significant unsystematic error from the zero-lag position in the 
crosscorrelation function. Hence, for a particular signal period N, the signal with 
feedback connections resulting in the largest possible values of Ro and R, is preferred. 
MLB signals with the greatest rejection of unsystematic errors and their corresponding 
values of Ro and RI are tabulated in [29] for 2 ~ n ~ 11. The values of Ro and RI are 
calculated and automatically displayed when the MATLAB routine is used to generate an 
MLB signal. If an inverse-repeat signal is generated, only the value of RI will be 
displayed since the effects of second order nonlinearities are eliminated. 
2.3.2 Other Classes of Signal Available 
The main objective of the new MATLAB routine is to generate the QRB, QRT, HAB and 
TPB signals, and their corresponding inverse-repeat signals. 
QRB signals exist for N = 4k - I, where k is an integer and N is prime [9, 10], that is N = 
3,7,11,19,23,31,43,47,59,67,71, 79, etc. The sequence {x,}, r = 1,2, ... ,Nis 
formed from the rule 
xr = + 1 if r is a square, modulo-N 
x, = -1 otherwise 
XN = +1 or-I (2.6) 
Q R T signals exist for N = 4k ± 1, where k is an integer and N is prime, that is N = 3, 5, 
7, 11, 13, 17, 19,23,29,31,37,41,43, etc. Note that this is the most common class of 
pseudo-random signals in terms of periods available. These are generated using the same 
formula as for QRB signals except that XN is set to 0, resulting in a ternary signal with 
(N-l)/2 elements + 1, (N-I )/2 elements -1 and 1 element O. The autocorrelation function 
of a QRT signal is nearly identical to that of an MLB signal and for a QRT signal with 
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signal levels + 1, 0 and -1, the on-peak value of the autocorrelation is (N-l)/N and the 
off-peak value is -liN. 
HAB signals exist for periods N = 4~ + 27, where k is an integer and N is prime [10], 
that is N = 31, 43, 127,223,283, 811, 1051, 1471, 1627, etc. A primitive root u of N is 
first chosen. The sequence is formed from the rule that 
xr = +1 ifr == d, modulo-N, where t == 0, 1 or 3 (modulo-6) 
Xr = -1 otherwise (2.7) 
A list of least primitive roots up to 4000 is given in [31]. For primes larger than 4000, a 
separate routine was written to find the least primitive roots and the results were 
incorporated into the MATLAB routine. 
TPB signals exist for N = k (k+2), where k and k+2 are both primes [10), that is N == IS, 
35, 143, 323, 899, 1763, 3599, 5183, etc. First QRB sequences are generated for both 
lengths k and k+2; these sequences are denoted by {ar} and {br} respectively. The TPB 
sequence {xr } is then defined by 
Xr = a,br for r "¢ 0, modulo-k or modulo-(k+2) 
Xr = + 1 if r == 0 modulo-(k+2) 
Xr = -1 if r = 0 modulo-k, but r ~ 0 modulo-(k+ 2) (2.8) 
An alternative method to generate a TPB sequence is to make use of a common 
primitive root u of k and (k+2) [10]. A difference set is formed, modulo-k(k+2), from 
1 2 (pl-3)/2. , u, U , ••• , u , 0, (k + 2),2(k + 2), ... , (p - l)(k + 2) 
A TPB sequence is then derived from the difference set. 
The first method is used in the MATLAB routine as it allows the shared use of the function 
to generate QRB signals. 
The MATLAB routine can generate signals up to a length of 50000. This length is limited 
by the speed in generating TPB signals and also by the accuracy in the calculation of 
remainders required for the generation of HAB signals. 
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Two harmonic specifications are available. All the signals above have all harmonics 
present. Signals with only odd harmonics present can be generated by inverting every 
other element of the sequence on which the signal is based, so producing an inverse-
repeat signal of period 2N. These signals have the property that the effects of odd and 
even nonlinearities can be separated at the system output. Additionally, the effects of 
even order nonlinearities are eliminated in the input-output crosscorrelation function. 
2.3.3 Other Functions Available 
The program allows the user to plot graphs of the signal, its discrete Fourier transform, 
power spectrum and autocorrelation function. Examples are given in Figures 2.1 to 2.4 
for a TPB signal oflength 35. From Figure 2.2, it can be seen that the signal contains all 
harmonics, and the spectrum is flat except at dc. In Figure 2.3, the power spectrum for 
three periods is plotted and this has a (Si: x J envelope. The on-peak value of the 
autocorrelation is + I (at zero delay) and the off-peak value is -1135. Examples are given 
in Figures 2.5 to 2.8 for the corresponding inverse-repeat signal. From Figure 2.6, the 
signal contains only odd harmonics, and the spectrum is flat except at harmonic 35, 
which is the Nyquist frequency. The autocorrelation function has a value of + I at zero 
delay, -1 at a delay of 35 clock-pulse intervals, + 1/35 at odd numbers of delay/clock-
pulse interval and -1/35 at even numbers of delay/clock-pulse interval. 
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The routine also incorporates functions to calculate different measures of signal quality. 
The Performance Index for Perturbation Signals (PIPS) [4] is given by 
PIPS = 200~urm/ - Umean 2 % 
u max -umin 
(2.9) 
where Unns is the rms value of the signal, Umean is the mean value of the signal, and Umax 
and Umin are the maximum and minimum values ofthe signal respectively. 
It is used to evaluate the performance of a signal in maximising the power in specified 
harmonics within amplitude constraints. This is important since the signal amplitude 
should be small enough to negate the effects of nonlinearities and the power contained 
in the specified harmonics should be large enough to negate the effects of noise. In the 
case of periodic signals, PIPS can be expressed in terms of the harmonic content of ti , so 
that 
N-i 
200 IIU(k)12 
PIPS = k=i % 
N(umax - umin) 
(2.10) 
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where U(k) is the discrete Fourier transform (DFT) magnitude of the kth harmonic of 
u(t}. 
An important advantage of PIPS is that it is independent of the signal mean and 
amplitude, thus making it more useful and versatile than other measures such as the 
Peak Factor, Crest Factor and Form Factor, which were originally used to quantify sine 
wave distortions. These measures have an additional disadvantage of being defined 
differently by different authors. A further advantage of PIPS is that it is 0% for a signal 
with the worst possible performance and 100% for a signal with the best possible 
performance. A pseudo-random binary signal has a PIPS of 100~1 - ~2 % while a 
QRT signal has a PIPS of 100~1 - ~ % [4]. These tend to 100% as N increases. It 
should be noted that a binary signal in which the two levels have an equal duration or 
number of occurrences has a PIPS of 100% [4] and this is a great advantage over multi-
level signals. 
PIPS can be modified to suit particular applications and the derivation thus obtained is 
designated PIPS(Effective) or PIPSE [4], which is given by 
R 
200 I,1c'u(k)12 
PIPSE = k=1 % 
(umax - Umin) 
R<NI2 (2.11 ) 
where IC'u(k}12 is the power of the kth harmonic of u(t} and the first R nonzero harmonics 
are specified for the identification. For a pseudo-random binary signal, PIPSE IS 
100 2(N +2 I} ~ (Sin 1tk I N)2 k % whereas for a QRT signal, PIPSE IS 
N k=1 rck / N 
100 ~ i (Sin rck I N)2 % [4]. 
N k=l 1tk I N 
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The use of PIPS and PIPSE alone as a measure of signal quality would not take into 
account the possibility that the power contained in one of the specified harmonics is 
low, and hence result in an inaccurate estimation of the frequency response at that 
particular frequency. A frequency domain measure of signal quality is then used which 
is the effective minimum ratio between the actual harmonic amplitude and the specified 
harmonic amplitude at any of the specified harmonics, EMINE [4]. This is defined as 
1c',,(k)1 
EMINE = 100 minimum --;========% 
k=I.2 •..• R ~ ilc',,(k)12 
R k=1 
R<N12 (2.12) 
EMINE is also independent of the signal mean and amplitude, and has a value of 0% for 
a signal with the worst possible performance and 100% for a signal with the best 
possible performance. For both pseudo-random binary signals and QRT signals, the Rth 
(sin 1tR / N) 
harmonic has the least power, so that EMINE is 100 'TtR / N % [4]. 
! i (Sin rck / N)2 
R k=1 'Ttk / N 
The values of PIPSE and EMINE for a specification with R consecutive harmonics are 
given in Table 2.1. From the table, it can be seen that as R increases, PIPSE increases 
since more signal power is now at the specified harmonics. However, this is 
accompanied by a decrease in EMINE. It is worth noting that PIPSE for a QRT signal is 
only slightly lower than that of a pseudo-random binary signal, since there is only one 
element at the signal level zero in a period. 
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Signal type R PIPSE (%) EMINE (%) 
PRB 15 48.4 98.6 
PRB 30 66.9 94.0 
PRB 63 87.9 73.0 
QRT 15 48.2 98.6 
QRT 30 66.6 94.0 
QRT 63 87.5 73.0 
Table 2.1. PIPSE and EMINE for different values of R using a pseudo-random binary 
(PRB) signal and a QRT signal, both withN= 127. 
2.3.4 List of Functions 
The MATLAB routine has a script file and 29 function files. The routine is started by 
running the script file and it will call other function files as necessary. A brief 
description of the purpose of the script file and all the function files is given below. The 
script file, prs-perturbation, is listed first followed by the function files in alphabetical 
order. A complete program is given in the Appendix. 
Script file : 
prs-perturbation 
Function files: 
autocorrelation 
autocorrelation-p1ot 
calculate __ ~AfIN~ 
calculate __ PIPS 
calculate __ PIPS~ 
To generate binary and ternary pseudo-random signals. 
These signals can have either all harmonics present or only 
odd harmonics present. 
To calculate the periodic autocorrelation of a signal. 
To display the autocorrelation function graphically (and 
numerically if required). 
To calculate EMINE as given in equation (2.12). 
To calculate PIPS as given in equation (2.10). 
To calculate PIPSE as given in equation (2.11). 
2.3 Design of a New MATLAB Routine 25 
DFT-plot 
inverseJepeat 
MLB 
power-plot 
prime 
To calculate the limit in which unsystematic errors due to 
second order nonlinearities cannot be eliminated when an 
MLB signal is used to estimate the system weighting 
function (see Section 2.3.1.3). 
To calculate the limit in which unsystematic errors due to 
third order nonlinearities cannot be eliminated when an 
MLB signal is used to estimate the system weighting 
function (see Section 2.3.1.3). 
To calculate the discrete Fourier transform magnitude and 
present it graphically. 
To generate HAB signals. 
To check whether a HAB signal is present for a particular 
length. 
To generate an inverse-repeat signal from a non inverse-
repeat signal. 
To generate MLB signals. The characteristic equation can be 
specified by the user. Otherwise, the function mlbs in the 
MATLAB Frequency Domain System Identification Toolbox is 
used to generate a 'default' MLB signal. 
To check whether an MLB signal is present for a particular 
length. 
To check if the characteristic equation of a shift register is 
irreducible and primitive. In other words, this checks if the 
signal generated by the shift register will be a maximum 
length signal (an MLB signal in this case). (This was 
discussed in Section 2.3.1.1.) 
To generate an MLB signal when a characteristic equation is 
specified. 
To calculate the power spectrum and display the results 
graphically (and numerically ifrequired). 
To check if a particular integer is a prime. 
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prs_alCharmonics 
sequence-plot 
signaCdisplay 
TPB 
To generate binary and ternary pseudo-random signals with 
all harmonics present. 
To generate binary and ternary pseudo-random signals with 
only odd harmonics present. 
To generate QRB signals. 
To check whether a QRB signal is present for a particular 
length. 
To generate QRT signals. 
To check whether a QRT signal is present for a particular 
length. 
To calculate the shift in the resulting signal when an MLB 
signal is shifted by a particular delay and then added on to 
the original (non shifted) signal. 
To plot the generated signal. 
To display the generated signal, its discrete Fourier 
transform, power spectrum and autocorrelation function by 
calling the functions sequenceJJlot, DFT-plot, powerJJlot 
and autocorrelationJJlot respectively. It also allows the user 
to save the data relating to the generated signal in an 
external file. 
To calculate the shift in the resulting signal when two MLB 
signals which are shifted by two different values of delay are 
added on to the original (non shifted) signal. 
To generate TPB signals. 
To check whether a TPB signal is present for a particular 
signal. 
A routine to find the least primitive root for any given prime number, primitiveJoot, 
was also written but is not part of the new MATLAB routine. However, the results 
generated using primitiveJoot are incorporated into the MATLAB routine within the 
function HAB. 
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2.4 Extension to Multi-level Pseudo-random Signals 
2.4.1 Introduction to Nonlinear System Identification 
The identification of nonlinear structures such as the Wiener and Hammerstein models 
using pseudo-random signals is investigated in [18]. It is shown that for the Wiener 
model in which a dynamic linear subsystem precedes an instantaneous nonlinearity, the 
performance of the signal measured using PIPS is the same as for a linear system. It is 
concluded in [18] that a binary signal with a PIPS of 100% will give the best 
performance with the Wiener model. 
More complicated analysis is needed for the Hammerstein model, in which a dynamic 
linear subsystem succeeds an instantaneous nonlinearity. Such a structure with quadratic 
nonlinearity is considered in [18]. In this case, a perturbation signal with at least three 
levels is needed to identify the linear and nonlinear parts of the system. This is because a 
binary signal will produce a constant at the output of the quadratic nonlinearity. It is also 
shown in [18] that it is desirable for the signal to have even harmonics suppressed and 
its odd harmonics uniform. In addition, the square of the signal should have its odd 
harmonics suppressed and its even harmonics, apart from the zero harmonic, uniform. 
This is because the square of the signal will be an input to a linear subsystem, and hence 
the perfonnance criteria should be applied to it as well. The theory can be extended to 
Hammerstein models with a higher order of nonlinearity. To identify a system with 
ND -1 order of nonlinearity, the signal must have at least ND levels [32]. The optimum 
signal levels were found in [32] by minimising the condition number of the associated 
Vandermonde matrix [33]. 
Some properties of multi-level (three-level, four-level and five-level) signals will be 
considered in the next section. It is worth noting that these signals (and those with a 
higher number of levels) can be generated from prime and extension fields [34] using 
the computer software GALOIS [8]. In Section 2.4.3, the optimum signal design for the 
identification of Hammerstein models will be investigated. 
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2.4.2 Properties of Multi-level Signals 
Multi-level signals u(i) may be obtained from maximum length sequences s(i) generated 
in the Galois field GF(q). Such a sequence has a period N = qn -I and can be divided into 
q-I subperiods. Each period of the signal contains qn-I occurrences of each elements, 
except element 0 which occurs only qn-I_I times. 
2.4.2.1 Three-level Signals 
Several properties of three-level maximum length sequences generated from GF(3) are 
given in [35, 36]. Examples of shift register feedback connections resulting in such a 
signal for 2 ~ n ~ 7 are given in [35] and these were derived from a list of primitive 
polynomials tabulated in [37]. Since the signal can be divided into two subperiods, it is 
therefore an inverse-repeat signal. 
F or such a signal u(i), the magnitudes of the harmonics are given in [18] by 
IU(k~ = 2 X 3(n-I)/2 k odd 
IU(k~ = 0 keven (2.13) 
PIPS is IOO~2(N + I) / 3N%, which tends to 81.6% as N increases [18]. In the 
identification of Hammerstein models with ND - I = 2, the magnitudes of the harmonics 
of the square of the signal v(i) are of importance as the signal v(i) = u(i)2 will be an input 
to the linear subsystem. The magnitudes of these harmonics are given by 
IV(k~ = 2 x 3n- 1 k= rN 
IV(k)1 = 2 x 3(n-2)/2 
IV(k~ = 0 
keven'# rN 
kodd (2.14) 
and PIPS is IOO~2(N + I)(N - 2) / 9N2 %, which tends to 47.1% as Nincreases [18]. 
Thus, both the signal and the square of the signal possess the required property for the 
identification of the Hammerstein model (with the nonlinear part being confined to a 
quadratic nonlinearity). 
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2.4.2.2 Four-level Signals 
Four-level maximum length sequences based on GF(4) are considered in [38,39]. If the 
elements (0, I, 2, 3) of the sequence are mapped into signal levels (ut, U2, U3, U4), the 
mean value M is given in [39] by 
M = U\ +u2 +u3 +u4 + U2 +u3 +u4 -3u) 
4 4(4111 -I) 
The normalised autocorrelation function is given by 
22222223 2 R(O)=U) +u2 +u3 +u4 +u2 +u3 +u4 - u\ 
4 4(4'" -I) 
R(k) = (u\ +u2 +u3 +U4 )2 + (u\ +u2 +u3 +U4 )2 -16u\2 
16 16(4111 -1) 
where k is not an integer multiple of N/3. 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
If we consider equal spacing between the signal levels by taking u\ = C, U2 = C + A, 
U3 = C + 2A, U4 = C + 3A as was done in [39], equations (2.17) and (2.18) can be 
simplified to 
R(N) = R(2N) = C2 + 12AC + I1A2 ( 4111 ) 
3 3 4 4111 - 1 
(2.19) 
R(k) = C2 + 12AC + 9A2 ( 4111 ) 
4 4'" - I 
(2.20) 
Since equation (2.19) cannot be made equal to equation (2.20) (unless A = 0, resulting in 
a constant signal), the autocorrelation function is not primitive and the harmonics are 
not uniform in magnitude. Also, inverting every other member of the signal does not 
produce an inverse-repeat signal with uniform odd harmonics. 
In order to obtain a four-level signal with uniform harmonics (except at de), the 
mapping levels must be made asymmetrical. Unfortunately, this results in a signal with 
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the separation of levels very far from being equal, thus greatly limiting its usefulness in 
a perturbation test. The equality of spacing between the levels can be measured using its 
FIT value. For a signal with equal spacing, the signal levels are 
F or a particular four-level signal, the error term is defined as 
error = u - u + 4 \ + u - u _ 4 \ ( u -u ) (u -u ) 2 \ 3 3 4 3 
and FIT is then defined as 
FIT = 100( 1 - error)% 
U4 -u\ 
(2.21) 
(2.22) 
(2.23) 
Some mapping levels for four-level signals with uniform harmonics (except at dc) are 
given in Table 2.2, together with their values of PIPS (defined in (2.10)) and FIT. 
u\ U2 U3 U4 PIPS (%) FIT (%) 
-8 -7 1 8 81.3 62.5 
-9 -7 -1 9 77.8 55.6 
-18 -17 7 18 86.1 66.7 
-25 -23 7 25 84.0 68.0 
-25 -17 -7 25 76.0 52.0 
-32 -31 17 32 89.l 58.3 
-32 -23 -7 32 76.6 53.1 
-49 -47 23 49 87.8 61.9 
-49 -41 1 49 79.6 59.2 
-49 -31 -17 49 75.5 51.0 
-50 -49 31 50 91.0 53.3 
-50 
-41 
-1 50 79.0 58.0 
-81 
-79 47 81 90.1 55.6 
-81 
-73 17 81 82.7 65.4 
-81 
-49 
-31 81 75.3 50.6 
Table 2.2. PIPS and FIT values for several four-level signals with uniform harmonics. 
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2.4.2.3 Five-level Signals 
For pseudo-random sequences u(i) obtained from GF(5), the mapping of the sequence 
elements into signal levels which result in uniform harmonics can be written as 
UI =0 
U2 = -us = a 
(2.24) 
When a > I and b = I, u(i) has five levels. Typically, a = 2 since this gives equal 
spacing between the levels. The magnitude of the harmonics are then given by 
IU(k~ = 4.47 x S(n-I)/2 
IU(k)1 = 0 
kodd 
keven 
The closer a is to unity, the larger the value of PIPS. 
(2.25) 
The field elements can also be mapped such that the resulting signal is three-level by 
making a = 0 and b = 1, or a = b = 1. In the former case, 
IU(k)1 = 2 X S(n-O/2 
IU(k~ = 0 
In the latter case 
IU(k)1 = 2.83 x S(n-I)/2 
IU(k)1 = 0 
kodd 
keven (2.26) 
kodd 
keven (2.27) 
However, the square of the signal do not possess unifonn even hannonics, unlike the 
three-level signals generated from GF(3). 
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2.4.3 Design of Multi-level Signals for the Identification of 
Hammerstein Models 
For the identification of a nonlinear system with the Hammerstein structure, a multi-
level perturbation signal u is required. The signal must have at least ND different levels 
if the order of the nonlinearity is ND - 1. For the present, assume that every level has the 
same number of occurrences. Without loss of generality it may also be assumed that 
U1 >u2 > ••• >UND , and that u1 =1 and UND =-1. Despite the fact that intuition may 
suggest that the levels be equally spaced, this may not be the optimal solution. 
To fonnulate the problem, the output of the nonlinear system Y is expressed as a 
function of the input u. 
Then the output of the nonlinearity at each signalleve1 is given by 
Yl ND-l NJ)-2 u, Ut .. 
Y2 
ND-l NJ)-2 u2 u2 .. 
= 
YNJ)-l ND-l U ND -
2 
U ND - 1 Nf)-t .. 
YNo 
ND-I ND-2 
UN/) U ND .. 
UN/J-l 
t 
U No - 2 
t .. u1 1 
ND-l ND-2 u2 1 u2 u2 .. 
where 
u Nn - t 
Nn-I 
U No - 2 
No-l .. UNJ)-l 1 
ND-l ND-2 U ND 1 uND uND .. 
Equation (2.29) may be written as 
y= VN (u)a D 
hence 
Ut a( 
u2 1 a 2 
U ND - 1 1 aNJ)-1 
UND 1 aND 
is the Vandennonde matrix of 
(2.28) 
(2.29) 
u1 
u2 
UNo - 1 
UND 
(2.30) 
(2.31 ) 
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There are several ways to select the optimal values of u. These are given below: 
(a) In the context of a measurement problem, errors occur in the measurements y, and 
the requirement is to minimise the sensitivity of the solution to these errors. The 
sensitivity matrix is 
da ( )-1 
-= VN (u) dy D (2.32) 
and it is therefore required to minimise the sum of all sensitivities 
~~I(VND(U)rl·jl 
, J 
(2.33) 
(b) It is also possible to minimise the greatest sensitivity given by 
(2.34) 
( c) In the context of a least-squares polynomial fitting problem, errors occur in y and the 
effect of these errors is minimised by minimising 
(2.35) 
(d) The problem can also be treated as a matrix inversion problem where numerical 
errors occur in the inversion of VN (u). In this case, the quantity to minimise is the D 
2-norm of the condition number of v'N (u) 
I) 
(2.36) 
as was done in [32]. This is defined as 
(2.37) 
where A. represents the singular values of a matrix. 
These four measures all give the same result when ND = 3. In this case 
(2.38) 
and 
2.4 Extension to Multi-level Pseudo-random Signals 34 
1 I 1 
(u, -u2)(u, -uJ ) (u2 -U3)(U2 -u\) (u) -UI)(U3 -u2) 
(VND(U)r' = U2 +u3 uJ +U, ul +u2 (ul - U2)(UI - u3) (u2 - u:J(u2 - ul) (u3 -u\)(u3 -u2 ) 
U2U3 U3U\ U\U2 
(ul -U2)(UI -u3) (u2 - U3)(U2 - ul) (u3 - ul)( U3 - U2 ) 
1 1 1 
---
2(I-u2} l-u2 2 2(1 +U2 ) 
I 
0 1 (2.39) = -2 2 
u2 I U2 
2(1- u2) l-u2 2 2(1 +U2) 
In this case all four requirements are satisfied when U2 = 0 which results in 
[
0.5 -1 0.5] 
(VN/) (u)r = 00.5 0 0.5 
1 0 
(2.40) 
The four measures do not, however, give the same results when ND > 3. These are 
tabulated in Table 2.3 for the cases when ND = 4 and 5. Methods (a) to (d) correspond to 
minimising the quantities given in (2.33) to (2.36) respectively. 
ND Method U2 U3 U4 
4 a 0.425 -0.425 
4 b 0.575 -0.575 
4 c 0.545 -0.545 
4 d 0.520 -0.520 
'5 a 0.655 0 -0.655 
5 b 0.840 0 -0.840 
5 c 0.745 0 -0.745 
5 d 0.725 0 -0.725 
Table 2.3. Optimal signal levels using different methods. 
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The results for ND = 3,4, and 5 all have a symmetry of the fonn 
r = 1, 2, ... (2.41) 
Also, as the only known four-level signals with ideal hannonics are very asymmetric, 
the above results indicate that they are not likely to be suitable for this application. 
The above analysis needs to be modified if a nonlinearity of order ND - r (where r #:- 1) 
needs to be identified instead, and if some or all of the signal levels occur more than 
once. In the first case, the number of columns of the Vandennonde matrix is reduced, 
while in the second case, the number of rows of the matrix is increased. This 
modification does not change the basic solution of the problem except that the measures 
given in methods (a) to (d) are applied to a modified version of the Vandennonde matrix 
Vm. Due to the fact that the modified matrix is no longer a square matrix, it is now 
required to minimise 
(a) ~~I((vm(ul'vm(u)r'vm(ul'LI 
(b) lIlj'x( mr(I((Vm(ul'vm(u)r' Vm(u)'LI)) 
(c) II(Vm(ufVm(u)t Vm(ufll 
(d) cond2(Vm(u)TVm(u») 
(2.42) 
(2.43) 
(2.44) 
(2.45) 
When either a four-level or a five-level signal is used to identify a quadratic 
nonlinearity, all four requirements are satisfied by the same degenerate case for which 
U2 = U3 = U4 = O. Results obtained when a five-level signal is used to identify a cubic 
nonlinearity are given in Table 2.4. Here, methods (a) to (d) correspond to minimising 
(2.42) to (2.45) respectively. 
I ~.467 I ~.543 I ~.526 
Table 2.4. Optimal signal levels for a five-level signal used to identify a cubic 
nonlinearity. u\ = - Us = 1, U3 = O. 
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If each signal level occurs p times instead of once, it might be expected that the four 
measures involved would be invariant, or would decrease as p increases since more data 
is obtained with an increased signal length. It was found that the measures given in 
(2.42) and (2.45) are invariant, while the measure given in (2.43) decreases at a rate 
proportional to p, and that in (2.44) decreases at a rate proportional to .JP . 
For the purpose of comparing the performance of different signal levels, it is desirable 
that the measures involved are not dependent on the number of times the levels occur, 
provided that the number of occurrences of each level is approximately the same. It is 
therefore convenient to adopt the four invariant measures. 
(a) ~~I((vm(u)'vm(u)r'vm(u)'U 
(b) porn,{ rnr(I((Vm(u)'vm(u)r'Vm(u)TU)) 
(c) .JP * II(Vm(u)TVm(u)t Vm(u)TII 
(d) cond2(Vm(u)TVm(u») 
(2.46) 
(2.47) 
(2.48) 
(2.49) 
These four measures can also be used for multi-level pseudo-random signals in which 
the number of occurrences of all nonzero levels is equal and that for the zero level is one 
less. The invariant measures in (2.46) to (2.49) for a three-level signal generated from 
GF(3) with levels +1,0 and -1 are given in Table 2.5. 
Length,N 8 26 80 242 728 3p 
No.of±l,p 3 9 27 81 243 P 
No. of 0 2 8 26 80 242 p 
Measure (a) 4.00 4.00 4.00 4.00 4.00 4.00 
Measure (b) 1.50 1.13 1.04 1.01 1.00 1.00 
Measure (c) 1.81 1.59 1.54 1.52 1.51 1.51 
Measure (d) 14.26 11.36 10.70 10.50 10.44 10.40 
Table 2.5. Invariant measures for a three-level signal. 
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Since the measures given in Table 2.5 are relatively invariant, they are proven to be very 
useful in evaluating the signal performance. In fact, the slight variations seen are due to 
the fact that the number of occurrences of the signal levels is not exactly equal (except 
for the last column of Table 2.5). Indeed, the values ofp are not exact, due to the above 
reasons. As the signal length increases, the number of occurrences of the signal levels 
becomes more like equal and the signal measures tend towards that given in the last 
column of Table 2.5. 
It is of interest to further investigate the signal measures if the number of occurrences of 
the signal levels are significantly different. Unfortunately, when this is the case, the 
measures given in (2.46) to (2.49) cannot be used because it is no longer possible to 
specify a value for p. The measures in (2.42) to (2.45) have to be used instead. 
Examples are given in Table 2.6 for a signal of length N = 80 generated from GF(9) and 
mapped into the three levels + I, 0 and -I. 
No.of±1 9 18 27 36 
No. of 0 62 44 26 8 
Measure (a) 4.00 4.00 4.00 4.00 
Measure (b) 0.06 0.03 0.04 0.l3 
Measure (c) 0.28 0.25 0.30 0.51 
Measure (d) 6.45 6.34 10.70 38.08 
PIPS (%) 47.4 67.1 82.2 94.9 
Table 2.6. Measures for a three-level signal generated from GF(9) with signal levels + I, 
o and-I. 
It can be seen from Table 2.6 that the signal measures (b) to (d) are the worst (largest) 
when the number of occurrences of signal levels ±t increases. Hence, the requirement to 
most accurately perform the matrix computation in the presence of noise contradicts 
with that to maximise the signal power within a specified peak-to-peak amplitude 
(PIPS). In view of this, the signal power in Table 2.6 was normalised to a root-mean-
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square value of unity, and the signal measures were recomputed as in Table 2.7. It can 
be seen that despite nonnalising the signal power, the above observation still holds. 
No.of±V 9 18 27 36 
No. of 0 62 44 26 8 
Measure (a) 1.90 2.68 3.28 3.81 
Measure (b) 0.03 0.02 0.03 0.12 
Measure (c) 0.13 0.17 0.24 0,48 
Measure (d) 6.45 6.34 10.70 38.08 
V 2.11 1.49 1.22 1.05 
Table 2.7. Measures for a three-level signal generated from GF(9) with an rms power of 
unity. 
2.5 Conclusions 
MLB signals are the best known class of pseudo-random signals due to their ease of 
generation using feedback shift registers. The characteristic equation in the delays of the 
shift register must be irreducible and primitive in order to result in an MLB signal. This 
class of signal possesses many unique properties such as the shift-and-add property 
which is useful in some applications for example, the identification (detection) of 
processes with direction-dependent dynamics (see Chapter 3). The effect of 
nonlinearities on the measurement of weighting functions by input-output 
crosscorrelation is also a factor which needs to be taken into consideration when making 
a choice of an MLB signal of a particular length. Furthermore, the use of an inverse-
repeat signal eliminates the effect of even order nonlinearities and this is very useful in 
the estimation of linear dynamics for processes with nonlinearities. The MATLAB routine 
incorporates functions to generate MLB signal for any specified characteristic equation 
(provided the characteristic equation is irreducible and primitive), and investigate the 
effects of the shift-and-add property and the errors on the estimate of the weighting 
function caused by nonlinearities in the system. 
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Other classes of binary and near-binary signal such as the QRB, HAB and TPB signals 
have identical autocorrelation' properties to that of an MLB signal while the QRT signal 
has almost identical autocorrelation properties. These signals are useful in filling in the 
gaps in between successive periods of the MLB signal. The design of these classes of 
signals was considered. 
The MATLAB routine allows pseudo-random signals with all harmonics present and those 
with only odd harmonics present (inverse-repeat) to be generated. Other useful functions 
include graphical representations of the signal, its discrete Fourier transform magnitude, 
power spectrum and autocorrelation, and functions to calculate different measures of 
signal quality such as PIPS, PIPSE and EMINE. The data generated can be directly 
written to an external file. Thus, the MATLAB routine is a useful and convenient tool for 
generating pseudo-random signals for the purpose of system identification. The signals 
generated are applied to the detection of the departure from linearity for processes with 
direction-dependent dynamics (in Chapter 3), the estimation of linear dynamics for such 
processes (in Chapter 4), and the modelling of such processes using the Wiener model 
(in Chapter 5) and neural network model (in Chapter 6). 
For identification of the Wiener structure, a binary signal with a PIPS of 100% is the 
best signal to use, as is the case for linear systems. However, the above is not true for 
the identification of Hammerstein models and the use of multi-level maximum length 
signals for this purpose was investigated. While three-level and five-level signals 
possess some desirable properties, it was found that four-level signals have a limited 
usefulness since they cannot be made inverse-repeat. 
Three new signal measures were suggested, alongside with another measure already 
proposed in [32], to evaluate the quality of the Vandermonde matrix in the case of 
identifying a Hammerstein model. These four measures are the sum of all sensitivities in 
solving for the coefficients of the nonlinearity in the presence of noise, its greatest 
sensitivity, the norm of the inverse Vandermonde matrix, and the 2-norm condition 
number of the Vandermonde matrix. The Vandermonde matrix can also be modified if 
the order of the nonlinearity is less than the number of signal levels minus one, and if 
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some or all of the levels occur more than once. The four measures above were modified 
accordingly and invariant measures were suggested which are independent of the signal 
length. It was found that the requirement which results in the best performance 
measured by these contradicts with that to maximise the power within constraints of the 
signal amplitude (that is, to maximise PIPS (or PIPSE)). 
Chapter 3 
Detection of Departure from Linearity 
for Processes with Direction-dependent 
Dynamics 
41 
3.1 Abstract 42 
3.1 Abstract 
Pseudo-random signals and multi sines are applied to the detection of the departure from 
linearity for processes with direction-dependent dynamics. These processes have 
dynamics which depend on whether the output is increasing or decreasing. Analytical 
expressions for the process output are given for a first order process perturbed with a 
binary pseudo-random signal. Simulation results are presented for both first and second 
order processes when binary and multi-level pseudo-random signals, and multi sine 
signals are applied. Identification (detection of the direction-dependent behaviour) is 
carried out in both time and frequency domains. 
3.2 Introduction 
A system with direction-dependent dynamics has dynamics which are different, 
according to whether the slope of the output is positive or negative. In this chapter, such 
a system which is linear in both directions is considered. Examples in the industry 
include gas-turbine engines (in which the input transducer has direction-dependent 
dynamic responses), chemical processes and nuclear reactors [26], steam-raising plants 
[25], distillation columns and polymerisation processes [40], and thermomechanical 
pulp refining [41, 42]. Such processes are also commonly found in the automotive sector 
where a damper may have a damping coefficient which is direction-dependent. 
In order to detect the departure from linearity, one approach is to measure the responses 
to step function perturbations applied in the upward and downward directions. The 
problem with this is that, even with comparatively modest amounts of noise on the 
output, it becomes difficult to estimate the dynamics in each direction accurately. In this 
chapter, an alternative approach is described, which makes use of the noise rejection 
capabilities of input-output crosscorrelation. For a first order process perturbed with a 
binary signal, analytical expressions can be obtained for the process output. However, 
similar expressions could not be obtained for a first order process perturbed with a 
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multi-level signal and a second order process perturbed using a signal with any number 
of levels. This is because the 'sign of the slope of the output is not necessarily equal to 
the sign of the slope of the input (assuming that the input levels are symmetrical about 
zero) as in the case of a first order process perturbed with a binary signal. 
Pseudo-random signals generated using the MATLAB routine (see Chapter 2) and those 
based on multi-level maximum length (MLML) sequences [36] are applied to detect the 
departure from linearity for processes with first and second order dynamics. Different 
classes of pseudo-random signals produce different patterns in the input-output 
cross correlation function and the existence of any coherent pattern can be explained 
using the shift-and-add and the shift-and-subtract properties. Random and Schroeder 
multisines [43] are also applied to the processes. Three different harmonic specifications 
are used. The first is the odd multisine with excitation lines at harmonic numbers f = 1, 
3,5, 7, 9, 11, etc. The second is the odd-odd multisine with excitation lines atf= 1,5,9, 
13, etc. while the third has excitation lines atf= 1,3,9, 11, 17, 19, etc. The frequency 
spectrum of the output is analysed. The usefulness of the pseudo-random signals and 
multi sines in detecting the presence of direction-dependent dynamics is discussed. 
3.3 Process Simulation using MA TLAB 
MATLAB programs were written to simulate first and second order processes with 
direction-dependent dynamics. The programs allow the choice of input signal, the gains 
(which are set equal to unity in both directions for the rest of this chapter) and the 
dynamics in the positive and negative directions. For a first order process, the dynamics 
entered are the time constants for both directions of the output (T u in equation (3.1 A) 
and TD in equation (3.1B». The subscripts U and D denote the upward and downward 
directions of the output respectively. 
1 yes) = U(s) 
sTu + 1 
sgn(y) > 0 (3.1 A) 
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Y(s) = 1 U(s) 
STD + 1 
sgn(y) <0 (3.18) 
where U(s) and Y(s) are the Laplace transfonns of the input u and outputy respectively. 
For a second order process, the dynamics entered represent the time constants if their 
values are real. If complex values are entered, the real and imaginary parts are 
associated with the rate of exponential decay and an oscillatory response respectively. 
The dynamics entered into the program are TVl and TU1. in equation (3.2A), and TDl and 
TD2 in equation (3.28). (For the rest of the thesis, TVI and TU1. are represented as the two 
values of Tv, and TDJ and TD2 are represented as the two values of TD.) 
1 Y(s) = U(s) (sTuI + I)(sTu2 + 1) sgn(y) > 0 
(3.2A) 
1 Y(s) = U(s) (STDI + I)(sTD2 + 1) sgn(y) < 0 
(3.28) 
The main output of the programs is the output signal which is transferred directly into 
the MATLAB workspace. 
The zero order hold assumption is incorporated into the program design. For a first 
order process, this has no effect on the output as the output changes immediately in 
response to a change in input. However, the above is not true for a second order process. 
The output is affected by the fact that the input is held constant between two consecutive 
clock-pulse intervals. This causes an additional zero in the overall transfer function of 
the system. The sampling interval was set to twenty times the clock-pulse interval for a 
second order process in order to achieve reasonable accuracy at the output. 
The programs plot the graphs of the input and output signals, the input-output 
crosscorrelation function, the discrete Fourier transfonn of the input and output, and the 
gain and phase response of the system. These can also be saved in an associated file 
depending on the user's choice. 
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3.4 Detection of Direction-dependent Dynamics 
3.4.1 Process with First Order Dynamics 
3.4.1.1 Detection using Pseudo-random Binary Signals 
For a first order process, the output y changes immediately in response to a change in 
the input u. y increases if u is larger than y when u is applied and decreases if otherwise. 
The value of y remains unchanged if u is equal to y when u is applied. For a binary 
signal with levels ± I and clock-pulse interval T (which is equal to the sampling interval 
in the first order case), it is shown in [25, 26] that 
and 
where 
sgn(y) = sgn(u) 
YI = x: IY /_1 + (I-x: I) UI 
X:1=a + bUt 
a = O.5(exp(-T1Tu) + exp(-TITD» 
b = O.5(exp(-TITu) - exp(-TITD» 
(3.3A) 
(3.3B) 
(3.4A) 
(3.4B) 
(3.4C) 
It is also shown in [25, 26] that the output consists of a constant, first order and higher 
order terms. 
Constant term 
where 
2 I-a b ~=K(1+a+a + ... )---=--
K= (I-a)2 b 
b 
b I-a 
(3.5) 
(3.6) 
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First order term 
Second order terms 
b2 2 3 J:; = K-I-(utUt_1 + aUt_1Ut_2 + a Ut_2Ut_3 + a Ut- 3Ut_4 + ... 
-a 
3 +a UtUt _ 4+ ... 
+ ... ) 
Third order terms 
b3 2 ~ = K-
I
-(utUt-I Ut_2 + aUt_IUt_2Ut_3 + a Ut_2Ut_3Ut_4+'" 
-a 
+ ... ) 
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(3.7) 
(3.8) 
(3.9) 
When an MLB signal is applied, there are coherent discontinuities in the input-output 
crosscorrelation function. The positions and magnitude of these can be predicted using 
the shift-and-add property [25, 26] (see Section 2.3.1.2). In Table 3.1, the start positions 
of the peaks in the crosscorrelation function due to second order tenns k (successive 
terms in (3.8» and third order terms m (successive terms in (3.9» are given for three 
I 27-digit MLB signals with different feedback connections. 
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Start positions Feedback stages 4 Feedback stages 6 Feedback stages 1, 
of peaks and 7 and 7 4,6 and 7 
kl 97 121 89 
k2 = 2kl 67 115 51 
k3 123 67 21 
k4 = 4kl 7 103 102 
ks 50 78 28 
ml 26 73 59 
m2 115,46 99,40 85, 113 
Table 3.1. Start positions of peaks in the crosscorrelation function due to second order 
tenns k and third order tenns m for three 127-digit MLB signals with different feedback 
connections. 
The crosscorrelation function obtained using a 127 -digit MLB signal with feedback 
from stages 4 and 7 on a process with Tu = T and TD = 5Tis shown in Figure 3.1 (top). 
The peaks starting at lags 97, 67, 123, etc. due to second order terms and those starting 
at lags 26, 115, 46, etc. due to third order tenns are clearly visible. (The expressions for 
the crosscorrelation function will be derived in Chapter 5.) 
When an inverse-repeat MLB signal was used, the crosscorrelation function was 
smoother because the effects of even order tenns were eliminated. This is shown in 
Figure 3.1 (middle) using the corresponding inverse-repeat signal of that used in Figure 
3.1 (top), and the process has the same dynamics as before. The peaks starting at lags 
97,67, 123, etc. are no longer present. The peak starting at lag 26 is seen to be negative 
because the third order term is now at lag 153. There is thus a positive discontinuity at 
lag 153 and a negative discontinuity at lag 26 due to the inverse-repeat property (in 
which the second half of the crosscorrelation function is the negative of the first half). 
Positive peaks starting at lags 115 and 46 are still visible. From Figure 3.1 (middle), it 
can be seen that an inverse-repeat signal is much less suitable for the detection of the 
departure from linearity using the crosscorrelation function. (It is however more suitable 
for the estimation of linear dynamics and this will be discussed in Chapter 4.) 
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Figure 3.1. Crosscorrelation function for a first order process with dynamics T u = T and 
TD = 5T using three different signals. 
Top: 127-digit MLB signal with feedback from stages 4 and 7. 
Middle: 254-digit inverse-repeat MLB signal with feedback from stages 4 and 7. 
Bottom: 127-digit HAB signal. 
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Other classes of binary signals do not possess the shift-and-add property. Therefore, 
there is no coherent pattern iri the crosscorrelation functions. This can be seen in Figure 
3.1 (bottom) using a 127-digit HAB signal on the same process being considered 
(Tu = T and TD = 51). Similar results were obtained using QRB and TPB signals. When 
their corresponding inverse-repeat signals were used, the crosscorrelation functions were 
again smoother as predicted. 
An important point to note is that the period of the signal used should be significantly 
larger than the larger time constant of the process in order that coherent patterns in the 
crosscorrelation function can be easily detected if present. There was no coherent pattern 
in the frequency response gain or phase when using any of the signals. Thi s is illustrated 
in Figure 3.2 using the same signal and process as in Figure 3.1 (top) . 
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Figure 3.2. Gain response (top) and phase response (bottom) using a 127-digit MLB 
signal with feedback from stages 4 and 7. The process has dynamics Tu = T and TD = 5T. 
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3.4.1.2 Detection using Multi-level Maximum Length Signals 
MLML sequences [36] with even harmonics suppressed have inverse-repeat properties. 
These sequences possess the shift-and-subtract property [35]. If a p-Ievel sequence is 
subtracted, modulo-p, from the same sequence delayed by a. digits, the resulting 
sequence is the original sequence delayed by ~ digits, where a and ~ are integers in the 
range 1 ~ a., ~ ~ p" - 2 . (This becomes the shift-and-add property for MLB sequences.) 
Since modulo-p (p ::/= 2) addition is not equal to modulo-p subtraction, MLML sequences 
possess the shift-and-add property in addition to the shift-and-subtract property. 
For a multi-level signal, analysis using equation (3.3A) is no longer valid. However, 
there are still coherent peaks in the crosscorrelation function due to the shift-and-add 
and the shift-and-subtract properties. An example is given in Figures 3.3 to 3.5 for a 
process with Tv = T and TD = 5T. The input signal is generated from the Galois field 
(GF(3)) with a primitive polynomial of I Ee3 2X4 Ee3 XS and a sequence length, N, of 
35 -I = 242. The more significant third order terms caused by the shifts are given in 
(3.10). These are arranged such that the resulting shifts lie in the first half ofthe period. 
Sj + Sj_1 + Sj-S3 =0 Sj + S;.I + S;-2 + S;-113 =0 
Sj - Sj_1 + S;-117 =0 - Sj - Sj_1 + 8j-2 + Sj-35 =0 
S; + Sj-2 + S;-77 =0 
- Sj + S;_I - S;-2 + S;-106 =0 
Sj - S;-2 + Sj-49 =0 - S; + Sj-t + S;-2 + S;-22 =0 
- S; - S;-3 + S;-38 =0 - S; - S;.t - S;-3 + S;-18 =0 
Sj - S;-3 + S;-109 =0 - S; - S;.t + S;-3 + S;.IS =0 
- Sj - S;-4 + Sj-57 =0 Sj - S;_I + Sj.3 + S;-t2 =0 
S; - S;-4 + S;-5 =0 S; - Slot - S;-3 + S;.S8 =0 
- S; - S;-s + S;-4 =0 
- S; - S;.2 - S;.3 + S;-31 =0 
S; - Sj-S + S;-S7 =0 Si + S;-2 - S;-3 + S;-7S =0 
- S; + S;-2 - S;-3 + S;-47 =0 
- S; + S;-2 + S;.) + Sj-96 =0 (3.10) 
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It should also be noted that terms that are apparently second order are indeed third order 
since 
mod-3 (3. 1 I) 
can be written in three distinct forms [29] 
mod-3 (3.12) 
where al and a2 are elements of GF(3), and i, J, K and I are integers. 
Some of the peaks predicted by (3.10) can be clearly observed in Figure 3.5 such as the 
negative peaks starting at lags 53 and 77, and the positive peaks starting at lags 1 17 and 
38. The sign and magnitude of the resulting peaks depend on the signs of the terms in 
(3.10) and the magnitude of the impulse response at times corresponding to the lags in 
(3.10). Unfortunately, detailed theoretical analysis could not be done due to equation 
(3.3A) not being valid . 
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Figure 3.S. Crosscorrelation function using an input signal with GF(3) and 11 = S for a 
process with Tu = Tand TD = ST. 
For multi-level maximum length sequences with harmonic multiples of two and three 
suppressed, both the inverse-repeat requirement u(i) + u(i+N/2) = 0 and the constraint 
u(i) + u(i+NI3) + u(i+2N/3) = 0 must be fulfilled. The autocorrelation function RIlII(i) 
has the property 
Rllu(i) + RIIIICi+N/3) + RIlII(i+2NI3) = 0 for all i (3 .13) 
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This leads to the fact that in a normalised autocorrelation, 
RIII/(O) = 1 
RlluCN12) =-1 
RIIII(N/6) = RIIII(SN/6) = 0.5 
RlluCN/3) = Rllu(2N/3) = -0.5 
53 
(3.14) 
These peaks can be observed in the crosscorrelation functions such as that shown in 
Figure 3.8 of a signal generated from GF(7) with n = 3 and the primitive polynomial 
1 EB7 3x2 EB7 2x3 • For this sequence, N = 73 -1 = 342. The process has time constants 
Tv = T and TD = ST. (The input and output signals are shown in Figures 3.6 and 3.7 
respectively.) A large positive peak starts at lag zero and smaller positive peaks start at 
lags (N / 6) = 57 and (SN / 6) = 285. Similarly, a large negative peak starts at lag 
(N /2) = 171 and smaller negative peaks start at lags (N /3) = 114 and (2N 13) = 228. 
The amplitudes of these peaks are distorted by the departure from linearity. 
The more significant third order terms caused by the shifts are given in (3.15). These are 
again arranged such that the resulting shifts lie in the first half of the period. 
- Sj - Sj_1 + Sj-63 =0 
- Sj - Sj_1 - 8j-2 + 8j-100 =0 
Sj - S;_I + Sj-22 =0 
- Sj • S;_I + Sj-2 + Sj-35 =0 
- S; - S;-2 + S;-8 =0 
·8; + 8;_1 - S;-2 + 8;-ISS =0 
Sj - S;-2 + Sj-85 =0 
- Sj + S;_I + S;-2 + S;_II =0 
Si + S;-3 + S;-47 =0 S; + S;_I + 8;-3 + 8j-20 =0 
Si - Si-3 + S;-122 =0 S; + Sj_1 - Sj-3 + Sj-88 =0 
Si + S;-4 + Si-80 =0 
- 8i + S;_I - S;-3 + Si-146 =0 
Sj - S;-4 + 8j-93 =0 Sj - Si_1 - Sj-3 + Si-49 =0 
- Si - Si-5 + Si-139 =0 
- S; • S;-2 - Si-3 + 8i-142 =0 
- 8i + 8j-5 + S;-IOI =0 8j + S;-'2 - S;-3 + Sj-104 =0 
- S; + Si-2 - S;_) + S;-17 =0 
S; - S;-2 - S;-3 + S;-81 =0 (3.15) 
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From Figure 3.8, positive peaks can be observed starting at lags 63 and 8, while 
negative peaks can be observed starting at lags 100 and 11. It is interesting to note that 
in the case of MLML sequences with hannonic multiples of two and three suppressed, 
the linear tenns are large and the peaks caused by higher order tenns become less 
noticeable. 
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No coherent pattern was present in the frequency domain when using either of the 
MLML signals. 
3.4.1.3 Detection using Multisines 
Multisine signals can be generated using the function msinzoh which is a modificati n of 
the function msinclip [5] that is available in the MATLAS Frequency Domain System 
Identification Toolbox. (This function was modified by Andrew Tucker of the 
University of Warwick to allow the generated signal to be loaded directly into the 
MATLAB workspace.) The algorithm minimises the crest factor of the multisi ne u ing a 
clipping algorithm [44]. The time domain waveform is clipped and then transformed 
into the frequency domain. The amplitudes are restored to the desired values, and the 
clipping level is gradually reduced, thus reducing the signal amplitude. 
To generate a random multi sine, the random number generator in MATLAS can be used to 
generate random phases uniformly distributed between 0 and 21t. The complex 
amplitudes at the specified nonzero frequencies are entered into II1sinzoh. To generate a 
Schroeder multisine [43] instead, the amplitudes at the specified nonzero frequencie are 
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entered as real values. In order not to have the crest factor minimised, the iteration 
number should be set equal to one. The signal generated then has an almost Gaussian 
distribution. 
Three harmonic specifications were used in this application. The first was the odd 
multisine with excitation lines at harmonic numbersf= 1, 3,5,7,9,11, etc. The second 
was the odd-odd multi sine with excitation lines atf= 1,5,9, \3 , etc. while the third had 
excitation 1 ines at f = 1, 3, 9, 11, 17, 19, etc. There was no coherent pattern in the output 
frequency spectrum for all three specifications, either using random or Schroeder 
multisines. Results obtained using the specification with excitation lines atf = I , 3, 9, 
11 , 17, 19, etc. are shown in Figures 3.9 to 3.14. Figures 3.9 and 3. 10 show the random 
multisine and the process output respectively. The process has time constants Tv = T and 
TD = 5T. Figures 3.11 and 3.12 show the discrete Fourier transform of the input and 
output respectively. The Schroeder multisine is shown in Figure 3. 13 and the discrete 
Fourier transform of the output is given in Figure 3.14 for the same process. Similar 
results were obtained for the odd and odd-odd multisines (in that no coherent pattern 
was observed in the output frequency spectrum). 
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3.4.2 Process with Second Order Dynamics 
3.4.2.1 Detection using Pseudo-random Binary Signals 
For a second order process, the slope of the outputy no longer responds immediately to 
a change in input u. In order to predict the output y reasonably accurately, the sampling 
interval was set to twenty times the clock-pulse interval. Due to the fact that equation 
(3.3A) is no longer valid, the results obtained are much more difficult to analyse. When 
an MLB signal is used, there are peaks in the crosscorrelation function in addition to that 
of the linear response. It is necessary to look for peaks starting in the same positions as 
for the first order process (those given by the shift-and-add property). However, these 
peaks are not necessarily of the same sign as that obtained for the first order case. 
Furthermore, some of these peaks may be undetectable due to their small amplitude. 
Examples are given in Figures 3.15 to 3.17 using a 127-digit MLB signal with feedback 
from stages 1, 4, 6 and 7 (the second order tenns k and the third order terms m for this 
signal are given in Table 3.1). Figure 3.15 shows overdamped processes, with damping 
factor ~ = 2 in both directions. In Figure 3.15 (top), the undamped natural frequency is 
oolIv = SIT in the upward direction (which corresponds to Tv = 0.05T, 0.757) and 
00110 = 1.251T in the downward direction (which corresponds to To = 0.21 T, 2.991). In 
Figure 3.15 (middle), OOnV = 31T (Tv = O.09T, 1.241) and 01,,0 = 0.75fT (To = 0.36T, 
4.981) while in Figure 3.15 (bottom), Ol"v = liT (Tv = O.27T, 3.737) and OOIlD = 0.25fT 
(To = 1.07T, 14.931). Figure 3.16 shows a critically damped process with ~ = 1 in both 
directions, Ol"v = lIT (Tv = T, 1) and 00110 = 0.251T (Tv = 4T, 47). Figure 3. t 7 shows an 
underdamped process with ~ = 0.25 in both directions, Ol"v = liT and W"o = O.25fT; there 
are no real time constants in this case since ~ < 1. 
From these figures it is seen that there are still coherent discontinuities in the 
crosscorrelation functions, but not all of those observed in the first order case are 
necessarily present, or necessarily of the same sign. For example, the first second order 
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term at lag 89 causes a positive di scontinuity in Figure 3. 15 (top), is undetectable in 
Figure 3.1S (middle) and causes a negative discontinuity in Figure 3. 1S (bottom). 
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When other classes of binary signals were used, there was no coherent pattern in the 
crosscorre1ation function due ·to the absence of the shift-and-add property. This can be 
seen in Figure 3.18 (top) using a 127-digit QRB signal and the process is critically 
damped with S = 1 in both directions, and O)IIV = liT (Tu = T, 1) and ffillD = O.25fT 
(Tv = 4T, 41). Similar results were obtained using HAB and TPB signals. The 
crosscorrelation functions using inverse-repeat signals were again smoother as predicted 
from theory. This is illustrated in Figure 3.18 (bottom) using the corresponding inverse-
repeat QRB signal on the same process. 
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3.4.2.2 Detection using Multi-level Maximum Length Signals 
As in the first order case, the shift-and-add and the shift-and-subtract properties caused 
some peaks in the crosscorrelation function . However, many of them were not readily 
detectable due to their small amplitude (compared to the peaks caused by an MLB signal 
on the same process). The directions of these peaks could not be predicted as when 
using an MLB signal on a second order process. 
Figure 3.19 shows the crosscorrelation function using an input signal with GF(3) and 
n = 5 for a process with sv = So = 1, Wn V = liT (Tv = T, 1) and m"o = 0.251T 
(To = 4T, 41). The primitive polynomial of the input signal is 1 Ee~ 2X4 EEl) x 5 and it has 
even harmonics suppressed. (The signal is plotted in Figure 3.3 and the third order shifts 
are given in (3 .10).) From Figure 3.19, the discontinuity at lag 53 is clearly visible. The 
other third order terms due to the shift-and-add and shift-and-subtract properties are not 
readily detectable due to their small amplitude (compared to the amplitude of the 
fluctuations in the crosscorrelation function) . 
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Figure 3.19. Crosscorrelation function using an input signal with GF(3) and 11 = 5 for a 
process with sv = So = 1, ml/v = liT (Tv = T, 1) and m"o = O.251T (To = 4T, 41). 
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Figure 3.20 shows the crosscorrelation function using an input ignal with GF(7) and 
n = 3 for the same process. The primitive polynomial of the input signal is 
I EB7 3x2 EB7 2x3 and it has harmonic multiples of two and three suppressed. (The signal 
is plotted in Figure 3.6 and the third order shifts are given in (3 . 15).) From Figure 3.20, 
the linear terms due to the autocorrelation property given by equation (3 . 13) are again 
present. The only other discontinuity which is readily detectable starts at lag 63 . The 
amplitude of the discontinuities caused by third order terms are small compared to the 
linear response. 
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Figure 3.20. Crosscorrelation function using an input signal with F(7) and 11 = 3 for a 
process with SU= SD = 1, ffinu= lIT(Tu= T, T) and WilD = 0.2S/T(Tl = 4T, 47). 
From these examples, it is seen that the MLML signal is much I s suitable compared to 
the MLB signal in detecting the departure from linearity for a econd order proces . In 
particular, a MLML signal with harmonic multiples of two and three suppre ed has six 
discontinuities in a period caused by the linear terms. This make the di continuitie 
caused by higher order terms much more difficult to detect. 
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3.4.2.3 Detection using Multisines 
As in the case of a first order process, there was no coherent pattern in the input-output 
crosscorrelation function and the output frequency spectrum when either random or 
Schroeder multisines were used. 
3.5 Conclusions 
Pseudo-random signals and multisines were applied to processes with direction-
dependent dynamics and with the dynamics linear in both directions of the output. To 
detect the presence of this type of departure from linearity, an MLB signal should be 
applied and the identification carried out in the time domain as there is no coherent 
pattern in the frequency domain. For a first order process, coherent patterns in the input-
output crosscorrelation function can be predicted theoretically as a result of the shift-
and-add property of the MLB signal. The period of the perturbation signal should be 
significantly larger than the largest time constant of the process so that these coherent 
patterns can be easily detected if present. 
For a second order process, analytical expressions could not be obtained for the process 
output as the sign of the slope of the output is not necessarily the same as the sign of the 
input (assuming that the input levels are symmetrical about zero). It is possible to detect 
the departure from linearity using an MLB signal as there are still coherent patterns in 
the crosscorrelation function as in the first order case. However, these discontinuities are 
not necessarily of the same sign as for a process with first order dynamics and some of 
them may be undetectable due to their small amplitudes. The use of an inverse-repeat 
signal eliminates the effects of even order nonlinearities making the crosscorrelation 
function smoother. Thus, it is much less suitable for the purpose of detecting the 
departure from linearity using the crosscorrelation function. Other classes of pseudo-
random binary signals do not possess the shift-and-add property and hence no 
predictable pattern can be found in the crosscorrelation function. 
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When a MLML signal is used, the output of the process no longer increases or decreases 
depending on the sign of the input. For a first order process, there are some 
discontinuities in the crosscorrelation function due to the shift-and-add and the shift-
and-subtract properties. For a second order process, most of these discontinuities are not 
readily detectable due to their small amplitude (compared to when using an MLB 
signal). This makes the MLML signal much less suitable for detecting the direction-
dependent behaviour especially if the signal has harmonic multiples of two and three 
suppressed (as the occurrence of more linear terms in a period will mask the effects of 
higher order terms). 
There is no coherent pattern in the frequency response gain or phase when using any of 
the pseudo-random and multisine signals. This makes the multisine signals totally 
unsuitable for the detection of the direction-dependent characteristics (since there is no 
coherent pattern in the input-output crosscorrelation function either). 
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Processes with Direction-dependent 
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4.1 Introduction 
Pseudo-random signals can be applied to estimate the parameters of a linear model of 
processes with direction-dependent responses and with the dynamics linear in both 
directions. For the first order case, the combined time constant can be obtained through 
simple calculations, and this is found to be closer to the smaller time constant of the 
process. If this linear model is the only one obtained for such a process, this could 
present a considerable control problem, because a controller designed for the estimated 
dynamics might function poorly in the slower direction, leading to possible instability in 
extreme cases. This demonstrates the importance of recognising the direction-dependent 
behaviour of the process (as was described in Chapter 3 using an MLB perturbation 
signal) because then, the controller parameters could be designed to cope with such a 
behaviour in the process response. It is also possible to obtain a linear model for both 
first and second order processes using parameter estimation algorithms available in the 
MATLAB System Identification Toolbox [45] and the MATLAB Frequency Domain System 
Identification Toolbox [5], and these are based on parametric identification methods. A 
nonparametric identification method using correlation analysis [46,47] can be used for 
the same purpose. An overview of the model structures used and a comparison of the 
results obtained by different algorithms are given. For both first and second order 
processes, the overall gain is also estimated for a process in which the gain is direction-
dependent. 
4.2 Parameter Estimation Methods 
4.2.1 Estimation using System Identification Toolbox 
In the System Identification Toolbox, identification is performed in the discrete time 
domain. For the identification of processes with direction-dependent responses, 
parametric estimation is used. This can be based on transfer-function or state-space 
models. 
4.2 Parameter Estimation Methods 69 
The general model structure of transfer function models [5,45,48] is 
A(z)Y(z) == B(z) z-nkU(z) + c(z) E(z) 
F(z) D(z) (4.1) 
where A(z), B(z), C(z), D(z) and F(z) are polynomials of z, Y(z) is the measured signal, 
nk is the delay (an integer value), U(z) is the input signal and E(z) is white noise. 
Depending on the orders of the polynomials, different sets of models are available. The 
ones used in the identification of direction-dependent dynamics are the ARX and the 
ARMAX [49] models. For the ARX model (where AR refers to the autoregressive part 
A(z)Y(z) and X to the extra input B(z)U(z» the orders of the polynomials C(z), D(z) and 
F(z) equal zero. Estimation is carried out using either least squares or instrumental 
variables method [50]. In the current application, the former was used because it 
produces results which are closer to the theoretical values for a first order process 
compared to the latter. For the ARMAX model (due to a moving average (MA) part 
C(z)E(z» the orders of D(z) and F(z) are zero. Since no noise was present during the 
simulation, C(z) was set to zero, making the model equivalent to the ARX model. 
Estimation was carried out using the prediction error method [51, 52]. The mean in both 
the input and output was removed before the start of the identification process. 
The basic structure of a state-space model [45, 48, 49] is 
x(t + 1) == Ax(t) + Bu(t) + Ke(t) 
y(t) == Cx(t) + Du(t) + e(t) (4.2) 
where A, B, C, D and K are matrices, u(t) and y(t) are the input and output respectively, 
x(t) is the state vector, and e(t) is a stochastic process. 
In the simulation, K was estimated. If K is fixed to zero, the model becomes equivalent 
to the Output-Error [45, 48] method. The matrix D can be fixed to zero or set as 
4.2 Parameter Estimation Methods 70 
variable. This will be further elaborated in Sections 4.3.1 and 4.3.2. Fixing D to zero 
means that there is a delay of at least one sample from the input to the output. The initial 
value of the state vector Xo was estimated from the data during the simulation. (There 
was almost no change in the values of the estimated linear dynamics if Xo was set to 
zero.) 
The estimation method uses either the pem or the n4sid algorithms [45]. The pem is a 
standard prediction error method based on iterative minimisation of a criterion while 
n4sid is a subspace-based method that does not use iterative search. The n4sid method 
was used in the identification of systems with direction-dependent dynamics because 
with a first order process, it produces results which are closer to the theoretical values 
compared to the pem method. 
4.2.2 Estimation using Frequency Domain System Identification 
Toolbox 
In the Frequency Domain System Identification Toolbox, identification is performed in 
the frequency domain. The general model is given by 
(4.3) 
where Umk and Ymk are the measured complex amplitudes at the input and output 
respectively, Nllk and Nyk are the measurement noises at the input and output 
respectively, and 5 is a delay operator. N(Ok> and D(0k> are polynomials of Ok I where 
ilk = Sk = jrok in the s-domain, or Ok = Zk = exp( jrokT} in the z-domain [5]. 
The parametric model is estimated using the Estimator for Linear Systems (ELiS) [5] 
which is implemented using the function elis. The function imppar is used to read 
parameters from the parameter vectors. For the identification of direction-dependent 
4.2 Parameter Estimation Methods 71 
dynamics, the delay was set to zero and the data points at dc and the Nyquist frequency 
were deselected before the start of the identification process, which was carried out in 
the z-domain. (If the signal has even hannonics suppressed, the data points at these 
hannonics should also be removed since they carry no extra information.) 
4.2.3 Estimation using Correlation Analysis 
This is essentially a two-step method which first determines the correlation functions 
and then estimates the parameters of the parametric model using the method of least 
squares [46, 47]. The first step results in a nonparametric model. When a pseudo-
random signal is used as input, the shape of the crosscorrelation function is 
approximately equal to the impulse response of the system due to the autocorrelation of 
the pseudo-random signal being approximately an impulse. The crosscorrelation 
function can be calculated using 
(4.4) 
and 
(4.5) 
where SlIy(k) is the cross-power-spectral density between the input u and the output y, 
Uk * is the complex conjugate of the discrete Fourier transform of the input, and Yk is the 
discrete Fourier transform of the output. 
Having obtained the approximate impulse response, the parameters a; and b; of the 
parametric model 
y(k) = -a1y(k-l)-a2y(k-2)-... -a",y(k-m) 
+bou(k - d) + bJu(k - d -1)+ ... +b"'_lu(k - d - (m -1» (4.6) 
can be estimated using least squares method as shown in [46, 47]. 
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Combining equations (4.4) to (4.6) in matrix form 
g = Q9 
~/l) al 
a2 ~,y(2) 
~,y(3) 
am 
where g = 9= and , bo 
hi 
R"y(l) b
m
_1 
0 0 0 I 0 0 
-~IY(l) 0 0 0 1 0 
-~(v(2) -~/l) 0 0 0 0 
Q::: . . . . . . .. (4.7) 
. . . . . . . . 
o 
I can be set equal to or less than the length of the input signal (or half its length if the 
signal is inverse-repeat). 
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4.3.1 Process with First Order Dynamics 
When a pseudo-random signal is used to perturb a linear system, the shape of the 
crosscorrelation function is approximately equal to the impulse response of the system 
(since the autocorrelation function of the input signal has an approximate shape of an 
impulse at zero delay). In order to estimate the best linear model for the system in terms 
of a single combined time constant Tc, the rate of fall of the impulse response is 
compared with the rate of decrease of the input-output crosscorre1ation function. 
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Equating these gives 
where a is defined in (3.4B). Hence, 
-T Te == --
In a 
The combined time constant is thus closer to the smaller time constant. 
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(4.8A) 
(4.8B) 
Results obtained for four different sets of values for Tu IT and TD IT were compared with 
those produced using the ARX, ARM AX and state-space models in the System 
Identification Toolbox, ELiS in the Frequency Domain System Identification Toolbox, 
and the correlation analysis technique (with / in (4.7) set equal to the length of the input 
signal, or half the length if the signal was inverse-repeat). These are tabulated in Tables 
4.1 and 4.2 respectively for a 127-digit MLB signal with feedback from stages 4 and 7, 
and its corresponding inverse-repeat signal. Theoretical results obtained using equation 
(4.8B) compare well with those produced using the above fitting algorithms. It can also 
be seen that more consistent results are produced using the inverse-repeat signal due to 
the effects of even order nonlinearities being eliminated (as was shown in Section 
3.4.1.1 ). 
Tu IT, TelT Te lT TelT TelT Tc lT Te lT 
TDIT Theory ARX ARMAX State- ELiS Correlation 
space analysis 
2,4 2.72 2.67 2.67 2.78 2.75 2.67 
1,5 1.92 1.82 1.81 1.89 1.87 1.83 
1, 7 2.07 1.94 1.94 2.05 2.03 1.98 
1,10 2.21 2.06 2.05 2.19 2.17 2.17 
Table 4.1. Combined time constants for a first order process. The input signal is a 
127 -digit MLB signal with feedback from stages 4 and 7. 
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Tu IT, Te lT Te lT Te lT TelT Te lT Te lT 
To IT Theory ARX . ARMAX State- ELiS Correlation 
space analysis 
2,4 2.72 2.72 2.73 2.72 2.72 2.72 
1,5 1.92 1.90 1.91 1.89 1.91 1.91 
1, 7 2.07 2.05 2.06 2.03 2.06 2.06 
1, to 2.21 2.18 2.19 2.14 2.19 2.19 
Table 4.2. Combined time constants for a first order process. The input signal is a 
254-digit inverse-repeat MLB signal with feedback from stages 4 and 7. 
It is interesting to note that when matrix D in the state-space model was set as variable, 
the model produced had a zero and a pole. When D was fixed to zero, the model had 
only a pole and no zeros. The position of the pole was almost unchanged with different 
settings of D. The values given in Tables 4.1 and 4.2 were obtained setting D to zero. 
The values of Te found using correlation analysis varied slightly as / in (4.7) was varied. 
This was caused by the extra peaks in the crosscorrelation function due to second order 
and higher order terms distorting the shape of the approximate impulse response (as was 
discussed in Section 3.4.1.1). The peaks above a certain value of delay can be excluded 
by setting / to be less than or equal that particular value of delay. The variation in Te 
with / is given in Table 4.3 for two different processes perturbed with an MLB signal 
with feedback from stages 4 and 7, and its corresponding inverse-repeat MLB signal. A 
similar set of results using an MLB signal with feedback from stages 1, 4, 6 and 7, and 
its corresponding inverse-repeat MLB signal is given in Table 4.4. More consistent 
results are again obtained using inverse-repeat signals as expected since even ordcr 
peaks are no longer present in the crosscorrelation function. When such signals are used, 
there is a general decrease in the estimated value of Tc as I is increased. Unfortunately, 
the reason for this behaviour is not known. 
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I Tv=T,To=5T Tv=T, To=5T Tv= T, To = lOT Tv= T, TD = lOT 
MLB Inverse-repeat MLB Inverse-repeat 
MLB MLB 
TelT Te lT Te lT Te lT 
10 1.85 1.93 2.19 2.22 
30 1.85 1.92 2.19 2.21 
50 1.86 1.92 2.19 2.21 
70 1.85 1.92 2.17 2.21 
90 1.85 1.92 2.18 2.20 
110 1.83 1.91 2.17 2.20 
127 1.83 1.91 2.17 2.19 
Table 4.3. Combined time constants estimated using correlation analysis. The input is an 
MLB signal with feedback from stages 4 and 7, and its corresponding inverse-repeat 
signal. 
I Tv= T, TD= 5T Tv =T,TD=5T Tv= T, TD = lOT Tu= T, TD= lOT 
MLB Inverse-repeat MLB Inverse-repeat 
MLB MLB 
TelT TelT Te lT Te lT 
10 1.84 1.93 2.15 2.23 
30 1.83 1.93 2.15 2.22 
50 1.84 1.93 2.15 2.22 
70 1.82 1.92 2.14 2.21 
90 1.73 1.92 1.97 2.21 
110 1.80 1.91 2.13 2.20 
127 1.81 1.91 2.12 2.20 
Table 4.4. Combined time constants estimated using correlation analysis. The input is an 
MLB signal with feedback from stages I, 4, 6 and 7, and its corresponding invcrse-
repeat signal. 
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It was found that state-space models have poorer fit in the frequency domain compared 
to the other models. Processes with direction-dependent dynamics are probably not so 
well described by state-space methods. An example is given in Figure 4.2 using a 
254-digit inverse-repeat MLB signal with feedback from stages 4 and 7. The process has 
Tu = T and TD = ST. The frequency response of the ARX model for the same set of data 
is shown in Figure 4.3. The frequency responses of the ARMAX and ELiS models are 
nearly identical to that of the ARX model. The actual frequency response of the process 
is given in Figure 4.1. 
The shapes of the gain responses were compared with one another. The absolute values 
differ due to the different scaling used by each individual algorithm. (The gain is 
differently defined depending on the algorithm used.) The phase response of the state-
space model continues to decrease due to a pure time delay which was set as vari able 
and was estimated by the algorithm. (Setting the delay to zero produced a phase 
response similar to the actual phase response of the process. However, an extra zero was 
added to the model obtained.) 
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Figure 4.1. Frequency response of the process with Tu = T and TD = 5T. 
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Figure 4.2. Frequency response of the state-space model for a process with Tv = T and 
TD = 5T. The signal used is a 254-digit inverse-repeat MLB signal with feedback from 
stages 4 and 7. 
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Figure 4.3 . Frequency response of the ARX model for a proces with Tv = T and 
TD = 5T. The signal used is a 254-digit inverse-repeat MLB signal with feedback from 
stages 4 and 7. 
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4.3.2 Process with Second Order Dynamics 
For a process with second order dynamics, it is not possible to predict the combined 
time constants theoretically. Fitting algorithms are required for this purpose. 
The process was modelled using two poles, with a zero added due to the presence of a 
zero order hold. The poles found were either real poles on the positive horizontal axis in 
the z-plane, or complex poles close to this axis. 
If the poles found were real poles (on the positive horizontal axis), the combined time 
constants were each calculated using 
z = exp (-aT) 
where z is the value of the pole being considered. This gives 
1 -T Tc = - =--
a In z 
(4.9A) 
(4.9B) 
However, if the poles were complex, a resonant frequency was then present. To 
calculate Tc, the values of the denominator coefficients of the z transfer function were 
compared with the standard formula 
(4.10) 
The combined time constant is again given by lIa. An example is given in Figure 4.4 of 
the results produced using EUS for a 254-digit inverse-repeat MLB signal with 
feedback from stages 4 and 7. The system has two time constants each of 5 T in the 
positive direction and two time constants each of T in the negative direction (~ = 1 in 
both directions, ffil/v = 0.21T and ffillD = liT). Using ELiS, the denominator of the z 
transfer function was found to be 
4.3 Estimation of Linear Dynamics 
0.5715 - 0.7750 Z· I + 0.2666z·2 
Comparing this with the denominator in the standard fonnula (equation (4.10)), 
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Figure 4.4. Results produced using ELiS for a 254-digit inv rse-repeat MLB signal with 
feedback from stages 4 and 7. The system has S = I in both direction , (J)IIV = 0.2/T 
(Tv = 5T, 51) and (J)IID = lIT (TD = T, 1). The solid line in the magnitude plot shows the 
gain response of the estimated model. 
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Results obtained for different combinations of process time constants using different 
fitting algorithms are given in Tables 4.5 and 4.6. In Table 4.5, the input is an inverse-
repeat MLB signal with feedback from stages 4 and 7 while in Table 4.6, the input is an 
inverse-repeat MLB signal with feedback from stages 1, 4, 6 and 7. For two sets of 
faster dynamics with su = So = 2, the estimated values of damping factor (Sc) are not 
very close to the true value. Indeed, using ELiS, only a first order model could be 
estimated; when trying to estimate a second order model, one of the estimated time 
constants was very small, but negative. 
The method of correlation analysis followed by least squares resulted in unstable poles, 
probably due to the effects of overs amp ling not being taken into account in equation 
(4.7). This method was thus not used in the estimation of 1inear dynamics for second 
order processes with direction-dependent dynamics. 
When matrix D in the state-space model was set as variable, the model produced had 
two zeros and two poles. When D was fixed to zero, the model had one zero and two 
poles. The positions of the poles were almost unchanged with different settings of D. 
The values given in Tables 4.5 and 4.6 were obtained setting D to zero as before. 
The System Identification Toolbox provides functions to plot the impulse and step 
responses of the models obtained. These can be compared with the shapes of the 
crosscorrelation function and the integral of the crosscorrelation function respectively. 
This is shown for the impulse response (Figure 4.5) and the step response (Figure 4.6) 
for a 254-digit inverse-repeat MLB signal with feedback from stages I, 4, 6 and 7, and 
the system has damping factor t;, = 1 in both directions, Oll/U = 0.2/T (Tu = 5T, 5n and 
OlIlD = liT (TD = T, n. The fit using the state-space model was poorer compared to that 
using the other models. (This was true for most sets of simulations conducted.) The 
above could be linked to the poorer fit in the frequency domain. However, for a first 
order system, the discrepancy in the time domain was not obvious, for all sets of 
simulations conducted. 
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Process Dynamics ARX ARMAX State-space ELiS 
Tul T= 0.05,0.75 Tel T= 0.64, Tel T= 0.65, Tel T= 1.30, Tel T= 1.28· 
TDI T= 0.21, 2.99 6.73 7.24 6.15 
su = SD = 2, SC= 1.78, ~e= 1.82, SC= 1.32, 
OlIlU = SIT, OlnD = 1.251T Olllc= 0.481T Ollie = 0.461T Ollie = 0.351T 
Tul T= 0.09,1.24 Tel T= 0.27, Tel T= 0.33, Tel T= 1.86, Tel T= 1.95 
TD I T= 0.36, 4.98 1.90 1.70 4.31 
~u= l;D= 2, ~e= 1.53, ~c= 1.36, l;e= 1.09, 
Olllu = 31T, milD = 0.751T Ollie = l.4l1T Ollie = 1.341T rolle= 0.351T 
Tul T= 0.27, 3.73 Tel T= 0.28, Tci T= 0.65, Tcl T= 1.30, Tel T= 0.69, 
TD I T= 1.07, 14.93 6.73 7.24 6.15 6.84 
~u= ~D= 2, ~e= 2.54, l;e= 1.82, ~e= 1.32, ~e= 1.74, 
Olllu = liT, milD = 0.251T OlIlC = 0.731T Olllc = 0.461T rolle = 0.351T Olne = 0.461T 
Tul T= I, I Tel T= 2.13, Tel T= 1.60, Tel T= 3.01, Tel T= 2.59, 
TDIT=4,4 2.13 3.26 3.01 2.59 
~u= l;D = 1, ~c= 0.98, l;c= 1.06, se = 0.82, ~c= 0.89, 
OlIlU = liT, OlnD = 0.251T Ollie = 0.481T Ollie = 0.441T Olllc = 0.41/T Ollie = OA3/T 
Tul T= I, 1 Tel T= 2.26, Tel T= 1.68, Tel T= 2.74, Tel T= 2.62, 
TDIT=5,S 2.26 3.88 2.74 2.62 
~u = l;D = 1, l;c= 0.98, l;e= 1.09, t;e= 0.91, l;e = 0.95, 
OlnU = liT, rollD = 0.21T Ollie = 0.451T Ollie = 0.391T rolle = OAOIT Ollie = OAOIT 
Tul T= l±jO.87 Tel T= 3.44, Tel T= 3.58, Tel T= 4.97, Tel T= 4.56, 
TDI T= 2±j3.46 3.44 3.58 4.97 4.56 
~u= ~D= 0.5, ~e= 0.68, l;e= 0.70, l;e= 0.56, l;e = 0.59, 
Olllu = liT, milD = 0.251T Ollie = OA31T Ollie = 0.401T rolle = 0.361T Ollie = 0.371T 
Table 4.5. Combined time constants for second order processes estimated using different 
models/algorithms. The input is an inverse-repeat MLB signal with feedback from 
stages 4 and 7. • A second order model could not be estimated using EUS in these two 
cases. 
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Process Dynamics ARX ARMAX State-space ELiS 
Tvf T= 0.05,0.75 Tef T= 0.53, Tel T= 0.53, Tel T= 1.25, Tel T= 1.47 
TD I T= 0.21, 2.99 1.15 1.15 3.64 
SV= SO= 2, se= 1.08, ~e= 1.08, ~e= 1.15, 
mllv = SIT, milO = 1.25fT mne = I.28fT mile = I.29fT mnc= OA71T 
Tu/ T= 0.09,1.24 Tef T= 0.27, Tel T= 0.32, Tel T= 1.12, Tel T= 2.54" 
To I T= 0.36, 4.98 1.91 1.71 2.02 
sv'" SO= 2, se= LSI, se= 1.37, se= 1.04, 
mllu = 31T, mnD = 0.751T mne = 1.401T mnc = 1.341T CO"e= 0.671T 
Tvl T= 0.27, 3.73 Tel T= 0.57, Tel T= 0.58, Tel T= 0.78, Tel T= 0.69, 
Tol T= 1.07, 14.93 7.36 7.69 7.06 7.02 
~u= ~D= 2, ~e= 1.93, ~e'" 1.96, ~c= 1.67, se= 1.75, 
mnV = lIT, ffil/O = 0.251T ffine = 0.491T COnc= 0.47/T COnc = 0.431T mne = 0.451T 
Tu IT =I,1 Tel T= 1.53, Tel T= 1.39, Tel T= 2.37, Tel T= 2.37, 
Tol T= 4, 4 2.80 3.59 2.37 2.37 
SU= SO= 1, ~e= 1.05, ~e= 1.11, ~e= 0.96, se= 0.96, 
ml/U = liT, mnD = 0.251T COne = OA81T COne = 0.451T COnc = 0.441T ffille = 0.441T 
Tu IT =I,1 Tel T= 1.90, Tcl T= 1.63, Tel T= 2.92, Tel T= 2.76, 
TDIT=5,5 2.98 4.31 2.92 2.76 
su= SO= I, ~e= 1.03, ~c== 1.32, ~e= 0.94, ~e=0.97, 
mnV = liT, COnD == 0.2fT conc = 0.42fT conc = 0.38fT COne = 0.37/T mile = 0.371T 
Tvi T= l±jO.87 Tel T= 3.28, Tel T= 3.26, Tel T=4.54, Tel T= 4.59, 
TDf T= 2±j3.46 3.28 3.26 4.54 4.59 
~v= SO= 0.5, ~e= 0.73, ~c= 0.78, ~c= 0.61, ~c= 0.59, 
ffillv = liT, ffi"o = 0.251T COne = OAIIT ffille = OAOIT mnC == 0.361T m"c'" O.37fT 
Table 4.6. Combined time constants for second order processes estimated using different 
models/algorithms. The input is an inverse-repeat MLB signal with feedback from 
stages 1, 4, 6 and 7. • A second order model could not be estimated using ELiS in these 
two cases. 
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Figure 4.S. Impulse response of the ARX, ARMAX and state-space models, and that 
obtained through correlation analysis (the crosscorrelation function i plotted here since 
this approximates the shape of the impulse response) using a 254-digi t inverse-repeat 
MLB signal with feedback from stages 4 and 7. The sy tern has t; = 1 in both directions, 
(J.}IlU = O.2IT (Tv = ST, Sn and (J.}IlD = l iT (TD = T, n. 
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Figure 4.6. Step response of the ARX, ARMAX and state-space models, and that 
obtained through correlation analysis (the crossc rrelation function is plotted here incc 
this approximates the shape of the impulse respon e) using a 254-digit inver c-rcpeat 
MLB signal with feedback from stages 4 and 7. The system has S = I in both directions, 
O)/1V = O.2IT (Tv = 5T, 51) and O)/1D = l iT (TD = T, 1). 
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4.4 Estimation of Overall Gain for Processes with Direction-
dependent Gains 
4.4.1 Introduction 
Some processes with direction-dependent dynamics have gains which are also direction-
dependent. An example is the relationship between compressor speed and fuel flow for 
the Rolls-Royce Bristol Pegasus Engine [26] which is nonlinear, and about an operating 
point will have at least linear and quadratic nonlinear characteristics, resulting in 
direction-dependent gains. For a process in which the gain in the positive direction Kv is 
different from that in the negative direction Ko, the overall (combined) gain Kc of the 
system can be estimated using ELiS. 
4.4.2 First Order Process 
Results obtained for a few sets of first order processes with direction-dependent gains 
are tabulated in Table 4.7. 
TvlT TDIT Kv= I,Ko=4 Ku= 1,Ko=4 Kv= 1,KD=6 Ku= I, KD= 6 
MLB input Inverse-repeat MLB input Inverse-repeat 
MLB input MLB input 
1 1 2.50 2.50 3.42 3.50 
1 10 1.10 1.13 1.55 1.58 
3 10 1.98 1.87 2.77 2.62 
5 10 2.34 2.25 3.27 3.15 
10 10 2.50 2.50 3.50 3.50 
Ta~le 4.7. Estimated overall gain Kc for first order processes with direction-dependent 
gams. 
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When the time constants in the positive and negative directions are equal (Tu = TD = Td, 
the estimated overall gain is approximately equal to the average of the gains in the two 
directions. Theoretically, Kc should be exactly equal to this value since from (3.IA) and 
(3.1B), 
Y(s) = Ku U(s) 
sTc+ 1 
Y(s) = KD U(s) 
sTc+ 1 
sgn(y) > 0 
sgn(y) < 0 
has the same effect in the output as a change in the signal levels. 
(4.11A) 
(4.IIB) 
If the input is binary, and assuming it has levels ±I which is true for all the simulations 
in this chapter, the input signal can now be seen as having levels +Ku and -KD' while the 
process can be seen as having unity gain in both directions. There is therefore a bias of 
(Ku - KD)/2 and an average signal amplitude of (Ku + KD)/2. Hence, the effects of the 
nonlinearity in the system are not visible in this degenerate case, when using a binary 
perturbation signal. 
However from Table 4.7, as the difference in the dynamics in the two directions 
increases, the estimated overall gain decreases and tends towards the smaller gain of the 
system. This is probably due to the fact that the output remains close to either the upper 
bound (which is determined by Ku) or the lower bound (which is determined by KD) for 
most of the time during a period. An example is given in Figure 4.7 of the output signal 
using an MLB signal as the input. The process has gains Ku = 1 and KD = 6. The time 
constants are T u = T and TD = lOT. It can be seen from Figure 4.7 that the output signal 
stays close to the upper bound (which is I in this case) due to the faster time constant in 
the positive direction. However, any further increase is slow due to the signal being 
already close to the upper bound. Any decrease in the signal is also slow due to the 
larger time constant in the negative direction. It is possible that the overall gain 
decreased because a lot of the input signal power was lost in the process. The output 
using the same input for a process with gains Ku = I, KD = 6, Tu = lOT and TD = lor is 
given in Figure 4.8 for comparison. The output is seen to oscillate much more in 
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between the upper and lower bounds, and the overall gain is larger for this process. The 
use of an inverse-repeat signal is seen to yield more accurate results. Also, the values 
obtained for the estimated overall gain remained unchanged when the gains in the 
positive and negative directions were exchanged. 
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Figure 4.7. Output using an MLB signal for a process with Tu = T, Tn = lOT, Ku = 1 and 
KD = 6. Kc = 1.55. 
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Figure 4.8. Output using an MLB signal for a proces with Tu = lOT, TD = lO T, Ku = I 
and KD = 6. Kc = 3.50. 
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4.4.3 Second Order Process 
Results obtained are tabulated in Table 4.8 for second order processes with larger gain 
in the positive direction (Ku > KD), and in Table 4.9 for second order processes with 
larger gain in the negative direction (Ku < KD)' 
Tu lT TDIT Ku=4,KD= I Ku=4,KD= 1 Ku=6,KD= 1 Ku= 6, KD= 1 
MLB input Inverse-repeat MLB input Inverse-repeat 
MLB input MLB input 
1, 1 1, 1 2.50 2.50 3.50 3.50 
1, 1 10, 10 2.19 1.35 5.74 1.89 
3,3 10, 10 2.91 2.42 4.06 3.39 
5,5 10, 10 2.55 2.46 3.57 3.45 
10,10 10, 10 2.50 2.50 3.49 3.50 
Table 4.8. Estimated overall gain Kc for second order processes with larger gain in the 
positive direction (Ku> KD)' 
TulT TDIT Ku= 1, KD= 4 Ku= 1, KD= 4 Ku= I,KD=6 Ku= 1, KD= 6 
MLB input Inverse-repeat MLB input Inverse-repeat 
MLB input MLB input 
1, 1 1, 1 2.50 2.50 3.50 3.50 
1, 1 10, 10 4.43 1.35 6.20 2.85 
3,3 10,10 2.91 2.42 4.08 3.39 
5,5 10,10 2.55 2.46 3.57 3.45 
10, 10 10, 10 2.50 2.50 3.50 3.50 
Table 4.9. Estimated overall gain Kc for second order processes with larger gain in the 
negative direction (Ku < KD)' 
As in the first order case, when the time constants in the positive and negative directions 
are equal, the estimated overall gain is approximately equal to the average of the gains 
in the upward and downward directions, which is to be expected theoretically. However, 
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as the difference between the dynamics in the two directions increases, the overall gain 
deviates from this average value. This cannot be easily explained because the output 
does not respond immediately to a change in input. Examples are given in Figures 4.9 
and 4.10 of the output using an inverse-repeat MLB signal as the input. The process has 
a gain of 6 in the positive direction and 1 in the negative direction. In Figure 4.9, the 
process has S = 1, {J.)/lV = liT (Tv = T, 1) and (fJ1I0 = O.lIT (To = lO T, 101) while in Figure 
4.10, the process has S = 1 and O)IIU = 0)110 = O.lIT (T U = To = lOT, 101). The estimated 
overall gain is no longer independent of the direction in which the process has a larger 
gain. However, it was found that there is a higher probability of obtaining the same 
overall gain when the gains in the two directions are exchanged, if an inverse-repeat 
MLB signal is used. 
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Figure 4.9. Output using an inverse-repeat MLB ignal for a process with S = I, 
O)IlV = liT (Tv = T, 1) and O)nO = O.I IT (To = lOT, 101). Ku = 6, Ko = I and K = 1. 89. 
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Figure 4.10. Output using an inverse-repeat MLB signal for a proee s with ~ = I and 
ffi" v = ffi"D= O.IIT(Tv=TD= lOT, lOT). Ku = 6,KD = 1 andK = 3.50. 
From Tables 4.8 and 4.9, when an inverse-repeat MLB signal i u ed as input, the 
estimated overall gain decreases as the difference in the dynamics in the two directions 
increases. However, results obtained are less consistent when an MLB signal is used . 
The overall gain can either increase or decrease. This depends n the fitting using Li . 
The overall gain is higher if the estimation results in real poles. However, if the 
estimation results in imaginary poles, then the overall gain is lower due to the pres nce 
of a resonant frequency. From the simulations conducted, it was found that there is a 
higher probability that the estimation results in imaginary poles when an inverse-r peat 
MLB signal is used. This is probably due to the magnitude of the second frequency 
point being larger than or very slightly less than that of the first. xamples are given in 
Figures 4.11 and 4.12 for a process with S = 1, COl/V = liT (Tu = T, 7) and W"o = O.I /T 
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(TD = lOT, 101). The gain is 1 in the positive direction and 4 in the negative direction. 
In Figure 4.11, the input is an MLB signal while in Figure 4.12, the corresponding 
inverse-repeat signa] is used. It was also found that the estimated overall gain does not 
necessarily fall between the gains in the positive and negative directions. 
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Figure 4.11. Results obtained from ELiS using an MLB signal for a process with S = 1, 
(OI/V = liT (Tv = T, 1) and (OnD = O.lIT (TD = lOT, 101). Ku = I, KD = 4 and Kc = 4.43. 
The solid line in the magnitude plot shows the gain response of the estimated model. 
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Figure 4.1 2, Results obtained from ELiS using an inverse-repeat MLB signal for a 
process with S = 1, Wnu = liT (Tu = T, T) and WilD = O.lIT (TD = lOT, lOT). Ku = I , 
KD = 4 and Kc = 1.35. The solid line in the magnitude plot shows the gain response of 
the estimated model. 
4.5 Conclusions 
In most practical situations, linear models are greatly preferred to their nonlinear 
counterparts due to their inherent simplicity. In light of this, it is not difficult to 
comprehend why nonlinear processes are often linearised to allow further analysis and 
simulation. In this chapter, the combined linear dynamics for a process with direction-
dependent dynamics were investigated. Despite the process having linear dynamics in 
both directions, a departure from linearity was observed, due to the direction-dependent 
behaviour. In order to obtain a high accuracy and consistency in the estimation results, 
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an inverse-repeat signal should be used since this eliminates the effects of even order 
nonlinearities. For a first order process, simple calculations can be used to obtain the 
combined time constant, which was found to be closer to the smaller time constant of 
the process. However, theoretical results could not be obtained for a second order 
process. The ARX, ARMAX and state-space models, and the ELiS algorithm, can be 
used to estimate the linear model. It was found that the models obtained using state-
space have poorer fit compared with those of the other models mentioned above. Hence, 
the transfer function models should be preferred for this application. Also, the method 
of correlation analysis followed by least squares results in unstable poles for second 
order processes, probably due to the effects of oversampling. Thus, in this chapter, this 
method was only used for first order processes. 
For first and second order processes with direction-dependent gains, the theoretical 
overall gain is equal to the average of the gains in the positive and negative directions if 
the dynamics are equal in both directions. For the first order case, the overall gain 
decreases and tends towards the smaller gain with an increase in the difference between 
the dynamics in the two directions. The overall gain is independent of the direction in 
which the process has a larger gain. Unfortunately, results obtained for second order 
processes were not so conclusive. The overall gain depends on several factors, including 
the input perturbation signal applied, the dynamics of the particular process and the 
direction in which the process has a larger gain. 
Chapter 5 
The Use of Wiener Models to Describe 
Systems with Direction-dependent 
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5.1 Abstract 9S 
5.1 Abstract 
The identification of systems with direction-dependent dynamics is extended to those in 
which the gain is also direction-dependent. The terms in the input-output 
crosscorrelation function are developed for a first order process perturbed with an MLB 
signal and an inverse-repeat MLB signal. It is shown that coherent patterns in the 
crosscorrelation function of a Wiener process can be made very similar to that of a 
direction-dependent process, provided that the model parameters are appropriately 
chosen. This can be achieved using the MATLAB Optimization Toolbox. Simulation 
results are used to verify the theoretical analysis. The linear dynamics for both direction-
dependent and Wiener processes are estimated and compared. For a second order 
process, analytical results could not be obtained and simulation results are presented 
instead. 
5.2 Introduction 
In Chapter 3, the detection of processes with direction-dependent dynamics was 
discussed. It is shown in [25, 26] that pseudo-random binary signals based on maximum 
length sequences are the most suitable signals for the detection of such a departure from 
linearity. When these signals are used to perturb a direction-dependent process, coherent 
patterns are observed in the input-output crosscorrelation function that are not present 
when other kinds of pseudo-random binary signals are used. In this chapter, the theory is 
extended to the more general case in which the gain is also direction-dependent. Such 
processes may be modelled by one of the many derivatives of the Volterra functional 
series [28]. In this chapter, the modelling of the direction-dependent system using one of 
these derivatives, namely a Wiener process [11, 53 - 60], is investigated. This process 
has a structure in which a dynamic linear subsystem precedes an instantaneous 
nonlinearity. The parameters of the Wiener model are obtained using the MATLAR 
Optimization Toolbox [61]. 
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The linear dynamics for both direction-dependent and Wiener processes are then 
estimated using the ARX and the ARMAX models in the System Identification Toolbox 
[45], ELiS in the Frequency Domain System Identification Toolbox [5] and correlation 
analysis with least squares [46, 47]. Different optimisation criteria are used for the 
Wiener models, and the results obtained are compared. 
Unlike in the first order case, theoretical results could not be obtained for a second order 
process and simulation results are presented instead. It will be shown that the match 
between the direction-dependent and the Wiener processes is not as good as in the 
fonner case, except when the direction-dependent process has a large damping factor 
and fast dynamics, and therefore behaves like a first order process. In such cases, a 
Wiener model with first order dynamics can be used to model the actual process. 
5.3 First Order Direction-dependent Process 
5.3.1 Derivation of Process Output 
For a first order process with direction-dependent dynamics and direction-dependent 
gains, the response Y to an input u with levels ± 1 is given by 
Yt = Kuu +(YI-\ -Kuu)exp(-T / Tu) u = +1 
u =-1 
(S.IA) 
(5.10) 
where Ku, KD and T are the gains in the positive and negative directions, and the clock-
pulse interval respectively. 
This can be described by the difference equation 
YI = K ,Y,-I + (l-K ,)(Au, + F) 
where K I is defined in equation (3.4A). 
A=Ku+KD 
2 
and 
(5.2) 
(S.3A) 
(5.38) 
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Substituting for K , we obtain 
Y, = (a+bu,)Yt-I +(l":'a-bu,)(Au, +F) 
= aYt-I + bU,Yr_, + (A - aA - bF)u, - bA + (1- a)F 
( ( A-aA-bF)) (A -aA-bF) =(a+bu,) Y,-I + b -bA+(l-a)F- b a (5.4) 
On rearranging, 
( A-aA-bF)_( b)( A-aA-bF)_A(b_ {l-a)2J (5.5) Y, + b - a + Ut Yt-I + b b 
. . ( A-aA-bF) 
whIch IS of the form a, = p,a,_l +Y , where at = Y, + b ' P, = a + bUt and 
Taking corresponding expressions for a" a,_I, a'-2, ... , and mUltiplying them by 
v v p 
at = IlP,-p,-v-l + Lll '¥PH (5.6) 
/=0 p=O /=0 
v 
For stable processes, a < 1 and b < 1, so that as v becomes large, II (a + buH ) 
/=0 
approaches zero [25] leaving only the second term on the right-hand side of (5.6). Hence 
from (5.5), YI can be expressed as a nonlinear function of the inputs U,./. 
Y
t 
=A({l-a)2 -bJin(a+bU,_/)- A-aA-bF 
b p~~O b 
=A(((1-a)2 -bJitI(a+bUH)-(~)J+F 
b p=O 1=0 b 
(5.7) 
The right-hand side of (5.7) can be split into a constant term, a first order term and 
higher order terms [25, 26] as was done in Section 3.4.1.1. 
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Constant term 
~ =A(K(1+a+a2+ .. ·.)_1-a)+F=- Ab +F 
b I-a 
where K = (1- a)2 b as defined in equation (3.6). 
b 
First order term 
b 2 34) ~ = AK-1-(u, + aU/_I +a u/_2 +a u/_3 +a u/_4+ ... 
-a 
Second order terms 
b2 2 ~ = AK-1-(u'U'_1 + au/_ l u,_2 + a U,_2U,_3 + a3u,_3u,_4 + ... 
-a 
+ ... ) 
Third order terms 
b3 ~ =: AK-
1 
-(U/U,_IU,_2 + aUt-\u,_2U,_3 + a2u,_2U,_3U,_4 + ... 
-a 
2 
+a U,U'_IU'_4 + ... 
+ ... ) 
98 
(5.8) 
(5.9) 
(5.10) 
(5.1l) 
Since, in practice, Ibl is considerably less than unity, fourth order and higher order tenns 
will be very small and can be neglected. 
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5.3.2 Derivation of Crosscorrelation Function using Maximum Length 
Binary Signals 
If the input u is a pseudo-random binary signal of any class, with levels ± 1, the 
autocorrelation function is + lon-peak (at zero delay) and • liN off-peak. Suppose that 
there are (N+ I )/2 clock-pulse intervals at signal level + 1 and (N-l )/2 clock-pulse 
intervals at signal level -1; then the contributions of Yo and Y1 to the crosscorrelation 
function are: 
Contribution of Yo 
(5.12) 
since the average value of the input signal is liN. 
Contribution ofYI 
This contributes to a constant and a first order tenn in the crosscorrelation function. The 
on-peak value of the autocorrelation of the input contributes to a tenn 
w. ('T) Ac 1 IA I =--a 
I-a 
;=0,1,2, ... (5.13) 
where c = (1- exp(-T I Tu»(l- exp(-T lTD» = Kb (5.14) 
However, the off-peak value of the autocorrelation has a value of -liN. This contributes 
to a constant and a first order tenn. 
~B(iT) =~[(l +a+a2 +a3+ ... )_al](-I) 
I-a N 
i = 0, 1,2, ... (5.15) 
Thus the total contribution of Y1 is 
~(i1)= l~CaHl+ ~ )+[l+a+a2 +a'+ ... ( ~)] 
(5.16) 
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Suppose now that the input is a pseudo-random MLB signal so that the shift-and-add 
property 
r=1,2,3, ... (5.17) 
applies. Here, sCi) is a maximum length binary sequence with characteristic polynomial 
j{D). u(t) is obtained by converting the zero elements of sCi) to -I and the unity elements 
to + I. The values of ir can be determined by dividing the polynomial 1 Et>2 Dr by the 
characteristic polynomialj{D) until the single-term remainders DI,. are obtained [62]. 
Contribution ofY2 
The first, second and third lines of (5.10) contribute to the terms 
~AiT) = - Acb [ai-II (I +..!..) _ ( 1 )] 
I-a N N(1-a) i=i"i, +I,i, +2,... (S.18) 
~8(iT)= -ACb[a l+i- i2 (1 +..!..)_( a )] 
I-a N N(l-a) 
respectively. Thus the total contribution of Y2 is 
~(iT)= -ACb[~a'-I+i-ll(l+..!..)_( I 2)] i=i"i,+I,i,+2,... (5.21) 
I-a ,=1 N N(1-a) 
For an MLB signal, the following property also applies 
Sl Ee2 Si_q Ee2 S;_q_r = sl-I q = 1, 2, 3, . .. and r = 1, 2, 3, ... q,r (5.22) 
The values of iq., can be determined by dividing the polynomial 1 $2 J1I Ee2 Dq+, by the 
characteristic polynomialj{D) until the single-term remainders Dlq,r are obtained [62]. 
Contribution of Y3 
Similarly, this contributes to a constant and to third order terms. 
~(iT)= Acb2 [~Nf~q+r-2+l-Iq.r(1+_1 )-( I 3J] 
I-a q=1 r=1 N N(l-a) 
(5.23) 
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Grouping all the constant tenns (including contributions from higher order tenns), we 
obtain 
Ac = -A+F = -KD 
N(l-a)(1-a+b) N N (5.24) 
Note that Ku does not enter into the expression for <1>0; Ku affects the peak values 
relative to this constant offset. 
Also the linear, quadratic and cubic tenns in the crosscorrelation function are 
A.. ('T) Ac ;(1 1) 
'VI I =--a +-
I-a N 
i = 0, 1,2, ... (5.25) 
<1>2 (iT) = -Acb Iar- I+l-ir (1 +2..) 
I-a r=1 N 
(5.26) 
<1>3 (iT) = _c -L LaQ+r - 2+l-iq ,l' 1 +-A b2 N-2N-I-q (1 ) 
I-a q",1 r",1 N 
(5.27) 
respectively. 
When T u = TD (so that b = 0), but Ku '* KD, additional peaks no longer appear in the 
crosscorrelation function, due to the fact that the signal is binary. In this respect, this 
signal is not persistently exciting (see Section 4.4.2). 
5.3.3 Derivation of Crosscorrelation Function using Inverse-repeat 
Maximum Length Binary Signals 
Suppose now that the input u is an inverse-repeat signal with levels ± 1, obtained by 
inverting every other digit in a pseudo-random binary signal (of any class) of length N 
[9]. The resulting signal is oflength 2N and has an autocorrelation function R'III(i) given 
by +1 for i = 0 mod 2N; -1 for i = Nmod 2N; + liN for i = 1,3,5, . . . :F- Nmod 2N; and 
-liN for i = 2,4,6, ... :F- 0 mod 2N. For such a signal, the terms in the crosscorrelation 
function due to Yo, Y1 and Y2 are: 
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Contribution of Yo 
w=o o (5.28) 
since the average value of the input signal is zero. 
Contribution of Y1 
Considering only the first half of the crosscorrelation function (as the second half is the 
negative of the first), this contributes to a first order term. The on-peak value of the 
autocorrelation of the input contributes to a term 
w. ('n Ac 1 lA I =--a 
I-a 
i = 0,1,2, ... (5.29) 
However, the off-peak value of the autocorrelation as given above contributes to 
W;.(in = I~Ca[[-1 +a- a' +al-.t~}al(~)] i = 0, 1,2, ... (5.30) 
Thus the total contribution of Y1 is 
W;(in= I~CaH1+ ~ )+[-I+a-a2 +al-.. .J«-~')] 
Ac [1(1 1) ( (-I)' )] 
= 1- a a + N - N(l + a) 
Contribution of Y2 
Due to the inverse-repeat nature of the signal, 
W; =0 
(5.31) 
(5.32) 
If the signal is an inverse-repeat MLB signal, then the shift-and-add property of (5.22) 
applies, so that the contribution of Y3 can be determined as follows. 
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Contribution of Y3 
The first, second and third lines of(5.11) contribute to the tenns 
~A(iT) = Acb2 [al-il,1 (I +~) -(-It II, I J] i = i1,I,il,l + I,i\,\ + 2,... (5.33) I-a N N(l +a) 
~8(iT) = Acb2 [a l +i- il,2 (I + _I ) - (a(-lt/I'Z J] i = il •2 ,il.2 + l,il,2 + 2, ... (5.34) I-a N N(I +a) 
~c(iT) = Acb2 [al+i-iZ.1 (I + _1 ) - (a<-lt /2 •1 J] i = i2•I ,i2,1 + l,i2.1 + 2, ... (5.35) I-a N N(l+a) 
respectively. Thus the total contribution of Y3 is 
U;(iT) = _c - L LaQ+I'-2+i-lq.r 1+- - - 2 A b2 [N-2 N-l-q (I) ( (1)1-1,.r J] 
I-a q=1 r=1 N N(l-a) (l+a) 
(5.36) 
The zero order tenn in the crosscorrelation function is a sum of the two terms 
<I> ( T) _ Ac( -I )1 
OA I - - N(l- a)(1 + a) i = 0, 1,2, ... (5.37A) 
<I> (iT) _ _ Acb2 (-I )/-iq.r 
08 - N(I-a)3(I+a) (5.37B) 
The linear, quadratic and cubic tenns in the crosscorrelation function are 
<1>1 (iT) = Ac a'(1 + _I ) 
I-a N 
i = 0, 1,2, ... (5.38) 
(5.39) 
<1>3(iT)=~ L LaQ+r-2+'-'q,r 1 +-A b2 N-2N-I-q (1 ) 
I-a q=1 1'=\ N 
(5.40) 
respectively. 
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5.4 Wiener Process with First Order Dynamics 
5.4.1 Derivation of Crosscorrelation Function using Maximum Length 
Binary Signals 
The Wiener model used for comparison with the direction-dependent process is shown 
in Figure 5.1. This model consists of a constant path, a linear path, a quadratic path and 
a cubic path. The quadratic path may be added to or subtracted from the total output 
depending on the dynamics of the direction-dependent model (and this will be discussed 
in Section 5.5.2). It is shown in [29] that each nonlinear path in the model contributes to 
terms that corrupt the crosscorrelation function obtained for the linear path alone, and 
the occurrences of discontinuities in the total crosscorrelation function resulting from 
these terms may be accounted for by (5.17) and (5.22). 
Ko 
K\ 
+ + 
1 + s1i 
u(t) ) y(l) 
,/ 
K2 ( )2 sgn(b) + 1 + s7; 
K3 ( r 1 + sJ; ~ 
Figure 5.1. Structure of the Wiener model with first order dynamics. 
Using an MLB signal, the contributions of the constant path, the linear path, the 
quadratic path and the cubic path to the crosscorrelation function are: 
5.4 Wiener Process with First Order Dynamics 
Contribution of constant path 
Z _Ko o- N 
since the average value of the input signal is liN. 
Contribution of linear path 
ZI (iT) = K1(1- al)[a/(l +..!..)_( 1 )] N N(l-at ) 
where at = exp(-TI I;) 
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(5.41) 
i = 0, 1,2, ... (5.42) 
(5.43) 
The transfer function of the digital simulator for the linear path of the Wiener model is 
Kt 1- a l , where al is the response decrement. This gives the impulse response as z-a l 
1- aJ, (1- al) at, (1- al) a1 2, ..... . 
as there is no time delay between the input and the output in the simulation. 
Contribution of quadratic path 
The impulse response of the quadratic path is 
1- a2, (1- a2) a2, (1- a2) a22, ..... . 
where a2 = exp( -T /1;) (5.44) 
The output of the quadratic path is 
II; = [sgn(b)]K/(l-a2)2(u/ +a/u,_/ +a2 4u,_/ +a/u,_/ + ... 
+2(a2u/ut-l + a2 3UI-I U,_2 + a2 sU,_2U/-3 + ... 
2 4 
+a2 U,U'_2 +a2 U,_t U,_3+'" 
+ ... » (5.45) 
The first line of (5.45) contributes to a constant tenn. 
Z _ [sgn(b)]K22(l-a2 )2 
2A - N(l-a
2
2 ) (5.46) 
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The rest of the lines in (5.45) contribute to 
where rand ir are given in (5.17). 
Contribution of cubic path 
The impulse response of the cubic path is 
1- a3, (1- a3) a3, (1- a3) al, .....• 
where a3 = exp(-T /7;) 
The output of the cubic path is 
V; =K33(1-a3)3(u, +a/ul _I +a36ul _2 +a39ul _3+··· 
+3«a/ +a/ +a36 +a38 ... )UI 
( S 79) + a3 +a3 +a3 +a3 ... UI _ I 
( 2 4 8 10) + a3 + a) + a) + a) •.. UI_2 
( 3 S 7 II) ) + a3 +a3 +a) +a3 •.. UI_3+ .. . 
+6(a/UIUI_IUI_2 + a3 6Ut-\UI_2UI_3 + .. . 
+ ... » 
SI' nee u 2 - U 2 - U 2 - - 1 I - I-I - 1-2 - ... - • 
The first line of (5.49) contributes to a linear term 
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(5.47) 
(5.48) 
(5.49) 
(5.50) 
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The second to fifth lines of(5.49) contribute to 
Z3B(in == 3K/(l-a3)J'a3i([1 +a/ +a34 + a36+ ... ]- a/i) 
== 3K 3(1_ a )3 a i( 1 _ a 2;) 
3 3 3 1 2 3 
-a3 
;=0,1,2, ... (5.51) 
when considering only the on-peak value of the autocorrelation of the input signal. 
Taking into account the off-peak value, 
Z Cn-3K 3(1 )3[ a/ (I 1) 1 
38 I - 3 - a3 (1- a/ ) + N - N(l- a
3 
)(1- a/ ) 
_ll:l3i(1 +~)+ 1 3] i = 0, 1,2, . . . (5.52) 
N N(l-ll:l) 
Line 6 and subsequent lines of (5,49) contribute to 
Z3c(iT)==6K/(l-a3 )3 L La/Q+r+3(i-iq,r> 1+- - 3 a3 2 [
N-2N-I-q (I) ( 3 J] 
q=1 r=I' N N(I- a3 )(1- a] )(1- aJ) 
where q, rand iq.r are given in (5.22). 
Grouping all the constant tenns 
1 
'1'0 =-(Ko -K1 + [sgn(b)]K/ -K/) N 
(5.53) 
(5.54) 
The linear, quadratic and cubic tenns in the crosscorrelation function are 
'I' (iT) == (1 +_1 )(K (1- a )a i + 3K 3 (1- a3 )2 a ,_ 2K 3(1_ a )3 a 3/) 
I NIl I 3 (l + a
3
) 3 3 3 3 
i = 0, 1,2, . . . (5.55) 
i==i"i,+I,ir +2,... (5.56) 
N-2N-l-q (1 ) 
'1'3 (iT) :::: 6K33 (1- a3 )3 L L a3 2q+r+3(1-1.,r) 1 +-
'1=1 r=1 N 
i ::::iq."iq,r + 1,iq.r +2, ... (5.57) 
respectively. 
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5.4.2 Derivation of Crosscorrelation Function using Inverse-repeat 
Maximum Length Binary Signals 
If an inverse-repeat MLB signal is used, the contributions of the linear path and the 
cubic path to the crosscorrelation function are: 
Contribution of linear path 
ZI(iD=KI(l-al)[a/(I+_I )_( (-1)1 )] 
N N(l+a l ) 
;=0,1,2, ... (5.58) 
Contribution of cubic path 
The first line of(5.49) contributes to a linear tenn 
Z" (i1) = K,' (1- a, )'[ a," (1 + ~ ) - ( N(\ -~~,') )] i = 0, I, 2, . . . (5.59) 
The second to fifth lines of (5.49) contribute to 
Z (iT)=3K 3(I-a)3[ a/ (1+_1)_ (-1)1 
3B 3 3 (1- a/) N N(l +a3)(l- a/) 
_a/i(1 +~)+ (-I)' 3] i = 0, 1,2, .. . (5.60) 
N N(1+a3 ) 
Line 6 and subsequent lines of (5,49) contribute to 
Z3cOn=6K/(l-a3)3 L La/q+r+3(l-Iq".l 1+- - - 3 ' 
[
N-2N-'-' (1 ) ( (l)/-'qr )] 
,=1 , .. I N N(l + a3 )(1- a3 ) 
(5.61) 
where q, rand iq" are given in (5.22). 
The zero order tenn in the crosscorrelation function is a sum of two tenns 
'POAOT) = _ K,{l- aile-I)' 
N(I+al ) 
'P (iD=- 6K/(l-a3)2(-lt'Q.r 
OB N(l+a/) 
i = 0, 1,2, ... 
i = i,."i,.r + I,iq,r + 2, ... 
(5.62A) 
(5.628) 
5.5 Comparison between First Order Direction-dependent and Wiener Processes 
The linear, quadratic and cubic tenns in the crosscorrelation function are 
i = 0, 1,2, ... 
respectively. 
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(5.63) 
(5.64) 
(5.65) 
5.5 Comparison between First Order Direction-dependent 
and Wiener Processes 
5.5.1 Optimisation Procedure 
The Wiener process can be made very similar to the direction-dependent process by 
matching the constant term, the linear term, the quadratic tenn and the cubic tenn 
separately. The optimisation procedure involved uses the function Jminunc in the 
MATLAB Optimization Toolbox [61]. The default algorithm is based on least squares 
optimisation using Gauss-Newton method [63, 64]. (The functionJminsearch [65] which 
is in MATLAB, but not in the above toolbox, can be used as an alternative. The algorithm 
is based on the Neider-Mead simplex method [61, 66 - 69]. However, this function was 
not used in this chapter as the options available to the user are less than that inJminunc.) 
Different methods were used to optimise the parameters of the Wiener model. This 
allowed comparison between the results obtained using different techniques and was 
used as a check for possible errors in the simulation. Six methods were used and these 
were minimising the 
(a) sum of squares of the error in the crosscorre1ation functions 
(b) sum of the absolute error in the crosscorrelation functions 
(c) sum of squares of the error in the outputs 
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(d) sum of the absolute error in the outputs 
(e) sum of squares of the distance between the points in the frequency response, taking 
into account both magnitude and phase 
(f) sum ofthe distance between the points in the frequency response, taking into account 
both magnitude and phase 
Initial values were specified for each parameter before the start of the optimisation 
procedure and these were obtained through observation from initial simulations. The 
quality of the models obtained can be similarly evaluated using the quantities minimised 
in methods (a) to (t). These quantities will be denoted by the alphabets A to F, 
corresponding to the methods (in lowercase) in which they are minimised. 
5.5.2 Comparison using Maximum Length Binary Signals 
To illustrate the theory, a first order process was chosen in which Tv = 3T, TD = 12T, 
Ku = 4 and KD = I (Process A). For this process A = 2.5, F = 1.5, a = 0.818, b = -0.102 
and c = 0.0227 from equations (5.3A), (5.3B), (3.4B), (3.4C) and (5.14) respectively. 
Let the process be perturbed by an MLB signal u(t) with period 127T, generated from an 
MLB sequence s(i) with characteristic polynomial f(D) = I Ee2 DEe2 D4 Ee2 D6 Ee2 D' , 
and the zero elements of s(i) converted to -1 and the unity elements converted to + 1. 
The signal has 64 clock-pulse intervals at signal level + 1 and 63 clock-pulse intervals at 
signal level -1. Second order terms will cause discontinuities in the crosscorrelation 
function as given in (5.26). The starting positions of the most significant of these terms 
are given in Table 5.1. There are several MLB signals with period 127T, and this 
particular one was selected because the starting positions listed in Table 5.1 are the 
furthest removed from the origin compared to other MLB signals with this period [29]; 
this makes the additional peaks due to second order terms easier to detcct by eye since 
they are less likely to occur on the main (linear dynamics) peak. Third order terms also 
contribute to discontinuities in the crosscorrelation function as given in (5.27). 
However, the amplitudes of these discontinuities are smaller compared with those 
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caused by second order terms. The starting position of the most significant of these 
terms are given in Table' 5.2. Similarly, higher order terms will cause such 
discontinuities but their amplitudes are generally small enough to be neglected. 
r 1 2 3 4 5 6 7 8 9 10 
if 89 51 21 102 28 42 33 77 62 56 
r 11 12 13 14 15 16 17 18 19 20 
ir 111 84 60 66 35 27 103 124 83 112 
Table 5.1. Start positions of discontinuities in the crosscorrelation function due to 
second order terms. 
q 1 1 2 1 2 3 
r 1 2 1 3 2 1 
iq.r 59 85 113 107 118 95 
Table 5.2. Start positions of discontinuities in the crosscorrelation function due to third 
order terms. 
The input-output crosscorrelation function of the direction-dependent process is shown 
in Figure 5.2 (plotted as circles). For this process and this signal, from equation (5.24), 
the constant term <1>0 = -0.00787 while from equation (5.25), the linear dynamics term 
is given by 
<l>IOT) = 0.314(0.818)' i = 0, 1,2, ... 
From equation (5.26) and Table 5.1, the second order dynamics term <1>2 (iT) is given 
by 
0.0320(0.818t89, 
+ 0.0320(0.818)(0.818)"51, 
+ 0.0320(O.818i(0.SISt21 , 
+ 0.0320(0.818)3(0.SIS)j.Jo2, 
+ ... 
;=89,90,91, .. . 
i = 51, 52, 53, .. . 
i = 21, 22, 23, .. . 
i = 102, 103, 104, ... 
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From equation (5.27) and Table 5.2, the third order dynamics term <l>3(iD is given by 
0.00325(0.8 I 8t59, 
+ 0.00325(0.818)(0.818(85, 
+ 0.00325(0.818)(0.818)i-ll3, 
+ 0.00325(0.818i(0.818t I07 , 
+ 0.00325(0.818)2(0.818tI18, 
+ 0.00325(0.818i(0.SlSt9S, 
+ ... 
i = 59, 60, 61, .. . 
i = 85, 86,87, .. . 
;= 113, 114,115, .. . 
i = 107, 108, 109, .. . 
i= 118, 119, 120, .. . 
i= 95, 96, 97, ... 
These pattern can be confirmed by inspection of Figure 5.2. Note that the amplitude of 
the largest second order peak (at lag 89) is approximately 10% of the amplitude of the 
linear peak (at lag zero), while the amplitude of the largest third order peak (at lag 59) is 
approximately 1 % of the amplitude of the linear peak. 
Using optimisation, the parameters for the corresponding Wiener model are given in 
Table 5.3 and the error measurements are given in Table 5.4. From Table 5.3, it can be 
seen that the results obtained using different methods are in reasonably close agreement 
with one another. Since the dynamics in the positive direction are faster than those in the 
negative direction, b is negative. The sign in the quadratic path needs to be negative in 
order that the peaks due to the second order terms will be positive. The crosscorre1ation 
function of the Wiener process is shown as plusses in Figure 5.2. The outputs of the 
these processes are shown in Figure 5.3. 
Method Ko Kl K2 K3 TdT T21T T31T 
(a) 2.97 1.63 0.98 0.80 4.86 6.90 8.90 
(b) 2.96 1.62 0.95 0.78 4.81 6.51 8.30 
(c) 2.97 1.60 0.94 0.82 4.78 6.44 7.96 
(d) 2.98 1.60 0.96 0.87 4.82 6.36 8.11 
(e) 2.97 1.60 0.94 0.82 4.78 6.43 7.88 
(f) 2.97 1.59 0.87 0.70 4.75 6.14 6.79 
Table 5.3. Parameters of the Wiener model for Process A. 
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Method A (*10-4) B C (* 1 0-2) D E F 
(a) 3.01 0.154 3.86 1.77 4.90 18.5 
(b) 2.80 0.145 5.31 2.20 6.74 18.9 
(c) 2.69 0.146 3.41 1.67 4.33 16.6 
(d) 2.90 0.154 4.10 1.67 5.2 1 19.4 
(e) 2.70 0-146 3.41 1.67 4.34 16.7 
(f) 3.07 0.160 4.08 1.71 5. 19 15.7 
Table 5.4. Error measurements of the Wiener model for Process A. 
0 . 3 
0 .25 
Q> 
0 .2 
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u 
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Figure 5.2. Crosscorrelation functions of Process A (circle) and its orrc ponding 
Wiener model (plusses). 
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1 .50~------~2~0~------~4~0--------~0--------~OO~------~1 ~OO~----~1~2~0~ 
Nurnbo r o f C lock P ule o R 
Figure 5.3. Outputs of Process A (solid line) and its corre ponding Wiener model 
(plusses). 
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If the dynamics of the direction-dependent process are faster in the negative direction 
instead, then b = 0.102, and the second order and higher even order terms will cause 
negative peaks in the crosscorrelation function. The constant, linear and third order 
terms remain unchanged. This is shown as circles in Figure 5.4 using the same input 
signal but with the process having Tu= 12T, TD = 3T, Ku = 4 and KD = 1 (Process B)~ 
For the corresponding Wiener model, the parameters are given in Table 5.5. Again, 
close agreement is observed in the results obtained using different methods, except in 
the values of K3 and T3• This is due to the fact that the contribution of the cubic terms in 
the crosscorrelation function of the direction-dependent process is small and hence, the 
fitting of the cubic path in the Wiener process is less accurate than the constant path, the 
linear path and the quadratic path. This can also be seen from the larger variation in the 
values of K3 and T3 in Table 5.3. The sign in the quadratic path is positive so that the 
peaks due to the second order terms are negative. The crosscorrelation function of the 
Wiener model is shown as plusses in Figure 5.4. 
Method Ko KI K2 K3 TilT T21T T31T 
(a) 0.03 1.67 0.97 0.78 4.96 6.90 8.90 
(b) 0.04 1.67 0.96 0.63 4.95 6.62 6.27 
(c) 0.03 1.68 0.96 0.60 4.96 6.55 7.00 
(d) 0.03 1.69 0.95 0.55 4.94 6.40 7.04 
(e) 0.03 1.68 0.97 0.51 4.98 6.65 4.99 
(f) 0.04 1.69 0.89 0.59 5.00 6.24 6.02 
Table 5.5. Parameters of the Wiener model for Process B. 
The error measurements for the Wiener models are shown in Table 5.6. From this and 
Table 5.4, it can be seen that in general, methods (c) and (e) give models with relatively 
low errors compared with the other methods. It is also interesting to note that 
minimising a particular error measurement does not necessarily result in a Wiener model 
where the quantity minimised is actually smaller than that obtained using other 
techniques. To complicate matters, the errors obtained depend on the direction-
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dependent process parameters and the initial values entered during the optimisation. Due 
to the large number of parameters to be optimised, there are likely to be many local 
minima in the objective functions minimised. 
Method A (* 10-4) B C (* 1 0.2) D E F 
(a) 3.37 0.158 4.33 1.83 5.50 18.4 
(b) 2.93 0.144 4.57 2.04 5.80 18.6 
(c) 2.93 0.145 3.71 1.71 4.72 17.8 
(d) 3.00 0.153 3.80 1.68 4.82 18.2 
(e) 2.88 0.147 3.65 I. 71 4.64 17.6 
(f) 3.33 0.160 4.32 1.93 5.48 16.9 
Table 5.6. Error measurements of the Wiener model for Process B. 
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Figure 5.4. Crosscorrelation functions of Proces B (circle) and it orre ponding 
Wiener model (plusses). 
5.5.3 Comparison using Inverse-repeat Maximum Length Binary 
Signals 
Inverse-repeat signals contain only odd harmonics thus allowing the efti cts of dd and 
even order nonlinearities to be separated in the system output and identified separately. 
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This can be done by considering the fact that the former (including the linear dynamics) 
and the latter contribute to an· inverse-repeat component and a repeat-repeat component 
respectively. Hence contributions from the odd order terms (for the first half of the 
period) could be obtained by subtracting the second half of the signal from the first and 
then dividing the result by two. Similarly, contributions from the even order terms could 
be obtained by adding the two halves of the signal and dividing the result by two. In the 
frequency domain, the equivalent procedure is carried out by setting either the odd or 
the even harmonics to zero. The use of such signals wi]] result in an increase in the 
consistency and accuracy of the measurements [70]. However, there is also an associated 
disadvantage which is that it is not possible to separate the odd and even order terms in 
the crosscorrelation function. Consequently, only methods (c) to (f) can be used and the 
error measurement only needs to be calculated for the corresponding quantities (Cto F). 
For Process A, from equations (5,37A) and (5.37B), the zero order term consists of the 
sum of two terms, both alternating in sign and of amplitudes 0.00135 and 0.000423 
respectively. Note that these amplitudes are both very small. From (5.38) and (5.40), the 
linear and third order dynamics terms are the same as that when using the non inverse-
repeat MLB signal. However, the second order dynamics term is zero (from equation 
(5.39». 
The optimised values for the Wiener model are shown in Tables 5.7 and 5.8 for Process 
A and Process B respectively. The crosscorrelation functions of the direction-dependent 
and Wiener processes are shown in Figure 5.5. 
Method Ko KI K2 K3 TIlT T21T T31T 
(c) 2.97 1.64 1.01 0.81 4.88 7.22 8.90 
(d) 2.98 1.62 1.05 0.96 4.83 7.82 11.97 
(e) 2.97 1.64 1.01 0.84 4.87 7.22 9.60 
(f) 2.96 1.64 0.89 0.77 4.88 6.36 8.58 
Table 5.7. Parameters of the Wiener model for Process A using an inverse-repeat signal. 
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Method Ko KI K2 K3 TIlT T21T T31T 
(c) 0.03 1.64 1.01 0.81 4.88 7.22 8.90 
(d) 0.02 1.62 1.05 0.96 4.83 7.82 11.94 
(e) 0.03 1.64 1.01 0.84 4.87 7.22 9.60 
(f) 0.04 1.64 0.89 0.77 4.88 6.36 8.58 
Table 5.8. Parameters of the Wiener model for Process B using an inverse-repeat signal. 
c: 
E 
0 . 3 
0 .25 ~ 
EJ> 
0 .2 
B EJ> 
-a'l 
m 0 . 1 5 <I> 
u 
0 . 1 
0 .05 
o 
o 
<I> 
2 0 40 6 0 80 100 1 2 0 
o I y/C IOCk- pulso Intorv I 
Figure 5.5. Crosscorrelation functions of Process A (or B) (circles) and its 
corresponding Wiener model (plusses) using an inverse-repeat ignal. 
The error measurements for the Wiener models in Table 5.7 are givcn in Table 5.9. 
Very similar results were obtained for those in Table 5.8. It may seem surpri sing that the 
values in Table 5.9 are larger than the corresponding values in Table 5.4. However, 
these should not be compared because the signal used are different in length and 
harmonic content. 
Method C D E F 
(c) 0.126 4.52 32. 1 52.8 
(d) 0.136 4.48 34.6 5 .3 
(e) 0.126 4.51 32. 1 53.0 
(f) 0.182 5.48 46.2 4 .7 
Table 5.9. Error measurements of the Wiener model for Process A using an invers -
repeat signal. 
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5.5.4 Estimation of Linear Dynamics 
The linear dynamics for both direction-dependent and Wiener processes were estimated 
using the MATLAB algorithms ARX, ARMAX and ELiS, and correlation analysis with 
least squares. (These were discussed in Sections 4.2.1, 4.2.2 and 4.2.3.) Results obtained 
are given in Table 5.10. These are either equal or close to the theoretical result. An 
inverse-repeat MLB signal was used both for optimising the parameters of the Wiener 
model and estimating the linear dynamics as this leads to a higher consistency and 
accuracy of the results. The estimates of Tc were unchanged when obtained with Tu and 
TD (and/or Kv and KD) interchanged. This is to be expected as the effects of even order 
nonlinearities were already eliminated with the use of an inverse-repeat signal, while 
those of odd order do not vary when the above parameter values are interchanged. 
Models/ Direction- (c) (d) (e) (t) 
Algorithms dependent 
ARX 4.98 4.98 4.94 5.00 5.00 
ARMAX 4.98 4.98 4.96 5.01 5.02 
ELiS 5.00 5.00 5.00 5.00 4.98 
Correlation 4.99 4.98 4.95 4.97 4.96 
analysis 
Theoretical 4.99 
Table 5.10. Estimated combined time constant Tc/T for Process A (or B) and its 
corresponding Wiener model optimised using methods (c) to (t). 
5.6 Extension to Second Order Processes 
For a second order direction-dependent process, the peaks in the crosscorrelation 
function do not necessarily have the same sign as in the first order case. Additionally, 
some of these may be undetectable due to their small amplitude (sce Section 3.4.2.1). 
Thus, it is difficult to obtain a good match in the crosscorrelation function using a 
Wiener model with second order dynamics (as shown in Figure 5.6) since all the 
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discontinuities in the crosscorrelation function caused by a particular path are in the 
same direction. The sign of the quadratic path could not be detennined theoretically and 
the one which gave a better fit was used (for each individual case). 
The optimisation procedure is similar to that described in Section 5.5.1. The second 
order dynamics paths in the Wiener model were fixed at critical damping since this 
increased the reliability of the results obtained due to there being less parameters to 
optimise. This was also followed by an improvement in the speed of the simulation runs. 
Furthennore, the results often did not converge when these paths were fixed otherwise. 
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Figure 5.6. Structure of the Wiener model with second order dynamics. 
An example is illustrated for a second order process with ~ = 1 in both directions, 
(OnV = liT (Tv = T, 1) and (OnD = O.25fT (TD = 4T, 4n (Process C). The gain is unity in 
both directions. Results obtained using an MLB signal are given in Table 5.11 and the 
sign of the quadratic path is positive. The error measurements are given in Table 5.12. 
These are in general larger than those given in Table 5.4, since the matching was less 
good compared with the first order case. 
5.6 Extension to Second Order Processes 120 
The crosscorrelation functions of the direction-dependent and the Wiener processes are 
illustrated in Figure 5.7. Froni the figure, is can be seen that the Wiener model matches 
the main (linear) peak of the direction-dependent process reasonably well. However, the 
rest of the peaks do not give such a good match. Also, the crosscorrelation function of 
the Wiener model is relatively flat compared to that of the direction-dependent process. 
The outputs of both processes are shown in Figure 5.8. 
Results obtained using the corresponding inverse-repeat signal are given in Table 5.13. 
Again, these are seen to be more consistent then those obtained using the original (non 
inverse-repeat) signal. The corresponding values of the quantities C to F are shown in 
Table 5.14. 
Method Ko KI K2 K3 TilT T21T T31T 
(a) 0.18 1.00 0.22 -0.23 2.09 0.82 1048 
(b) 0.27 1.04 0.14 -0.37 2.15 0040 1.78 
(c) 0.17 1.02 0.47 -0.68 2.06 0.83 1.54 
(d) 0.16 0.99 0.26 -0.28 2.00 0.84 1.39 
(e) 0.17 1.02 0.22 -0.31 2.06 0.83 1.53 
(f) 0.18 1.06 0.18 -0.27 2.11 0.82 1.45 
Table 5.11. Parameters of the Wiener model for Process C. 
Method A (*10-2) B C D E F 
(a) 1.36 0.95 1.89 12.1 140 119 
(b) 1.46 0.96 2.16 13.9 274 124 
(c) 0.96 0.84 1.21 10.3 154 104 
(d) 1.36 0.96 2.06 12.5 262 121 
(e) 1.41 0.96 2.06 12.6 261 122 
(f) 1.53 1.01 2.14 12.9 272 125 
Table 5.12. Error measurements of the Wiener model for Process C. 
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Method Ko KI K2 K3 TilT T2/T T3/T 
(c) 0.21 1.01 0.34 -0.13 2.19 0.71 1.92 
(d) 0.19 1.01 0.38 -0.12 2.16 0.77 1.70 
(e) 0.21 1.01 0.34 -0. 13 2.19 0.72 1.91 
(f) 0.21 0.97 0.34 -0.05 2. 19 0.78 1.52 
Table 5.13. Parameters of the Wiener model for Process C using an inverse-repeat 
signal. 
Method C D E F 
(c) 2.56 20.8 650 268 
(d) 2.65 20.6 672 275 
(e) 2.56 20.7 650 268 
(f) 2.52 20.5 639 262 
Table 5.14. Error measurements of the Wiener model for Proces C using an inverse-
repeat signa\. 
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5.6 Extension to Second Order Processes 122 
"5 
s-
:J 
0 
0 .8 
0 .6 
+ 
+ 
.q.. 
+ 
0.2 + 
+ 
+ 
0 
-0.2 
+ 
- 0.4 0'-------2..LO-----L40-----6'-0 ---8..L.0----1-'-00-----'1 2'-0~ 
Number of Clock Pulses 
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(plusses). 
For a second order process with damping factor S = 2 in both directions, O)IIV = 51T 
(Tv = 0.05T, 0.751) and O)IID = 1.251T (TD = 0.21 T, 2.991) (PI' ce D), a very p or 
match was obtained for the quadratic path using a Wien I' model with second order 
dynamics. This was probably due to the large damping factor and the fast dynamics of 
the actual process. For example, optimi ation u ing meth d (c) gav Ko = 0.13 
KJ = 0.71, K2 = 0.48, TJ = 0.51 T and T2 = 0.03 T, and the ign f th quadrati path wa 
positive. (No values were obtained for K3 and T becau e the imulati n was c nducted 
without the cubic path as a very poor match wa obtained fi I' th quadratic path.) 
Similar problems were encountered using the other method . Th ro correlation 
function of the Wiener model is illustrated in Figure 5.9 a a olid line. From the fi gure, 
the contribution of the quadratic path is undetectable due t the very small value of T2• 
Since the direction-dependent process behaves like a fir t I'd r pI' ce (due to the large 
damping factor and the fast dynamics), a Wiener model with fir t order dynamic (a 
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shown in Figure 5.1) was used instead. The parameters found are given in Table 5.15 
and the sign of the quadratic path is negative. The values of the errors are given in Table 
5.16. The fact that different optimisation criteria gave approximately the same results 
for the Wiener parameters indicated that the Wiener process with first order dynamics is 
indeed a reasonably good model for this direction-dependent process. The 
crosscorrelation function is shown in Figure 5.9 as plusses, and a much closer match is 
observed with that of the direction-dependent process, shown as circles. In particular, 
the second order peaks in the direction-dependent process are now reasonably well 
modelled by the Wiener process. The parameters obtained using the corresponding 
inverse-repeat signal are given in Table 5.17, with the error measurements tabulated in 
Table 5.18. 
Method Ko KI K2 K3 TilT T21T T31T 
(a) 0.41 0.57 0.56 0.65 1.29 2.30 1.10 
(b) 0.35 0.55 0.52 0.68 1.26 2.17 1.15 
(c) 0.43 0.57 0.57 0.65 1.29 2.31 1.07 
(d) 0.42 0.54 0.52 0.65 1.28 2.22 0.97 
(e) 0.43 0.57 0.57 0.65 1.29 2.32 l.ID 
(f) 0.42 0.58 0.57 0.64 1.30 2.37 1.08 
Table 5.15. Parameters of the Wiener model for Process D. 
Method A (*10-4) B C(*10·1) D E F 
(a) 6.07 0.169 10.3 2.86 13.1 33.0 
(b) 7.46 0.156 6.90 8.81 87.6 42.0 
(c) 6.03 0.172 7.74 2.41 9.83 31.3 
(d) 7.75 0.207 9.83 2.28 12.5 33.4 
(e) 6.05 0.173 7.80 2.43 9.90 31.7 
(f) 6.06 0.171 7.94 2.36 10.1 31.4 
Table 5.16. Error measurements of the Wiener model for Process D. 
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Method Ko KI K2 K3 TilT T21T T31T 
(c) 0.43 0.58 0.59 0.66 1.29 2.42 1.19 
(d) 0.42 0.55 0.60 0.65 1.30 2.54 0.97 
(e) 0.43 0.58 0.59 0.66 1.29 2.42 1.19 
(f) 0.42 0.60 0.59 0.64 1.32 2.48 1.14 
Table 5.17. Parameters of the Wiener model for Process D using an inverse-repeat 
signal. 
Method C D E F 
(c) 0.193 5.34 49.0 97.9 
(d) 0.237 5.43 60. 1 103.4 
(e) 0.193 5.34 49.0 97.9 
(f) 0.200 5.33 50.9 97.3 
Table 5.18. Error measurements of the Wiener model for Process D using an inverse-
repeat signal. 
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Figure 5.9. Crosscorrelation functions of Process D (circles), its corresponding Wiener 
model with second order dynamics (solid line) and that with first order dynamics 
(plusses). 
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The estimated linear dynamics for Processes C and D, and their corresponding Wiener 
models are given in Tables 5:19 and 5.20 respectively. These were obtained using an 
inverse-repeat signal. Correlation analysis with least squares was not used as this method 
does not give good results for second order processes (see Section 4.3.2). From Table 
5.19, little variation is observed in the estimates either for the Wiener models obtained 
using different methods or using different estimation algorithms. This shows that all 
these optimisation methods as well as estimation algorithms can be effectively used to 
model and identify the direction-dependent process. In Table 5.20, the estimation 
algorithms were used to fit second order models to the direction-dependent process. 
However, the large damping factor made this computationally difficult and BUS gave a 
result with a single time constant. (The Wiener models were fitted with first order 
models since they were genuinely first order processes.) 
Models/ Direction- (c) (d) (e) (0 
Algorithms dependent 
ARX Te IT= Te IT = Te IT = Te IT = Te IT = 
1.53,2.80 2.22,2.22 2.02,2.37 2.22,2.22 2.22,2.22 
~e= 1.05 ~e= 1.00 ~e= 1.00 se= 1.00 ~e= 1.00 
rolle = 0.481T rolle = 0.451T rolle = 0.461T rolle = 0.451T rolle = 0.451T 
ARM AX Tc IT = Te IT = TeIT = Te IT = Te IT = 
1.39,3.59 2.22,2.22 2.19,2.19 2.22,2.22 2.22,2.22 
~e = 1.11 ~c= 0.99 ~c= 0.99 ~e= 0.99 se = 0.99 
rolle = 0.451T rolle = 0.461T rolle = 0.461T COliC = 0.461T rolle = 0.461T 
ELiS TcIT= Te IT = TeIT= Te IT = TeIT = 
2.37,2.37 2.03,2.41 2.00,2.39 2.03,2.41 2.03,2.41 
~c=0.96 ~e= 1.00 ~e= 1.00 ~e= 1.00 ~e= 1.00 
rolle = 0.441T ro"e = 0.451T ro"e = 0,461T rolle= 0.451T ro"e=: 0.451T 
Table 5.19. Estimated combined dynamics for Process C and its corresponding Wiener 
model optimised using methods (c) to (t). 
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Modelsl Direction-dependent (c) (d) (e) (f) 
Algorithms 
ARX Tc IT =0.53,1.15 1.53 1.51 1.53 1.54 
Sc= 1.08 
OlnC = 1.281T 
ARMAX Tc IT= 0.53, 1.15 1.57 1.53 1.57 1.57 
SC = 1.08 
OlnC = I.291T 
ELiS TcIT= l.4f 1.47 1.43 1.47 1.47 
Table 5.20. Estimated combined dynamics for Process D and its corresponding first 
order Wiener model optimised using methods (c) to (t). -A second order model could 
not be estimated using ELiS in this case. 
5.7 Conclusions 
The identification of systems with direction-dependent dynamics was extended to 
systems with direction-dependent gains. The tenns in the crosscorrelation function were 
developed for a first order process perturbed with an MLB signal and an inverse-repeat 
MLB signal as coherent patterns are not observed when other classes of binary pseudo-
random signals are used. 
For a first order direction-dependent process, a very good match can be obtained using a 
Wiener model with first order dynamics consisting of a constant path, a linear path, a 
quadratic path and a cubic path. The model parameters were chosen based on different 
criteria using the Optimization Toolbox. Results obtained through simulation were 
compared, and these also served to validate the theoretical analysis. 
The linear dynamics for both direction-dependent and Wiener processes were estimated 
using the ARX, ARMAX, ELiS and correlation analysis algorithms. An inverse-repeat 
MLB signal was used because it eliminates the effects of even order nonlinearities, 
leading to a higher accuracy and consistency in the estimates obtained. 
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For a second order direction-dependent process, the extra peaks in the crosscorrelation 
function do not necessarily have the same sign as in the first order case. Thus, a Wiener 
model with second order dynamics may not provide a good match for the quadratic and 
cubic paths since all the peaks caused by the same path in the Wiener process will be in 
the same direction. However, if the damping factor of the actual process is large and the 
process has fast dynamics, a Wiener model with first order dynamics may be used 
instead, to provide a reasonable match to the direction-dependent process. 
Chapter 6 
Modelling of Direction-dependent 
Dynamic Processes : A Comparison of 
Wiener Models and Neural Networks 
128 
6.1 Abstract 129 
6.1 Abstract 
The modelling of direction-dependent processes using the Wiener model has been 
considered in the previous chapter. An alternative model using a neural network 
1,," 
architecture is also suggested in the literature. The objective of this chapter. is to 
compare the two approaches for several different processes and for four different types 
of input signal - a pseudo-random binary signal, an inverse-repeat pseudo-random 
binary signal, a five-level maximum length signal generated from Galois field GF(5) 
and a multisine (sum of hannonics) signal. Experimental results on an electronic nose 
system will also be presented. For this process, the direction-dependent characteristic is 
observed between the input which is the strength of the chemical odour, and the output 
which is the voltage across the metal oxide semiconductor (MOS) sensor. 
6.2 Neural Network Architecture 
The neural network uses a 'semirecurrent' architecture shown in Figure 6.1 which was 
proposed in [40], and is based on, and modified from, the fully recurrent network [71]. 
In the figure, u is the input and y is the output of the network. The main advantage of 
this architecture is that the gradient of the process output is taken into account through 
feedback of the previous values of the predicted output thus enabling the direction-
dependent characteristics to be captured. 
Figure 6.1. Architecture of the' semirecurrent' neural network. 
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The neural network consists of one hidden layer with three neurons. The transfer 
function from the input to the hidden layer is a hyperbolic tangent sigmoid function 
given by 
tansig(n) = 2 - 1 
1 + exp(-2n) (6.1 ) 
The reason for using this transfer function is that it is a good trade-off for neural 
networks, where speed is important but not the exact shape of the transfer function. The 
hidden layer is linearly related to the output of the network. 
In the implementation used in the present chapter, backpropagation [72 - 74J was used 
to update the parameters of the neural network. This computes the gradient in the weight 
space of an error measurement based on the mismatch between the actual performance 
and the desired performance. The training function was based on the Levenberg-
Marquardt algorithm which has the advantage of being very fast. The performance 
measure used was the mean squared error between the actual output and the desired 
output. The neural network was implemented with the function newffusing the Neural 
Network Toolbox [75] in MATLAB. 
6.3 Modelling First Order Direction-dependent Process 
In this section, twelve cases, involving three different processes and four different input 
signals will be considered; these are tabulated in Table 6.1. (Processes A and B were 
already defined in Chapter 5.) The Wiener system (shown in Figure 5.1) and the neural 
network (shown in Figure 6.1) will be used to model these processes and the quality of 
the fit will be compared. 
In Cases 1 to 3, the processes were perturbed with an MLB signal with feedback from 
stages 1, 4, 6 and 7 (period N = 127) as was done in Section 5.5.2. The Wiener 
parameters are given in Table 6.2. (These were obtained in Section 5.5.2 by minimising 
the mean of squares of the error in the outputs. The sign of the quadratic path is negative 
for Processes A and E, and positive for Process B following the result in Section 5.4.1). 
6.3 Modelling First Order Direction-dependent Process 131 
Case Process Input signal 
1 Process E: Tv = 3T, TD = 12T, Kv = 1, KD = 1 Binary 
2 Process B: Tu= 12T, TD = 3T, Ku= 4, KD = 1 Binary 
3 Process A: Tu=3T, TD= 12T,Kv=4,KD= 1 Binary 
4 Process E: Tu = 3T, TD = 12T, Ku = I, KD = I Binary inverse-repeat 
5 ProcessB: Tu= 12T, TD=3T,Ku=4,KD= 1 Binary inverse-repeat 
6 Process A: Tu=3T, TD= 12T,Ku=4,KD= 1 Binary inverse-repeat 
7 Process E: Tu= 3T, TD = 12T, Kv= 1, KD = 1 Five-level inverse-repeat 
8 Process B: Tu= 12T, TD = 3T, Ku = 4, KD = 1 Five-level inverse-repeat 
9 Process A: Tv = 3T, TD = 12T, Ku = 4, KD = 1 Five-level inverse-repeat 
10 ProcessE: Tu=3T, TD= 12T,Ku= I,KD= 1 Multi-level (multi sine) 
11 ProcessB: Tv= 12T, TD=3T,Ku=4,KD= 1 Multi-level (multisine) 
12 Process A: Tu= 3T, TD = 12T, Ku= 4, KD = 1 Multi-level (multisine) 
Table 6.1. Summary of first order direction-dependent process parameters and 
perturbation signals. 
For the neural network fitting, a separate set of training data (using a similar type of 
signal) was provided to train the network before using it to model the direction-
dependent process. The final weights from the input layer to the hidden layer are 
summarised in Table 6.3. It is interesting to note that in Case 1, all the hidden neurons 
are independent of the values ofy(t-2) while this is true for two of the hidden neurons in 
Case 3. The reason behind this is that since the signal is binary, the direction of the 
output depends only on the input. The values of y(t-2) are therefore theoretically not 
needed to provide the information on the output gradient. (The dependence of all the 
neurons on y(t-2) in Case 2 may be due to some convergence problems in the network 
optimisation. In this chapter, all the neural networks were trained with random initial 
values set by the function newffand terminated when further improvement was small.) 
The mean squared error in the outputs are given in Table 6.4. From the table, it can be 
seen that the neural network performs better than the Wiener model in all these cases 
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(Cases 1 to 3). However, both models are excellent as is clear from Figure 6.2, where 
the outputs for Case 3 are plotted. 
Case Ko KI K2 K3 TilT T21T T31T 
1 0.59 0.64 0.59 0.57 4.79 6.35 7.16 
2 0.03 1.68 0.96 0.60 4.96 6.55 7.00 
3 2.97 1.60 0.94 0.82 4.78 6.44 7.96 
4 0.59 0.66 0.64 0.60 4.88 7.22 8.89 
5 0.03 1.64 1.01 0.81 4.88 7.22 8.90 
6 2.97 1.64 1.01 0.8\ 4.88 7.22 8.90 
7 0.74 0.90 0.\6 0.02 6.0\ 4.05 10.05 
8 -0.02 1.65 0.53 0.37 4.93 4.40 7.91 
9 2.36 0.24 0.26 2.92 1.17 3.02 20.89 
10 0.51 0.93 0.57 0.00 6.53 10.99 -
II -0.12 1.63 0.66 0.59 5.17 3.57 4.30 
12 2.24 2.22 1.28 -1.81 5.92 16.55 38.04 
Table 6.2. Parameters ofthe Wiener model for first order processes. 
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Figure 6.2. Outputs for Case 3. Solid line: Actual values; Plu e: Wiener model; 
Circles: Neural network model. 
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Case Hidden layer parameters 
1 and 4 1\ = 2.1 Ou(t) - OA6y(t-I) - 2.03 
lz = - 0.33u(t) + 0.46y(t-l) - 0.56 
h = -0.06u(t) + 0.22y(t-l) - 0.16 
2 and 5 1\ = 0.37u(t) - O.Oly(e-l) + 0.03y(t-2) - 0.38 
lz = 0.18u(t) - 0.03y(t-1) + 0.02y(t-2) - 0.18 
13 = - 2.24u(t) + 0.29y(t-l) - 0.29y(/-2) - 2.80 
3 and 6 1\ = -0.09u(t) - 11.99y(/-l) + 8.82y(t-2) + 3.24 
12 = 1.0 I u(t) + 0.05y(t-l) + 0.43 
13 = 0.33u(t) - 0.04y(t-l) - 0.07 
7 1\ = - 0.06u(t) - 0.15y(t-l) - 0.85y(t-2) + 1.85 
lz = 0.02u(t) + 0.58y(t-l) - 0.19y(/-2) + 0.06 
13 = - 0.2Iu(/) - 1.76Y(/-1) + 1.8IY(/-2) - 0.24 
8 1\ = O.OIu(/) + 0.61y(/-I) - 0.96y(t-2) + 0.50 
12 = - 0.04y(t-l) - 0.04y(t-2) + 0.23 
13 = 3.54u(t) + 0.02y(t-I) + 0.04y(t-2) + 3.36 
9 1\ = - 0.09u(t) + O.l3y(t-l) - 0.20y(l-2) + 0.45 
lz = - 0.09u(t) + 0.39y(t-l) - 0.3Iy(t-2) - 0.20 
h = 0.27u(t) - 0.83y(t-l) + 1.04y(1-2) + 0.69 
10 I, = 5.78u(t) - 2.73y(t-1) - 2.89y(t-2) - 2.42 
lz = - 0.01 u(t) + 2.36y(t-l) - 1.85)'(t-2) - 1.07 
h = - 0.09Y(/-l) + 0.35y(/-2) + 0041 
11 II::;; - 0.63u(t) - 0.84y(t-l) + 0.36y(/-2) + 0.52 
lz = - 0.0 I u(t) + 1.22y(t-1) - 1.00y(t-2) - 1.03 
13 = - 0.07y(t-l) + 0.17y(t-2) + 0049 
12 II = - 0.09y(I-l) + 0.02y(t-2) + 0.09 
lz = 1.49u(t) + 2.76y(/-l) - 1.99y(l-2). 5.26 
13 = 7.37u(t) - 1.73y(l-I) + 0.50y(/-2) • 0.19 
Table 6.3. Parameters of the neural network hidden layer for first order processes. 
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Case MSE, Wiener model MSE, Neural network model 
1 5.51 * 10-5 . 9.26 * 10-8 
2 4.25 * 10-5 1.86 * 10-5 
3 2.47 * 10-4 1.20 * 10-6 
4 8.47 * 10-5 1.05 * 10-7 
5 4.98 * 10-4 1.83 * 10-5 
6 4.98 * 10-4 1.59 * 10-6 
7 1.05 * 10-2 1.09 * 10-3 
8 3.50 * 10-3 1.19 * 10-2 
9 5.19 * 10-1 7.96 * 10-1 
10 5.04 * 10-3 1.35 * 10-2 
11 1.45 * 10-1 1.71 * 10-1 
12 3.42 * 10-1 1.33 * 10° 
Table 6.4. First order processes: Output mean squared error (MSE) for the two models. 
In Cases 4 to 6, an inverse-repeat signal generated from the MLB signal used in Cases 1 
to 3 was applied. For the Wiener model, the mean squared error in the outputs (shown in 
Table 6.4) was found to be larger than those obtained when the original signal was used. 
This could be due to the fact that the odd and even components were optimised 
separately. Despite this, the parameter estimates obtained using the inverse-repeat signal 
are more consistent, as can be seen from Table 6.2. 
For the neural network model, the same parameter values were used as for Cases 1 to 3 
since the inverse-repeat property was not utilised in any way. Hence, the magnitudes of 
the errors obtained are similar to those in Cases 1 to 3. 
In Cases 7 to 9, the processes were perturbed with a five-level signal with N = 124 
generated from GF(5) with the primitive polynomial 1 (9s 4x (9s 4x2 (9s 2xJ. (This 
signal is an inverse-repeat signal.) The sampling interval was set to twenty times the 
c1ock-pu1se interval in order to accurately calculate the output. The Wiener parameters 
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are shown in Table 6.2. The final weights from the input layer to the hidden layer are 
tabulated in Table 6.3. (These were again obtained with a separate set of training data.) 
From Table 6.3 (for Cases 7 to 9), all the hidden neurons (II. hand h in Figure 6.1) are 
now a function of y (t-2). This is due to the fact that the sign of the slope of the output no 
longer depends only on the input, but also on the past values of the output which are 
essentially providing the output gradient information. 
The mean squared error in the outputs are given in Table 6.4. From the table, it can be 
seen that the performance of the neural network is considerably worse for ases 7 to 9 
than it is for Cases 1 to 3 and 4 to 6. For the latter, the signal is binary and hence the 
slope of the output depends entirely on the input. Less information is required by the 
neural network to calculate the output and very high accuracy is achieved. The above is 
not true in Case 7 where the perturbation signal has five levels. However, the fit using 
the neural network is still very good, and it appears that this is because the gain in the 
two directions are equal (as is the case for most direction-dependent systems). The 
match using the Wiener model is also reasonably good. The c are plott d in Figure 6.3. 
1.8,--------,---------,--------,---------r--------,---------" 
0 .2 
2 0 40 60 80 100 1 2 0 
Numbe r of C lock Pu is s 
Figure 6.3. Outputs for Case 7. Solid line: Actual values; Plusse : Wiener model; 
Circles: Neural network model. 
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For Cases 8 and 9, the Wiener model perfonns better than the neural network. It was 
found that the neural network has difficulty in cases when the gains in the two directions 
of the actual process are different (except when the signal is binary, because then the 
different gains correspond to a change in the signal levels, with a one-to-one mapping). 
This causes the output waveforms to be increasingly complicated to model. These are 
illustrated in Figures 6.4 and 6.5 (top) for Cases 8 and 9 respectively. An important 
feature to note is the symmetry in the outputs. In Figure 6.4, the output is much more 
symmetrical about zero than that in Figure 6.5. This is because the direction with a 
larger gain has slower dynamics which compensates to some extent for the larger gain. 
Thus the percentage of the time when the output increases is not very di fferent from that 
when it decreases and hence, the nonlinear effects are not so apparent. This can also be 
seen in Figures 6.4 and 6.5 (middle) where in Figure 6.4, the odd order terms (which 
comprise mainly of the linear tenn) dominate while this is untrue in Figure 6.5. The 
magnitude of the output discrete Fourier transform of the two processes are shown in the 
bottom of Figures 6.4 and 6.5. These plots again confirm that the departure from 
linearity is very much more pronounced in Case 9 and hence explains the fact that for 
the optimised Wiener parameters, K3 > K2 > K1• (Also, the amount of nonlinearity 
generated in Case 7 is between that of Cases 8 and 9.) 
It is interesting to note that while the neural network has difficulty coping with different 
gains in the two directions, the Wiener model works better when the direction with the 
faster dynamics has a smaller gain. The case with equal gains in both directions is not 
preferred, which is slightly surprising. This is clear from Table 6.4, where the error in 
Case 7 is larger than that in Case 8. (This is also true with a binary signal perturbation, 
and the error in Case I is larger than that in Case 2.) Another point worth noting is that 
although the error is smaller for the Wiener model compared with the neural network 
model in Case 9, the output of the Wiener model does not scem to follow the trend of 
the direction-dependent process, and often moves in the opposite direction. On the other 
hand, the neural network output captures the trend of the actual process better, but has 
an offset to the true values during most of the period. 
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In Cases 10 to 12, a multi sine signal with 16 consecutive harmonics and N = 256 was 
used. The outputs of the direction~dependent process, the Wiener model and the neural 
network model are plotted in Figure 6.6. The error obtained using the Wiener model is 
smaller than that obtained using the neural network model for all these cases, and these 
are given in Table 6.4. The better performance of the Wiener model compared to the 
neural network model appears to be due to the fact that the input is a smoothly varying 
signal. This causes the change in the dynamics to be more gradual and happen at longer 
intervals compared with that when using a pseudo-random signal. For the neural 
network, this particular nature of the input signal causes one of the hidden neurons to be 
independent of the input u(t). Thus the current output is more dependent on the past 
values of the output y(t-l) and y(t-2) than on the current input, which can be expected 
with a smoothly varying signal. The match using the Wiener model is very good in Case 
10, and less good in Cases 11 and 12. (For a smoothly varying signal, a better match is 
obtained when the gains in both directions are equal, and not when the direction with the 
faster dynamics has a smaller gain.) This may be due to the fact that the larger gain in 
the upward direction causes the positive peaks to be sharper, and hence more difficult to 
model. The fit using the neural network model is reasonable in Cases 10 and 11 (except 
for the initial part of the period), but is poor in Case 12. 
6.4 Modelling Second Order Dircction-dependcnt Process 
For second order direction~dependent processes, the sign of the slope of the output docs 
not change immediately following a change in the input. These processes are inherently 
very difficult to model, and the neural network model in Figure 6.1 was found to be 
unable to cope with the modelling of such processes; the output in all the cases studied 
so far bore almost no resemblance to that of the direction-dependent process. This 
section therefore considers only the perfonnance of the Wiener model in modelling such 
processes. 
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The three processes considered were the same as Processes E, B and A in Table 6.1, 
except that in each case, the 'denominators of the transfer functions in each direction 
were squared. (These have been renamed as Processes F, G and H respectively and are 
summarised in Table 6.5.) The Wiener model has the structure shown in Figure 5.6. 
Critical damping was used for the linear, quadratic and cubic paths as this restricts the 
number of parameters to optimise, thus preventing convergence problems. An additional 
advantage is the shorter optimisation time. 
Since no theoretical solution is available for second order direction-dependent processes, 
the sign of the quadratic path is unknown, which further complicates the analysis. In 
view of this, only the binary signal and its inverse-repeat were used in the simulations. 
Two Wiener models were obtained for each case with the sign of the quadratic path set 
to positive in one model and negative in the other. The results obtained were compared. 
Case Process Input Signal 
13 ProcessF: Tu=3T, TD= 12T,Ku= I,KD= I Binary 
14 ProcessG: Tu= 12T, TD=3T,Ku=4,KD= 1 Binary 
15 Process H: Tu = 3T, TD = 12T, Ku = 4, KD = 1 Binary 
16 Process F: Tu= 3T, TD = 12T, Ku= 1, KD= 1 Binary inverse-repeat 
17 ProcessG: Tu= 12T, TD=3T,Ku=4,KD= 1 Binary inverse-repeat 
18 ProcessH: Tu=3T, TD= 12T,Ku=4,KD = 1 Binary inverse-repeat 
Table 6.5. Summary of second order direction-dependent process parameters and 
perturbation signals. 
The Wiener parameters obtained for Cases 13 to 16 are given in Table 6.6. In all these 
cases, the estimate of the gain of the cubic path was found to be zero. From the table, it 
can be seen that the models with the quadratic path added have small values of T2 and 
the models with the quadratic path subtracted have large values of T2• The values of TJ 
lie between these values of T2• The errors obtained are tabulated in Table 6.7 (the 
modified Wiener model will be discussed later in the section) and these are smaller for 
the models with the sign of the quadratic path being positive. This is slightly surprising 
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since the dynamics are faster in the upward direction in Cases 13 and 15, but slower in 
the direction mentioned in Case 14. The sign of the quadratic path which gives a lower 
error was expected to be different in Cases 13 and 15 compared with that in Case 14. 
(For a first order process, if the sign of the quadratic path is incorrect, the optimised 
gain of that path will be zero.) The graphs of the process and model outputs are shown 
in Figure 6.7. Again, the fit is better for Case 14 than for Case 13, despite the larger 
error in Case 14 which is due to the fact that the overall gain is larger in Case 14. The 
better performance of the Wiener model when the dynamics are faster in the direction 
with a smaller gain (when a pseudo-random signal is used) is consistent with the results 
obtained earlier in Section 6.3. 
Case Sign Ko K, K2 T,/T T21T 
13 + 0.10 1.05 0.71 6.76 2.51 
13 
-
0.18 1.25 1.50 6.87 11.41 
14 + -0.02 1.73 1.45 5.67 7.02 
14 
-
0.05 2.06 1.38 6.16 18.12 
15 + 0.41 2.30 1.81 5.50 3.11 
15 
-
0.72 2.92 2.89 5.69 15.56 
Table 6.6. Parameters of the Wiener model for second order processes using an MLB 
input. 
Case MSE with quadratic MSE with quadratic MSE with modified 
path added path subtracted Wiener model 
13 3.86 ... 10-3 5.48 ... 10-3 3.03 ... 10.3 
14 4.37'" 10-3 8.20'" 10-3 1.85 ... 10-3 
15 7.92'" 10-2 1.35 ... 10-' 7.44'" 10'2 
Table 6.7. Second order processes: Output mean squared error (MSE) for the Wiener 
model using an MLB input. 
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To further investigate the use of the Wiener model in modelling second order direction-
dependent processes, a modified Wiener model with two quadratic paths (one added and 
the other subtracted) was used. A better match was obtained for all the three cases 
considered. The Wiener parameters obtained using this model are given in Table 6.8 and 
the error measurements are tabulated in Table 6.7. From Table 6.8, the values for T2+ 
(for the quadratic path with a positive sign) and T2• (for the quadratic path with a 
negative sign) are now in between the values of T2 (those obtained with the original 
models, one with the quadratic path added and the other with the quadratic path 
subtracted) shown in Table 6.6. Also, the values for T2+ and T2- are closer to the smaller 
values of T2 in the original Wiener model. The improvement brought by the 
modification can be seen in Table 6.7 though the degree of it varies across the three 
cases investigated. 
Case Ko KI K2+ K2- TilT T2+IT T2JT 
13 0.13 1.20 2.02 2.12 7.05 4.30 5.10 
14 -0.01 1.67 8.38 8.52 5.78 10.95 11.47 
15 0.46 2.60 6.14 6.05 5.90 4.61 4.94 
Table 6.8. Parameters of the modified Wiener model for second order processes using 
an MLB input. 
From Figure 6.7, it can be seen that the match in Case 13 is good while the match in 
Case 14 is excellent. However, the quality of fit is less good in Case 15. It should be 
noted that the dynamics are markedly different in the two directions in this case, and for 
most practical situations, the dynamics would not be so different from one another. 
For Cases 16 to 18, the Wiener parameters and the mean squared error in the outputs are 
given in Table 6.9. The sign of the quadratic path is positive in Cases 16 and 18. (When 
the sign was set to negative, the estimate of K2 was zero.) This path could not be 
estimated in Case 17. However, the cubic path could now be estimated due to the fact 
that the odd order components had been separated at the output before applying the 
optimisation. (The modified Wiener model was not used in Cases 16 to 18 because it 
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brought no noticeable improvement to the model and convergence problems were 
encountered during most of the simulations conducted.) 
Case Ko K\ K2 K3 TdT T21T T31T MSE 
16 0.14 1.07 0.41 0.01 7.24 2.26 8.05 3.49 * 10'3 
17 0.04 1.93 0.00 1.14 6.29 
-
10.93 6.37 * 10'3 
18 0.48 2.23 0.34 0.01 6.94 5.14 8.11 1.01 * 10'\ 
Table 6.9. Parameters of the Wiener model for second order processes and the output 
mean squared error (MSE) using an inverse-repeat MLB input. 
6.5 Practical Application using Electronic Nose 
6.5.1 Model of the Gas Sensor 
The gas sensor in the electronic nose [76 - 79] can be modelled using the adsorption-
desorption reaction described by 
(6.2) 
where AS is the adsorbed species, { } represents an empty adsorption site, {AS} 
represents an occupied site, kf is the forward rate constant and kb is the backward rate 
constant. Denoting the fractional occupancy of adsorption sites and the concentration of 
the target gas by a and C respectively gives 
. 
a = kfC- (kb + ~,.C'fJ (6.3) 
Assuming that the experiment is started at time t = 0, and the sensor is in steady-state in 
air at this time, so that 0(0) = 0, the solution to (6.3) is 
a(t) = KC (1- exp{-(kb + krC)t}) I+KC . 
k 
where K = -.£. The conductance G of the sensor can be written as 
kb 
G(t) = G(O) + arO(t) 
(6.4) 
(6.5) 
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where G(O) is the conductance of the sensor in air, a is the sensitivity coefficient and r 
is the concentration of the adsorption sites. Substituting (6.4) into (6.5) gives 
~G(t) = G(t) - G(O) = ar( 1 :~c (1- exp{ -(kb + ~rC)t})) (6.6) 
Similar analysis can be done for the case when the target gas is removed and the sensor 
is again placed in air. The direction-dependent characteristics are caused by C having 
different values in the upward and downward directions. Also, it should be noted that 
the dynamics are predominantly first order (from the exponential term in equation 
(6.6»; this may not be exact as the equation is from that of a simplified model. 
6.5.2 Experimental Setup 
The experiment was carried out using the software LabVIEW [80, 81]. (The program 
was written by Graham Searle of the University of Warwick.) The input to the program 
is the position of the valves through which chemical odours can reach the metal oxide 
semiconductor (MOS) sensor. In this particular experiment, acetone was used as the 
positive input, and air as the negative input. The output of the program is the voltage 
across the sensor, which is inversely proportional to the conductance given in (6.5). 
6.5.3 Detection and Estimation of Direction-dependent Dynamics 
An MLB signal of length 63 with shift register feedback from stages I, 4, 5 and 6 
(Signal 1) was applied as input. This signal was used because the second order tenns 
due to the shift-and-add property (refer to Section 2.3.1.2) are furthest from the zero-lag 
position compared with other MLB signals of the same length [29], hence enabling easy 
detection of these terms in the crosscorrelation function. The resulting second ordcr and 
third order shifts are given in Table 6.10. The output was sampled at every second while 
the clock-pulse interval was set to ten seconds. There was a time delay of approximately 
three seconds and this was removed before any analysis was conducted. This delay was 
due to the fact that after a valve is opened, the odour will take some time to reach the 
sensor. The output of the system is plotted in Figure 6.8 where it is evident that the 
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dynamics in the upward direction are slower than those in the downward direction. In 
other words, the adsorption of acetone on the MOS sensor surface i fa ter than its 
desorption , which is expected from the theory outlined in Section 6.5. 1. The input-
output crosscorrelation function , with the mean removed, is plotted in Figure 6.9 (top). 
(It is usual practice to remove the mean in the output before carrying out any 
identification.) The direction-dependent characteristic is confinned here where coherent 
peaks are observed at the lags shown in Table 6.10. A smoother crosscorrelation 
function is obtained using the corresponding inverse-repeat ignal (as illustrated in 
Figure 6.9 (bottom)) since the even order peaks are no longer present. 
Shifts kl k2 k3 k4 ks 1111 m 2 
Signal 1 39 IS 11 30 28 35 47,57 
Signal 2 8 16 53 32 38 45 13, 4 1 
Table 6.10. Resulting shifts due to second order tenns k and third order t nns m for two 
63-digit MLB signals, one with feedback from stages 1, 4, 5 and 6 (Signal 1), and the 
other with feedback from stages 2, 3, 5 and 6 (Signal 2, used later in ection 6.5.4). 
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The combined linear dynamics were then estimated (with the techniques di scus ed in 
Chapter 4) using both Signal ( and its corresponding inverse-repeat signal. Both Oil and 
112 models were tried and the results are given in Table 6.11. The time constants in the 
upward and downward directions were 18.49s and 5.54s respectively and these were 
obtained through separate step response tests. The theoretical combined time constant 
was 10.15s, assuming that the process was first order. From Table 6.1 I, it was found 
that although the process was predominantly first order, second order dynamics had a 
considerable effect on the system output. Hence, the theoretical combined time constant 
was not very accurate as this was calculated with the assumption that the process was 
strictly first order. 
For the purpose of illustration, the result obtained for the inverse-repeat signal usmg 
ELiS with the 112 model is plotted in Figure 6.10. It can be seen from this figure that the 
model successfully captures the dynamics of the actual proces . 
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Modell Signal 1 Signal 1 Inverse-repeat Inverse-repeat 
Algorithm Order 011, Te Order 112, T c Order 0/1, Te Order 112, T e 
ARX 13.39 10.51 18.13 12.06 
ARMAX 13.39 10.51 18.17 12.02 
State-space 11.72 9.50,55.38 11.27 5.08, 17.12 
ELiS 12.90 12.67,40.35 15.19 15.19 
Table 6.11. Estimated combined time constant Te. For models with two poles, only the 
positive poles were considered. 
6.5.4 Modelling of Direction-dependent Dynamics 
Signal 1 was used as the training signal to obtain optimised parameters for both the 
Wiener model and the neural network model. These values are given below: 
Wiener model : 
Neural network model: 
Ko = -0.08 
K t = 1.47 
K2 = 0.66 
K3 = -0.86 
Tt = 19.34s 
T2 = 25.82s 
T3 = 30.00s 
II = 0.17u(t) - 0.60y(t-l) + 0.13Y(/-2) - 0.52 
12 = -1.27u(t) • 5. 79y(t-I) + 5.08y(l-2) • 0.18 
(6.7) 
h = • 0.26u(t) + 0.88y(t-l) + 0.25y(I-2) • 1.29 (6.8) 
An MLB signal of length 63 with shift register feedback from stages 2, 3, 5 and 6 
(Signal 2) was used as the validation signal. The plots of the output and the input-output 
erosscorrelation function are shown in Figure 6.11. It can be seen that coherent peaks 
appear in the latter at positions predicted in Table 6.10. The mean squared error in the 
outputs, MSE, is 6.87 * 10-2 and 1.09 • 10-2 for the Wiener model and the neural 
network model respectively. The better fit of the neural network model is consistent 
with the results found earlier in Section 6.3 for first order direction-dependent processes 
perturbed using binary signals. However, both models are seen to be very good. 
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The experiment was repeated using the inverse-repeat of Signal 1 as the training signal. 
The optimised parameters are'given below: 
Wiener model: 
Neural network model : 
Ko = -0.03 
KI = 1.20 
K2 = 0.56 
K3 = -0.66 
T\ = 20.21s 
T2 = 43.04s 
T3 = 23.27s 
II = 1.72u(t) + 4.81y(t-1) - 4.16y(t-2) - 0.21 
12 = 0.13u(t) - O.lOy(t-l) + 0.0Iy(/-2) - 0.03 
IJ = 1.69u(/) + 4.30y(t-1) - 3.85y(t-2) + 0.33 
(6.9) 
(6.10) 
It should be noted that the electronic nose is a sensitive device and its dynamic 
characteristic changes noticeably with room temperature and humidity. The gain of the 
system was found to have decreased when this set of experiments was carried out. This 
was largely due to the decrease in the concentration of acetone as some of the molecules 
had dispersed into the surrounding atmosphere. In fact, the training was repeated for the 
neural network due to the ehange in gain. Otherwise, the parameters would be the same 
as when the non inverse-repeat signal was used since the inverse-repeat property was not 
utilised in any way. 
The inverse-repeat of Signal 2 was used as the validation signal. The outputs and the 
crosseorrelation functions are shown in Figure 6.12. The mean squared error in the 
outputs, MSE, is 4.27 * 10-2 and 1.91 • 10-2 for the Wiener model and the neural 
network model respectively. The fit using the neural network is still bettcr than that 
using the Wiener model. However, the match using the lattcr has improved due to the 
signal being inverse-repeat, as the odd and even orders terms were first separated in the 
output. 
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6.6 Conclusions 
The use of Wiener models and neural networks for modelling processes with direction-
dependent dynamics was considered. It was found that both types of model can be used 
when the dynamics in both directions are first order. For such a process with binary and 
inverse-repeat binary input signals, the agreement between the model and the process 
output is excellent for both types of model, but it should be noted that this is the only 
case for which the output of the process itself can be determined theoretically. For a 
five-level signal, the performance of the two models investigated are about the same. 
The worst results are obtained when the gain is larger in the direction with faster 
dynamics; this causes the nonlinear effects to be more apparent. For a multi sine input 
signal, the Wiener model gives somewhat better results than the neural network. 
It was not found possible to obtain any agreement between the outputs of a second order 
direction-dependent process and a neural network with the architecture shown in Figure 
6.1. For binary and inverse-repeat binary input signals, a Wiener model still gave good 
agreement between the outputs, particularly when the steady-state gains in the two 
directions were equal. When a binary signal was used, a structure with two quadratic 
paths, one added to and one subtracted from the outputs of the constant and linear paths, 
was found to give closer agreement than models with a single quadratic path. However, 
the above was untrue for inverse-repeat binary input signals. 
The modelling was then carried out on an electronic nose, where the input to the process 
is the strength of the chemical odour and the output is the voltage across the sensor. 
Since the dynamics are predominantly first order, and the input is binary, the neural 
network provides a better match than the Wiener model. However, both models are very 
good. This experiment not only illustrates the applicability of the modelling techniques 
involved, but also that of the methods used in the detection and estimation of linear 
dynamics which were covered in Chapters 3 and 4 respectively. 
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The overall conclusion is that Wiener models can be used to model direction-dependent 
processes with both first and second order dynamics, and that a neural network provides 
a useful alternative for first order processes. 
Chapter 7 
Control of Processes with Direction-
dependent Dynamics 
156 
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7.1 Introduction 
In the first part of the chapter, the control of first order and second order processes with 
direction-dependent dynamics but with the same gain in both directions is examined. 
The Proportional-Integral-Derivative (PID) controller [82 - 87] is applied as it is by far 
the most dominating fonn of feedback in use today, with 90% of all control loops being 
PID [88]. In the industry, most direction-dependent processes are controlled using gain 
scheduling with two sets of controller parameters, one for each operating mode 
(direction of the output). An example in the literature is given in [89] where a 
heating/cooling process, namely a furnace, is considered. In [89], the direction-
dependent characteristic is tenned 'unsymmetrical', and it noted that the heating 
dynamics are nonnally much faster than the cooling dynamics, especially when no 
active cooling is provided. 
In this chapter, the control of such processes using only one set of controller parameters, 
obtained from the combined linear dynamics of the process (which were discussed is 
Chapter 4), is investigated. The danger of not recognising the direction-dependent 
characteristics is implicitly shown though simulation examples, where very poor 
controller perfonnance, or even instability, is encountered in some of these examples. 
Thus, the importance of the detection of the departure from linearity (see Chapter 3) is 
emphasised. 
Two alternative implementations of the derivative tenn are first used, and the controller 
with the best overall response (in terms of the smoothness and the speed of response) is 
then chosen. The effects of varying the controller gain and the controller period (which 
will be defined later in the chapter) of the closed-loop system are studied for this 
controller. This chapter then moves on to look at the control of first order and second 
order processes with different gains in the positive and negative directions. The 
problems that arise are discussed and modifications in the controller algorithm for 
possible improvements are suggested. 
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7.2 Control of Processes with the Same Gain in Both 
Directions 
7.2.1 Control of First Order Process 
7.2.1.1 Control Using PID 
The structure of the control loop is shown in Figure 7.1 where Gco is the controller, GpR 
is the process, r is the setpoint, e is the error signal, y is the output of the controller and c 
is the controlled variable. 
r e y c 
+ Gco GPR 
-
Figure 7.1. Structure of the control loop. 
The formula for the PIn controller is 
Y=Gc(e+-1 Jedt+'C D de) 
't I dt 
(7.1 A) 
where Gc is the controller gain, tJ is the integral time constant and 'CD is the derivative 
time constant. Differentiating with respect to e gives 
-=Gc -+-+t -dy (de e d
2e) 
dt dt 't I D dt 2 (7.1B) 
Its discrete approximation is implemented using MATLAB 
- G [(1 T to) ( 2t D ) t D ] Y,,-Y,,-t+ c +~+T e,,- I+T e,,-t+T e,,-2 (7.2) 
where T is the sampling interval. 
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The values for Ge, 'tr and tD according to the Ziegler-Nichols settings [90] are 
Ge = 0.6Gv 
t/ = O.Stu 
tD = 0.125tu 
159 
(7.3) 
where Gv and tv are the ultimate gain and the ultimate period respectively. However, 
for both first order and second order processes without dead time, equation (7.3) could 
not be implemented as Gv and 'tv do not exist, due to the fact that the closed-loop 
response with proportional only control will not oscillate continuously for any value of 
Gc. Therefore, as starting values, Ge was set equal to 0.6IKe, where Ke is the overall 
(combined) gain of the process (refer to Section 4.4 for the definition of overall 
(combined) gain). This makes use of the knowledge that the controller gain is nonnally 
set inversely proportional to the process gain (at 1t radians if the process reaches this 
phase at a particular frequency other than infinity). 'tv was set equal to the theoretical 
combined time constant Te of the process found in Section 4.3.1, since the time 
constants in both directions are different. 'tv will be tenned the controller period for the 
rest of this chapter. (In later sections, the effects of varying the ratio between Ge and 
liKe, and 'tv and Tc will be investigated. The ratio between tr, tD and tv will be kept 
fixed as in equation (7.3). The optimal values for the controller settings in tenns of 
smoothness and speed of response will then be obtained.) 
An example is given in Figure 7.2 of the response to a positive step input (setpoint 
change from 0 to 1) at time t = 0 and a negative step input (setpoint change from 1 to -1) 
at time t= 30T. The process has a gain of unity in both directions (Ke = 1) and hcnce Ge 
was set equal to 0.6. The time constant is T in the positive direction and 5 T in the 
negative direction. tv was set equal to 1.92T as this is the combined theoretical time 
constant of the process. 'tr and 'tD were set according to equation (7.3). From the plot of 
the output c, a very slight derivative kick is observed in response to the positive step 
input. This is due to the slope of the output not being equal to zero when a step input 
was applied. 
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Figure 7.2. Response to a positive step input (setpoint change from 0 to I) at time t = 0 
and a negative step input (setpoint change from I to -\) at time t = 30T using a direct 
implementation of the PID. Tu = T, TD = STand 'tu = 1.92T. 
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7.2.1.2 Alternative Implementations of the Derivative Term 
The phenomenon of the derivative kick can nonnally be reduced by using an indirect 
implementation of the derivative term. Instead of implementing st D' the term st ~ 
I s D +-
a. 
is implemented, where a. is a constant. Choosing a. as 3 (since for a. > 3, the output 
begins to become unstable and for a. < 3, the amount of overshoot is increased), 
st D _ 3st D _ 3(1 _ 3 ) 
1 + st D St D + 3 St D + 3 
(7.4) 
3 
The z-transform of this is 
9 1 3--
"t D 1 (3T) -I 
-exp - t D Z 
(7.SA) 
The gain, which is first multiplied by Ge, is reduced by a factor of 100 in order that the 
output will be stable. If this is not done, the output diverges with the application of a 
step input in either direction. This is also affected by the value of a.. A smaller value of 
a. allows a larger gain to be applied to the derivative term. We thus obtain 
O.03(l-expH:}-}~ 
Y(z) = Gc () E(z) 
1 3T -I -exp -- z 
'tD 
(7.5B) 
Hence the derivative tenn is implemented as 
( 0.09) ( 3T) ( 3T \" YI/ = Gc 0.03 -~ ell - 0.03Gc exp - ~ e,,_1 + exp - "t D 1"-1 (7.6) 
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Adding the proportional and integral terms, the PID controller is implemented as 
y, =(l+eX{ -!:)}~, + GC[(l+ :, +0.03- ~~}, -(1+ 0.03 ex{ -!:)},_,] 
(7.7) 
The response of the system to the same input and for the same process as in Section 
7.2.1.1 is shown in Figure 7.3. From the figure, the effect of derivative kick has been 
greatly reduced and is no longer noticeable. 
Another implementation of the derivative term applies the derivative action to the 
process output only [84]. This is in order to avoid a large value of the derivative when 
h .. h d Th de (dr de). d'fi d de t e setpomt IS c ange. e term't D - = 't D --- IS mo 1 Ie to -'t D -. 
dt dt dt dt 
Using this modification, equation (7.2) can be written as 
(7.8) 
The response of the system using this implementation is shown in Figure 7.4. The effect 
of the derivative kick has been eliminated. Unfortunately, the response to a positive step 
input is less smooth than that in Figure 7.3. However, it is quicker than those shown in 
Figures 7.2 and 7.3 especially in response to the negative step input. It was decided upon 
the criteria of smoothness and speed of response that this is the best controller compared 
to the other two implementations. (Similar criteria are applied when the term 'best' and 
'optimal' are used to describe the type of controller or the controller settings throughout 
the rest of the chapter.) 
It should be noted that the decision regarding the best controller was obtained through 
the simulation of several different processes. However, only one set of simulation results 
is presented since similar results were obtained for the other processes. 
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alternative implementation of the PID. Tv = T, TD = STand 'tv = 1.92T. 
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7.2.1.3 Effects of Varying Controller Gain 
The effects of varying the controller gain for a process with Tv = T and To = 5T are 
given in Table 7.1. The system was perturbed with a positive and a negative step inputs. 
The settling time is defined here as the time taken for the output to settle to within 5% 
ofthe final (steady-state) value. 
GcKc Overshoot (%) Settling time I T Overshoot (%) Settling time I T 
(positive step) (positive step) (negative step) (negative step) 
0.40 0.0 7 18.9 15 
0.45 0.0 6 20.2 14 
0.50 0.0 5 21.4 14 
0.55 0.0 5 22.0 13 
0.60 0.0 5 23.0 12 
0.65 0.0 4 23.5 12 
0.70 0.0 4 24.2 11 
0.75 0.0 4 24.8 11 
0.80 3.4 5 25.0 10 
Table 7.1. The effects of varying Ge for a process with Tv = T, To = 5T and 'tv = 1.92T. 
It can be seen from Table 7.1 that in general, an increase in Ge causes a larger overshoot 
and a shorter settling time. However, the settling time to a positive step input increases 
when Gc is increased from 0.751Ke to 0.80IKe. This was due to the overshoot in the 
response which swung back below the final value and required a longer time to settle to 
within 95% of this value. There is also a larger overshoot and a longer settling time 
when a negative step was applied. This was due to the slower dynamics of the process in 
the negative direction. The output of the system is shown in Figure 7.5. Similar results 
were obtained for other sets of experiments conducted using different values of Ke, Tv IT 
and To IT. In general, a good control was achieved by setting Ge to approximately 
0.60IKc. 
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7.2.1.4 Effects of Varying Controller Period 
In the previous sections, 'tu was set equal to the theoretical combined time constant of 
the process. To investigate the effectiveness of using this value of tu for the controller, 
the performance of the controller with different values of 'tu was evaluated. Results 
obtained for the same process considered are given in Table 7.2. For this process, Tc is 
1.92T. The system was again perturbed with a positive and a negative step inputs. 
tul T Overshoot (%) Settling time I T Overshoot (%) Settling time I T 
(positive step) (positive step) (negative step) (negative step) 
1.0 13.8 4 36.0 8 
1.5 0.0 3 28.4 11 
2.0 0.0 5 22.0 13 
2.5 0.0 6 17.3 14 
3.0 0.0 8 13.9 16 
3.5 0.0 10 11.1 17 
4.0 0.0 11 8.7 17 
4.5 0.0 13 6.8 18 
5.0 0.0 15 5.2 18 
Table 7.2. The effects of varying tu for a process with Tu = T, TD = STand Tc = 1.92T. 
It can be seen from Table 7.2 that in general, a decrease in tu causes a larger overshoot 
and a shorter settling time. There is again a larger overshoot and a longer settling time 
when a negative step input was applied due to the slower dynamics in the negative 
direction. The output of the system is shown in Figure 7.6. Similar results were obtained 
for other sets of experiments conducted using different values of the process parameters, 
where a better response was achieved with a value of tu close to the theoretical 
combined time constant of the process. 
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7.2.2 Control of Second Order Process 
7.2.2.1 Comparison of Performance of Three Different Controllers 
The structure of the control loop is as shown in Figure 7.1. The direct implementation of 
the PID controller and its two alternative implementations (as discussed in Section 
7.2.1.2) were used to control second order processes with direction-dependent dynamics. 
The perfonnance of each of these were compared. To calculate the output c to the input 
y of the process, the sampling interval of the path from y to c was again set to twenty 
times the sampling interval T, as was done in Section 3.4.2.1. 
Results obtained for a process with Tv = T, T and TD = ST, ST (~v = ~D = 1, O)I/V = liT 
and Ol/lD = 0.2/1) and Kv = KD = Kc = 1 in response to a positive and a negative step 
inputs are shown in Figures 7.7 and 7.8 respectively. (Again, setting a. = 3 as in Section 
7.2.1.2 gave a reasonably fast response with a small overshoot.) Gc was set to O.3/Kc 
instead ofO.6/Kc due to the instability of the system when Gc was set equal to the latter. 
(The effects of varying the controller gain will be discussed in detail in Section 7.2.2.2.) 
tu was set to 2.62T according to the value obtained from ELiS using an inverse-repeat 
MLB signal as the perturbation signal (see Section 4.3.2). 
From Figure 7.7, when using a direct implementation of the PID, the response is seen to 
be very oscillatory. Implementing the derivative tenn with an added denominator gives 
a smoother but slower response. The speed of response is improved with the derivative 
tenn applied only to the process output. This response is also reasonably smooth. As in 
the first order case, this was chosen as the best controller among the three different 
implementations. Similar conclusions were obtained for other sets of simulations 
conducted. 
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7.2.2.2 Effects of Varying Controller Gain 
The effects of varying the controller gain for the process considered in 7.2.2.1 are given 
in Table 7.3. The system was perturbed with a positive and a negative step inputs. 
GcKc Overshoot (%) Settling time / T Overshoot (%) Settling time / T 
(positive step) (positive step) (negative step) (negative step) 
0.20 0.0 21 0.0 21 
0.25 0.0 17 0.0 17 
0.30 0.0 15 0.0 14 
0.35 0.0 13 0.0 13 
0.40 0.2 13 0.0 13 
0.45 9.9 24 5.6 21 
0.50 system unstable system unstable 
Table 7.3. The effects of varying Gc for a process with Tu = T, T and TD = 5T, ST. 
tu= 2.62T. 
From Table 7.3, when Gc is increased from 0.20/Kc to 0,35/KcI the settling time 
decreases. There is a slight overshoot at Gc = OAOIKc. When Gc is increased to 0,45IKc, 
there are large oscillations in the response. The settling time increases due to the time 
required for the oscillations to decrease in amplitude. Further increasing Gc to 0.501 Kc 
leads to instability. 
The response for this process to a positive unit step input is shown in Figure 7.9. It can 
be seen that the amplitude of oscillation increases with an increase in Gc. The optimal 
response was obtained by setting Gc to approximately 0.2S/Kc. 
Almost similar results were obtained in response to a negative step input. The settling 
time was shorter than or equal to that in the positive direction despite the slower 
dynamics in the negative direction. This was in fact due to smaller oscillations in the 
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negative direction as a result of the larger time constants. Similar result were also 
obtained using several different second order processes. 
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Figure 7.9. Positive unit step response for a proces with Tu = T, T and To = ST, ST. 
'tv = 2.62T. 
Top: Solid line: Gc = O.30IKc; Plusses: Gc = O.20IK; irc1es: = 0.40IK . 
Bottom: Gc = O.SOIKc. 
7.2.2.3 Effects of Varying Controller Period 
The controller period 'tv was varied to find the optimum value for the c ntrol of a 
second order process with direction-dependent dynamics. R ults obtained for the same 
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process considered are given in Table 7.4. The combined time constants found using 
ELiS are two time constants each of 2.62T. The controller gain Gc was set to 0.25/ Kc as 
this was found to give the optimal response for the controller in the sense that the 
amplitude of oscillations was reduced without compromising much of the response 
speed (see Section 7.2.2.2). The system was again perturbed with a positive and a 
negative step inputs. 
'tv / T Overshoot (%) Settling time / T Overshoot (%) Settling time / T 
(positive step) (positive step) (negative step) (negative step) 
0.5 25.0 8 8.7 S 
1.0 0.0 6 0.0 6 
l.s 0.0 9 0.0 9 
2.0 0.0 13 0.0 13 
2.5 0.0 16 0.0 16 
3.0 0.0 20 0.0 20 
Table 7.4. The effects of varying tu for a process with Tu = T, T and To = ST, ST. 
Tc= 2.62T. 
From Table 7.4, when tu is increased from l.OTto 3.0T, the settling time increases. The 
response becomes smoother. Overshoot is observed at tu = O.sT. A large overshoot in 
response to a positive step input causes a larger settling time, due to the time required 
for the oscillations to die down. A negative step input causes a relatively smaller 
overshoot due to the slower dynamics of the process in the negative direction. The 
settling time in this direction thus continues to decrease as tu is decreased from 1.0T to 
O.ST. 
The response due to a positive step input is shown in Figure 7.10. The optimal value of 
'tu was found to be approximately l.sT. This value is a compromise between the 
smoothness and the speed of response. Using this value for the controller period and 
varying Gc still gave the 'best' value of Gc at approximately 0.2s/Kc. 
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Figure 7.10. Positive unit step response for a process with Tv = T, T and Tn = ST, ST. 
Tc= 2.62T. Solid line: 'tv = O.ST; Plusses: 'tv = I.OT; irc1e: 't v = I. ST. 
7.3 Control of Processes with Direction-dependent Gains 
7.3.1 Control of First Order Process 
7.3.1.1 Control Using PID 
A PID controller with the derivative tenn applied nly t the proce s output was u cd to 
control a process with gain in the positive directi n Kv = I, and gain in th n gative 
direction KD = 4. The time constant was set t ST in b th c1ir cti n in rd r t impli fy 
the problem. The overall gain of the proces K wa found t be 2.S ( ee n 4.4.2) 
and Gc was set to 0.6/2.5 = 0.24. 'tv wa set to ST. 'tt and 't/ w re ch sen a rding to 
eq uation (7.3). 
The response to a positive unit step input is given in Figur 7. 11 . ( , y and are as 
defined in Figure 7.1) From the graph, this is clearly una eptabl . Th ria p sitive 
peak in the output starting at t = 47, which reache a maximum at I = SO. rr m 1 = 1 to 
t = 46, the signal y is larger than c and c tend to iner ase to ) a the ga in in th p sitivc 
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direction is unity. However, at t = 47, y is smaller than the value of c at t = 46. The 
output c tries to decrease and when it does so, the gain is now KD = 4. Instead of 
decreasing, c increases causing a large spike. A negative spike in y ensues and c 
decreases as a result of this. At this point the gain is still KD = 4 and c attempts to reach 
4y . At t = 67, 4y is larger than the value of c at t = 66. c tends to increase and the gain 
suddenly changes back to Ku = 1. Thus c further decreases and tries to follow y until at 
t = 124 where y again becomes smaller than cat t = 123 and the cycle repeats itself. The 
behaviour of c at other points can be similarly explained. It is interesting to note that the 
pattern occurring in e, y and c is periodic (and is a form oflimit cycles [91 - 93]), except 
at the beginning where there are transient effects. The period in this case is 77 sampling 
intervals. 
The response to a negative unit step input is given in Figure 7.12. There are spikes in e, 
y and c as before. From t = 0 to t = 11, c decreases and the gain is KD = 4. At t = 12, 4y 
is larger than c at t = 11 and c wants to increase. The gain now becomes Ku = 1 and c 
attempts to follow y. The behaviour of the system is similar to that shown in Figure 
7.11. The pattern is again periodic and the period of the limit cycles is 15 sampling 
intervals, after the transient effects have disappeared. 
From Figures 7.11 and 7.12, it can be seen that the spikes in the output are mainly due 
to the overshoot in c with respect to the value of Ku*y or KD*y (depending on whether 
the output is increasing or decreasing) which causes the process gain to change 
suddenly. The large spikes in y itself lead to a much higher chance of this occurring (a 
change in the sign of (Ku*y - c) or (KD*Y - c), depending on the direction of the output). 
The period of oscillation increases with an increase in the difference between Ku and Kf). 
This is caused by the larger overshoot as this difference increases. Also, the overshoot is 
smaller and the period of oscillation is shorter when the step input is applied in the 
direction with a larger gain. Five sets of results are given in Table 7.5. All these 
processes has Tu = TD = ST. The overshoot here is defined as the maximum of the 
absolute value of the output for unity step inputs. 
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Ku KD Overshoot Period / T Overshoot Period / T 
(positive step) (positive step) (negative step) (negative step) 
1 2 1.38 56 1.19 14 
1 3 1.69 65 1.33 14 
1 4 1.98 77 1.45 15 
I 5 2.27 104 1.55 16 
2 3 1.22 54 1.1 I 13 
Table 7.5. Variation in the overshoot and the period of oscillation for a first ordcr 
process with Tu = TD = ST. 
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Figure 7.11. Response to a positive unit step input ~ r apr es with Ku = I, Kn = 4 and 
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7.3.1.2 Control Using PID with Moving Averager 
A moving averager [94 - 96] with a small gain was added in between the PID controller 
and the process as shown in Figure 7.13 in order to smooth the signal y and scale it to a 
small value. hence preventing the overshoot in c with respect to the input of the process 
m. 
r e y m 
,~ Gco GMA GpR 
-
Figure 7.13. Structure of the control loop with a moving averager. 
The algorithm for the moving averager is 
and 
1 GM =-
40 
c 
(7.9) 
This value of GM was chosen using trial-and-error. A larger value of GM will cause 
instability (periodic oscillation) while a smaller value reduces the speed of response. 
The response of the same process to a positive and a negative step inputs are shown in 
Figures 7.14 and 7.15 respectively. The output is now considerably smoother at the 
expense ofa much slower speed of response. This is due to the very small value for GM• 
The settling time in the positive and negative directions are 240T and 51 T respectively. 
The response is much faster in the negative direction due to the larger gain in this 
direction. 
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If the time constants in both directions are different, the worst response occurs when the 
larger gain is the slower direction. A step change in the direction with the larger gain 
could lead to oscillations in the output. There are two ways to overcome this. The first is 
to reduce the controller gain Gc and the second is to increase the controller period 'tv. 
For example, if a process has Tv = 3T, TD = lOT, Ku = 1 and KD = 4, the theoretical 
value of Tc is 4.77T and the estimated overall gain Kc is 1.87. With 'tv set to 4.77T and 
Gc set to 0.6/1.87 = 0.32, this causes oscillations in the output. Reducing Gc to 0.21Ke 
and keeping 'tv = 4.77T solves the problem. So does changing 'tv to 11 T and keeping Gc 
equal to 0.6IKc. 
7.3.2 Control of Second Order Process 
7.3.2.1 Control Using PID 
A PID controller was used to control a second order process with two time constants 
each of 5 T in both directions {~u = ~D = I, (OIIV = (OIID = 0.2/n. and with the gains Kv = 1 
and KD = 4. The overall gain of the process Kc is 2.5. 'tv was set to 5Twhile Gc was set 
to 0.25/2.5 = 0.1, and 't/ and 'tD were set according to (7.3). 
The responses to a positive and a negative unit step inputs are given in Figure 7.16. The 
response is smooth when a positive unit step is applied. Unfortunately, the above is 
untrue in the opposite direction where the output is extremely oscillatory due to the 
large gain in this direction. 
7.3.2.2 Control Using PID with Moving Averager 
A moving averager was again added in between the PID controller and the process as in 
Figure 7.13. GM was changed to liS and this was obtained through trial-and-error. The 
responses to a positive and a negative step inputs are shown in Figures 7.17 and 7.18 
respectively. The output is no longer oscillatory and there is no overshoot of c with 
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respect to m. Thus there is no change in the process ga in in response to a tep input. A 
disadvantage of using this control method is the slow response. The settling time i 7ST 
in the positive direction and 18T in the negative direction. 
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Figure 7.16. Output response of a process with Ku = I, KIJ = 4 and Tu = To = 51', ST. 
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The controller was then used to control a process with different time constants in the 
positive and negative directions where Tv = 3T, 3T and To = lOT, lOT (corresponding to 
~u = ~D = 1, Ol"u = 0.33/T and OlIlD = 0.111). The gains were Kv = 1 and Ko = 4. 
Estimation using ELiS gave Te as two time constants each of 7.71 T and an overall 
process gain Kc of 2.42. Accordingly, 'tu was set equal to 7.71T and Gc was set to 
0.2512.42 = 0.10. The responses to a positive and a negative unit step inputs were 
smooth and there was no oscillation in the response. Exchanging the values of Ku and 
KD also gave smooth responses. The settling times are tabulated in Table 7.6. The speed 
of response is seen to be mainly determined by the process gain in the direction 
perturbed. Faster response is achieved in the direction with a larger gain even if the 
dynamics in that direction are slower. 
Kv KD Settling time / T (positive step) Settling time / T (negative step) 
1 4 115 29 
4 1 30 113 
Table 7.6. Settling times for two second order processes with Tv = 3T, 3Tand To = lOT, 
lOT. 
7.4 Conclusions 
For a first order process with direction~dependent dynamics but with the same gain in 
both directions, it was found that the PID controller with the derivative term applicd 
only to the output of the process is a better controller compared to the direct 
implementation of the PID and that with an added denominator in the derivative term. 
With the derivative term applied only to the output of the process, the speed of response 
is quicker and derivative kick is eliminated. Setting Gc = 0.6/ Kc and setting tl and 'to 
according to equation (7.3) gives good control in terms of the speed and smoothness of 
response. The controller period tv should be set close to the theoretical value of the 
combined time constant Te. 
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For a second order process with the dynamics, but not the gain, bcing direction-
dependent, the PID controller 'with the derivative tenn applied only to the output of the 
process again gives a reasonably smooth and fast response. The optimum controller gain 
Gc was found to be equal to approximately O.2S/Kc. Setting Gc = O.6/Kc as for the first 
order process caused instability in most of the cases studied. The controller period can 
be set to a considerably smaller value than the combined time constant estimated using 
ELiS but if too small a value is chosen, there will be large oscillations in the output. It 
should be reiterated here that these are general conclusions drawn from several sets of 
simulations conducted. 
For a first order process with direction-dependent gains, control using PID alone leads 
to the occurrence of limit cycles. This is chiefly due to changes in the process gain as the 
output increases and decreases. The problem can be solved by adding a moving averager 
with a small gain in between the PID controller and the process to smooth the output. 
The main disadvantage is a slow speed of response. The controller parameters Gc and 'tv 
can be adjusted if necessary (from the suggested Gc = O.6/Kc and 'tv = Tc) when the 
difference between the dynamics in the two directions increases. 
For a second order process with the gains different in the two directions, there are 
oscillations in response to step changes in the setpoint (oscillations may not occur in 
both directions) ifPID control alone is used. Adding a moving averager again provides 
a solution to the problem. The output is much smoother but the speed of response is now 
compromised. It was found that the latter is mainly detennined by the process gains. 
The direction with a larger gain has a faster response even if the actual dynamics in that 
direction are slower. 
The overall conclusion is that a moderately good control can be achieved for direction-
dependent systems if the process parameters are accurately identified, and the controller 
parameters are correctly set. However, the above is only possible if such a departure 
from linearity is first detected and hence recognised in the processes being considered. 
Chapter 8 
Autotune Control of Processes with 
Significant Dead Time 
188 
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8.1 Abstract 
An approach to automatic tuning of the parameters of a three-tenn (PID) controller, 
involving the addition of a sma}] amplitude signal at the setpoint input of the control 
loop, has recently been described. The approach processes loop signals in the frequency 
domain to give an unbiased estimator of the open-loop frequency response of the 
process, and the controller parameters are then adjusted from frequency response values. 
Unlike many other autotune methods, it does not require interruption of nonnal closed-
loop operation. In addition, it aIlows many points on the Nyquist curve to be estimated 
simultaneously which is useful where the parameters of a process model are to be 
estimated. In this chapter, the approach is applied to the control of processes with 
significant dead time. Three different control strategies are examined. In the first, 
conventional PI control is used (derivative control is ineffective in feedback control of 
processes with significant dead time), while in the second, a Smith predictor is used for 
dead time compensation in a loop with PI control. The third control strategy uses a 
Dahlin algorithm instead of the PI controller. Results from all three control strategies 
are compared on simulated processes and on a heating process. 
8.2 Introduction 
Most commercially available three-tenn (PID) controllers nowadays incorporate an 
auto tune facility in which the proportional gain, and the intc!,Tfal and derivative time 
constants can be set automatically. In the majority of these, autotuning is done on the 
basis of a relay test [97 - 99], with the controller parameters being set by rules relating 
them to the magnitude and frequency of the resulting limit cycle. For a relay without 
hysteresis, the latter is the frequency at which the process phase is minus 180 degrees. 
The problem with this method is that it is necessary to switch from the nonnal closed-
loop control to a relay for long enough so that the magnitude and frequency of the limit 
cycle can be detennined. 
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An alternative approach was proposed in [100] in which, when an update of the 
controller settings is required; a small amplitude multisine (sum of harmonics) signal is 
injected at the setpoint. The signals at the controller output and the process output are 
then processed in the frequency domain to give an unbiased estimate of the open-loop 
frequency response of the process [101]. The experimental design using this approach 
was considered further in [102]. 
The main advantage of this approach is that it is no longer necessary for the normal 
closed-loop control to be interrupted. A further advantage is that it is possible to obtain 
the frequency response of the process at frequencies other than that corresponding to 
minus 180 degrees phase, and this is required by some tuning rules, for example, [103 J. 
The fact that the system response can be obtained at many frequencies in a single 
multi sine test makes this an attractive approach especially when an estimation of the 
system transfer function is required for purposes of modelling. This technique is robust 
since it is not dependent on any transient response which is particularly susceptible to 
the effects of noise. Additionally, it is possible to obtain a reasonably accurate estimate 
of the steady-state (dc) gain by extrapolation, hence avoiding the need for a separate 
step response test. 
In this chapter, the autotune control of processes with significant dead time is examined. 
Such processes are quite common in industry and some well known examples are 
distillation processes [104], coupled-tank systems [105J and the manufacturing of 
metals, plastics and rubber in sheet form using rolling processes [106]. The process 
parameters are estimated using least squares [107 • 112] in the frequency domain as this 
has the advantage that the dead time contributes only to the phase terms in the frequency 
response [113]. For first order and second order processes, it is shown that the Smith 
predictor [114, 115] with PI control gives a better perfonnance than that using PI 
control only. (Derivative action is not included as it becomes ineffective in the control 
of processes with significant dead time [1I6 - 1I8].) The former is also shown to be 
better than a Dahlin controller [119, 120]. The set of tuning rules proposed can be used 
for both first order and second order processes, thus simplifying the controller design. In 
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addition, high order and non-minimum phase processes can be controlled by modelling 
these as second order processes with dead time. An application to a heating process is 
used to illustrate the practical nature of the approach. 
8.3 Signal Design 
In this chapter, the parameters of the processes were estimated in the frequency domain 
using a multi sine signal generated using the command msinclip in the Frequency 
Domain System Identification Toolbox [51. Following the design strategy suggested in 
[102], the signal consisted of eight harmonics; its relative phases were optimised for 
peak-to-peak minimisation in order not to have large amplitude signals superimposed on 
top of the normal loop signals. This design provided a good compromise bctween 
adequate distribution of perturbation frequencies and a relatively short tuning period. 
The highest harmonic was placed approximately an octave above the critical frequency 
of the process. (The approximate value of the critical frequency is assumed to be known. 
Otherwise, a separate relay test will have to be conducted before the test signal is 
designed.) The number of samples N in the signal was selected to ensure that the 
sampling frequency was at least 20 Hz; this is the minimum sampling frcquency 
acceptable for discrete control of any of the processes considered in this chapter. There 
was a minimum of 240 samples, as in [100]. 10000 iterations were carried out in the 
design of the signal. 
When autotuning was required, one and a quarter periods of the multiharmonic signal 
were added to the reference r. As in [100], the first quartcr pcriod was not used in the 
identification due to the presence of transient effects. From experience, this is 
sufficiently long for the transient effects to die away. An unbiased estimate of the open-
loop frequency response HGro) of the process is given in [10 I] as 
(8.1 ) 
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/I. /I. 
where u is the input to the process, y is the output, and S",.(jro) and SI,,.(jro) are the 
estimates of the cross-power-spectral density between rand u, and rand y respectively. 
/I. 
With periodic excitations, the estimate S.vr(jro) is given by 
Syr(jro) = ~ L R;(jro). ~(jro) 
p p 
(8.2) 
with Rp(jro) and ~(jro) representing the Fourier coefficients of the pth period of the 
excitation and closed-loop response respectively. (* denotes complex conjugate.) The 
/I. 
estimate Sur(jro) is similarly defined. 
8.4 Smith Predictor 
The basic structure of a control loop incorporating the Smith predictor is shown in 
Figure 8.1. (There are also some modified or extended structures such as those 
suggested in [107, 121 -124].) In this figure, C(s) is the controller transfer function; G(s) 
is the process transfer function excluding the dead time L; d is the disturbance (load); 
and n is the noise. r, u, and y have the same meaning as in Scction 8.3 above. The 
process transfer function including the dead time will be denotcd by lJ(s) and following 
the notation used in [125], the actual parameters of the transfer function are denoted 
with a bar on top of the variable. 
d n 
r u + + y 
+0--t -+--" C + G exp(-s L) +-y 
+ 
- -
G r-t exp(-sL) k 
Figure 8.1. Control loop incorporating the Smith predictor. 
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8.5 Control of a First Order Process 
8.5.1 PI Control 
Consider a first order plus dead time process with transfer function of the form 
H(s) = Kp e-sL 
s1'" + 1 
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(8.3) 
where Kp is the steady-state gain and Tp is the time constant. Kp, Tp and L can be 
calculated using least squares from 
K/ _IHJ2ro 2T/ = IHJ2 
-roL - tan-I roTp = LH 
(8.4) 
(8.5) 
Many tuning rules have been suggested by different authors to control a first order 
process. In [125], it was proposed that, assuming that the model of the actual process is 
accurate, the controller is designed such that the closed-loop response, compensated for 
dead time, is of the form 
C(s)G(s) 
=--
1+ C(s)G(s) s~ + I 
1 (8.6) 
Ta is a user specified parameter and is equal to aTp; a suitable value for a is between 0.2 
to 1 [125]. This gives the parameters of the PI controller as 
Kc= Tp/KpTa= lIaKp (8.7A) 
T,= Tp (8.7B) 
The tuning rules given by (8.7) give good control of the process, but the design is not 
robust to noise and inaccurate initial values. It was pointed out in [105, 126] that dead 
time controllers are mostly sensitive to the mismatches in the dead time. Hence, it was 
proposed in [107] that the controller gain should be set inversely proportional to the 
dead time. Incorporating the above ideas, the PI controller used in this chapter was 
tuned such that 
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Kc= 3IKpL~ 
T/= Tp 
194 
(8.8A) 
(8.8B) 
where ~ is between 1 and 20. The reason for including a factor of three in the numerator 
of (8.8A) is so that for most processes, good control is achieved with ~ set to unity. 
However, if the process is very noisy or if the actual process and its model are not of the 
same type or order, such as due to certain cases of reduced order modelling, ~ should be 
set> l. 
Increasing Kc increases the setpoint overshoot while decreasing Kc increases the 
amplitude of the response due to a load disturbance. Decreasing T/ causes the response 
to be faster but it also decreases the robustness of the controller due to a larger integral 
term. A derivative term was not added as its effect was found to be negligible [118]. 
Hence, a two term (PI) controller was used with an added advantage of simplicity. 
8.5.2 The Dahlin Controller 
The Dahlin controller [119] is a discrete algorithm designed specifically for a first order 
process with dead time. For such a process, the closed-loop step response is also first 
order with dead time, with a single tuning parameter Q being used to sct the closed-loop 
time constant. The controller algorithm is of the fonn 
(8.9) 
where M = 1 ~ exp(-TITp), T is the sampling interval, Q = 1 - exp(-TITn ), where Tn is 
the closed-loop time constant, and NR is the ratio of LIT rounded to the nearest integer. 
The algorithm contains integral action, since the denominator can be factorised with 
1-(1- Q)Z-I - QZ·(NR+I) = (1- Z-I)(l + QZ-I + QZ·2+ ... +Qz-NI!). 
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8.5.3 Simulation Results 
8.5.3.1 Parameter Estimation 
As an example, a simulation was carried out for a process with Kp = I, Tp = I and 
L = lOs (Process J). For this process, the critical gain Ku = 1.04 and the critical period 
Tu = 22.0s. An eight-harmonic multisine signal with N = 2048 was designed and the 
sampling frequency was set at 25 Hz. (The signal is shown in Figure 8.2.) This placed 
the highest harmonic at 0.0977 Hz, which is reasonably close to twice the critical 
frequency of 0.0456 Hz. 
o .15 ,-----,-----,.-----,---.,-----r----,------,-----.--, 
0 .1 
0.05 
- 0 .05 
- 0 . 1 
0~---1:'::-0------:~----::'----4-L0-----'------:'~---='::-------=8'0 
Tim ( c) 
Figure 8.2. Multisine signal with eight harmonics. 
The resulting estimates of the process parameter Kp, T", L, and th PI controll er 
parameters Kc and T, (equations (8.8)) are given in Tabl .1 fI r the ca with n noise 
added, and a Gaussian noise with signal-to-noi e rati f r t 1/ in Figure 8. 1) or 
I OdS and 15dS added. It can be seen that the parameter e timate ar in cl agreem nt 
with the theoretical results. The simulations were carried lit II ing IMULINK in Mi\TI.i\B 
[127]. The frequency response identified u ing the multisine ignal arc hown in Figure 
8.3, for the case with an SNR of 10dB. 
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Kp Tp(s) L (s) K T,(s) 
Theoretical 1.00 1.00 10.00 0.30 1.00 
No noise 1.00 1.01 9.99 0.30 1.01 
SNR of 15dB 1.00 1.01 9.99 0.30 1.01 
SNR of 10dB 1.10 1.08 9.92 0.27 1.08 
Table 8.1. Process J : Actual and estimated values for process and controller parameters 
using Smith predictor with PI control. ~ = 1. 
c: 
·cu 
0 .96 
0 .96 
0 .94 
<.!) 0 .92 
0 .9 
0.88 
0.86 
0 .84 
0 
o 
- 5 0 
- 100 
- 1 5 0 
- 250 
- 300 
- 350 
- 400 
0 
i> 
0 .01 
1 
0 .01 
<i> 
0 .0 2 0 .03 0 .04 
~ 
!:> 
0 .0 2 0 .0 3 0 .04 
(t> 
<? 
<t> 
<jJ 
0 .0 5 0 .0 6 0 .0 7 0 .0 6 0 .0 9 
roquonc y (Hz ) 
. 
. 
!:> 
-
( 
-
(I> 
0 .0 5 0 .06 0 .0 7 O.OB 0 .09 
r quoncy (Hz ) 
Figure 8.3. Gain response (top) and phase re ponse (bottom) timatc for Proccs J 
with an SNR of 10dB. 
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8.5.3.2 Controller Responses 
[n Figures 8.4 to 8.7, the responses using different controllers with no noise added are 
shown. In each case, the tuning phase is carried out between t = 0 and f = 102s, and the 
newly tuned controller is then commissioned. A setpoint change of amplitude 5 
introduced at t = 142s and a load disturbance of amplitude 1 is introduced at t = 442s. 
Both Figures 8.4 and 8.S show responses using a Smith predictor with PI control. In 
Figure 8.4, the tuning rules of (8.8) were used, with ~ set to unity (giving Kc = 0.3 and 
T, = 1 s). It may be seen that the output quickly settles out to the correct steady- tate 
value. The response to the load disturbance is also good. 
5 
4 
~3 
:l 
.= 
a.. 
E 
« 
2 
o 100 200 300 
Time (sec) 
400 500 600 
Figure 8.4. Process J : Tuning phase, step re pon e and load re p n e u ing PI controller 
with Smith predictor. The tuning rules of (8. ) with ~ = I w r used. 
In Figure 8.5, the tuning rules of (8 .7) with a = I were u d in tad. (Kc = 1 and 
T, = 1 s.) The response is seen to be excellent. However the contr lI er is not r bu t to 
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inaccurate modelling due to the large value of Kc (see Section 8.6). Decreasing a cause 
an overshoot in the setpoint response but increa es the load disturbance rejection 
capability. 
5 
4 
Q) 3 
"0 
~ 
'is.. 
E 
« 
2 
o~ 
o 100 200 300 
Time (sec) 
400 500 600 
Figure 8.5. Process J : Tuning phase, step respon e and load re ponse u ing PI c ntroller 
with Smith predictor. The tuning rules of (8 .7) with a :::: 1 were used. 
The response using PI control only (without the Smith pr di tor) is h wn in Figure 8.6. 
For this, Ziegler-Nichols settings [90] were u ed. 
Kc:::: 0.45Ku 
T, = Tul l.2 
(S. 10A) 
( .10B) 
giving Kc = 0.47 and T, = IS.3s. Note that T, is now much larg r than before due t th 
fact that the dead time is not compensated. 
[t may be seen that the output does settle out to the correct valu , but nly sl wly. The 
di scontinuities at t = 152s in response to the setpoint change and at I = 452 in respons 
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to the load di sturbance change both occur lOs after the respecti ve changes are made, and 
are due to the changes being reflected round the loop after the dead time. Sub equent 
discontinuities at integer multiples of the dead time get progressively small er. (The 
above phenomenon was also observed when a Smith predictor was incorporated into the 
control loop, and when a Dahlin controller was used. However, the amplitudes of these 
discontinuities were much smaller and they were hence less obvious.) 
Q) 
'0 
::l 
6 
5 
4 
::;: 3 
a.. 
E 
« 
2 
o 100 200 300 
Time (sec) 
400 500 600 
Figure 8.6. Process J : Tuning phase, step respon e and I ad r p nsc using PI c ntr lI er 
without Smith predictor. Ziegler-Nichols tuning rules ( quati n ( .10» were u cd. 
In Figure 8.7, a Dahlin controller was u ed with the discI' te contro ller hav ing a 
sampling interval of 0.04s, making it the same a that for the rt f the c ntrol I p; 
thus giving NR = 250. With Tp remaining at 1 nd , M = 0.03 2. The ratio 1M was 
set at 2 giving Q = 0.0784, which corresponds to ~ L = 0.490s. (A m 11 r va lu f QIM 
gives a slower response while a larger value re ult in a mor 
From Figure 8.7, it may be seen that the step respon e i go d ' but that the re pon e to a 
load disturbance is poor, having a large amplitude. 
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Figure 8.7. Process J : Tuning phase, step response and load respon e u ing Dahlin 
controller with QIM = 2. 
In order to further confirm the effectiveness of the Smith predictor with PI control on 
first order processes, the simulation was repeated using a proce s with K" = I, Tp = 2 
and L = 40s (Process K). For this process, Ku = 1.0 I and Tu = 4.0s. An eight-harmonic 
multisine signal with N = 8192 was used and the sampling frequency was set at 25 Hz, 
thus placing the highest harmonic at 0.0244 Hz. This is reasonably clo e to twice the 
critical frequency of 0.0 119 Hz. 
The control using Smith predictor with PI control (tuned ac ording t equat i ns (8. ) 
with ~ = I) gives Kc = 0.075 and T, = 2s. The tuning pha , tep r p n eat t = 450s 
and load disturbance response at t = 81 Os are plotted in Figure 8 .. The re p nse using 
PI control only (with Kc = 0.45 and T, = 70.0 , tun d ac ording to equations (8 .10)) and 
using the Dahlin controller (with M = 0.019 , Q = 0.0396 and Nf( = 1000, tuned 
according to equation (8.9)) are also illustrated fi r c mpari n. 
From the figure, a good response is observed using the mith pr dictor with PI ontrol. 
The response is slower than that in Figure 8.4 due to the incr add ad time. It can be 
observed that the response using PI control alone is extr m Iy luggi h. With thc Dahlin 
controller, the response to a change in etpoint i g d, but the re p nse to a I ad 
disturbance has a large amplitude. Thus, it i aga in shown that the mith PI' dictor with 
PI control is the best controller to use for a first order plus dead tim pr ss. 
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Figure 8.8. Process K : Tuning phase, step response and load response ~ r a fir t ord r 
plus dead time process using three different control strategies. 
Top: Smith predictor with PI control. 
Middle: PI control only. 
Bottom: Dahlin controller. 
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8.6. Controller Robustness 
The Smith predictor with PI control is robust in the sense that if the initial parameter 
estimates are inaccurate, the subsequent estimates will improve in accuracy over the 
number of iterations, and the closed-loop will not become unstable. To illustrate this, 
consider again Process J (with Kp = 1, Tp = I s and L = lOs), and suppose that the initial 
estimates for Kp, Tp and L are 0.75, 1.25s and 12.5s respectively (25% error in each 
estimate). The results shown in Table 8.2 are for the case where no noise was added to 
the system; it may be seen that the parameters quickly converge towards their correct 
values. With noise added, the values of the estimates again improved over the number of 
iterations but only up to a certain limit where these values then oscillated around the true 
values due to the effects of noise. 
Kp Tp(s) L (s) Kc T/(s) 
Theoretical 1.00 1.00 10.00 0.30 1.00 
Initial estimates 0.75 1.25 12.50 0.32 1.25 
After 1 iteration 0.94 0.71 10.36 0.31 0.71 
After 2 iterations 1.00 1.01 10.00 0.30 1.01 
Table 8.2. Process J : Actual and estimated values for process and controller parameters 
using Smith predictor with PI control, for the situation with no noise added. ~ = 1. 
Another way to compare the robustness of controllers is to use a robustness plot [128] 
which shows the sensitivity of the closed-loop to mismatches in process gain or process 
dead time. The gain ratio and the delay ratio are defined as 
Gain ratio = _____ ...:p_l'_oc_e_s_s ..=;g_ai_n ___ _ 
process gain the controller was tuned for 
D I t· process dead time e ay ra 10 = ------=------------
process dead time the controller was tuned for 
(8.11 ) 
(8.12) 
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The robustness plot (delay ratio versus gain ratio) for Process J u ing a mith predi t r 
with PI control is shown in Figure 8.9. For the controller tuned using equation (8.7A) 
and (8.78), the region to the right-hand side of the dash-dot line is unstable; similarly, 
the right hand side of the dashed line indicates instability for a contr lIer tuned using 
equations (8.8A) and (8.88). It is also preferred that such a line does not cross into the 
enclosed window (shown as the solid line), which comprises all combinations of delay 
ratio and gain ratio within a factor of two in either direction. It can be seen in Figur 8.9 
that the controller tuned using equations (8.8) is much more robust than that tuned using 
equations (8.7). It is common that controllers with dead time compen ator will cro into 
the enclosed window [116]. However, due to the accurate identification method, this 
should not pose any problems if the region where the crossing occurs is mall. The point 
at (1 ,1) is marked with a cross to indicate the ideal situation of accurate modelling. 
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8.7 Control of a Second Order Process 
8.7.1 PI Control 
Consider a second order plus dead time process of the form 
H(s) = Kp e-sL 
(sTp + 1)2 
Kp, Tp and L can be calculated using least squares from 
Kp -IHlco 2T/ = IHI 
-coL - 2 tan-I roTp = LH 
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(8.13) 
(8.14) 
(8.15) 
In [125], the controller is designed such that the closed-loop response, compensated for 
dead time, is of the form 
C(s)G(s) _ CO,,2 
1 + C(s)G(s) - S2 +2~(()"s+(()"z (8.16) 
assuming accurate process modelling. 00" and ~ are the natural frcqucncy and the 
damping factor of the desired closed-loop response respectively. Expanding the lcft-
hand side of (8.16) gives 
C(s)G(s) _ sKpKc7; + KpKc 
1 + C(s)G(s) - (~Tp + If sT; +sKpKcT, + KpKc 
if T/ is set equal to Tp, which was suggested in [125]. 
A possible solution can be obtained with 
Kc = 1I(4~2Kp) 
T/= Tp 
(8.17) 
2 s KpKc 
s+-+ Tp Tp2 
(8.18) 
leaving ~ as the only parameter to be tuned, which is chosen in the range 0.5 - I [125]. 
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This controller was found to be reasonably robust. However, the robustness can again be 
increased by incorporating the idea of setting the controller gain to be inversely 
proportional to the dead time of the process [107]. It was proposed in [107] that a PID 
controller should be used and that the controller should incorporate the inverse of the 
dead time free part of the process model, which can be traced back to optimal control 
[129]. However, a PI controller which is well-tuned was found to be sufficient and the 
tuning rules were set the same as those in equations (8.8) for a first order process. 
Increasing Kc increases the overshoot due to a step response while decreasing Kc gives a 
slower response. Decreasing T/ improves the speed of response but increases the 
amplitude of the response due to a load disturbance. 
8.7.2 Simulation Results 
8.7.2.1 Parameter Estimation 
In order to allow direct comparison with the first order process, a simulation was carried 
out for a second order process (Process L) with Kp = 1, Tp = Is and L = lOs. For this 
process, the critical gain Ku = 1.07 and the critical period T u = 23.9s. A multisine signal 
with N = 2048 was used, with the sampling frequency set at 22.2 Hz. This placed the 
highest harmonic at 0.0868 Hz, which is reasonably close to twice the critical frequency 
of 0.0418 Hz. 
The reSUlting estimates of the process parameters Kp, Tp and L, and the controller 
parameters Kc and T/ (tuned according to equations (8.8)) are given in Table 8.3 for the 
cases with no noise added, and a Gaussian noise with SNR of 10dB and 15dB added. 
There is close match between theoretical values and those obtained through simulation. 
The gain response and phase response are shown in Figure 8.10, for the case with an 
SNR of 10dB. 
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Kp Tp(s) L (S) Kc T,( ) 
Theoretical 1.00 1.00 10.00 0.30 1.00 
No noise 1.00 1.00 10.00 0.30 1.00 
SNR of 15dB 1.00 0.98 10.02 0.30 0.98 
SNRof 10dB 1.00 0.98 10.02 0.30 0.98 
Table 8.3. Process L : Actual and estimated values for process and controller parameters 
using Smith predictor with PI control. ~ = I. 
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Figure 8.10. Gain response (top) and pha e respon (bott m) stimat for Proccs L 
with an SNR of 10dB. 
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8.7.2.2 Controller Responses 
In Figures 8.11 to 8.13, the responses using different controllers in the noi elc s case arc 
shown. In each case, the tuning phase is carried out between t = 0 and I = I 15s. A 
setpoint change of amplitude 5 is introduced at t = 160 and a load di turbancc of 
amplitude 1 is then introduced at t = 498s. 
For Figure 8.11, a Smith predictor with PI control was u ed, wi th ~ = I. As for 
Process J, the output quickly settles to the correct steady-state value and the response to 
the load disturbance is good. 
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Figure 8.11. Process L : Tuning phase, step respon and I ad r sp nsc using PI 
controller with Smith predictor. The tuning rules of (8. ) with P = I were used. 
The response using PI control without a Smith predictor is sh wn in igur 8. 12; thi s 
has Kc = 0.48 and T, = 19.9s set according to equation ( .IOA) and (8.108). The 
response is seen to be very slow. 
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Figure 8.12. Process L : Tuning phase, step re pon e and I ad re p n u ing PI 
controller without Smith predictor. Ziegler-Nichol tuning rules (quation ( . 10)) were 
used. 
A faster response can be obtained using the Dahlin controller and thi s is plotted 111 
Figure 8.13. In the Dahlin design, the second order procc is appr ximat d by a first 
order process with a time constant equal to the sum f th two tim 
original process; in this case, therefore, H(s) = --- - lOs . Th pt ram t rs ~ r the 
2 I 
controller are M = 0.0222, Q = 0.0444 and NR = 222. 
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Figure 8.13. Process L : Tuning phase, step re p 
controller with QIM = 2. 
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It may be seen from Figure 8.13 that the response to a change in setpoint is very 
oscillatory and requires a longer time to settle down to its steady-state value compared 
with that of the Smith predictor with PI control (shown in Figure 8.11). Similarly, the 
response of the former to a load disturbance is worse, having a larger amplitude and a 
longer settling time. It should be noted that the Dahlin algorithm is designed specifically 
for a first order process and hence does not perform equally well on a second order 
process. 
A further experiment was conducted using a process with Kp = I, Tp = 2s and L = 40s 
(Process M) in order to allow comparison with a first order process with similar process 
parameters (Process K). For this process, Ku = 1.02 and Tu = 87.9s. An eight-harmonic 
multi sine signal with N = 8192 was used and the sampling frequency was set at 23.3 Hz, 
thus placing the highest harmonic at 0.0227 Hz, which is reasonably close to twice the 
critical frequency of 0.0114 Hz. 
The PI control with Smith predictor (tuned according to equations (8.8) with ~ = 1) has 
parameters Kc = 0.075 and T/ = 2s. The tuning phase, step response at t = 483s and load 
response at t = 870s is shown in Figure 8.14. The response is seen to be reasonably fast 
and smooth. The responses using PI control only (with Kc = 0.46 and T/ = 73.2s) and 
using the Dahlin controller (with M = 0.0213, Q = 0.0425 and NR = 930). arc also shown 
for comparison. Using PI control alone, the response is very slow and quite oscillatory. 
With the Dahlin controller, the step response is extremely oscillatory. It can be seen 
from the figure that the Smith predictor with PI control is the optimal control technique 
to use (among the three strategies considered) in terms of the speed and smoothness of 
response for a second order process with significant dead time. 
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Top: Smith predictor with PI control. 
Middle: PI control only. 
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8.7.3 Controller Robustness 
The robustness of the Smith predictor with PI control is illustrated in Table 8.4 for 
Process L with no noise added. If the initial estimates for Kp, Tp and L arc 0.75, 1.25s 
and 12.5s respectively (25% error in each estimate), the values after the first and second 
iterations are shown in Table 8.4. Again, the parameters converge quickly towards their 
correct values. 
Kp Tp(s) L (s) Kc T/(s) 
Theoretical 1.00 1.00 10.00 0.30 1.00 
Initial estimates 0.75 1.25 12.50 0.32 1.25 
After 1 iteration 0.92 0.51 10.77 0.30 0.51 
After 2 iterations 1.00 0.97 9.54 0.31 0.97 
Table 8.4. Process L : Actual and estimated values for process and controller parameters 
using Smith predictor with PI control, for the situation with no noise added. p = 1. 
8.7.4 Identification and Control of Second Order Underdampcd 
Processes 
In the approach described in this chapter, the identification of a second order process 
assumes that the process is critically damped (from (8. I 3». For an ovcrdampcd process, 
this does not pose any problems in control since the process itself is not oscillatory. 
However, this is not true for an underdamped process. It is therefore of interest to 
investigate the performance ofthe identification and control strategy for such a process. 
A process with the transfer function 1I.(s) = 2 1 e-10s (Process N) was simulated. 
s + 28 + 2 
This has a damping factor of 0.707, an undamped natural frequency of 1.41 rad S·I and a 
critical frequency of 0.0454 Hz. Identification using a multi sine with N = 2048 and a 
sampling frequency of 23.3 Hz gave the process model as II (s) = 0.500 e-10.Rs 
I (0.124s+1)2 ' 
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which is considerably different from the actual process chieOy becau c the titt d mod 
was constrained to a damping' factor of unity. 
The control of the process using a Smith predictor with PI control is h wn in Figure 
8.15. Kc = 0.139 and T, = 0.124s with ~ = 4 since the proce i quite und rdamp d. The 
tuning phase is carried out between t = 0 and t = II Os. The re pon e to a t p input at 
t = 153s is rapid with very little overshoot and the resp net a I ad di turbance at 
t = 368s is also seen to be excellent, despite the remarkable differen e between the 
actual process and its model. 
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Figure 8.15. Process N : Tuning phase, step 
controller with Smith predictor. The tuning rul 
8.8 Reduced Order Modelling 
Many high order or non-minimum phase proce e 
load r sp n u. ing PI 
= 4 w 'r' LI S d. 
r rcler 
model with dead time [130]. It has been sh wn thr ugh ext nsive simulati ns [1 1, 1 2J 
that a second order model is adequate in most case . 
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8.8.1 High Order Process 
Two processes with transfer functions 
- 1 
H2(S) = (s + 1)10 and 
- 1 
H3(S) = (s + 1)30 
were considered. Identification using multisine signal (carried out assuming that the 
processes were second order) gave the reduced order models as 
H ( ) 1.08 e-S.27s 2 s = 2 (3.01s + 1) and 
( ) 1.03 e-22.0Is H.1s= 2 (4.66s + 1) 
The Nyquist curves of the actual and reduced order models are shown in Figures 8.16 
and 8.18 for H2(S) and fh(s) respectively. Note that these are closely matched thus 
proving that the identification technique can be used effectively for high order 
processes. The response to a setpoint change at t = 142s and a load disturbance change at 
t = 346s is shown in Figure 8.17 for the process with transfer function lh(s). Kc = 0.53 
and T,= 3.01s (with ~ = 1) set according to equations (8.8). (The tuning phase is carried 
out from t = 0 to t = 102s.) The response to a sctpoint change at t = 337s and a load 
disturbance change t = 607s is shown in Figure 8.19 for the process with transfer 
function H3(S). The controller parameters are Kc = 0.13 and T, = 4.66s (with ~ = t). 
(The tuning phase is carried out from t = 0 to t = 307s.) It can be seen that the controller 
gives a reasonably good setpoint and load disturbance control in both cases (Figures 
8.17 and 8.19). 
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8.8.2 Non-minimum Phase Process 
It is shown in [131, 132] that non-minimum phase processes can be modelled using 
second order processes with dead time. It is then of interest to evaluate the effectivencss 
of the proposed identification technique and subsequently, the controller design for this 
class of processes. Two processes with transfer functions 
H (s) _ 1 - S 
4 - (s + 1)3 and 
H (s) = I - 1.5s 
5 (s + 1)3 
were considered. (These processes were also considered in [125].) 
These could be reduced to second order processes as below 
H ( ) 0.86 -\ 238 s = e . 
4 (0.83s + Ii . and 
H (s) = 0.91 e-I.42s 
5 (0.66s + 1)2 
The Nyquist curves of the actual and reduced order models are shown in Figures 8.20 
and 8.22 for H4(S) and Hs(s) respectively. These are less well matched compared to 
those for high order processes, as was also found in [125]. Due to the small dead time in 
the reduced order models and the relatively poorer matching in the Nyquist plane, ~ was 
set to 20 to avoid the output response from becoming unstable. The response to a 
setpoint change at t = 66s and a load disturbance change at t = 226s is shown in Figures 
8.21 and 8.23 for processes with transfer functions 1/4(s) and Ils(s) respectively. The 
initial transients are seen to move in the opposite direction, and this is a characteristic of 
non-minimum phase processes. It is clear from these figures that the controller still 
performs well for this particular class of processes. 
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8.9 Application Exa~ple 
To illustrate its practical nature, the approach was applied to a PT 326 hot-air flow 
device [133] available from Feedback Instruments Ltd. In this device, the air is drawn 
from the atmosphere by a centrifugal blower and is driven past a heater grid through a 
length of plastic tube back to the atmosphere. The temperature of the air is measured by 
a thermistor at the end of the tube. The system is approximately second order (though 
the actual order is not precisely known) as the high frequency roll-off of the magnitude 
frequency response is about 12dB per octave [134]. Although it is a laboratory scale 
process, it is highly representative of the type of problems which are encountered when 
designing a control system for a full scale process. It has a limited linear range, an 
internal noise source due to turbulence within the plastic tube and the temperature tends 
to drift in open-loop. 
In the experiments reported here, the angular position of the blower inlet was sct at 30°. 
At this setting, the air flow along the tube is relatively small, resulting in a significant 
dead time. (The same device was investigated in [100] but with a larger setting of the 
angular position of the blower inlet.) 
The simulation was carried out using S,MLJUNK with the hot-air flow device being 
incorporated into the control loop using the Real· Time Windows Target [135] in 
MATLAB. (The data acquisition board used was the National Instruments rCI-6031 E 
board [136].) The MATLAB Real-Time Workshop [137] was then used to execute the 
code in real time. 
A multi sine with N = 256 was used with the sampling frequency set at 80 I fz. The 
highest harmonic was thus placed at 2.5 Hz which is approximately twice the Nyquist 
frequency of 1.23 Hz suggested by the manufacturer. Identification of a model of the 
form of equation (8.13) was carried out using least squares (equations (8.14) and 
(8.15». Results from 25 experiments were averaged. The frequency response is plotted 
in Figure 8.24, from which it can be seen that the uncertainty regions arc quite large. 
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(The uncertainty regions are larger than those shown in [100] due to the di fference in 
the angular position of the blower inlet.) This shows that the system was very noisy and 
difficult to control, and this was made worse by the tendency of the system to drift. 
The frequency domain identification using a second order model gave the system 
parameters as Kp = 1.30, Tp = 0.33s and L = 0.2Is. In fact, when the non-parametric 
frequency response data was estimated using the ARX modcl in the System 
Identification Toolbox [45], the algorithm identified the poles as 0.974 ± 0.048j, with 
the sampling frequency scaled to 1 Hz. This is very close to the predicted double poles 
at 0.963 (corresponding to Tp = 0.33s) considering the fact that the closeness of the 
poles to the unit circle in the z-plane made the identification difficult. The system is 
therefore very slightly underdamped. The values of Ku and T u were found to be 2.94 
and 1.15s respectively. These were calculated by linear interpolation between successive 
points in the estimated frequency response in order to decrease the computational time; 
this is justified since the estimated frequency response function is smooth. 
The Smith predictor with PI control has the parameters Kc = 5.49 and T, = 0.33s. p was 
set to 2 in order to increase the closed-loop stability since the system was very noisy. 
The tuning phase was carried out from t = 0 to t = 4s. The response to a step input of 3 
volts at t = 7.75s and to a load disturbance of 2 volts at 1= 20.3s is plotted in Figure 
8.25. The responses using PI control without Smith predictor (with Kc = 1.32 and 
TJ = 0.96s) and the Dahlin controller (with M = 0.0372, Q = 0.0744 and NR = 17) arc 
also shown for comparison. (Note that a slight drawback when using the first control 
strategy is that the response to the tuning signal has a larger amplitude (due to the larger 
gain) than when using the other two strategies.) The response using PI control only is 
quite oscillatory. With the Dahlin controller, the step response is less oscillatory 
compared to that using PI control only but it has the largest overshoot of the three 
controllers. The load response also has the largest amplitude of these three controllers. 
The Smith predictor with PI control clearly has the best perfonnance with rapid step and 
load responses. and very little overshoot. This result is extremely interesting (and 
perhaps slightly surprising) considering that the ratio of L to Tp is not significantly large. 
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8.10 Conclusions 
In this chapter, the autotune control of processes with significant dead time was 
considered. The approach involves the addition of a small amplitude signal at the 
reference input of the control loop. This signal, provided it is persistently exciting, ean 
be used for the non-parametric identification of a process, and in all the examplcs in this 
chapter, a multi sine signal was applied. A least squares procedure can then be used to 
obtain an estimate of the process transfer function. An advantage of this tcchnique is 
that it does not require interruption of normal closed-loop control. Additionally, many 
points on the Nyquist curve can be estimated simultaneously. 
For first order and second order processes with significant dead time. a Smith predictor 
with PI control was found to give much better performance than a PI controller on its 
own. A Dahlin controller gave excellent setpoint response for first order processes. but 
at the expense of poorer load disturbance rejection capability. Its performance was less 
satisfactory for second order processes. 
For the PI controller with Smith predictor, a simple set of tuning rules was proposed 
which can be used for both first order and second order processes. The controller is 
robust to noise and inaccurate initial parameter estimates. The sensitivity of the 
controller to model-process mismatches in the dead time (which is a common problem 
in controllers incorporating a dead time compensator) was reduced by setting the 
controller gain to be inversely proportional to the estimated dead time. The control 
strategy was also shown to work for second order underdampcd processes (since an 
underdamped process is more difficult to control compared to an overdampcd or 
critically damped process), and high order and non-minimum phase processes modelled 
as second order processes with dead time. An application example using a hot-air flow 
device illustrated the effectiveness of the identification procedure and the controller 
design in practice. 
Chapter 9 
Identification of Wiener-Hammerstein 
Models using Linear Interpolation in the 
Frequency Domain (LIFRED) 
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9.1 Abstract 
A new method to identify the linear subsystems of a Wiener-Hammerstein model 
through the measurement of the second order Volterra kernel is proposed. This 
technique makes use of the symmetry properties of the Volterra kernel and assumes that 
the frequency response gain and phase between estimated points can be reasonably well 
approximated by a straight line. The signal applied for the identification is a multi sine 
with properties of no interharmonic distortion. Several advantages of the proposed 
method over existing ones are discussed and two simulation examples are presented to 
illustrate the applicability of the technique. The method is also shown to be robust to 
noise and input signal distortion. Several criteria for model selection are discussed and 
applied to the simulation examples. 
9.2 Introduction 
Block-oriented models have been widely used to model nonlinear systems largely due to 
their simplicity. The basic building blocks for such models are the Wiener [11, 138] and 
Hammerstein [139] structures, shown in Figures 9.1 (a) and 9.1 (b) respectively. The 
identification of these structures was investigated in [18] using multi-level maximum 
length signals [8]. In [53], the identification of the Wiener model was compared using 
two different approaches, the first being the output error approach [54, 55], and the 
second being the internal error approach [56]. In the former approach, a linear model is 
estimated from the input-output data. The simulated output is then plotted against the 
measured output and the nonlinearity will show up on the plot if the linear estimate is 
reasonably accurate. The latter approach uses a finite impulse response filter and 
B-splines to describe the linear system and the inverse of the nonlinearity respectively. 
An example using an exponential nonlinearity was used in [53] to show that the internal 
error approach performs better in that particular case. The Wiener-Hammerstein model 
(shown in Figure 9.l(c» has also been widely investigated in the literature. 
Identification techniques proposed include those using multi sines with carefully chosen 
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hannonics to measure the Volterra kernels [140, 141], a series of large and small scale 
multi sines [142], interpolation of the Volterra kernel using B-splines [143], and adaptive 
gradient search algorithms using Gaussian inputs [144). The Hammerstein-Wiener 
structure (illustrated in Figure 9. 1 (d» is much less well known and is effectively much 
more difficult to identify due to the presence of two blocks of nonlinearities. This 
problem has been considered in [145], where recursive least squares and singular value 
decomposition are applied in the identification process. 
In this chapter, a new technique to identify the linear subsystems of a Wiener-
Hammerstein model based on linear interpolation between measured points in the 
frequency domain is proposed. The analysis that follows assumes that the nonlinearity is 
quadratic, and that this is known a priori. However, the technique will also work if in 
addition to the assumed quadratic nonlinearity, there are odd order nonlinearities 
present. Two other pieces of a priori information are required and these are the 
approximate system bandwidth and the phase of the first linear subsystem at dc. The 
main advantages of this technique include its simplicity and the low testing time. Two 
examples are given to illustrate the effectiveness of the method and its robustness in the 
presence of noise and input signal distortion. Transfer functions are then fitted to the 
nonparametric frequency responses using techniques considered in [5]. The model order 
is first selected using several criteria such as the analysis of statistical indicators, zeros 
and poles, and frequency domain residuals [5, 146]. 
u x z u x z 
L N~ N L 
(a) (b) 
u x y z u x y z 
LI N L2 NI L N2 
(c) (d) 
Figure 9.1. Block-oriented models: (a) Wiener, (b) Hammerstein, (c) Wiener-
Hammerstein and (d) Hammerstein-Wiener. L: Linear dynamics; N: Static nonlinearity. 
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9.3 Volterra Kernels 
Block-oriented models can be characterised using Volterra functional representation, 
which may be considered as a generalisation of the power series to nonlinear systems 
with memory [147]. For a causal, stable and time-invariant system, the time domain 
output y( I) of a Volterra nonlinear system is given by 
I I t 
y(/) = f hi (t I)U(t -t I)dt J + f f ~(t I' t 2 )u(t -t J)u(t -t 2)dt Idt 2+'" 
o 00 
tIt 
+ f f. .. f h,,(t J,t 2,· .. ,t II)U(t -t I)U(t -t2)···u(t-t ,,)d'c Jdt 2 .. dt " (9.1) 
o 0 0 
where hl(tl), h2(tJ, t2) and hn(tl, t2, ... , tn) are the linear kernel, second order kernel 
and nth order kernel respectively; u is the input; and t is a time variable with the 
subscript denoting the dimension. For most practical systems, the effect of higher order 
kernels decreases with increasing n, thus allowing a truncated series to be used [141]. 
An important advantage of the Volterra kernel is that it is valid for both time and 
frequency domain kernels. However, the latter is more often used in system 
identification since the complex multiple integrals of the time domain expression can be 
replaced by straightforward multiplications. The n-dimensional Laplace transfonns of 
these kernels are given by 
(9.2) 
where U, Y and H are the Laplace transforms of u, y and h respectively; and s is the 
Laplace operator with the subscripts representing the frequencies of the particular 
dimensions. The Volterra kernel possesses symmetry [140, 148] which is given by 
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where a symmetrical kernel is obtained by making all possible combinations of the 
arguments of the asymmetric kernel. Only a symmetrical kernel is guaranteed to be 
unique for a given system [148]. 
The output of block-oriented models, such as the Wiener-Hammerstein model 
considered in this chapter, can be easily evaluated using a multi-dimensional Laplace 
transform. If a double sided frequency vector is used, the output of the nonlinear system 
can be calculated at all possible frequency combinations of the input signal. For a 
Wiener-Hammerstein model, and considering the second order kernels, 
IH2 (s\ ,s2)1 = IL\ (s\ )\.\L\ (S2 )1·\L2(s\ +s2)1 
LH2(sp S2) = LL\(s\)+LL\(S2)+LL2(s\ +S2) 
(9.4) 
(9.5) 
where L\ and L2 are the linear kernels of the first and second linear subsystems 
respectively. It is important to note that not all possible frequency combinations have to 
be evaluated, since the Volterra kernel is symmetrical along the Ji = Ji and Ji = -Ji 
diagonals [140, 141], whereJi andJi are the values of the first and second dimensions of 
the input frequencies in hertz respectively. (The relationship between f and s is 
f= roI27t = s/j21t, where OJ is the angular frequency in rad s·\.) 
9.4 Identification of Linear Subsystems using Linear 
Interpolation in the Frequency Domain (LIFRED) 
9.4.1 Signal Design 
The harmonic content of the input signal is of paramount importance as a signal which 
is badly designed may introduce unwanted distortions at the test frequencies and the 
harmonics at which the Volterra kernel is to be measured. The distortions at the test 
frequencies can be classified into Type I and Type II [149, 150]. Type I distortions are 
caused by the combination of a test frequency with a pair of equally positive and 
negative frequencies, resulting in a contribution falling at that particular test frequency 
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[149, 150]. If the nonlinearity is even order, all these contributions fall at dc. Type II 
distortions are caused by any other combinations which are not classified as Type I, 
which result in a contribution at a test frequency [149, 150]. It is possible to design 
signals which do not suffer from any Type II distortions, for a given order of 
nonlinearity, by proper selection of their hannonic components. These signals are 
termed no interharmonic distortion (NID) multisines, and they possess a sparse 
spectrum with a log-tone appearance [149]. Additionally, it is equally important that all 
contributions at the estimation lines in the output are due to only one combination of the 
input frequencies in order to be separable. 
A procedure given in [140] allows signals with the above properties to be efficiently 
designed, without the time-consuming exhaustive search. An example of such a signal 
with 10 harmonics, given in [140], is 
.fo = [3 13 25 43 57 77 119 155 203 227] (9.6) 
which consists of only odd harmonics. This has a further advantage that measurements 
of the second order kernel will not be corrupted by third order non1inearities. Higher 
order nonlinearities may be neglected in most practical cases since their effects decrease 
with increasing order [141]. If not, fourth and higher even order nonIinearities will 
interfere with the measurements of the second order kernel since these nonlinearities 
will contribute to terms at all the estimation lines. It should be noted that it is impossible 
to avoid this by signal design since the combination of k frequencies (k even), with 
(k-2)/2 pairs of them being equal but of opposite sign, will result in a contribution at the 
sum of the other two remaining frequencies. Furthermore, the number of contributions 
at each of the estimation lines will be too large and hence not separable even with the 
use of extensive computations. In practice, the inability of the proposed technique to 
deal with this is a minor disadvantage since in most cases, fourth and higher order 
nonlinearities are small enough to be neglected [141]. 
The signal consisting of the harmonics in (9.6) will be used in the examples illustrated 
in Section 9.6. For this signal, the kernel coverage plot is shown in Figure 9.2. Note that 
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the spectrum has a log-tone appearance and is relatively sparse as expected of NID 
multi sines. There are gaps in the measurements corresponding to /J = -Ji contributions as 
these fall on dc and therefore cannot be measured. If the lowest harmonic number is 
increased, the harmonic content of the signal can be made more unifonn. However, 
since the interpolation is carried out in the linear kernel of the second linear subsystem 
(as will be discussed in Section 9.4.2), instead of in the second order kernel , the 
uniformity of the input harmonics would cause the estimation lines to be less uniform. 
In addition, increasing the lowest harmonic number in the input means that the testing 
time will be longer since the sampling frequency will have to be decreased in order to 
lower the actual frequency of this harmonic. 
250 
x x x x x x x x xx x x x x x x x X x 
200 x x x x x x x x xx x x x x x x x X x 
150 x x x x x x x x xx x x X x x X X X X 
X X X X X X X X xx x x x x x x x x x 
100 
x x x x x x x X xx x x x x x x x x x 
50 x x x x x x X x xx x x x X x x x x x x x x x x x x x xx x x x x x x x x x 
CJ) 
x x ,!,! X X X x x x xx x x x X x X X X X 
c X X X X X X X X xx x x x x x x x x x 0 0 ~ ~ ~ ~ ~ ~ ~ ~ ~ XX ~ ~ ~ ~ ~ ~ ~ ~ ~ § x x x x x x x x x xx x x x x x x x x 
'" 
x x x X x x x X X xx x x x x x x x x I 
- 50 x x x x x x x x x xx x x x x x x x x x x x x x x x x x xx x x x x x x x x 
x X x x x x x x X xx x x X X X X X x 
- 100 
x x x x x x x x x xx x x x x x x x x 
- 150 x x x x x x x x x xx x x x x x x x x 
-200 x x x x x x x x x xx x x x x x x x x 
x x x x x x x x x xx x x x x x x x x 
- 250 
-250 
-200 
- 150 - 100 -50 0 50 100 150 200 250 
Harmonics 
Figure 9.2. Kernel coverage plot for signal (9.6). 
A further requirement 10 the signal IS that it must sufficiently excite the linear 
subsystems in order that the power at the estimation lines is large enough to negat the 
effects of noise. In the subsequent sections, it is assumed that the approximate 
bandwidths of the linear subsystems are known a priori. 
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9.4.2 Calculation of the Frequency Response Gain of the Second Linear 
Subsystem 
The second order Volterra kernel of a simple Wiener model is known to possess 
identical symmetry over the Ji = fi and Ji = -fi diagonals [148]. For a Wiener-
Hammerstein model, there is still symmetry in both diagonals, but the symmetry along 
Ji = fi is not identical to that alongJi = -fi . Applying this to the model in Figure 9. I (c), 
it is possible to extract the four-fold symmetry in Z and to attribute this to the Wiener 
subsystem (from U to Y). The remaining part with two-fold symmetry can then be 
attributed to the contribution of the linear subsystem L2• This can be formulated as 
IZ(s. + s2)1 = IL.(s.)I·IL.(s2)1·IL2(s. + s2)1·IU(s.)I·IU(s2)1 
IZ(s. - s2)1 = IL.(s.)I·I1.(-s2)1·IL2(s. - s2)1·IU(s.)I·IU(-s2)1 
From the symmetry property, IL\(s2)1 = IL\(-s2)1 and IU(s2)1 = IU(-s2)1. Hence, 
IZ(s. +s2)1 = IL2(s. +s2)1 =0. 
IZ(s. - s2)1 IL2 (s\ - s2)1 
(9.7A) 
(9.7B) 
(9.8) 
where a. is defined as the attenuation ratio. The values of ex. are calculated for all 
possible combinations of the test frequencies Ji and 12, where Ji ~ 12. Thus for an input 
signal with F harmonics, there are (r -F)12 pairs of harmonics in the estimation lines 
linked by their corresponding values of a.. 
The gains at the estimation lines are now ready to be calculated using LIFRED. The tirst 
pair is chosen with S2 equal to the lowest harmonic and s\ equal to the second lowest 
harmonic in the input. (The reason for such a choice will be explained later.) \L2(s\ - S2)\ 
is set to unity. This does not in any way impose a restriction on the technique since the 
overall gain in the system can be equally well divided between the subsystems L\ and 
L2. \L2(sl + S2)\ is calculated using (9.8), The rest of the pairs are now fitted in a 
sequence such that the harmonic S2 is increased with every increasing s,. Starting from 
the first pair in the sequence which has not been fitted, if the harmonic s, - S2 does not 
lie in between at least two points which have already been estimated, the pair \L2(sl - s2)1 
and IL2(s, + S2)\ is skipped over and the next pair is considered, and so on until another 
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pair has been successfully fitted. The program will then return to the pair which it 
previously failed to fit. The procedure is repeated until the gains of all the points have 
been calculated. In each case, the first point in the pair (the one with the lower 
frequency) is calculated using linear interpolation between the closest existing points on 
its left and right, and the second point is evaluated using (9.8). This can be summarised 
below, where tv is the vector representing the input hannonics; aiJ denotes the 
attenuation ratio between IL2(fo(i) + foU» I and IL2(fo(i) -foU»I; minus is the vector of the 
difference in input harmonics, arranged in an increasing order of s( and S2; and 
breakable is a variable governing the flow of the program by allowing it to break from a 
certain point when necessary. 
k=l 
for i = 2 to F 
end 
forj = 1 to (i-1) 
end 
calculate CJ.iJ from (9.8) 
minus(k) = fv(i) - fv(j); k = k + 1 
repeat until all points have been fitted 
breakable = 0 
end 
for k = minJ to (P -F)/2 
end 
if minus(min_k) lies between at least two points which have been fitted 
IL2(fo(i) -fv(i»1 is calculated using linear interpolation 
IL2(fo(i) + fvv)1 = CJ.;J • IL2(fo(i) - fv(i»1 
if breakable == 1 
break 
end 
else 
breakable = 1; min_k = k 
end 
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The reason behind the choice of frequencies for the first harmonic pair is that since the 
input signal has a sparse spectrum with log-tone appearance, the first pair will have the 
closest distance between the harmonics in the pair (due to the smallest value possible for 
S2). It is then much safer to assume linearity in the gain between these harmonics. The 
linearity between points close together is the fundamental concept in the LIFRED 
technique. An additional advantage of starting with the lower frequencies is that most 
systems have a higher gain at low frequencies compared to that at high frequencies. 
Thus, the measurements at low frequencies have a higher accuracy and should be 
calculated first in order not to introduce a bias or a scatter of points into the frequency 
response estimates. 
9.4.3 Calculation of the Frequency Response Gain of the First Linear 
Subsystem 
When s\ = S2 = s, (9.7A) can be simplified to 
(9.9) 
The values of IL2(2s)1 are calculated by linear interpolation (or linear extrapolation for 
the lowest and highest harmonics) on the frequency response gain curve already 
obtained using the procedure given in Section 9.4.2. Then, 
The program flow is shown below: 
for i = 1 to F 
end 
calculate IL2(2fo(i))1 using linear interpolation (or extrapolation for i = 1 and F) 
calculate IL,(fV(i))1 from (9.1 0) 
(9.10) 
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9.4.4 Simultaneous Calculation of the Frequency Response Phases of 
the First and Second Linear Subsystems 
The symmetry that exists in the gain response unfortunately cannot be similarly utilised 
in the phase response. It is thus more complicated to estimate the phases of the linear 
subsystems compared with their gain responses. The phase of the output is given by the 
sum of the phases of the input and the second order kernel given in (9.5). 
LZ(s, +S2) = LL,(s,)+LL,(S2)+LL2(s, +s2)+LU(s,)+LU(S2) 
LZ(s, -S2) = LL, (s,)- LL, (S2) +LL2 (s, -S2)+ LU(s,)- LU(S2) 
Subtracting (9.11B) from (9.1IA), 
(9.11A) 
(9.11B) 
L~(s, +s2)-LL2(s,-S2)= LZ(s, +s2)-LZ(s,-S2)-2LL,(S2)-L2U(S2) 
=Y (9.12) 
where 'Y is defined as the difference term. 
The first pair of hannonics to be evaluated is the pair with s, and S2 equal to the fourth 
and third lowest harmonics in the input respectively. (The reason for this choice will 
become clear later.) The term L L,(S2) in (9.12) can be assigned an arbitrary value cj> 
since the overall delay in the Wiener-Hammerstein model can be equally well attributed 
to the linear subsystems L, and L2• This step does not violate the generality of the results 
obtained. However, from (9.12), the values of L L2(s, + S2) and L L2(s\ - S2) cannot be 
identified individually. Hence another equation is needed to solve these uniquely. From 
(9.l1A), by replacing 5, with 82, 
LL2(2s2)= LZ(2s2)-2LL,(S2)-L2U(S2) (9.13) 
With L L2(2s2) and y calculated from (9.13) and (9.12) respectively, the values of 
L L2(s, + S2) and L L2(s, • S2) can be calculated by assuming a straight line joining the 
points L L2(S, + 82), L L2(s, - S2) and L L2(2s2). L L,(s,) can then be calculated using 
(9.11A). The subsequent pairs are taken with s, increasing from the fourth lowest 
hannonic to the highest hannonic in the input signal, and S2 kept constant. For these 
pairs ofhannonics, the first point (the one with the lower frequency) is calculated using 
9.4 Identification of Linear Subsystems using Linear Interpolation in the Frequency Domain 234 
(LIFRED) 
linear interpolation between the closest points on its left and right. The second point in 
the pair is then evaluated using (9.12). The phases obtained are unwrapped as necessary 
to produce a smooth curve. At the end of this procedure, the phases of L, would have 
been estimated from the third lowest harmonic to the highest harmonic using (9.IIA). 
The phases at the first and second lowest harmonics are fitted through linear 
interpolation using the phase of the third lowest harmonic and the phase at dc, which is 
assumed to be known a priori. 
With a complete set of phases estimated for L" the phases of L2 at the remaining 
harmonics can be evaluated. First, the pairs (s" S2) equal to (third lowest harmonic, 
second lowest harmonic) and (second lowest harmonic, lowest harmonic) are fitted with 
the higher frequency in each pair calculated using linear interpolation and the lower 
frequency calculated using (9.12). This avoids the need for extrapolation, which is less 
accurate. Next, S2 is set to increase from the lowest to the second highest harmonic in the 
input, with the third lowest harmonic being skipped over. For each value of S2, s, is set 
to increase from S2 + I to the highest harmonic in the input. If the points in the (s" S2) 
pair have not yet been evaluated, the first points in the pairs are calculated using linear 
interpolation and the second points are calculated from (9.12). The phases are 
unwrapped as necessary to form a smooth curve. The procedure can be summarised on 
the next page, where ¥i,j denotes L L2(fv(i) + fvU» - L L2(fv(i) -fvU». 
The reasons behind the choice of the first pair of harmonics will now be explained. The 
first value of S2 is a compromise between several criteria. A small value of S2 means that 
the pairs of harmonics formed using the constant value of S2 will have points in each 
pair close to one another, but far from those of the other pairs. Very likely, the 
frequency range of a pair does not overlap with those of the other pairs, making linear 
interpolation extremely difficult. On the other hand, if S2 is large, the first few points 
fitted will be very far from one another, and the assumption of linearity between the 
points will become questionable. Also, the phases of L, have to be linearly interpolated 
between this value of S2 and de. With a smaller value of S2, greater confidence can be 
placed in doing this. Hence, the choice of S2 as the third lowest harmonic in the input 
signal is a compromise between conflicting requirements. 
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for i = 4 to F 
end 
calculate "(i.3 from (9.12) 
ifi= 4 
else 
end 
calculate L L2(2fo(3» from (9.13) 
L L2(fv(i) + fo(3» and L L2(fv(i) - fo(3» is fitted assuming a straight line 
between L L2(fv(i) + fo(3», L L2(fv(i) - fo(3» and L L2(2fo(3» 
L L2(fv(i) -fo(3» is fitted using linear interpolation 
calculate L L1(fo(i» from (9.1IA) 
L L2(fo(i) + fo(3», L L2(fv(i) - fo(3» and L L1(fv(i» are unwrapped as necessary 
calculate L LI(fv{l» and L L1(fo(2» using linear interpolation 
for i = 3,j::= 2 and then i = 2,j = 1 
calculate "(iJ from (9.12) 
L L2(fv(i) + .fvU» is fitted using linear interpolation 
L L2(fv(i) -foU» = L L2(fo(i) + .fvU» - "(iJ 
L L2(fv(i) + .fvU» and L L2(fv(i) -fvv) are unwrapped as necessary 
end 
for j = 1 to (F-I) and j ;e 3 
for i = U+ 1) to F 
if (i ;e 3,j;e 2) and (i:;t: 2,j;e 1) 
calculate "(iJ from (9.12) 
L L2(fv(i) -.fvU» is fitted using linear interpolation 
L L2(fv(i) + fo(j» = L L2(fv(i) -foU» + "(iJ 
L L2(fv(i) + fo(j» and L L2(fv(i) -.fv(j» are unwrapped as necessary 
end 
end 
end 
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The choice of the first value of Sl is less complicated. Since Sl could not be smaller than 
S2 in order to apply (9.12), it is logical to start with s, equal to the next harmonic in the 
signal from S2. This has a further advantage since with a smaller s), the probability of the 
frequency range of the next pair overlapping that of the first pair is higher, bearing in 
mind the log-tone appearance of the input multisine. 
It is important to note that the sequence of the harmonic pairs to be evaluated (for both 
gain and phase) is dependent on the actual harmonic content of the input signal. Thus, 
slight modifications to this sequence may be necessary if the input signal used is 
different from that in (9.6). However, the concepts suggested in this chapter (the 
separation of the dynamics of the two linear subsystems and the estimation using linear 
interpolation) will also work with other NID multi sine signals. 
9.4.5 Advantages of the LIFRED Technique 
The LIFRED technique offers many advantages over existing methods for identifying 
second order Volterra kernels. Firstly, the testing time required is drastically shortened, 
since only a single experiment is needed. In contrast, the technique given in [142] 
requires multiple small-signal sine experiments for each large-signal muItisine. (The use 
of two large-signal multi sines were suggested in the paper.) Also, in [14], the 
identification of the Wiener-Hammerstein model simulated on an electronic circuit was 
carried out using 423 separate experiments. 
Secondly, the computational burden needed for LIFRED is much less compared with 
algorithms requiring optimisations or recursive iterations [14, 142 - 144]. This, together 
with the short testing time, favours the use of LIFRED in autotuning applications where 
the controller parameters are updated at short time intervals. 
A further advantage ofthe technique is the simplicity of the algorithm since all the steps 
are transparent to the user. The estimates of the frequency response can be easily 
calculated since neither optimisation nor iterative algorithms are used. This allows the 
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possibility of manually checking the results obtained and any problems can be corrected 
in a similar manner. 
9.5 Parametric Estimation and Model Selection 
9.5.1 Parametric Estimation using elis 
The transfer functions of L\ and L2 in Figure 9.l(c) can be estimated using elis in the 
MATLAB Frequency Domain System Identification Toolbox [5]. The frequency responses 
at X and Y are obtained as U.L\ and ZIL2 respectively. Alternatively, the estimated 
frequency responses are used as the output data, and the input data is set to unity for all 
frequencies, as was done in [141]. If the pure time delay of the system is known, then it 
should be fixed at this value in the simulation. If the variances of the input and output 
Fourier coefficients are available, these should also be specified before the start of the 
simulation. However, when no averaging has been carried out, the variance data is 
unavailable and should be left at the default argument values of unity, unless there is 
any other information present which indicates otherwise. The estimation is done in the 
z-domain as the simulation is conducted in discrete time, using a digital signal. 
9.5.2 Model Selection 
Model selection forms an important part of the identification process. It is essential to 
avoid the situations of undennodelIing, where the model order is too low, and 
overmodelling, where the model order is too high. When undennodelling occurs, the 
model is not able to capture some of the important characteristics of the actual system. 
In the case of ovennodelling, the model has redundant parameters and would normally 
require longer computational times and a larger number of iterations for convergence. 
While these situations should be avoided, it is necessary to bear in mind that a linear 
transfer function is often an approximate model of a physical system, which cannot be 
modelled accurately with a limited number of parameters. Some effects of nonlinearities 
or distributed parameters may be present, which are not adequately modelled by the 
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selected model. Thus a limited modelling error is to be expected. This in tum 
complicates the process of model selection. Fortunately, there are techniques available 
to detect the situations ofundennodelling and overmodelling and these are treated in [5, 
146, 151]. 
9.5.2.1 Statistical Indicators 
When a model is bad, the best indicator is the large value of the cost function K [5]. In 
the case of a good model, 2K is a random variable with a X2 -distribution and 2F - np 
degrees of freedom, where F is the number of estimation lines and np is the number of 
free parameters. Consequently, if no modelling errors are present, the cost function 
should reach a theoretical minimum [152, 153] of 
np K. =F--
min 2 (9.14) 
Thus a comparison of the actual and the theoretical minimum of the cost function allows 
an evaluation of the goodness of a particular model. Additional advantages of using cost 
functions are that these estimates possess the properties of being asymptotically 
unbiased, efficient and robust to various time domain disturbances. However, special 
care has to be taken to use correct variance values since these will have a scaling effect 
on the cost function. 
A second indicator is the mean model error hmean [5], which shows the extent of 
modelling errors present. This should be interpreted in conjunction with the mean 
absolute value of the transfer function H mean, since with a larger value of IImenn. the value 
of hmean is also likely to increase. In addition to this, incorrect variance values may lead 
to an imaginary value of hmean (if the variance values are too large) or a large value of 
hmean (if the variance values are too small). 
A further possibility is to calculate Akaike's infonnation criterion (Ale) [146, 151, 
154 - 156] when searching for the best order model. This is given by 
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(9.15) 
where K is the cost function. The model with the lowest Ale value is to be preferred. 
All the above indicators are available as outputs when running e/is. 
9.5.2.2 Analysis of Zeros and Poles 
The analysis of zeros and poles can provide useful infonnation about the quality of a 
model. When ovennodelling occurs, the redundant zeros and poles will have large 
uncertainties. The plots of the zeros and poles with their confidence ellipses can be 
generated using the function plotelpz while their standard deviations can be assessed 
using stdpz, both which are available in the Frequency Domain System Identification 
Toolbox. Additionally, unnecessary zeros and poles often appear in pairs, almost 
cancelling one another. They will have a high correlation and this can also be detected 
using stdpz. 
9.5.2.3 Analysis of Residuals 
The frequency domain residuals between the measured and the model frequency 
responses are calculated. Any model errors are a result of either stochastic effects, 
undennodelling or nonlinear distortion. A technique to distinguish between these was 
proposed in [157] which involves the computation of the nonnalised autocorrelation of 
the residuals given by 
Ree(m) = 1 I;(Hm(jOlk)- H{jOlk,P:>~Hm{jOlk)-II(jrok'P»" 8(m - 0) 
F - m k=1 (J (JOlk) 
(9.16) 
1\ 
where HmUCOk) and Hnr(jrok,P) are the measured and estimated frequency response 
functions respectively; dUrok) is the standard deviation of Il",UOlk); and 8 is the 
Kronecker delta function. m represents the mth hannonic in the hannonic vector while * 
denotes complex conjugate. 
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If IReel is small, the model is good. However, if it is large, with a sharp peak at zero lag, 
the residuals are uncorrelated (except at zero lag) and the errors are due to either 
stochastic effects or nonlinear distortion. At this point, the value of the cost function 
should be taken into account. If this is small, the errors are due to stochastic effects. 
Otherwise, the errors are a result of unmodelled nonlinear distortion. If IReel is large and 
broad, this suggests undermodelling whereby the difference between the measured and 
estimated frequency responses vary smoothly, and are correlated. Such an analysis can 
be performed easily using the function rdueelis (also in the Frequency Domain System 
Identification Toolbox). 
9.6 Simulation Examples 
Two simulation examples are presented in this section. In the first example, both the 
linear subsystems LI and L2 have frequency responses which can be reasonably well 
represented using straight lines, especially in the gain responses. This is not so in the 
second example in which LI and L2 were intentionally chosen such as to allow a direct 
comparison between the effectiveness of using LIFRED under some sort of 'best case' 
and 'worst case' scenarios. 
9.6.1 Example 1 
In this example, LI is a second order system with time constants of 1 second and 10 
seconds. The gain falls to half its maximum at 0) = 0.170 rad S·I, which corresponds to 
0.0271 Hz. The linear subsystem L2 is a first order process with a time constant of 5 
seconds and the gain is half that of its maximum at 0) = 0.346 rad S·I, or a cyclic 
frequency of 0.0551 Hz. The input multi sine is of length N = 4096 and has the 
harmonics given in (9.6). Using a sampling frequency of 1 Hz, the highest estimation 
lines used in estimating LI and L2 are at 0.0554 Hz and 0.111 Hz respectively thus 
covering approximately twice the frequency ranges mentioned above. 
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The second order Volterra kernels at Y and Z (see Figure 9.1(c» are plotted in Figures 
9.3 and 9.4 respectively. Note that there is a four-fold symmetry in Figure 9.3 while the 
symmetry is two-fold in Figure 9.4. 
The experiment was repeated with band-limited white noise added to the system output. 
The noise was first filtered using a third order Chebyshev lowpass filter with 3dB of 
ripple in the passband and a cut-off frequency of 0.04 Hz. (The filter coefficients were 
obtained using the function chebyl in the MATLAB Signal Processing Toolbox [158].) A 
signal power to noise power ratio of approximately 30dB was achieved in the output at 
the frequencies of interest. 
A third experiment was then carried out with the input signal being distorted by the 
presence of nonlinearities. This may well happen in practice if the part preceding the 
Wiener-Hammerstein system is analogue. In [140], an example is illustrated using a 
servo motor system, where the ratio of the signal amplitude to the distortion amplitude 
obtained is approximately 60dB. In Example 1 of this chapter, the distortion amplitude 
was also set at 60dB below the signal amplitude. 
The actual and estimated frequency responses of L\ and L2 are shown in Figures 9.5 and 
9.6 respectively. Since the input multi sine contains 10 harmonics, there are 10 
frequencies used in the estimation of L\ but 102 - 10 = 90 frequencies used in the 
estimation of L2 (as discussed in Section 9.4.2). From these figures, it can be seen that 
the estimates obtained under the no noise and no input distortion condition have a very 
high accuracy. For the other two cases investigated, the estimates are still reasonably 
accurate, except that there is a bias at high frequencies in the phase response of L2• The 
reason is that there was very little signal power at the output in these frequencies due to 
the lowpass characteristics of L, and L2, hence resulting in lower accuracy of the 
measurements. 
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A statistical measure of the deviation of the estimates from the true values, tenned the 
complex error E in [159, 160], was calculated by computing the mean of the distances 
between the estimated points and the actual ones in the Nyquist plane. 
1 F I 1\ I E = - L H(jm k) - H(jm k) 
F k=\ 
(9.17) 
The mean of the squares of the distances Es can also be used. Results obtained are given 
in Table 9.1. The errors obtained in the estimation of L2 are larger than those obtained in 
the estimation of L, and this is to be expected from Figures 9.5 and 9.6. Also, the errors 
are larger for the noisy case than for the case with input signal distortion. This is again 
apparent from Figures 9.5 and 9.6. 
Error estimates No noise With noise With input distortion 
E for L, 2.71 * 10-3 2.40'" 10-2 6.49'" 10-3 
Es for L, 1.29 * 10-5 7.26'" 10-4 4.97 * 10-5 
E for L2 5.10 * 10-3 2.49 * 10-2 1.38 '" 10-2 
Es for L2 4.09'" 10-5 8.49'" 10-4 2.33'" 1 0-4 
Table 9.1. Example 1: Values of E and Es for L, and L2. 
In order to obtain estimates of the transfer functions of LI and L2, the estimated 
frequency responses were fed into elis and the statistical indicators discussed in Section 
9.5.2.1 were analysed to find the best order model. Results obtained for the case without 
noise and input signal distortion are given in Tables 9.2 and 9.3 respectively. Similar 
conclusions could be drawn for the cases with noise and input signal distortion. 
Model order Oil 0/2 112 113 
K 3790 38.0 36.5 23.6 
Kmin 9.00 8.50 8.00 7.50 
h mean 0.0300 0.0027 0.0026 0.0020 
Hmean 0.652 0.656 0.656 0.655 
Table 9.2. Example 1: Statistical indicators for different model orders for L,. 
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Model order OIl 0/2 1/2 
K 73.2 72.4 66.6 
K min 89.0 88.5 88.0 
h mean 0.0063j 0.0064j 0.0074j 
Hmean 0.716 0.716 0.717 
Table 9.3. Example 1: Statistical indicators for different model orders for L2• 
From Table 9.2, the most clear cut indication of the best model order is the value of the 
cost function. With an order of 011, K is very large. When the order is increased to 0/2, 
K drops drastically and then only decreases relatively slightly with further increase in 
the model order. Thus the order 0/2 is the best order judging from the sharp decrease in 
the value of K. Although it could be argued that the decrease in K when the order is 
increased to 1/3 may be significant, this actually resulted in an unstable pole. The value 
of h mean for order OIl is also much larger than that of the other orders taking into account 
the fact that Hmean is approximately the same for all the orders considered. This again 
verifies that 0/2 is the best order model for L I • The Ale value was not considered since 
from (9.15), it is largely determined by the value of K (due to the small number of free 
parameters np) and hence follows the trend of the cost function. 
From Table 9.3, it can be seen that the values of K are too small, and in fact smaller than 
K min• Also the values of h mean are imaginary. These indicate that the variance data is too 
large (from Section 9.5.2.1). As no noise was added in the experiment and no averaging 
had been carried out, the variance of the input Fourier coefficients was set to zero and 
the variance of the output Fourier coefficients had been left at the default value of unity. 
However, since the same variance data was used for all the different sets of model 
orders considered, the values of the statistical indicators obtained were similarly scaled 
and could therefore still be used to provide information on the best order model. From 
the table, there is a relatively large decrease in the value of K when the order is 
increased from 0/2 to 1/2. This may initially indicate that 1/2 is the best order. However, 
this again resulted in an unstable pole. Therefore, the final model order was chosen as 
OIL 
9.6 Simulation Examples 247 
Since the best model orders were already reasonably clear, no further investigation was 
carried out. For both the linear subsystems, the model orders chosen were equal to the 
actual orders simulated, thus proving the usefulness of the analysis conducted. 
The parametric estimates of the frequency responses obtained for L1 and L2 are given in 
Table 9.4, in terms of the z-transfer function poles. Note that these are reasonably close 
to the true values for all the three cases investigated. The effects of biasing and 
scattering in the frequency response estimates caused by noise and input distortion were 
reduced by fitting a smooth curve over the points. Hence, the estimated transfer 
functions are not very susceptible to these unwanted effects. 
Parameters Actual No noise With noise With distortion 
Poles of LI 0.368 (1.00) 0.378 (1.03) 0.450 (1.25) 0.338 (0.92) 
0.905 (10.00) 0.904 (9.91) 0.900 (9.49) 0.905 (10.00) 
Pole of L2 0.819 (5.00) 0.821 (5.07) 0.819 (5.00) 0.824 (5.17) 
Table 9.4. Example 1: Estimated poles of LI and L2 with the corresponding time 
constants in seconds given in brackets. 
9.6.2 Example 2 
In this example, L, is a fourth order Chebyshev filter with 5dB of ripple in the passband 
and a cut-off frequency of 0.05 Hz. L2 is a sixth order Chebyshev bandpass filter with 
3dB of ripple in the passband of 0.001 Hz to 0.1 Hz. Using the same input and sampling 
frequency as that in Example 1 gave sufficient excitation in the passbands of L, and L2• 
The second order Volterra kernels at Y and Z are plotted in Figures 9.7 and 9.8 
respectively. Visual inspection of Figure 9.7 yielded the fact that LI consists of at least a 
linear term which is underdamped since the contours are closed and there are 'islands' in 
the plot [161]. From Figure 9.8, the contours are closed around more than one point at 
the main diagonal. This shows that the linear subsystem after the quadratic nonlinearity 
consists of at least an underdamped tenn [161]. 
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As in Example 1, the experiment was repeated with band-limited white noise added to 
the system output. The noise power was approximately 30dB below the signal power at 
the frequencies of interest. However, the noise was not filtered by a lowpass filter as in 
the previous example since the overall gain response of the Wiener-Hammerstein model 
was not strictly lowpass. The noise therefore had a reasonably flat spectrum at the 
frequencies of interest. 
Next, the experiment was carried out without any added noise but with nonlinear 
distortion in the input signal (as was done in Example 1). This assumes that the input 
signal could not be exactly realised in practice, due to nonlinearities preceding the 
Wiener-Hammerstein system. The distortion amplitude was again set uniformly at 60dB 
below the signal amplitude. 
The actual and estimated frequency responses of LI and L2 are shown in Figures 9.9 and 
9.10 respectively. The inaccuracy in the first point of the gain plot in Figure 9.9 was 
caused by the fact that the gradient of the gain of L2 is very steep at low frequencies, 
thus making extrapolation very difficult. (This is one of the two points in the LIFRED 
procedure which are estimated through linear extrapolation.) From Figure 9.10, there is 
a bias in the gain estimates in which the estimated values are mostly lower than the true 
values. The scaling factor here was set such that the first point in the plot (that 
corresponding to the lowest harmonic in the input signal) is at a gain of unity. However, 
in practice, the scaling factor is not normally known and the bias can be removed since 
the actual and the estimated frequency responses have the same shapes. 
It is interesting to note that for the phase plot in Figure 9.10, there are a few points 
which lie relatively far away from (and below) the actual phase response. The bias in 
these points was caused by the inaccuracy in the phase estimate of the fourth lowest 
hannonic in Figure 9.9. This point was the first to be estimated for the phase of L, 
(excluding the third lowest harmonic which was placed arbitrarily) and hence the 
accuracy is expected to be much lower (since linear interpolation works much better 
when there are many points to interpolate between). 
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The statistical values of E and Es were again calculated and given in Table 9.5. From the 
table, the estimates are more accurate for L, and this is to be expected from Figures 9.9 
and 9.10. The errors are also much larger than that obtained in Example 1. The reason 
behind this is that the frequency responses in Example I much more closely resemble a 
straight line (especially in the gain) than that in Example 2. Hence, the underlying 
assumption of linearity between points in the frequency responses is more nearly true in 
Example 1, leading to greater accuracy in the estimation using LIFRED. 
Error estimates No noise With noise With input distortion 
E for L\ 4.64 * 10-2 4.71 * 10-2 5.55 * to-2 
Es for L, 3.84 * 10-3 4.25 * 10-3 4.49 * 10-3 
E for L2 6.67 * 10-2 7.20 * 10-2 7.47 * 10-2 
Es for L2 9.54 * 10-3 1.12 * to-2 9.76 * 10-3 
Table 9.5. Example 2: Values of E and Es for L, and L2• 
In order to obtain the estimated transfer functions for L, and L2, order selection was first 
carried out. The analysis below is given for the case without noise and input distortion. 
Very similar results were obtained for the situations with added noise and distortion. 
The statistical indicators for different model orders for L, and L2 are given in Tables 9.6 
and 9.7 respectively. Again the Ale was not used due to it having an extremely similar 
trend as the cost function. 
Model order 3/3 4/4 5/5 
K 433000 12700 10600 
Kmin 6.50 5.50 4.50 
hmean 0.321 0.055 0.050 
H..nean 1.08 1.12 1.12 
Table 9.6. Example 2: Statistical indicators for different model orders for L\. 
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Model order 2/2 4/4 6/6 8/8 
K 16700 7400 7330 6750 
K min 87.5 85.5 83.5 81.5 
hmean 0.250 0.166 0.165 0.159 
Hmean 1.10 1.12 1.12 1.12 
Table 9.7. Example 2: Statistical indicators for different model orders for L2• 
From Table 9.6, K and hmean drop very rapidly when the order is increased from 3/3 to 
4/4. This shows that the order 4/4 is much better than 3/3. Further increasing the order 
does not cause significant changes in K and hmean• Worse still, this gives additional pole 
or poles which are unstable. The final model was chosen as that of order 4/4. 
Table 9.7 shows some of the orders which were considered for L2• Again, there is a 
large decrease in K and hrnean when the order is increased from 2/2 (and 3/3 although not 
shown in the table) to 4/4. Any further decrease in these two indicators is relatively 
insignificant. 
Since it was known that the actual model order was 6/6, the plots obtained using elis 
were then examined. The plots with orders 4/4 and 6/6, are illustrated in Figures 9.11 
and 9.12 respectively. Comparing these, it can be seen that the model order 4/4 is the 
more suitable one, since there is no particular reason to have an extra peak in the gain 
response. From the zero-pole plot in Figure 9.12, there is a pair of complex zeros at 
0.948 ± jO.314 and a pair of complex poles at the same position (true to three significant 
figures). The correlations between their real parts and their imaginary parts were 0.997 
and 0.998 respectively. These were large enough for the pairs to be excluded from the 
final model. The standard deviations of the zeros and poles for order 4/4 were then 
investigated and found to be small. 
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A final check was carried out using residual analysis. The plots of the normalised 
autocorrelation of the residuals Ree for model orders 212 and 4/4 are shown in Figure 
9.13. With an order of212, the values of IReel are quite large, with some noticeable peaks 
other than that at zero delay. When the order is increased to 4/4, IReel decreases. There is 
no further drop in IReel with further increase in model order. Therefore thi s again 
confirmed that 4/4 is indeed the best order for L2• Its narrow shape at lag zero suggests 
that the errors were uncorrelated (except at this lag) and hence, there was no 
undermodelling. There was also no nonlinear distortion caused by higher order 
nonlinearities in this case since the nonlinearity was stri ctly quadratic, and this had been 
taken into account in the simulation. The small values of IReel indicate that the correct 
model had been identified. 
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Figure 9.13. Example 2: Normalised autocorrelation of residuals fi r model order 2/2 
(dashed line) and 4/4 (solid line) for L2. The plots for model order above 4/4 wer v ry 
similar to that for 4/4. 
The values of zeros and poles of the z-transfer function estimates are given in Table 9. 
(The time constants are not given since some of the dynamic are underdamped.) 
Comparing the actual values with their estimates, it can be seen that the estimated poles 
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are reasonably close to the true ones. However, the estimated zeros are very far from the 
actual values. This is because the frequencies used in the estimation were much lower 
than the Nyquist frequency, resulting in the fact that no infonnation of the frequency 
response was available at the frequencies close to the Nyquist frequency. The zeros were 
therefore placed by elis to achieve maximum effect in the frequencies of interest. It is 
also worth noting that while the actual order for L2 is 6/6, there are two pairs of zeros 
and poles which are very close together which can be omitted. This is consistent with 
the analysis carried out when selecting the best order model. 
Parameters Actual No noise With noise With distortion 
Zeros of L\ -1.000 0.687+jO.245 0.706+jO.223 0.668+jO.250 
-1.000 0.687- jO.245 0.706- jO.223 0.668- jO.250 
-1.000 1.212+jOo447 1.187+jOo402 1.219+jOo467 
-1.000 1.212- jOo447 1.187- jOo402 1.219- jOo467 
Poles of L\ 0.939+jO.285 0.938+jO.283 0.937+jO.282 0.938+jO.284 
0.939- jO.285 0.938- jO.283 0.937- jO.282 0.938- jO.284 
0.947+jO.l17 0.948+jO.117 0.948+jO.116 0.948+jO.117 
0.947- jO.l17 0.948- jO.117 0.948- jO.116 0.948- jO.117 
Zeros of L2 -1.000 O.S 18+jO.566 0.514+jO.567 0.529+jO.554 
-1.000 0.518- jO.566 0.514- jO.567 0.529- jO.554 
-1.000 2.504 20445 2.504 
1.000 1.004 1.004 1.004 
1.000 
1.000 
Poles of L2 0.770+jO.497 0.778+jO.502 0.777+jO.503 0.778+jO.500 
0.770- jOo497 0.778- jO.502 0.777- jO.503 0.778- jO.500 
0.845 0.840 0.842 0.839 
0.976 0.979 0.979 0.979 
0.999+jO.007 
0.999- jO.007 
Table 9.8. Example 2: Estimated zeros and poles of L\ and L2• 
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It is also interesting to compare the results obtained for all the three cases examined 
(those without noise and distortion, with noise only, and with distortion only). There is a 
close match between these which again shows that the fitting of a parametric transfer 
function smoothes the effects of noise and input distortion as was found earlier in 
Section 9.6.1. 
9.7 Conclusions 
In this chapter, a new technique for identifying the linear subsystems of a Wiener-
Hammerstein model was proposed. The underlying concept of this technique is the 
separation of the linear dynamics of the two linear subsystems through the symmetry 
properties of the second order Volterra kernel. The assumption of linearity between the 
measured points in the frequency domain is then used to calculate the linear dynamics of 
the linear subsystems by means of linear interpolation. This method was applied to two 
systems with different complexity and proven to give reasonably accurate estimates of 
the frequency responses in both cases. In one of the examples, the assumption of 
linearity was clearly violated in the gain response, and yet the technique remained 
robust. This was also true when noise and input distortion were added into the 
simulations. 
The criteria for model selection were also investigated. The undesirable situations of 
undermodelling and overmodelling can be detected using statistical indicators, analysis 
of zeros and poles, analysis of frequency domain residuals by means of their normalised 
autocorrelation function, or a combination of these. Selecting a good model was found 
to be the main prerequisite to obtaining an accurate estimate of the transfer function 
from the nonparametric frequency response calculated using LIFRED. It was also shown 
that the fitting of a parametric transfer function smoothes the effects of noise and 
distortion. 
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10.1 Introduction 
Identification of third order Volterra kernels of block-oriented models is a subject which 
has not been vigorously studied. There are papers on the subject, for example [140, 148, 
162], but these are far fewer in number than those on the identification of second order 
kernels of these models. (The above topic is also considered in [59, 163, 164], but not 
specifically applied to block-oriented models.) The main reason is that the added 
dimension of the third order kernel makes analysis much more complicated and it is also 
difficult to present information visually. In this chapter, the identification using LIFRED 
(proposed in Chapter 9 for Wiener-Hammerstein models with quadratic nonlinearity) is 
extended to identify such models consisting of a cubic nonlinearity. The modifications 
to the algorithm are discussed and a simulation example is presented to illustrate the 
applicability of the method. 
10.2 Modifications to the LIFRED Algorithm 
10.2.1 Signal Design 
The third order Volterra kernel of a Wiener-Hammerstein model, modified from the 
second order kernel in (9.4) and (9.5), is given by 
IH3(sl' S2' 53)1 = II.. (SI)I·ILI (S2 )1·1~(s3)1·1~(sl + S2 + s))1 (10.1) 
(10.2) 
where L\ and L2 are the linear kernels of the first and second linear subsystems 
respectively. In order to extract this kernel from a perturbation test, good signal design 
is of great importance. To avoid Type II distortions [149, 150], a NID multisine [149] 
should be used. The signal would theoretically be more sparse than that used to identify 
the second order Volterra kernel since the number ofp05sible contributions of the input 
frequencies is larger for a cubic nonlinearity compared with a quadratic nonlinearity. 
Also Type I contributions from points in the third order kernel where the frequencies 
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Ii = -/2 or Ii = -h or Ji = -h will fall at the input frequencies and hence cannot be 
separately measured [140]. 
In this chapter, a signal which consists of only odd hannonics is used, as was done in 
Chapter 9. This ensures that the measurement points of the third order kernel will not be 
corrupted by even order nonlinearities. The signal used, which was designed in [140] 
using an efficient search algorithm, is 
fo= [241 451 663 877 1095 1319 1581 1817 2109 2347] (10.3) 
It should be noted that the measurement of the third order Volterra kernel is much more 
sensitive to the effects of input signal distortion compared with the second order kernel. 
This is due to the fact that the number of possible combinations of the input frequencies 
increases approximately at the rate F', where F is the number of harmonics in the input 
signal and n is the order of the kernel. It should be stressed that this is not a weakness of 
the LlFRED method. Rather, it is a problem associated with the use of NID multi sines 
for the measurement of the third order Volterra kernel, if input signal distortion could 
not be avoided. However, such problems are not encountered in a purely digital system, 
sinee the NID multisines can be exactly realised. 
It is again assumed that the approximate bandwidths of the linear subsystems are known 
a priori, and that the power at the estimation lines are large enough to negate the effects 
of noise. 
10.2.2 Calculation of the Frequency Response Gain of the Second 
Linear Subsystem 
From equation (10.1), the gain at the output of the system is 
IZ(sl +S2 +s3)1 =ILI(SI)I·ILI(S2)1·1~(S3)1·IL2(81 +82 +S3)1·IU(s,)I·IU(S2)1·IU(S3)1 
(10.4A) 
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IZ(SI + S2 - S3)1 = ILI(sl )1·1~(S2)1·ILI(-S3)1·1~(SI + S2 -S3)1·IU(SI)I·IU(82 )I·IU( -83)1 
(10048) 
\Z(SI - S2 + 83)\ = ILI(SI)I·ILI(-S2)1·ILI(S3)1·1~(sl - 82 + s3)1·IU(SI)I·IU( -S2 )1·IU(s3)1 
(lOAC) 
IZ(81 - 82 - s3)1 = 1~(81)1·ILI( -S2 )1·ILI(-s3)1·1~ (Sl - S2 - s3)1·IU(sl )I·IU( -s2)1·IU( -s3)1 
(lO.4D) 
Using the 8ymmetry property, IL I(s2)1 = IL I(-s2)1, IL I (s3)1 = IL I(-s3)1, IU(s2)1 = IU(-s2)1 and 
IU(s3)1 = IU(-s3)1. Hence, equation (9.8) now becomes 
IZ(SI +S2 +s3)1_1~(Sl +82 +S3)1 
IZ(81 - S2 - s3)1-IL2(SI - S2 - 83)1 
IZ(SI +S2 -83)1_1~(81 +S2 -s3)1 
IZ(81 -S2 -83)1-IL2(sl-s2 -s3)1 
IZ(81 -S2 +S3)\_\~(SI-S2 +S3)\ 
IZ(s. - S2 - s3)1-1~(s. - S2 - s3)1 
(IO.SA) 
(10.58) 
(10.SC) 
Three different attenuation ratios ai, a2 and (X3 can then be defined for equations (10.5). 
In the actual program written, the smallest of the harmonics lSI + S2 - s31, lSI - S2 + s31 and 
lSI - S2 - s31 is used in the denominators of equations (lO.S). This hannonic will be stored 
in a vector called minus. (Note that lSI + S2 + s31 is definitely larger than the above three 
harmonics.) The three remaining harmonics are stored in the vectors plus], plus2 and 
plus3. Therefore, the attenuation ratios are differently defined for different sets of 
harmonics SI, S2 and 83, with al linking minus and plus], a2 linking minus and plus2, 
and a3 linking minus and plus3. 
The values of aI, (X2 and (Xl are calculated for all possible combinations of the input 
frequencies where Ji ;t:. h ;t:. h. For an input signal with F harmonics, this results in 
(F3 - 3P + 2F)/6 sets of ai, (X2 and a3. (There are F different choices for the first 
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hannonic, F-l choices for the second hannonic and F-2 choices for the third hannonic. 
There are also six different ways to combine these three hannonics, resulting in a factor 
of six in the denominator.) All the entries in minus are then arranged in an increasing 
order. Likewise, the entries in plus 1 , plus2 and plus3 are reordered according to the 
order in minus. 
In the interpolation algorithm, the first entry in minus according to the new order is set 
to unity. Next, the gains at plusl(1), plus2(1) and p/us3(1) are calculated using 
, 
minus(1), and al (1), a2( I) and a3(1). (The nomenclature used here is slightly di fferent 
from that used in Chapter 9 because there are now three different attenuation ratios 
being considered (instead of only one in Chapter 9). In the present chapter, the number 
in the bracket denotes the kth element of a vector.) The gain at minus(2) is then 
estimated using linear interpolation between the two closest points to its left and right, 
which have already been estimated. plusl(2), plus2(2) and plus3(2) are calculated using 
minus(2), and ClI(2), Cl2(2) and Cl3(2). This continues until the gains at all the estimation 
lines are calculated. The program flow is similar to that in Chapter 9 and is therefore not 
summarised again here. 
It should be noted that the algorithm attempts to estimate the lower frequencies first 
because the estimation lines are closer at these frequencies resulting in better accuracy 
using linear interpolation. Furthermore, most practical systems are lowpass which means 
that the measurement at lower frequencies is likely to be more accurate, and hence, the 
gain at these frequencies should be first calculated to ensure greater overall accuracy. 
10.2.3 Calculation of the Frequency Response Gain of the First Linear 
Subsystem 
When Sl = 52 = S3 = s, (lOAA) can be written as 
(10.6) 
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The values of IL2(3s)1 (except that with s equal to the highest and second highest 
harmonics) can be easily calCulated by linear interpolation on the frequency response 
gain curve obtained using the procedure given in Section 10.2.2. The gain of L, is 
estimated using 
IL s 1- _1_ 3 IZ(3s)1 
\ ( ) -IU(s)I' I~ (3s)1 (10.7) 
However, the gains of L, at the highest and second highest hannonics have to be 
calculated using (10.4A), where 8, and 82 are set equal to the lowest and second lowest 
hannonics respectively, and S3 is set equal to the hannonic at which the gain is to be 
calculated. Otherwise, these will have to be estimated through linear extrapolation, 
which may be much less accurate in the presence of noise. 
10.2.4 Simultaneous Calculation of the Frequency Response Phases of 
the First and Second Linear Subsystems 
For a third order kernel, equations (9.11) (for a second order kernel) can be extended to 
LZ(ls\ +S2 +S31)=LL\(s\)+LL\(s2) +LL\(S3) +LL2(ls\ +S2 +s31) 
+LU(s,) -+- LU(S2) + LU(s) (IO.SA) 
LZels, + S2 - s31) = LL, (Sl) + LL\ (S2) - LL, (S3) + LL2 (Is, + S2 - s31) 
+L U(SI) + LU(S2) - LU(s) (I 0.8B) 
LZ(ls,-s2 +s31)=LL,(s\)-LL,(s2)+LL,(s3)+LL2(ls,-s2 +s31) 
+LU(s,) - LU(S2) + LU(sJ) (l0.8e) 
LZ(ls, - S2 - s31) = LLI(sl) - LLI(S2) - LL,(sJ) + L~(ls, - S2 - 831) 
+LU(s,) - LU(s2) - LU(s) (10.80) 
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Subtracting (10.88) from (l0.8A), and (10.80) from (10.8e) 
L~(181 + 82 + s31) - LL2(l sl + 82 - s31) 
= LZ(181 +S2 +s31)- LZ(ls. +S2 -s31)-2LLI(sJ)- L2U(S3) 
=11 (10.9A) 
L~ (181 - S2 + s31) - LL2(lsl - 82 - s31) 
= LZ(lsl - S2 +s31)- LZ(lsl - S2 -s31) - 2LL1(S3) - L2U(S3) 
=12 (l0.9B) 
where 11 and 12 are defined as the difference terms. It is possible to form three 
difference equations from (l0.8) with another one relating 11 to 12. However this is not 
done since this will require either L L1(sl) or L L1(S2) to be known. Another point which 
needs careful consideration is that the harmonics (SI+S2-S3), (SI-S2+S3) and (SI-S2-S3) may 
be positive or negative and the corresponding signs of L Z and L L2 will have to be set 
accordingly. (Note that (SI+S2+S3) is always positive since only the positive harmonic 
numbers are considered. However, a modulus sign is still placed around it for the sake 
of consistency.) This means that "{I and "{2 are differently defined for each set of Sl, S2 
and S3. In some cases, these relate to the addition of two phases instead of the 
subtraction of one phase from the other. (Despite the above, these are still termed 
difference terms in order to stress the relation between these and 1 in Chapter 9.) 
The program used is very similar to that in Section 9.4.4 and therefore only the main 
modifications will be described here. The term L L I(S3) with S3 set to the lowest 
harmonic in the input is assigned an arbitrary value cl> since the overall delay in the 
Wiener-Hammerstein model can be equally well attributed to the linear subsystems L1 
and L2• This is in contrast to first assigning the phase at the third lowest harmonic in 
Section 9.4.4. This is because the third harmonic in (10.3) is quite large and it is 
preferable not to interpolate between this and the phase at dc. This means that the phase 
of the first linear subsystem at de does not need to be known a priori (unlike in 
10.3 Simulation Example 265 
Chapter 9). The values of L L2(s\ + S2 + S3), L L2(s\ + S2 - S3) L L2(S\ - S2 + S3) and 
L L2(s\ - S2 - S3) (with S3 still set to the lowest hannonic) are estimated using a 
combination oflinear interpolation and solving (10.9). 
When this is done, the values of L L\(S3) with S3 set to the second, third and fourth 
lowest hannonics are solved simultaneously using (I 0.8A). All the rest of the phases of 
L\ can then be estimated, again using (10.SA), and this completes the estimation of all 
the phases of L\. 
It is interesting to note that the phases at the remaining estimation lines of L2 can be 
calculated directly using (10.8). There is also an option of doing this by linear 
interpolation. In the simulation in Section 10.3, the former was used in order to illustrate 
its effectiveness. (The latter was used in Section 9.6 and was already proven to work.) 
This will thus show that both methods work. It should be stressed that the technique 
using LIFRED is very flexible and many options are available regarding the choice of 
input harmonics, the sequence of estimation and the different estimation methods. This 
is an added advantage of using LIFRED. 
10.3 Simulation Example 
A simulation example was carried out where the first linear subsystem L \ is a second 
order Chebyshev filter with 3dB of ripple in the passband and a cut-off frequency of 
0.1 Hz. L2 is a third order Chebyshev filter with 2dB of ripple in the passband and a cut-
off frequency of 0.3 Hz. The input signal is a multi sine of length N = 16384 with the 
harmonics given in (10.3). The sampling frequency was sct at 1 Hz. The highest 
estimation lines used in estimating L\ and L2 were placed at 0.143 lIz and 0.430 Hz 
respectively. This gave sufficient excitation in the passbands of both L\ and L2• 
The experiment was repeated with hand-limited white noise added to the system output. 
The signal-to-noise ratio was approximately 30dB at the frequency band of interest. 
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It is worth noting that only an approximate knowledge of the bandwidths of the linear 
subsystems is required a priori. It may also pose a problem if the bandwidth of L2 is 
very different from three times that of L, because then it is very difficult to set a 
sampling frequency which gives sufficient excitation in the passbands of both L\ and L2• 
In particular, if the bandwidth of L\ is very much smaller than that of L2, the signal 
power will be very much attenuated after passing through Lt, hence resulting in a low 
accuracy in the estimates of L2. When the frequency response of L\ is subsequently 
estimated from that of L2, it will also have poor accuracy. The way to overcome this is 
to increase the signal power. However, it mayor may not be practical depending on the 
specific application. 
The third order Volterra kernels at Y and Z (in Figure 9.l(c» are illustrated as 
volumetric slice plots (with the slice positions atfi =Ji = jj = 0) in Figures 10.1 and 10.2 
respectively. The symmetry property may be seen from these graphs. The frequency 
response of the linear subsystems L\ and L2 are shown in Figures 10.3 and 10.4 
respectively. 
It can be seen from Figures 10.3 and 10.4 that the estimates obtained without noise are 
extremely accurate, while those obtained in the presence of noise are still very good. 
This confirms the usefulness of the LlFRED technique. It is also clear from the above 
figures that the frequency response estimate of L\ is more accurate than that of L2• This 
is consistent with the statistical values of the errors E and Es as defined in Section 9.6.1, 
and which are tabulated in Table 10.1. 
Error estimates No noise With noise 
Efor L\ 9.05'" 10-4 3.01 '" 10'2 
Es for L\ 1.05 '" 10.6 1.16 '" 10'3 
E for L2 2.22 • 10,3 5.23 '" 10.2 
Es for L2 5.61 • 10,6 3.98'" 10,3 
Table 1 0.1. Values of E and Es for LI and L2• 
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The next step in the identification process was to obtain a parametric transfer function 
from the nonparametric frequency response. The statistical indicators discussed in 
Section 9.5.2.1 were used to select the best model order, in terms of the model accuracy 
and complexity. In the following analysis, the noise-free case was considered. Similar 
results could be obtained for the noisy case. The values for the indicators are given in 
Table 10.2 for the model orders considered for the linear subsystem L,. 
Model order Oil III 112 2/2 2/3 3/3 
K 1.39*107 6.01*106 2.03* 104 17.0 16.5 16.9 
K min 9.00 8.50 8.00 7.50 7.00 6.50 
hmean 0.455 0.299 0.017 3.76* 10-4 3.77* 10-4 3.93* 1 0.4 
Hmean 0.555 0.682 0.717 0.715 0.715 0.715 
Table 10.2. Statistical indicators for different model orders for L,. 
From Table 10.2, it can be seen that the values of the cost function K and the 
approximate mean model error hmean drop drastically when the model order is increased 
to 2/2. These values then stay almost constant with further increase in the model order. 
Also, when the model order was set to 3/3, a zero-pole pair was formed at the position 
1.054 in the z-plane, which was subsequently cancelled. Thus, it was concluded that the 
best model order for L, is 2/2. The graphical output from ELiS is shown in Figure 10.5. 
For the subsystem L2, the statistical indicators are given in Table 10.3. The cost function 
is seen to decrease significantly when the model order is increased to 3/3. The imaginary 
values for hmean obtained when using the model orders 3/3 and 4/4 was caused by the 
variance values being too large (see Section 9.5.2.1). However, no variance values were 
available from the experiment as no averaging was carried out. When a 4/4 model was 
fitted, a zero-pole pair was formed at position 0.991 in the z-plane, which was then 
cancelled. Therefore, the best model order was chosen as 3/3. The graphical output from 
ELiS is shown in Figure 10.6. 
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Figure 10.5. Plot obtained using elis with model order 2/2 for L, . 
Model order ill 2/2 3/3 
K 4.86* 105 3.24* 1 05 56.7 
K111in 479 478 477 
h111 can 0.203 0.166 0.OO60j 
H111can 0.877 0.88 \ 0.883 
Table 10.3. Statistical indicators for different model orders for L2• 
4/4 
52.3 
476 
0.0060j 
0.883 
27 1 
1.5 
Since the best model orders for both L, and L2 were clear fr m the abov analy is, n 
further investigation was needed in this aspect. Also, it should be noted that these are in 
fact the correct model orders for the two linear subsystem . The parametric trans~'r 
functions were estimated using elis and the results obtained are shown in Table 10.4. 
10.3 Simulation Example 
Magnitude 
- 5 
-10 
co 
"0 
- 15 
-20 
-25 
0 0.1 0.2 
Frequency, Hz 
Phase error 
0.3 0.4 
Alg: svd, Init: approximate maximum likelihood 
Norm=1 , delay fixed 
Zeros/poles: 3/3 
1.5 
x 
0.5 
0 
0 x 
0 
- 0.5 
x 
- 1 
272 
o 0.5 1.5 
U) 
<1> 
<1> 
0, 
<1> 
o 
100 
- 100 
o 0.1 0.2 0.3 0.4 
Frequency, Hz 
Delay: 0 samples 
Condition number: 1.784e+01 
cf=56.731, dcf=-2.2ge- 09 
cfth=476.5, Iter=2 
Figure 10.6. Plot obtained using elis with model ord r 3/3 for L2• 
Parameters Actual No noise With n 1 e 
Zeros of LI -1.000 - 1.084 - 1.836 
-1.000 -0.927 -0.438 
Poles of LI 0.720+jO.393 0.721 +jO.393 0.717+jO. 4 
0.720- jO.393 0.721- jO.393 0.717- jO.394 
Zeros of L2 
-1.000 - 1.069+jO.155 - 1.266+jO.540 
-1.000 -1.069- jO.155 - 1.26 - jO.540 
- 1.000 -0.85 1 -0.595 
Poles of L2 -0.213+jO.798 -0.213+jO.79 -0.2 13+jO.7 2 
-0.213- jO. 798 -0.2 13- jO.798 -0.2 1 - jO.792 
0.327 0.326 0.329 
Table 10.4. Estimated zeros and poles of LI and L2• 
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From Table 10.4, the estimates obtained without noise are very accurate. For the case 
with noise added, the estimates of the poles are still reasonably accurate. However, the 
above is untrue for the values of the zeros. This is because the input signal excites a 
certain frequency band instead of the whole frequency spectrum. The zeros were 
therefore placed to give a better characterisation of the system at the frequencies of 
interest. 
10.4 Estimation using Lines Distorted by Type I Distortion 
In [140], it is shown that Type I contributions cause distortions in the third order kernel 
where the frequencies Ji = -.h or Ji = -/3 or fi = -h fall at the input frequencies and cannot 
be separately measured. These points are normally discarded and not used in the 
extraction of the frequency response of the linear subsystems. However, it will be now 
shown that these points can contribute to the estimation of the frequency response of LI • 
To avoid confusion with the previous sections in the chapter, the harmonics used will be 
represented usingjh, with k denoting the kth element of.fv given in (10.3). Using the 
above notation, 
Hence 
IZ(.fvI)1 = ILl (.fvI)I·14(.fvI)I·ILI(fol)2 + ~(fo2)2 + ... +LI(.fv1O)21·IU(.fv)1 3 
IZ(.fv2)1 = ILI(fo2)1·1~(fo2 )1·1~(fvl)2 + LI(fo2 i+ .•• +LI(.fv1O)21·IU(.fv)l l 
IL'I/itl(.fvl~ = ILI(fol)II~(foY + ~(fo2)2+ ... +LI(folO)21 = IZ(fol~ / (IL2(.fvI)I·IU(fo)13 ) 
IL;l/il2 (fv2)1 = I~ (fo2 )Il~ (fo1)2 + ~ (fo2)2 + ... +LI (fvlOil = IZ(.fo2 ~ I (14 (.fo2 )1·IU(fo~3) 
ILiJlillo(foJO)1 = I~ (fo1O)~~ (fol i + ~ (fo2)2 + ... +~ (folOil = IZ(folO ~ I (I~ (folO ~·IU(fo~3) 
(10.11) 
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From (l 0.11), the values of ILd are directly proportional to that of ILillifJ\ and therefore 
they are first set equal to IL inif \ [. They are then scaled such that 
(10.12) 
The values of IL\I obtained using the above method for the system considered in Section 
10.3 are plotted in Figure 10.7. Unfortunately, a similar method could not be applied to 
calculate the phase because the input multi sine signal does not have a constant phase. 
The values of the error are tabulated in Table 10.5. 
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Figure 10.7. Frequency response gain of L\ obtained from the dist rted estimation lin s. 
Solid line: Actual values; Circles: Estimates obtained without noi ; Plus s: . timat 
obtained with noise. 
Error estimates No noise With n i 
E for L\ 1.45 * 10-2 2.09 * 10-2 
Es for L\ 2.90 * 10-4 1.03 * 10-3 
Table 10.5. Values of E and Es for L\ with the gain calculated from the e timation lines 
distorted by Type I distortion. 
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Comparing Table 10.1 with Table 10.5, it can be seen that the error is larger using the 
method just introduced. Desp'ite this, the error is smaller than that in Table 10.1 in the 
presence of noise. (This is not obvious from Figure 10.7 if compared with Figure 10.3. 
However, the plots should be read in conjunction with that of the phase.) A possible 
explanation could be that the estimation lines have a much larger amplitude than those 
used in Section 10.3, due to several different combinations of the input harmonics. The 
discrete Fourier transform magnitude of the output (Z in Figure 9.1(c» is illustrated in 
Figure 10.8. The larger amplitude of the estimation lines described above can be clearly 
seen in this figure. 
As a final step, the parametric transfer function of L\ was calculated and results obtained 
are tabulated in Table 10.6. From this table, it can be seen that the estimates are in fact 
less accurate than those in Table 10.4. This shows that there is a complicated 
relationship between the error obtained in the frequency response and that obtained in 
the transfer function. There is therefore no clear indication of which test frequencies 
should be used in the estimation of the gain response of L \. 
Parameters Actual No noise With noise 
Zeros of L\ -1.000 -1.921 -2.473 
-1.000 -0.622 -0.563 
Poles ofL, 0.720+jO.393 O. 713+jO.3 93 0.709+jO.395 
0.720- jO.393 0.713- jO.393 0.709- jO.395 
Table 10.6. Estimated zeros and poles of L\ with the gain of L\ estimated using the 
estimation lines corrupted with Type I distortion. 
It should be also noted that the nonlinear block will introduce a scaling gain factor into 
the system. In the simulations conducted in this chapter (and in Chapter 9), the scaling 
factor has been set to unity. This is also assumed in all the equations given, in order to 
reduce the complexity involved. However, a non-unity scaling factor can be easily 
removed provided its value is known. This does not pose any problem since the 
information on the nonlinear block is assumed to be known a priori. 
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10.5 Conclusions 
In this chapter, the technique of LlFRED was extended from the second order Volterra 
kernel (in Chapter 9) to the third order kernel. The analysis is more complicated in the 
third order case but the basic ideas are very similar. A simulation example was 
conducted to illustrate the applicability of the method. High accuracy was achieved cvcn 
in the presence of noise. However, unlike in the second order case, input di tortion 
causes a major problem in the measurement of the third order kernel. Thi is becau e the 
number of possible combination of input harmonics which will result in a contributi n 
at a particular harmonic in the output increases rapidly with the order of the kernel. Thi s 
is in fact a measurement problem associated with the use of NID multi sines and it 
affects any measurement and estimation technique that requires the use of such an input 
perturbation signal. 
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Model selection was carried out after the frequency response of the linear subsystems 
were obtained. For both these subsystems, the best model orders were correctly 
identified using values of the cost function and the approximate mean model error. The 
parametric transfer functions were then obtained using EUS in the Frequency Domain 
System Identification Toolbox. 
It is shown in this chapter that the estimation lines which are normally discarded due to 
Type I distortion could be used to estimate the gain of the first linear subsystem. This 
may be advantageous if the system is very noisy. The reason for this is that these 
estimation lines have a larger magnitude due to the contributions of several different 
combinations of the input harmonics. Hence, they are less susceptible to the effects of 
noise. However, it is also shown that a smaller error in the estimates of the frequency 
response does not necessarily result in a smaller error in the estimates of the transfer 
function. 
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11.1 Periodic Perturbation Signal Design 279 
In the thesis, many aspects of system identification have been considered, with 
numerous application examples. Indeed, the main aim of the thesis was to investigate 
and hence promote the best practices in system identification. The importance of the 
above cannot be overstated as the application of identification increases rapidly, not 
only in engineering but also in other scientific areas such as physics, chemistry and 
biology. The reason for this is that identification allows complex real processes to 
be simplified considerably, while retaining their important static and dynamic 
characteristics. 
Having said that, identification is not an 'easy' task and only a well designed 
identification experiment will yield accurate knowledge of the system under 
consideration. In this thesis, the main areas in identification, which are the experimental 
design, model construction and parameter estimation were investigated. It was hoped 
that the results of this study would promote the best practices in the general framework 
of identification. 
The main conclusions from the four sub-sections of the thesis will now be discussed in 
tum. These are periodic perturbation signal design, processes with direction-dependent 
dynamics, autotune control of processes with significant dead t.ime and the identification 
of Wiener-Hammerstein models. Indications to areas of future research will be given 
where appropriate. 
11.1 Periodic Perturbation Signal Design 
The many advantages of periodic perturbation signals have been long known and well 
documented in the literature. In Chapter 2, the design of binary and multi-level pseudo-
random signals were considered. For a linear system and a nonlinear system with a 
Wiener structure, a binary signal is persistently exciting, and should be used when 
possible because it has maximum signal power within amplitude constraints. It was 
shown that besides the well known MLB signals, there are other classes of binary or 
near-binary pseudo-random signals which have the same autocorrelation properties (or 
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nearly the same, for the case of near-binary signals) as the MLB signals. A MATLAB 
program was written to generate these classes of signal since it is useful to have at hand 
many different signals to choose from. This alleviates the problem of being restricted in 
terms of signal length due to the MLB signals having a possible length that increases 
approximately at a power by two. In particular, the QRB and QRT signals were found to 
have many more possible periods in which these signals are available. 
For the identification of a nonlinear model with a Hammerstein structure, a binary signal 
is not persistently exciting. A multi-level signal must be used and the design of signals 
generated from a Galois field was investigated. It was found that the input-output 
relationship of the system can be described by a Vandermonde matrix, which greatly 
facilitates analysis. The importance of signal design can be clearly seen in this chapter 
and some measures of signal quality were also investigated, both for applications in 
linear and nonlinear systems. In general, it is desirable to maximise the signal power at 
the specified harmonics within amplitude constraints and minimise the sensitivity of the 
system with respect to noise, bearing in mind that persistent excitation is a requirement, 
not an added advantage. 
11.2 Processes with Direction-dependent Dynamics 
The pseudo-random signals designed in Chapter 2 and multisine signals were applied to 
the detection of direction-dependent dynamics in processes. It was found that only 
signals based on maximum length sequences give coherent patterns in the input-output 
crosscorrelation function due to shift-and-add and shift-and-subtract properties. The 
positions of the coherent peaks depend on the actual signal used, and not only on the 
signal length. Some signals have these peaks further away from the main linear peak 
thus making their detection much easier. This emphasised the need to have many 
choices of signals, even those within the same class, as was stated in the previous 
section. It was also interesting to find that such patterns are not present in either the gain 
or phase of the frequency response. It was concluded that the MLB signal is the best 
class of signal to use for the detection of the departure from linearity, since in this case, 
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a binary signal is persistently exciting and it maximises the signal power within the 
specified peak-to-peak amplitUde. 
While an MLB signal should be used for the above purpose, the corresponding inverse-
repeat signal should be applied to identify the combined linear dynamics of the system. 
This is because the use of an inverse-repeat signal allows odd and even order terms to be 
separated at the system output, thus making it possible to eliminate the effects of even 
order nonlinearities resulting in a higher accuracy and consistency of the estimates 
obtained. This clearly brought out the fact that the optimal perturbation signal is 
application dependent, and it depends on the purpose of the identification as much as on 
the process which it is applied to. 
The estimation of the combined linear dynamics presented in Chapter 4 was conducted 
both in time and frequency domains, with the help of functions available in the System 
Identification Toolbox and the Frequency Domain System Identification Toolbox in 
MATLAB. It was found that for a first order process perturbed with a binary signal, the 
combined time constant is closer to that of the smaller time constant. However, 
theoretical results could not be obtained for second order processes, due to the direction 
of the output being not necessarily in the same direction as the input signal (assuming 
that the input signal levels are symmetrical about zero). 
The possibility of deriving the theoretical expressions for the output and the input-
output crosscorrelation function was further utilised in Chapter 5 where the modelling of 
such processes was undertaken. The nonlinear dynamics of the direction-dependent 
process was 'converted' into a static nonlinearity by modelling the process using a 
Wiener model. The parameters of the Wiener model were, obtained using the 
Optimization Toolbox in MATLAB. This has wide applicability in the industry as a static 
nonlinearity is much easier to handle and more amenable to analysis. Further work is 
necessary in this area to find ways to extend the analysis to that for a first order process 
perturbed with a ternary signal, and a second (or higher) order process perturbed with a 
binary signal. 
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The modelling of direction-dependent dynamics using a neural network architecture was 
investigated in Chapter 6, in' line with the growing popularity of neural networks. 
Research into the many different architectures has increased tremendously over the last 
decades amidst the believe that such networks can model many types of nonlinearities 
provided they are sufficiently trained and have sufficient number of neurons. Also, the 
approach has generated a lot of interest due to it being not so 'mathematical', with many 
of the parameters being 'hidden' within the network. Thus the aim of this chapter was to 
compare the performance of the neural network model with that of the Wiener model in 
trying to match the output of a direction-dependent process. It was found that both 
models have merits of their own, and the better model to use depends on the dynamics 
of the actual process and the perturbation signal applied. 
An experiment on a real process was conducted using an electronic nose, where the 
direction-dependent characteristics were caused by the different adsorption and 
desorption rates of the chemical odour on the MOS sensor surface. The identification 
process was carried out from the detection of the departure from linearity to the 
identification of the combined linear dynamics to the modelling using the Wiener model 
and the neural network model. Thus, the ideas proposed in Chapters 3 to 6 were put to 
test on a real process and were found to work remarkably well. Interesting results were 
obtained throughout the experiment which proved the sound basis of the theoretical 
analysis given in these chapters. 
In Chapter 7, the control of direction-dependent processes using the well known PID 
controller was investigated. In industry, the controller parameters are normally set 
according to the direction of the process output. Hence, two sets of controller parameters 
are needed for effective control of the process. However in this chapter, a single set of 
controller parameters tuned based on the combined linear dynamics of the process was 
used instead. The performance of the controller was studied and it showed the danger of 
not recognising the existence of such a departure from linearity. When the gains in the 
upward and downward directions are different, limit cycles may occur. A moving 
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averager was added in between the PID controller and the process to smooth the output 
of the controller in order to alleviate the problem. 
11.3 Autotune Control of Processes with Significant Dead 
Time 
In Chapter 8, the autotune control of processes with significant dead time was 
considered. It was shown that the identification using multisines allows the process to be 
identified in closed-loop. This has the advantage that it does not require interruption of 
normal closed-loop operation, in order to allow for a separate identification test. It is 
thus time-saving to identify the process in closed-loop. In addition, the parameters 
obtained in this manner will more closely resemble those in the intended operation of 
the process which is very desirable. A multi sine signal which enables the user to 
completely specify the frequency spectrum is in this case a great blessing and this again 
shows the importance of signal design in every identification experiment. 
In this chapter, the dead time was compensated using a Smith predictor. The parameters 
of the PI controller was set according to the model of the dead time free part of the 
process. A derivative term was not included as this slows down the transient response 
for a delay free process. (The dead time was already 'taken out' of the control loop by 
the Smith predictor.) The controller performance was compared between the above and 
a PI controller without Smith predictor (the derivative term is ineffective in the control 
of processes with long dead time), and that of the Dahlin controller. It was found that in 
general, the Smith predictor with PI control has the best overall performance. An 
experiment on a hot-air flow device, which was conducted using the Real-Time 
Windows Target in SIMULlNK, verified the results obtained through simulation. In fact, 
the results were extremely interesting considering that the ratio of the dcad time to the 
time constants of the process was less than unity. This shows that dead time 
compensation is useful even if the dead time is not all that significant (compared to the 
process dynamics). Also, due to the many different possible performance criteria for a 
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controller such as the step response, load disturbance rejection, settling time, robustness 
and control signal amplitude, there is scope for further research in this area. 
11.4 Identification of Wiener-Hammerstein Models 
Block-oriented models such as the Wiener, Hammerstein, Wiener-Hammerstein and the 
much less known Hammerstein-Wiener models are increasingly popular as alternatives 
to directly dealing with the Volterra series expansions for nonlinear systems. Even 
though these models are less complex, they are by no means simple. In Chapter 9, 
Wiener-Hammerstein models were considered, where effective identification methods 
were lacking, and most of them require long testing times and a huge computational 
burden. Thus in this chapter, the aim was to propose a novel technique which does not 
inherit the disadvantages mentioned above. This technique is based on the extraction of 
the symmetry properties of the Volterra kernel for a Wiener-Hammerstein structure with 
quadratic nonlinearity. The estimation of linear dynamics of the linear subsystems are 
carried out using linear interpolation. The method was shown to work well regardless of 
whether the frequency response gain and phase curves resemble a straight line, which is 
the implicit requirement for the use of linear interpolation. Also, the technique is robust 
to the presence of noise and input signal distortion. 
The success of the technique proposed was partly due to the availability of a class of 
multi sine signals with no interharmonic distortion. This class of signal possesses the 
useful property which allows the terms in the Volterra kernel to be separated. Hence, the 
importance of signal design was again highlighted here and this is true in any other 
application. 
In most literature, the identification method is proposed for a nonlinear system with 
quadratic nonlinearity and is implicitly assumed to work for those with higher order 
nonlinearities. In Chapter 10, such an extension to a cubic nonlinearity was carried out 
and the modifications to the equations and programs used were clearly explained. A 
simulation example was also conducted. It was found that the technique is applicable 
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even under noisy conditions. Unfortunately, input signal distortion will cause problems 
due to the many possible combinations of the input hannonics. It was also shown that 
the method has a high flexibility, and the user has, at times, a wide choice regarding the 
sequence ofhannonics to be estimated and the equations to use. The best choices for the 
above could not be stated definitely, as these would depend on the particular application. 
After all, many of the decisions made in an identification experiment are application 
dependent. However, it could be said that this is an interesting area which warrants 
further research. The use of other interpolation techniques, such as those based on 
splines could yield promising results. 
11.5 Concluding Remarks 
In the thesis, the many facets of system identification have been discussed, 
encompassing areas of experimental design, model construction and parameter 
estimation. The four main topics covered were periodic perturbation signal design, 
processes with direction-dependent dynamics, autotune control of processes with 
significant dead time and the identification of Wiener-Hammer stein models. Throughout 
the thesis, the importance that the identification design be tailored to the specific 
application was stressed and clearly brought out in the examples illustrated. The main 
aim of the thesis, which was to investigate and hence promote the best practices in 
system identification, was successfully achieved. Directions requiring further research 
were also given. 
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Appendix 
Script File: prs-perturbation 
% Programme to Generate Pseudo-random Perturbation Signals 
%*************************************** ••••••••••• * ••••• 
% 
% This programme allows the user to generate pseudo-random perturbation signals. 
% These include binary and ternary signals. 
% Two types of harmonic specifications are available: 
% 1. All harmonics present 
% 2. Even harmonics suppressed 
% 
% Author: Ai Hui Tan 
% Date last modified: 2/1112001 
continue_harmonics = 'y'; 
while continue_harmonics =='y' 
choice = menu ('Choose a hannonic specification:','signals with no harmonics 
suppressed','signals with even harmonics suppressed'); 
if choice == 1 
%a11 harmonics present 
prs_alLharmonics 
elseif choice == 2 
%even harmonics suppressed 
prs_odd_hannonics 
end 
continue_harmonics = 'a'; 
while (continue_hannonics-='y') & (continue_harmonics-='n') 
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continue_harmonics = input('Do you want a signal with a different harmonic specification? 
yin [y]:','s'); 
if isempty( continueJ1armonics) 
continue_harmonics = 'y'; 
end 
end 
end 
Function files: These are arranged in alphabetical ordcr. 
function Rxx = autocorre/ation(bitseries} 
%Calculates the periodic autocorrelation for a given signal. 
% 
% Rxx = autocorrelation(bitseries) 
% 
% Input argument: 
% bitseries = Vector containing the amplitudes of the signal sequence 
% 
Appendix 
% Output argument: 
% Rxx = Vector of the autocorrelation amplitude 
% 
% Algorithm: 
% For the signal x(r) oflength N with discrete Fourier transform X(k), 
% the autocorrelation is calculated from the formula 
% 
% N-I 
% autocorrelation(r) = sum X(k)X(k)' exp(2"'pi"'k"'rlN) 
0/0 k=O 
% 
% where X(k)' is the complex conjugate of X(k). 
% 
% The resulting autocorrelation is then normalised by dividing it by N. 
% 
% Example: 
% bitseries = [I 1 -1 1 -1 1]; 
% Rxx = autocorrelation(bitseries); 
vector = (ifft( abs( fft(bitseries ». "2) )Ilength(bitseries); 
Rxx = real(vector); 
function Qutocorreiation-piot(bitseries,fult..period,key) 
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%Calculates the periodic autocorrelation magnitude and plots it against delay/clock-pulse 
%interval. Allows the user to obtain the values of the autocorrelation magnitude by entering the 
%delay/clock-pulse interval at the command window. 
% 
% autocorrelatioILPlot(bitseries,full...period,key) 
% 
% Input arguments: 
% bitseries = Vector containing the amplitudes of the signal sequence 
% full-period = Vector containing the clock pulses plus one extra pulse 
% key == Parameter specifying the harmonic content of the signal 
% This can take only the values 1 or 2. 
% 1 : For use with pseudo-random signals with all harmonics present. 
% This will not activate a 'cursor' in the command window. 
% The autocorrelation magnitude will be printed on the screen. 
% 2 : For use with pseudo-random signals with some harmonics suppressed and other 
% signals such as computer-generated signals. 
% Activates a 'cursor' in the command window. 
% Entering -1 for delay/clock-pulse interval will terminate this 'cursor' function. 
% 
% Example: 
% bitseries = [1; 1; -1; 1; -I; IJ; 
% full-period = [1:7J; 
% autocorrelation-p1ot(bitseries,full...period.2) 
%calculates the autocorrelation magnitude 
Rxx = autocorrelation(bitseries); 
fulLRxx = [Rxx; Rxx(l)]; 
%plots graph of autocorrelation magnitude against delay/sampling interval 
Appendix 
figure(4) 
plot(fulL,period-l,fulLRxx) 
title (,Plot of Autocorrelation Function of Signal') 
axis([O length( fultperiod)-l rnin(Rxx)-lllength(bitseries) max(Rxx)+ 1 Ilength(bitseries)]) 
xlabel ('Delay/Clock-pulse Interval') 
ylabel (,Autocorrelation') 
zoom on 
ifmod(length(bitseries),2)=1 & (key=-l) 
%prints the autocorrelation magnitude 
fprintf(,Autocorrelation value with no delay is %f.\n', Rxx(l» 
301 
fprintf(,Autocorrelation value with %d to %d units of delay is %f.\n\n', 1, length(bitseries )-1, 
Rxx(2» 
else 
%activates 'cursor' 
disp(,Enter the delay/clock-pulse interval to see its autocorrelation magnitude. If you do not 
want this function, enter -I.') 
delay = 0; 
while (delay-=-l) 
delay = input('Delay/clock-pulse interval = '); 
while (delay<O) & (delay-=-l) I (delay>length(bitseries)-l) I (mod(delay,l)-=O) 
fprintf(,Please enter an integer between 0 and %d or enter -1 to quit.\n', Iength(bitseries)-l) 
delay = input('Delay/clock-pulse interval = '); 
end 
if (delaY-=-I) 
fprintf('The autocorrelation magnitude is %f.\n\n', Rxx(delay+ 1» 
end 
end 
fprintf('\n') 
end 
function EMINE = calculate_EMINE(bitseries,freqv) 
%Calculates the minimum ratio of the actual hannonic amplitude and the specified ham10nic 
%amplitude for a signal with a flat spectrum specified. 
% 
% EMINE = calculate_EMINE(bitseries,freqv) 
% 
% Input arguments: 
% bit series = Vector containing the amplitudes of the signal sequence 
% freqv = Vector of the specified non-zero frequencies 
% 
% Output argument: 
% EMINE = minimum ratio of the actual to the specified hannonic amplitude 
% 
% Algorithm: 
% IC'u(k)1 = sqrt(2)"'lsin(pj"'k/N)/(pi"'k)"'U(k) 
% where 
% IC'u(k)1 = actual hannonic amplitude at hannonic number k 
% U(k) = discrete Fourier transfonn of the discrete signal 
% N = signal length 
Appendix 
% R 
% EMINE = lOO"'minimum( IC'u(k)l/ sqrt (sum (lC'u(k)l"'2) /R» % 
% k=I,2, .. ,R k=1 
% where R < N/2 
% 
% Example: 
% bitseries = [1 -I 1 -1 -1 1 -1 1 -1 1 1 -I -1 1 1 1 1 -1 -1 -1]; 
% freqv = 1 :9; 
% EMINE = calculate_EMINE(bitseries,freqv) 
DFT = abs(fft(bitseries»; 
%calculates actual harmonic amplitudes 
for k = I :length(freqv) 
angle(k) = pi*(freqv(k»/length(bitseries); 
amp(k) = sqrt(2)*abs(sin(angle(k». *DFT(freqv(k)+ 1 »/angle(k)/length(bitseries); 
end 
%calculates the minimum ratio of the actual to the specified hannonic amplitude 
EMINE = 100*min(amp)/(sqrt(sum(amp."2)/length(freqv»); 
function PIPS = calculate_PIPS(bitseries) 
%Calculates the performance index for perturbation signals, PIPS. 
% 
% PIPS = calculate_PIPS(bitseries) 
% 
% Input argument: 
% bitseries = Vector containing the amplitudes of the signal sequence 
% 
% Output argument: 
% PIPS = perfonnance index for perturbation signals 
% 
% Algorithm: 
% N~l 
% PIPS = 200 '" sqrt (sum (IU(k)I"2) ) / N / (umax~umin) % 
% k=1 
% where 
% U(k) = discrete Fourier transform of the discrete signal 
% N = signal length 
% k = harmonic number 
% umax = maximum value of the signal 
% umin = minimum value of the signal 
% 
% Example: 
% bitseries = [1 -1 1 -1 -I 1 -1 1 -1 1 1 -1 -1 1 1 1 1 -1 -1 -1 J; 
% PIPS = calculateYIPS(bitseries); 
DFT = abs(fft(bitseries»; 
for k = 2:length(bitseries) 
DFT_squared(k) = DFT(k)"'DFT(k); 
end 
PIPS = 200"'sqrt(sum(DFT_squared»llength(bitseries)/(max(bitscrics)-min(bitscrics); 
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function PIPSE = caicuiate_PIPSE(bitseries,freqv) 
%Calculates the effective performance index for perturbation signals, PIPSE. 
% 
% PIPSE = calculate_PIPSE(bitseries,freqv) 
% 
% Input arguments: 
% bitseries = Vector containing the amplitudes of the signal sequence 
% freqv = Vector containing the non-zero harmonics 
% 
% Output argument: 
% PIPSE = effective performance index for perturbation signals 
% Algorithm: 
% R 
% PIPSE = 200 * sqrt (sum (lCu'(k)I"2) ) / (umax-umin) % 
% k=l 
% where 
% 
% 
IC'u(k)1 = sqrt(2)*lsin(pi*kIN)/(Pi*k)*U(k) 
R < lengthl2 
% 
% 
% 
umax = maximum value of the signal 
umin = minimum value of the signal 
% Example: 
% bitseries = [1 -1 I -1 -1 1 -1 1 -1 1 1 -1 -1 1 1 1 1 -1 -1 -1]; 
% freqv = 1 :9; 
% PIPSE = calculate_PIPSE(bitseries,freqv); 
DFT = abs(fft(bitseries»; 
%calculates actual power 
power = 0; 
for k = 1 :length(freqv) 
if freqv(k) = 0 
amp(k) = DFT(l )/length(bitseries); 
power(k) = amp(k)*amp(k); 
else 
angle(k) = pi *(freqv(k) )Ilength(bitseries); 
amp(k) = abs(sin(angle(k». *DFT(freqv(k)+ 1 )/angle(k)/len~'1h(bitseries)); 
power(k) = 2*amp(k)*amp(k); 
end 
end 
%calculates effective performance index 
PIPSE = 200*sqrt(sum(power»/(max(bitseries)-min(bitseries»; 
function RO = calculate....ftO(x) 
303 
%Calculates the upper bound in the crosscorrelation without unsystematic errors due to second-
%order nonlinearities. 
% 
% RO = calculate_RO(x) 
% 
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% Input argument: 
% x = Input sequence 
% 
% Output argument: 
% RO = Upper bound in the crosscorrelation without second-order unsystematic errors 
% 
% Example: 
% x = mlbs(7); 
% RO = calculate_RO(x) 
a=length(x); 
for k = l:a 
ifx(k) =-1 
x(k) = 0; 
end 
end 
x = [x;x];store = a; 
form=O:a-l 
if(m >= store) 
break 
end 
for n=m+ 1 :a-l 
if (n >= store) 
break 
end 
for p==n+ 1 :a-l 
if (p >= store) 
break 
end 
ifmod(x([a:2"'a]-m)+x([a:2*a]-n)+x([a:2"'a]-p),2)==0 
ifp < store 
store = p; 
end 
end 
end 
end 
end 
RO = store-I; 
function Rl = calculate_Rl(x) 
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%Calculates the upper bound in the crosscorrelation without unsystematic errors due to third-
%order nonlinearities. 
% 
% Rl == calculate_Rl(x) 
% 
% Input argument: 
% x = Input sequence 
% 
% Output argument: 
% Rl = Upper bound in the crosscorrelation without third-order unsystematic errors 
Appendix 
% Example: 
% x = mlbs(7); 
% Rl = calculate_Rl(x) 
a=length(x); 
for k = l:a 
ifx(k) ==-1 
x(k) = 0; 
end 
end 
x = [x;x];store = a; 
for m=O:a-l 
if(m >= store) 
break 
end 
for n=m+ 1 :a-l 
if(n >= store) 
break 
end 
for p=n+ 1 :a-l 
if (p >= store) 
break 
end 
for q=p+ 1 :a-l 
if(q >:::; store) 
break 
end 
if mod(x([a:2*a]-m)+x([ a:2 *a]-n)+x([a:2*a]-p )+x([ a:2 *a]-q),2)==O 
if q < store 
store = q; 
end 
end 
end 
end 
end 
end 
RI = store-I; 
function D FT ....,piot(bitseries,clock. .... lmlse,key) 
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%Calculates the discrete Fourier Transform magnitude and plots it against harmonic number. 
%Allows the user to obtain the values of the discrete Fourier transform magnitude by entering 
%the harmonic number at the command window. 
% 
% DFT....,plot(bitseries,clocIw>ulse,key) 
% 
% Input arguments: 
% bit series = Vector containing the amplitudes of the signal sequence 
% clock-pulse = Vector containing the clock pulses 
Appendix 
% key = Parameter specifying the harmonic content of the signal 
% This can take only the values 1 or 2. 
% 1 : For use with pseudo-random signals. 
% This will not activate a 'cursor' in the command window. 
% The discrete Fourier transform magnitude will be printed on the screen. 
% 2 : For use with other signals such as computer-generated signals. 
% Activates a 'cursor' in the command window. 
% Entering -1 for harmonic number will terminate this 'cursor' function. 
% 
% Example: 
% bitseries = [1 1 -1 1 -1 1]; 
% clock-pu1se = [1:6]; 
% DFT-plot(bitseries,cloclcpulse,2) 
DFT = abs(fft(bitseries»; 
%plots graph of discrete Fourier transform magnitude against harmonic number 
figure(2) 
stem( clock-pulse-l,O FT, '-') 
title (,Plot ofOiscrete Fourier Transform ofOiscrete Signal') 
axis([O length(OFT)-1 0 max (OFT)]) 
xlabel (,Harmonic Number') 
ylabel (,Discrete Fourier TransfOlm Magnitude') 
zoom on 
%prints the discrete Fourier transform magnitude if key is I and activates 'cursor' if key is 2. 
ifkey == 1 
if mod(length(bitseries),2)= 1 
fprintf('OFT magnitude at dc is %f.\n', OFT(l» 
fprintfCOFT magnitude at other harmonics within the period is %f.\n', DFT(2» 
else 
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fprintfCOFT magnitude at odd harmonics within a period, except at harmonic %,d is %f.\n" 
Iength(bitseries)/2, DFT(2» 
fprintf('OFT magnitude at harmonic %d is %f.\n', len!:,tfh(bitserics)/2, 
DFT«(length(bitseries)/2)+ I» 
end 
else 
disp(,Enter a harmonic number to see its DFT magnitude. If you do not want this function, 
enter -1.') 
number = 0; 
while (number-=-I) 
number = input(,Harmonic number = '); 
while (number<O) & (number......::-l) I (number>lcngth(bitscrics)-l) I (mod(numbcr, 1)-=0) 
fprintf(,Please enter an integer between 0 and %d or entcr -1 to quit.\n',lcngth(bitscrics)-I) 
number = input(,Harmonic number = '); 
end 
if (number-=-l) 
fprintfCThe OFT magnitude is %f.\n\n', DFT(numbcr+ I» 
end 
end 
end 
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function HAB_series = HAB(length) 
%Calculates the Hall series given the signal length. 
% 
% HAB_series = HAB(length) 
% 
% Input argument: 
% length = Length of the signal 
% 
% Output argument: 
% HAB_series = Amplitude veetorofthe generated Hall series 
% Algorithm: 
% A primitive root u is first found. 
% The element r of the signal, a(r) is 1 ifr=u"t(mod(length» 
% where t = 0, 1 or 3 (mod 6). 
% a(r) is -1 otherwise. 
% 
% Example: 
% HAB_series = HAB(31); 
%sets the primitive root 
iflength == 1051 
root = 7; 
elseif (length == 1471) I (length == 16927) 
root = 6; 
else 
root = 3; 
end 
HAB_series = -ones (length, 1); 
%calculates Hall series 
HAB_series(l) = I;HAB_series(root) = 1; 
power = 3;remainder = root"power;position = 'a'; 
HAB_series(remainder) = 1; 
while power<=length-l 
if position == 'a'; 
added-power = 3; 
position = 'b'; 
elseif position == 'b'; 
added-power = 1; 
position = 'e'; 
else position == 'e'; 
added-power = 2; 
position = 'a'; 
end 
power = power + added.J>ower; 
if power <= length-l 
remainder = mod(remainder*(root"added.J>ower),length); 
HAB_series(remainder) = I; 
end 
end 
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function exist = HAB_exist(length) 
%Checks ifthe Hall series exists for a particular length. 
% 
% HAB_exist(length) 
% 
% Input argument: 
% length = Length of the signal 
% 
% Output argument: 
% exist = 1 means that the Hall series exists. 
% = 0 means that the Hall series does not exist. 
% 
% Example: 
% exist = HAB_exist( 46); 
%Hall series cannot be of length smaller than 31 
if length<31 
exist = 0; 
else 
root = sqrt«(length-27)/4); 
if(prime(length)=l) & (mod(root,l)=O) 
exist = 1; 
else 
exist = 0; 
end 
end 
function inverse = inverse]epeat(bitseries) 
%Ca1culates the inverse-repeat of a given signal. 
% 
% inverse = inverseJepeat(bitseries) 
% 
% Input argument: 
% bitseries = Vector containing the amplitudes of the signal sequence 
% 
% Example: 
% bitseries = [1; 1; -1; 1; -1; -1; 1]; 
% inverse = inverseJepeat(bitseries); 
%concatenates two periods of a given signal 
inverse = [bitseries; bitseries]; 
%changes the sign of every other element of the signal 
for number = 2:2:length(inverse) 
inverse(number) = -(inverse(number»; 
end 
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function MLB_series = MLB(length) 
%Calculates the MLB sequence given the signal length. 
% 
% MLB_series = MLB(length) 
% 
% Input argument: 
% length = Length ofthe signal 
% 
% Output argument: 
% MLB_series = Amplitude vector ofthe generated maximum length binary sequence 
% 
% Example: 
% MLB_series = MLB(127); 
%gives the user choice whether to specify characteristic polynomial 
answer = 'a'; 
while (answer-='y') & (answer-='n') 
answer=input('Do you want to enter the characteristic polynomial? yin [y]:','s'); 
if isempty( answer); 
answer = 'y'; 
end 
end 
%generates maximum length binary sequence 
if answer == 'y' 
poly = input(,Characteristic polynomial = ');poly_exist = poly_check(poly); 
while poly_exist == 0 
disp('The polynomial entered is not primitive and irreducible.'} 
choice=input('Do you want to reenter the characteristic polynomial? yin [y]:"'s'); 
if isempty( choice); 
choice = 'y'; 
end 
if choice -= 'y' 
break 
end 
poly = input(,Characteristic polynomial = ');poly_exist = poly_check(poly); 
end 
if poly_exist = 1 
MLB_series = polyjiLB(poly); 
else 
answer = 'n'; 
end 
end 
%generates default maximum length binary sequence if characteristic polynomial not given 
if answer == 'n' 
disp('The default maximum length binary sequence will be generated.') 
disp(,Please strike a key to continue.') 
pause 
n = round(log(1ength+ 1 )/log(2»; 
MLB_series = mlbs(n); 
end 
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function exist = MLB_exist(length) 
%Checks if the maximum length binary sequence exists for a particular length. 
% 
% MLB_exist(length) 
% 
% Input argument: 
% length = Length of the signal 
% 
% Output argument: 
% exist == 1 means that the maximum length binary sequence exists. 
% = 0 means that the maximum length binary sequence does not exist. 
% 
% Example: 
% exist = MLB_exist( 46); 
%calculates the integer above the signal length 
number = length+ 1; 
%checks if the integer above the signal length is a power of2 
while number>2 
number = number/2; 
end 
if number == 2 
exist=l; 
else 
exist=O; 
end 
function poly_exist = poly_check(poly) 
%Checks if a polynomial is primitive and irreducible. 
% 
% poly_exist == poly_check(poly) 
% 
% Input argument: 
% poly == Characteristic polynomial 
% 
% Example: 
% poly_exist = poly_check([l 000 100 I]) 
%generates the polynomial 
series = poly_MLB(poly); 
%calculates the discrete Fourier transfonn and checks if it is flat 
X = abs(fft(series)); 
X(l) = []; 
ifmin(round(lOOOO*X» = max(round(lOOOO"'X» 
poly_exist = I; 
else 
poly_exist = 0; 
end 
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function MLB_series = poly_MLBCpoly) 
%Calculates the maximum length binary sequence for a given characteristic polynomial. 
% 
% MLB_series = poIy_MLB(poly) 
% 
% Input argument: 
% poly = Characteristic polynomial of the sequence 
% 
% Output argument: 
% MLB_series = Amplitude vector ofthe generated maximum length binary sequence 
% 
% Example: 
% MLB_series = poly_MLB([1 0001 001]); 
size-poly = size(poly); 
%initializes states in shift register 
x(1,I) = 1; 
for n = 2:size-poly(2)-1 
x(I,n) = 0; 
end 
bitseries( 1) = -1; 
%calculates maximum length binary sequence 
for t = 2:2"(size-poly(2)-1)-1 
x(t, I) = mod(sum(poly(2:size-poly(2». ·x(t-l,( I :size-po1y(2)-1 ))),2); 
for n = 2:size-poly(2)-1 
x(t,n) = x(t-l ,n-I); 
if x(t,size-poly(2)-I) == I 
bitseries(t) = I; 
else 
bitseries( t) = -I; 
end 
end 
end 
MLB_series = bitseries'; 
function power -piot(bitseries,hannonic) 
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%Calculates power and plots it against hannonic number. Allows the user to obtain the values 
%ofthe power by entering the hannonic number at the command window. Entering -I for 
%hannonic number will terminate the 'cursor' function. 
% 
% power-plot(bitseries,hannonic) 
% 
% Input arguments: 
% bitseries = Vector containing the amplitudes of the signal sequence 
% harmonic = Vector of three periods of clock pulses 
% 
Appendix 
% Example: 
% bitseries = [1; 1; -1; 1; -1; .1]; 
% harmonic = [1:18]; 
% powecplot(bitseries,harmonic) 
DFT = abs(fft(bitseries»; 
three-periods = [DFT; DFT; DFT]; 
%calculates power 
amp( 1) = DFT( 1 )/length(bitseries); 
for k = 2:length(three-periods) 
angle(k) = pi*(k-I)/length(bitseries); 
amp(k) = sqrt(2)/length(bitseries)*abs(sin(angle(k»*three-periods(k)/angJe(k»; 
power(k) = amp(k)"'2; 
end 
%plots power against harmonic number 
figure(3) 
stem(harmonic-l ,power, '_') 
title (,Plot of Power Spectrum Discrete Signal') 
axis([O length(power)-1 0 max(power)]) 
xlabel ('Harmonic Number') 
ylabel ('Power Spectrum Magnitude') 
zoom on 
%provides 'cursor' function 
disp('Enter a harmonic number to see its power spectrum magnitude. If you do not want this 
function, enter -1.') 
value = 0; 
while (value-=-l) 
value = input('Harmonic number = '); 
312 
while (value<O) & (value-:-l) I (value>3*length(bitseries)-I) I (mod(value, 1)-=0) 
fprintf(,Please enter an integer between 0 and %d or enter -I to quit.\n', 3 *Icngth(bitscrics) -
1 ); 
value = inputCHarmonic number = '); 
end 
if (value-=-l) 
fprintf('The power is %f.\n\n', power(value+ 1) 
end 
end 
function y = prime(length) 
%Checks if a given number is a prime. 
% 
% y = prime(length) 
% 
% Input argument: 
% length = Number to be checked if it is a prime 
% 
% Output argument: 
% y = 1 if the number is a prime 
% = 0 ifit is not a prime 
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% Example: 
% y = prime(7); 
y=l; 
%integers 1 and 2 are considered primes 
if (length=l) I (length=2) 
y= 1; 
%the number is not a prime if it is even 
elseif (mod(length,2)===O) 
y=O; 
%ifthe number is odd, divide it by odd numbers smaller than itself to check if 
%it is prime 
else 
for number = 3:2:length-1 
if (mod(length,number)=O) 
y==O; 
break 
end 
end 
end 
function prs_alCharmonics 
%Generates pseudo-random signals with all hannonics present. 
% These include binary and ternary signals. 
% 
%Pseudo-random signals available are: 
% maximum length binary sequences 
% quadratic residue binary sequences 
% Twin Prime sequences 
% Hall sequences 
% quadratic residue ternary sequences 
%allows the user the choice of signal length 
repeaLlength = 'y'; 
while repeaClength == 'y' 
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length=input('Enter the length of the signal which can only be an odd integer between 3 and 
49999 inclusive.\n'); 
while (length<3) I (length>49999) I «mod(length,2»-=I) 
length=input('Please enter an odd integer between 3 and 49999 inclusive.\n'): 
end 
%allows the user the choice of the number of signal levels 
repeat_level = 'y'; 
while repeat_level == 'y' 
level = menu (,Choose one of the following:','binary signal','tcrnary signal'); 
%generates binary signals 
if level == 1 
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%checks if pseudo-random signals are available 
if (MLB_exist(length)= 1) I (QRB_exist(length)== 1) I (TPB_exist(length)== 1) I 
(HAB_exist(length)= 1) 
count = 0; 
%prints on the screen the classes of pseudo-random signals available 
disp ('Pseudo-random binary signal(s) of this length can be based on the following 
classes:') 
if MLB_exist(length) == 1 
disp (,Maximum length binary signal') 
count = count+ 1 ; 
MLB-present = 1; 
else 
MLB_present = 0; 
end 
if QRB_exist(length) == 1 
disp ('Quadratic residue binary signal') 
count = count + 1; 
QRB-present = 1; 
else 
QRB-present = 0; 
end 
ifTPB_exist(length) = 1 
disp ('Twin Prime signal') 
count = count+ 1; 
TPB-present = 1; 
else' 
TPB-present = 0; 
end 
if HAB_exist(length) == 1 
disp (,Hall signal') 
count = count+ 1; 
HAB-present = 1; 
else 
HAB-present = 0; 
end 
fprintf ('\n') 
%gives user the choice to continue or abort 
continue = 'a'; 
while (continue-='y') & (continue-='n') 
continue = input('Do you want to generate the signal? yIn [y]:','s'); 
if isempty( continue) 
continue = 'y'; 
end 
end 
if continue == 'y' 
if count> 1 
repeaCclass = 'y'; 
while repeat_class == 'y' 
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%allows user the choice of signal class 
disp('Choose a signal class by entering the associated character.') 
if MLB-present == 1 
disp (,Maximum length binary signal : m') 
end 
if QRB-present == 1 
disp (,Quadratic residue binary signal: b') 
end 
if TPBJ)resent = I 
disp ('Twin Prime signal : t') 
end 
jfHAB_present == 1 
disp (,Hall signal: h') 
end 
wrong = 1; 
while wrong == I 
class = input(",'s'); 
fprintf ('\n') 
%generates the pseudo-random signal class chosen 
%generates maximum length binary signal 
if class == 'm' 
if MLB-present == I 
MLB_series = MLB(length); 
signaLdispJay (MLB_series) 
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%calculates upper bound in the crosscorrelation without unsystematic errors due to second and 
%third order nonlinearities 
RO = calculate_RO(MLB_series); 
R I = calculate_R 1 (MLB_series); 
fprintf('Upper bound in the crosscorrelation without unsystematic errors due 
to second-order nonlinearities, RO is %d.\n\n', RO) 
fprintf('Upper bound in the crosscorrelation without unsystematic errors due 
to third-ordernonlinearities, RI is %d.\n\n', RI) 
%allows the user to calculate second-order terms 
answer = 'a'; 
length-I); 
while (answer-='y') & (answer-='n') 
answer=input('Do you wish to calculate second-order tcnns? yin [y]:'.'s'); 
if isempty(answer); 
answer = 'y'; 
end 
end 
if answer == 'y' 
fprintf(,Please enter an integer bctwcen I and %d or enter -I to quit.\n'. 
delay = I; 
while (delay-=-I) 
delay = input('Delay = '); 
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while «delay<l) I (delay>length-l» & (delay-=-I) 
fprintf(,Please enter an integer between 1 and %d or enter -I to quit.\n', 
length-I); 
delay = input('Delay = '); 
end 
if (delay-=-I) 
shift = second_shift(MLB_series,delay); 
fprintf(,The resulting shift is %d.\n\n', shift) 
end 
end 
end 
%allows the user to calculate third-order tenns 
answer = 'a'; 
quit.\n', length-I); 
while (answer-='y') & (answer-='n') 
answer=input('Do you wish to calculate third-order tenns? yIn [y]:','s'); 
if isempty( answer); 
answer = 'y'; 
end 
end 
if answer == 'y' 
fprintf(,Please enter two integers between 1 and %d or enter [-1 -1] to 
disp('The integers must be increasing in value and entered in the format 
[integer 1 integer2].') 
delay 1 = I; 
delay2 = 2; 
while (delay 1-=-1) I (delay2-=-I) 
delay = input('Delays = '); 
delay 1 = delay( I); 
delay2 = delay(2); 
while «delay 1 <1) I (delayl>length-I) I (dclay2<1) I (dclay2>lcngth-l) I 
(delayI>delay2» & ((delayl-=-l) I (delay2-=-I» 
fprintf('Please enter two integers between 1 and %d or enter [-1 -1] to 
quit.\n', length-I); 
disp(,The integers must be increasing in value and entered in the 
fonnat [integer! integer2].') 
delay = input('Delays = '); 
delay 1 = delay( I); 
delay2 = delay(2); 
end 
if(delayl-=-l) & (dclay2-=-I) 
shift = third_shift(MLB_scries,dclay1 ,dclay2); 
fprintf('The resulting shift is %d.\n\n', shift) 
end 
end 
end 
wrong = 0; 
else 
wrong = I; 
end 
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%generates quadratic residue binary signal 
elseif class = 'b'. 
ifQRB-present == 1 
QRB_series = QRB(length); 
signaLdisplay (QRB_series) 
wrong = 0; 
else 
wrong = 1; 
end 
%generates Twin Prime signal 
elseif class == 't' 
if TPB-present = 1 
TPB_series = TPB(length); 
signaLdisplay (TPB_series) 
wrong = 0; 
else 
wrong = 1; 
end 
%generates Hall signal 
elseif class == 'h' 
if HAB-present == 1 
HAB_series = HAB(length); 
signal_display (HAB_series) 
wrong=O; 
else 
wrong = 1; 
end 
else 
wrong = 1; 
end 
if wrong = 1 
disp (,Please only enter an available choice,') 
end 
end 
repeaLclass = 'a'; 
while (repeaLclass-='y') & (repeaLclass-='n') 
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repeaLclass = input('Do you want to generate a pseudo-random signal based on 
a different class? yIn [y]:','s'); 
if isempty(repeaLclass) 
repeaLclass = 'y'; 
end 
end 
end 
else 
%generates maximum length binary signal 
if MLB-present == 1 
MLB_series = MLB(length); 
signaLdisplay (MLB_series) 
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%calculates upper bound in the crosscorrclation without unsystematic errors due to second and 
%third order nonlinearities 
RO = calculate_RO(MLB_series}; 
RI = calculate_Rl(MLB_series}; 
fprintf('Upper bound in the crosscorrelation without unsystematic errors due to 
second-order nonlinearities, RO is %d.\n\n', RO} 
fprintf('Upper bound in the crosscorrelation without unsystematic errors due to 
third-order nonlinearities, Rl is %d.\n\n', RI) 
%allows the user to calculate second-order terms 
answer = 'a'; 
1}; 
length-I); 
while (answer-='y') & (answer-='n') 
answer=input('Do you wish to calculate second-order terms? yin [y]:','s'); 
if isempty(answer); 
answer = 'y'; 
end 
end 
if answer = 'y' 
fprintf('Please enter an integer between 1 and %d or enter -1 to quit.\n', length-
delay = I; 
while (delay-=-I) 
delay = input('Delay = '); 
while «delay<l) I (delay>length-l» & (delay-=-I) 
fprintf('Please enter an integer between I and %d or enter -1 to quit.\n', 
delay = input('Delay = '); 
end 
if (delay-=-I) 
shift = second_shift(MLB_series.dclay); 
fprintf('The resulting shift is %d.\n\n', shift) 
end 
end 
end 
%allows the user to calculate third-order terms 
answer = 'a'; 
length-I); 
while (answer-='y') & (answer-='n') 
answer=input('Do you wish to calculate third-order terms? yin [y]:','s'); 
if isempty(answer); 
answer = 'y'; 
end 
end 
if answer = 'y' 
fprintf(,Please enter two integers between 1 and %d or cnter [·1 ·1] to quit.\n'. 
disp('The integers must be increasing in value and entered in the fonnat 
[integerl integer2].'} 
delayl = 1; 
delay2 = 2; 
Appendix 
while (delayl-=-I) I (delay2-=-1) 
delay = input('Oelays = '); 
delayl = delay(l); 
delay2 = delay(2); 
while «delayl<l) I (delayl>length-l) I (delay2<1) I (delay2>length-l) I 
(delayl>delay2» & «de1ayl-=-l) I (delay2-=-1» 
fprintf('Please enter two integers between 1 and %d or enter [-1 -1] to 
quit.\n', length-I); 
disp('The integers must be increasing in value and entered in the format 
[integerl integer2].') 
delay = input('Delays = '); 
delay 1 = delay( 1); 
delay2 = delay(2); 
end 
if (delay 1-=-1) & (delay2-=-1) 
shift = third_shift(MLB_series,delay 1 ,delay2); 
fprintf('The resulting shift is %d.\n\n" shift) 
end 
end 
end 
%generates quadratic residue binary signal 
elseif QRB-present == I 
QRB_series = QRB(length); 
signaLdisplay (QRB_series) 
%generates Twin Prime signal 
elseif TPB-present = 1 
TPB_series = TPB(length); 
signaLdisplay (TPB_series) 
%generates Hall signal 
elseif HAB-present = 1 
HAB_series = HAB(length); 
signaLdisplay (HAB_series) 
end 
end 
end 
%no pseudo-random binary signals available 
else 
disp ('No pseudo-random binary signal is available for this length.') 
fprintf ('\n') 
end 
end 
%generates ternary signals 
if level == 2 
if (QRT_exist(length)==l) 
disp (,Pseudo-random ternary signal(s) of this length can be based on the following 
classes:') 
disp (,Quadratic residue ternary signal') 
fprintf ('\n') 
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%gives user the choice to continue or abort 
continue = 'a'; 
while (continue-='y') & (continue-='n') 
continue = input('Do you want to generate the signal? yIn [y]:','s'); 
if isempty( continue) 
continue = 'y'; 
end 
end 
%generates quadratic residue ternary signal 
if continue = Iy'; 
QRT_series = QRT(length); 
signaLdisplay (QRT_series) 
end 
%no pseudo-random ternary signals available 
else 
disp ('No pseudo-random ternary signal is available for this length.') 
fprintf ('\n') 
end 
end 
repeaClevel = 'a'; 
while (repeat_level-='y') & (repeaClevel-='n') 
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repeaClevel = input('Do you want to generate a signal with a different number of levels? 
yIn [y]:','s'); 
if isempty(repeaClevel) 
repeaClevel = 'y'; 
end 
end 
end 
repeaClength = 'a'; 
while (repeaclength-='y') & (repeaClength-='n') 
repeaClength = input('Do you want to generate a signal with a different length? yIn [y):','s'); 
if isempty(repeaClength) 
repeaclength = 'y'; 
end 
end 
end 
%Generates pseudo-random signals with only odd harmonics prescnt. 
% These include binary and ternary signals. 
% 
%Pseudo-random signals available are: 
% maximum length binary inverse-repeat sequences 
% quadratic residue binary inverse-repeat sequences 
% Twin Prime inverse-repeat sequences 
% Hall inverse-repeat sequences 
% quadratic residue ternary inverse-repeat sequences 
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%allows the user the choice of signal length 
repeaLlength = 'y'; 
while repeat_length = 'y' 
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length=input(,Enter the length of the signal which can only be an even integer between 6 and 
49998 inclusive, and not divisible by 4.\n'); 
while (length<6) I (length>49998) I «mod(length,2»-=O) I «mod(length,4»==O) 
if (length<6) I (length>49998) 
disp (,This is out ofthe available range.') 
elseif mod(length,2)-=O 
disp ('This is not an even number.') 
else 
disp ('This is divisible by 4. ') 
end 
length=input(,Please enter an even integer between 6 and 49998 inclusive.\n'); 
end 
%allows the user the choice of the number of signal levels 
repeat_level = 'y'; 
while repeaLlevel = 'y' 
level = menu ('Choose one of the following:','binary signal','temary signa!'); 
halClength = length/2; 
%generates binary signals 
iflevel == I 
%checks if pseudo-random signals are available 
if (MLB_exist(haIClength)==l) I (QRB_exist(haIClength}==I) I 
(TPB_exist(haIClength)= 1) I (HAB_exist(haIClength)= 1) 
count = 0; 
%prints on the screen the classes of pseudo-random signals available 
disp (,Pseudo-random binary inverse-repeat signal(s) of this lcn!:,tth can be bascd on the 
following classes:') 
if MLB_exist(haIClength) == 1 
disp (,Maximum length binary signa}') 
count = count+ 1 ; 
MLB-present = 1; 
else 
MLB-present = 0; 
end 
if QRB_exist(haIClength) = 1 
disp ('Quadratic residue binary signa}') 
count = count + 1; 
QRB-present = 1; 
else 
QRB-present = 0; 
end 
ifTPB_exist(halClength) == 1 
disp ('Twin Prime signal') 
count = count+ 1 ; 
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TPR..,present = 1; 
else 
TPB-present = 0; 
end 
if HAB_exist{halClength) = 1 
disp ('Hall signal') 
count = count+ 1; 
HAB-present = 1; 
else 
HAB-present = 0; 
end 
fprintf ('\n') 
%gives user the choice to continue or abort 
continue = 'a'; 
while (continue-='y') & (continue-='n') 
continue = input('Do you want to generate the signal? yin [y]:','s'); 
if isempty{continue) 
continue = 'y'; 
end 
end 
if continue == 'y' 
if count>J 
%allows user the choice of signal class 
repeaLclass = 'y'; 
while repeaCclass == 'y' 
disp(,Choose a signal class by entering the associated character.') 
if MLB-present = 1 
disp ('Maximum length binary signal: m') 
end 
ifQRB-present == 1 
disp ('Quadratic residue binary signal : b') 
end 
ifTPB-present == 1 
disp (Twin Prime signal : t') 
end 
if HAB-present == 1 
disp ('Hall signal: h') 
end 
wrong = 1; 
while wrong == I 
class = input(",'s'); 
fprintf ('\n') 
%generates the pseudo-random signal class chosen 
%generates maximum length binary inverse-repeat signal 
if class == 'm' 
if MLB-present == 1 
MLB_series = MLB(length/2); 
inverse = inverse_repeat(MLB_series); 
signaLdisplay (inverse) 
322 
Appendix 323 
%calculates upper bound in the crosscorrelation without unsystematic errors due to third-order 
%nonlinearities 
Rl = calculate_Rl(MLB_series); 
fprintf('Upper bound in the crosscorrelation without unsystematic errors due 
to third-order nonlinearities, Rl is %d.\n\n', Rl) 
%allows the user to calculate third-order terms 
answer = 'a'; 
quit. \n', length-I); 
while (answer-='y') & (answer ..... ='n') 
answer=input('Do you wish to calculate third-order terms? yIn [y]:','s'); 
if isempty(answer); 
answer = 'y'; 
end 
end 
if answer == 'y' 
fprintf(,Please enter two integers between 1 and %d or enter [-I -I J to 
disp('The integers must be increasing in value and entered in the format 
[integer! integer2].') 
delayl = I; 
delay2 = 2; 
while (delay 1-=-1) I (delay2-=-I) 
delay = input('Delays = '); 
delay 1 = delay( 1); 
delay2 = delay(2); 
while «delayl<l) I (delayl>length-l) I (delay2<1) I (delay2>length-l) I 
(delay 1 >delay2» & «delayl-=-I) I (delay2-=-1» 
fprintf('Please enter two integers between 1 and %d or enter [-I -I] to 
quit.\n', length-I); 
disp(,The integers must be increasing in value and entered in the 
format [integer 1 integer2].') 
delay = input('Delays = '); 
delay 1 = delay( 1); 
delay2 = delay(2); 
end 
if(delayl-=-I) & (delay2-=-1) 
shift = third_shift(MLB_scries,delay 1 ,dclay2); 
fprintf(,The resulting shift is %d.\n\n" shift) 
end 
end 
end 
wrong=O; 
else 
wrong = 1; 
end 
%generates quadratic residue binary inverse-repeat signal 
elseif class == 'b' 
if QRB-present == 1 
QRB_series = QRB(halt.lcngth); 
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inverse = inverse_repeat(QRB_series); 
signal_display (inverse) 
wrong = 0; 
else 
wrong = 1; 
end 
%generates Twin Prime inverse-repeat signal 
elseif class == It' 
if TPB-present == 1 
TPB_series = TPB(haIClength); 
inverse = inverse_repeat(TPB_series); 
signaLdisplay (inverse) 
wrong = 0; 
else 
wrong = I; 
end 
%generates Hall inverse-repeat signal 
elseif class == 'hI 
if HAB-present == 1 
HAB_series = HAB(haIClength); 
inverse = inverseJepeat(HAB_series); 
signaLdisplay (inverse) 
wrong = 0; 
else 
wrong = 1; 
end 
else 
wrong = 1; 
end 
if wrong == 1 
disp ('Please only enter an available choice.') 
end 
end 
repeaLclass = 'a'; 
while (repeat_class-='y') & (repeat_class-='n') 
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repeaLclass = input('Do you want to generate a pseudo-random inverse-repent 
signal based on a different class? yin [y]:','s'); 
if isempty( repeaLclass) 
repeaLclass = 'y'; 
end 
end 
end 
else 
%generates maximum length binary inverse-repeat signal 
if MLB-present == 1 
MLB_series = MLB(length/2); 
inverse = inverseJepeat(MLB_scries); 
signaLdisplay (inverse) 
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%calculates upper bound in the crosscorrelation without unsystematic errors due to third-order 
%nonlinearities 
Rl = ca1culate_Rl(MLB_series); 
fprintf('Upper bound in the crosscorrelation without unsystematic errors due to 
third-order nonlinearities, Rl is %d.\n\n', Rl) 
%allows the user to calculate third-order terms 
length-I); 
answer = 'a'; 
while (answer-='y') & (answer-='n') 
answer=input('Do you wish to calculate third-order terms? yIn [y]:','s'); 
if isempty(answer); 
answer = 'y'; 
end 
end 
if answer = 'y' 
fprintf(,Please enter two integers between 1 and %d or enter [-} -1] to quit.\n', 
disp('The integers must be increasing in value and entered in the format 
[integer 1 integer2].') 
delay 1 = 1; 
delay2 = 2; 
while (delay 1-=-1) I (delay2-=-I) 
delay = input('Delays = '); 
delay 1 = delay( 1); 
delay2 = delay(2); 
while «delayI<l) I (delayI>length-l) I (delay2<I) I (delay2>length-I) I 
(delayl>delay2» & «delayI-=-I) I (delay2-=-I» 
fprintf(,Please enter two integers between 1 and %d or enter [-1 -1] to 
quit.\n', length-I); 
disp('The integers must be increasing in value and entered in the format 
[integerl integer2].') 
delay = input('Delays = '); 
delayl = delay(l); 
delay2 = delay(2); 
end 
if (delay 1-=-1) & (delay2-=-I) 
shift = third_shift(MLB_series,delay 1 ,delay2); 
fprintf('The resulting shift is %d.\n\n', shift) 
end 
end 
end 
%generates quadratic residue binary inverse-repeat signal 
elseif QRB-present = 1 
QRB_series = QRB(hal(Jength); 
inverse = inverse_repeat(QRB_series); 
signaLdisplay (inverse) 
%generates Twin Prime inverse-repeat signal 
elseif TPB-present = 1 
TPB_series = TPB(hal(Jength); 
inverse = inverseJepeat(TPB_series); 
signaLdisplay (inverse) 
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%generates Hall inverse-repeat signal 
elseif HAB....,present =:= 1 
HAB_series = HAB{haILlength); 
inverse::;; inverse_repeat{HAB_series); 
signaLdisplay (inverse) 
end 
end 
end 
%no pseudo-random binary signals available 
else 
disp ('No pseudo-random binary inverse-repeat signal is available for this length.') 
fprintf ('\n') 
end 
end 
%generates ternary signals 
iflevel == 2 
if (QRT_exist{haILlength)= 1) 
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disp ('Pseudo-random ternary inverse-repeat signal(s) of this length can be based on the 
following classes:') 
disp ('Quadratic residue ternary signal') 
fprintf ('\n') 
%gives user the choice to continue or abort 
continue = 'a'; 
while (continue-='y') & (continue-='n') 
continue = input('Do you want to generate the signal? yin [y]:','s'); 
if isempty{ continue) 
continue = 'y'; 
end 
end 
%generates quadratic residue ternary inverse-repeat signal 
if continue == 'y'; 
QRT_series = QRT(haILlength); 
inverse = inverse_repeat(QRT_series); 
signaLdisplay (inverse) 
end 
%no pseudo-random ternary signals available 
else 
disp ('No pseudo-random ternary inverse-repeat signal is available for this length. ') 
fprintf ('\n') 
end 
end 
repeat_level = 'a'; 
while (repeaclevel-='y') & (repeaClevel-='n') 
repeaClevel = input('Do you want to generate a signal with a different number of levels? 
yIn [y]:','s'); 
if isempty{repeat_Ievel) 
repeaClevel = 'y'; 
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end 
end 
end 
repeaClength = 'a'; 
while (repeaClength-='y') & (repeaclength-='n') 
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repeaLlength = input(,Do you want to generate a signal with a different length? yin [y]:','s'); 
if isempty(repeaClength) 
repeaLlength = 'y'; 
end 
end 
end 
function QRB_series = QRB(length) 
%Calculates the quadratic residue binary series given the signal length. 
% 
% QRB_series = QRB(length) 
% 
% Input argument: 
% length = Length of the signal 
% 
% Output argument: 
% QRB_series = Amplitude vector of the generated quadratic residue binary series 
% 
% Algorithm: 
% The element r of the signal, a(r) is 1 ifr is a square, mod(length). 
% a(r) is -I otherwise. 
% a(length) is 1. 
% 
% Example: 
% QRB_series = QRB(31); 
QRB_series = -ones (length, I); 
QRB_series(mod([1 :(length-l )/2]."2,length»= 1; 
QRB_series(length)= 1; 
function exist = QRB_ex;st(length) 
%Checks if the quadratic residue binary sequence exists for a particular Icn!,'1h. 
% 
% QRB_exist(length) 
% 
% Input argument: 
% length = Length of the signal 
% 
% Output argument: 
% exist = 1 means that the quadratic residue binary sequence exists. 
% = 0 means that the quadratic residue binary sequence docs not exist. 
% 
% Example: 
% exist == QRB_exist(46); 
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if (prime(length)=l) & (mod(1ength+ 1,4)==0) 
exist=l; 
else 
exist=O; 
end 
function QRT_series = QRT(length) 
%Calculates the quadratic residue ternary series given the signal length. 
% 
% QRT_series = QRT(length) 
% 
% Input argument: 
% length = Length ofthe signal 
% 
% Output argument: 
% QRT_series = Amplitude vector of the generated quadratic residue ternary series 
% 
% Algorithm: 
% The element r of the signal, a(r) is 1 ifr is a square, mod(length). 
% a(r) is -1 otherwise. a(length) is O. 
% 
% Example: 
% QRT_series = QRT(31); 
QRT_series = QRB (length);QRT_series (length) = 0; 
function exist = QRT_exist(1ength) 
%Checks if the quadratic residue ternary sequence exists for a particular Icnh'1h. 
% 
% QRT_exist(length) 
% 
% Input argument: 
% length = Length of the signal 
% Output argument: 
% exist = 1 means that the quadratic residue ternary scquence exists. 
% = 0 means that the quadratic residue ternary sequence does not exist. 
% 
% Example: 
% exist = QRT_exist(46); 
if (QRB_exist(length)== l) I «mod(length-l ,4)==0) & (prime(\cngth)== 1» 
exist=l; 
else 
exist=O; 
end 
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function shift = second_shijt(bitseries,delay) 
%Calculates the delay when a binary sequence is multiplied by the same sequence shifted by a 
%certain delay. 
% 
% shift = second_shift(bitseries,delay) 
% 
% Input arguments: 
% bitseries = Vector containing the amplitudes of the signal sequence 
% delay = Delay in the second sequence with respect to the first 
% 
% Example: 
% x=mlbs(7); 
% second_shift(x,l) 
seriesl = [bitseries' bitseries']; 
%calculates the sequence generated 
for n = 1 :length(bitseries) 
series2(n) = seriesl(n+delay); series3(n) = seriesl(n) ... series2(n); 
end 
found = 0; 
%compares the generated sequence with the original sequence 
for t = O:length(bitseries)-l 
for m = 1 :length(series3) 
if series3(m) == -series 1 (m+t) 
ifm == length(series3) 
found = I; 
break 
end 
else 
break 
end 
end 
if found == 1 
shift = length(series3)-t+delay; 
if shift >= length(bitseries) 
shift = shift-length(bitseries); 
end 
break 
end 
end 
function sequence-piot(bitseries,full.period) 
%Plots the signal levels against the clock pulses. 
%This function assumes that signals with even signal length have zero mean value. 
%The mean is printed only if the signal length is odd. 
% sequence-plot(bitseries,full.period) 
% Input arguments: 
% bitseries = Vector containing the amplitudes of the signal sequence 
% fult.period = Vector of one period of clock pulses plus one extra clock pulse 
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% Example: 
% bitseries = [1; 1; -1; 1; -1; 1]; 
% full-period=[1:7]; 
% sequence-plot(bitseries,full-period) 
full_length = [bitseries; bitseries(length(bitseries))]; 
%plots the signal levels against the clock pulses 
figure(1) 
stairs(full-period-l, fulLlength) 
axis([O length(bitseries) -1.2 1.2]) 
title (,Plot of Signal Levels') 
xlabel ('Number of Clock Pulses') 
ylabel ('Signal Level') 
zoom on 
%prints the signal mean 
if mod(1ength(bitseries ),2)= 1 
fprintf('Mean value ofthe signal is %f.\n\n', mean(bitseries» 
end 
function signaCdisplay(bitseries) 
%Display a given signal on the screen as a table. 
%Prints the PIPS, PIPSE and the EMINE of a signal onto the screen. 
%Allows the user to save the above data into an associated file. 
%Plots the signal, its discrete Fourier transfonn magnitude, power spectrum and 
%autocorrelation. 
% 
% signaLdisplay(bitseries) 
% 
% Input argument: 
% bitseries = Vector containing the amplitudes of the signal sequence 
% Example: 
% bit series = [1; 1; -1; -1; 1]; 
% signaLdisplay(bitseries) 
%the key determines the style of display for the discrete Fourier transform and the 
%autocorrelation sections 
key = 1; 
clock ... J>ulse = 1 :length(bitseries); 
harmonic = 1 :3*length(bitseries); 
fulLperiod = 1 :length( clock..pulse)+ 1; 
signal = [clock..pulse' bitseries]; 
%prints the signal onto the screen as a table 
disp (,The sequence is') 
disp (' number level') 
disp (Signal) 
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%calculates PIPS 
PIPS = caIculate_PIPS(bitseries); 
fprintfCPIPS = %fOlo%\n\n', PIPS) 
%ca1culates PIPSE 
if mod(length(bitseries ),2)= 1 
freqv = 1 :(length(bitseries )-1 )/2; 
else 
freqv = 1 :2:length(bitseries )/2-2; 
end 
PIPSE = ca1culate_PIPSE(bitseries,freqv); 
fprintf ('PIPSE = %fOlo%\n\n', PIPSE) 
%ca1culates EMINE 
if mod(1ength(bitseries),2)= 1 
least-power = (length(bitseries )-1 )/2; 
angle = pi *leasCpower/length(bitseries); 
for n = 1 :least-power 
othecangles(n) = pi*nllength(bitseries); 
power(n) = (sin( othecangles(n»/othecangles(n»)"2; 
end 
EMINE = lOO*sin(angle)/angle/(sqrt(sum(power)/least-power»; 
else 
least-power = (length(bitseries)/2)-2; 
angle = pi*least-power/length(bitseries); 
for n = 1 :2:least-power 
othecangles(n) = pi*nllength(bitseries); 
power(n) = (sin( othecangles(n»/othecangJes(n»"2; 
end 
EMINE = 1 OO*sin(angle)/anglel(sqrt(sum(power)/((Ieast-power+ 1 )/2))); 
end 
fprintfCEMINE = %fOlo%\n\n', EMINE) 
%allows the user to save the data into a separate file called 'pcrturbatioTLoutput' 
record = 'a'; 
while (record-='y') & (record-='n') 
record=input('Do you wish to save this data? yIn [y]:','s'); 
if isempty(record); 
record = 'y'; 
end 
end 
%saves the data into 'perturbatioILoutput' 
if record == 'y' 
fid=fopen('perturbatioILoutput' ,'at'); 
fprintf (fid, 'Pseudo-random signal\n'); 
fprintf (fid,'Length = %d\n', length(bitseries»; 
fprintf (fid,'\n'); 
for row = I :length(bitseries) 
fprintf (fid, '%d %d\n' ,c1oc"-.pulse( row ),bitscries( row»; 
end 
fprintf (fid,'\n'); 
fprintf (fid,'PIPS = %fOlo%\n\n', PIPS); 
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fprintf (fid,'PIPSE = %fOlo%\n\n', PIPSE); 
fprintf(fid,'EMINE = %fOlo%\n\n\n', EMINE); 
fc1ose(fid); 
end 
%allows the user to choose whether to see any plots 
answer = 'a'; 
while (answer-='y') & (answer-='n') 
answer=input('Do you wish to see any plots? yin [y]:','s'); 
if isempty(answer); 
answer = 'y'; 
end 
end 
if answer == 'y' 
%plots the signal levels 
sequence-plot(bitseries,full-period) 
fprintf(,Press any key to continue.\n\n') 
pause 
%plots the discrete Fourier transform magnitude 
DFT-plot(bitseries,clock..pulse,key) 
fprintf(,Press any key to continue.\n\n') 
pause 
%plots the power spectrum 
power-plot(bitseries,harmonic) 
fprintf(,Press any key to continue.\n\n') 
pause 
%plots the autocorrelation magnitude 
autocorrelation-p lot(bitseries,full-period,key) 
end 
function shift = third_shift(bitseries,delay I ,delay2) 
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%Calculates the delay when a binary sequence is multiplied twice by the same sequence shifted 
%by a two different delays. 
% 
% shift = third_shift(bitseries,delay 1 ,delay2) 
% 
% Input arguments: 
% bit series = Vector containing the amplitudes of the signal sequence 
% delayl = Delay in the second sequence with respect to the first 
% delay2 = Delay in the third sequence with respect to the first 
% 
% Output argument: 
% shift = Delay in the output sequence 
% 
% Example: 
% x=mlbs(7); 
% shift = third_shift(x, 1 ,2) 
series 1 = [bitseries' bitseries']; 
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%calculates the sequence generated 
for n = I: length(bitseries) 
series2(n) = series 1 (n+delay I); series3(n) = seriesl(n) * series2(n); 
series4(n) = series 1 (n+delay2); scries5(n) = series3(n) * series4(n); 
end 
found = 0; 
%compares the generated sequence with the original sequence 
for t = O:length(bitseries)-I 
for m = 1 :length(series5) 
ifseries5(m) == series 1 (m+t) 
if m = length(series5) 
found = 1; 
break 
end 
else 
break 
end 
end 
if found = 1 
shift = length(series5)-t+dclay2; 
break 
end 
end 
function TPIl_series = TPB(length) 
%Calculates the Twin Prime sequence given the signal length. 
% 
% TPB_series = TPD(length) 
% 
% Input arb'Umcnt: 
% length = Lenb'1h of the signal 
% 
% Output arb'Ument: 
% TPB_serics .. Amplitude vector of the generated Twin Prime sequence 
% 
% Algorithm: 
% Twin Prime sequence exists for length. N = p*q 
% where q = p+2. 
% A quadratic residue binary sequence. {a(r)} is fomlcd for length p. 
% A quadratic residue binary sequence. {b(r)} is formcd for length q. 
% 
% The Twin Prime sequence, {c(r)} is defined as follows: 
% c(r) = I for r-O (mod(q» 
% c(r) =·1 for r=O (mod(p» but r--=O (mod(q» 
% c(r) = n(r)*b(r) otherwise 
% 
% Example: 
% TPU_scrics = TPB(31); 
%calculates the smaller root 
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root = -1 +sqrt( 1 +lcngth); 
%generates the quadratic residu~ sequence of length equal to the smaller root 
series = QRB(root); 
for k = O:root:length-root 
for n = 1 :root 
QRD_root(n+k) = series(n,:); 
end 
end 
%calculates the larger root 
root2 = root+2; 
%generates the quadratic residue sequence of length equal to the larger root 
series2 = QRB(root2); 
for k2 = 0:root2:length-root2 
for n2 = 1 :root2 
QRB_root2(n2+k2) = series2(n2,:); 
end 
end 
%generates the Twin Prime sequence 
TPB_series=ones(length, I); 
for number = 1 :length 
if mode number ,root2)==O 
TPD_series(number) = 1; 
elsci f (mod(number.root )==0) & (mod(number.root2)-=0) 
TPB_series(number) = -1; 
else 
TPIl_scrics(numbcr) = QRIlJoot(numbcr) • QRIlJoot2(number); 
end 
end 
function exist = TPB_t'xi~t(lcngth) 
%Checks if the Twin Prime sequence exists for a particular length. 
% 
% TPICexist(lcnbrth) 
% 
% Input argument: 
% length = Length of the signal 
% 
% Output argument: 
% exist = I means thnt the Twin Prime sequence exists. 
% = 0 means thnt the Twin Prime sequence does not exist. 
% 
% Example: 
% exist = TPB_cxist(46); 
root = -1 +sqrt(1 +icn&>1h); 
if (primc(root)== 1) & (primc(root+2)"'= 1) & (mod(root,l )=::0) 
exist:: 1; 
else 
exist=O; 
end 
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