Abstract Histograms are used to summarize the contents of relations into a number of buckets for the estimation of query result sizes. Several techniques have been proposed in the past for determining bucket boundaries which provide accurate estimations. However, while search strategies for optimal bucket boundaries are rather sophisticated, no much attention has been paid for estimating queries inside buckets and all of the above techniques adopt naive methods for such an estimation. This paper focuses on the problem of improving the estimation inside a bucket once its boundaries have been fixed. The proposed technique is based on the addition, to each bucket, of a memory-word additional information (organized into a tree-like index), storing approximate cumulative frequencies in a hierarchical fashion. Both theoretical analysis and experimental results show that the proposed approach improves the accuracy of the estimation inside buckets, w.r.t. both classical approaches (like continuous value assumption and uniform spread assumption) and a number of alternative ways to organize the additional information. The index is later added to stateof-the-art histograms obtaining the non-obvious result that despite the spatial overhead which reduces the number of allowed buckets once the storage space has been fixed, the original methods are strongly improved in terms of accuracy.
Introduction
A histogram is a lossy compression technique used for representing efficiently a relation. It is based on the partition of one of the relation attributes into buckets and the storage, for each of them, of a few summary information in place of the detailed one. Among others, some important examples of application domains of histograms are the estimation of query selectivity [17] [18] [19] 29, 34] , temporal databases, where histograms are used for improving the join processing [31] , statistical databases, where histograms represent a method for approximating probability distributions [23] . Recently, histograms have received a new deal of interest, mainly because they can be effectively used for approximating query answering in order to reduce the query response time in on-line decision support systems and OLAP [28] , as well as for reconstructing original data from aggregate information [2] and, finally, in the context of Data Streams [1, 8, [12] [13] [14] .
For a given storage space reduction, the problem of determining the best histogram is crucial. Indeed, different partitions lead to dramatically different errors in reconstructing the original data distribution, especially for skewed data. To better explain the problem, consider a typical case of recovering original data from a histogram: the evaluation of range queries. Think to a histogram defined on the attribute X of a relation R as a set of non-overlapping intervals of X covering all values assumed by X in R. To each of these intervals, say B, the number of occurrences (called frequency) in R, having the value of X belonging to the interval B, is associated (and included into a data structure called bucket). A range query, defined on an interval Q of X , evaluates the number of occurrences in R with value of X in Q. Thus, buckets embed a set of pre-computed disjoint range queries capable of covering the whole active domain of X in R (with active here we mean attribute values actually appearing in R). As a consequence, the histogram does not give, in general, the possibility of evaluating exactly a range query not corresponding to one of the pre-computed embedded queries. In other words, while the contribution to the answer coming from sub-ranges coinciding with entire buckets can be returned exactly, the contribution coming from the sub-ranges which partially overlap buckets can be only estimated, since the actual data distribution inside the buckets is not available.
It turns out that it is convenient to define the boundaries of buckets in such a way that the estimation error of the nonprecomputed range queries is minimized (e.g., by avoiding that large frequency differences arise inside a bucket). In other words, among all possible sets of pre-computed range queries, we find the set which guarantees the best estimation of the other (non-precomputed) queries, once a technique for estimating such queries is defined. This issue is being investigated since some decades, and a large number of techniques for arranging histograms have been proposed [7, 10, 14, 15, [17] [18] [19] 25, 29, 33, 34] .
In this context, our paper tries to give an answer to the following correlated questions:
(1) How to use a small additional storage space, in order to improve the estimation inside histogram buckets? (2) Are benefits given by the improving of the estimation inside buckets predominant over the (possible) drawbacks arising from the reduction of the total number of buckets, due to the consequent overhead of storage space?
The problem (1) arises from the consideration that all the existing bucket-based histograms 1 adopt simple methods for estimating frequencies inside buckets (and, thus, the portions of non-precomputed range queries partially overlapping buckets). The most significant approaches (whose limits are studied in [2] ) are the continuous value assumption (often denoted in this paper by CVA) [30] , where the estimation is made by uniform linear interpolation on the whole domain of the bucket, and the uniform spread assumption (denoted by USA) [29] , which assumes that values are located at equal distance from each other so that the overall frequency sum can be equally distributed among them. In order to attack the problem (1) , assuming to use an additional 32-bit memory word for each bucket (that, from a practical point of view, appears as the smallest memory amount reasonably manageable in a 32-bit architecture), we propose to store partial sums internal to the bucket in a hierarchical fashion, using a treelike index (with extra storage space of 32 bits), inducing a further partition of the bucket into a number of equal-size sub-buckets (corresponding to the leaves of the tree). This way, the sum contained in a given tree node, can be represented as a fraction of the sum contained in the parent node, which is a value (reasonably) smaller than the overall sum of the bucket. It turns out that the encoding length may decrease as the level of the tree increases, and, importantly, that the scaling error is sensibly lower than that produced by the trivial (flat) technique partitioning the bucket into the same number of sub-buckets induced by the tree. 2 A crucial point is to decide how to arrange the tree, that is, how far going down in depth with the index. Of course, the higher the resolution, the larger the number of embedded precomputed range queries (internal to the buckets) is. Hence, we expect better accuracy as the resolution increases. However, increasing resolution reduces the number of bits available for encoding nodes, and, thus, amplifies scaling errors. We study the above trade-off by considering the two possible (from a practical point of view) tree-indices with 32 bits, which we call 3LT and 4LT, with number of levels 3 and 4, respectively. The analysis leads to the conclusion that the 4LT-index represents the best solution. 4LT is compared successfully with all classical techniques used for estimating frequencies inside buckets, and, in order to increase the significance of the proposal, also with linear spline synopses [21] , that are constructed by a dynamic programming algorithm that determines a least-squares linear fitting inside each bucket to minimize the overall approximation error.
The next step is then dealing with the problem (2) above. That is, understanding whether this improvement of accuracy for the estimation inside buckets can really give benefits in terms of accuracy of a histogram arranged by one of the existing techniques. This problem is not straightforward: think, to mention the most evident aspect, that 4LT buckets use 32 bits more than CVA ones, and, then, for a fixed storage space, allows a smaller number of buckets. This track of our study is thus devoted to evaluate the effects of the combination of the 4LT technique with existing methods for building histograms. Through a deep experimental comparative analysis conducted, for a fixed storage space, over several data sets, both synthetic and real-life, we show that 4LT improves significantly the accuracy of state-of-the-art histograms. Moreover, in order to reflect the trend toward 64-bit architectures we study how to arrange the index in the case of 64-bit memory words and we test that our approach is profitably applicable also to this case.
Therefore this paper, beside giving the specific contribution of proposing a technique for estimating accurately range queries internal to buckets, proves the more general result that going beyond classical techniques for the estimation inside buckets may give concrete improvements of histogram accuracy.
It is worth noting that we obtain a result very general, concerning the capability of the index of out-performing bucket-based histogram. Indeed, we have considered classical histograms MaxDiff [29] and V-Optimal [19] , that, despite their non-young age, are still considered in this scientific community as point of references due to their accuracy [16] , and new-generation histograms, like H-Optimal [22] (optimized for range queries) and RE-HIST [15] (optimized for the relative-error metrics-that is the metrics used both in this paper).
As a final remark we observe that our index, since stores hierarchically partial sums of the bucket, can be somewhat considered as a primitive form of a wavelet technique. Wavelets are mathematical transformations implementing hierarchical decomposition of functions, originally used in different research and application contexts, like image and signal processing, and recently also widely applied in the context of histograms [5, 9, 11, 20] . However, the crucial difference between our approach and wavelet-based techniques, which makes our index storable into just an extra memory word per bucket, is the bit-saving approximation strategy, that is absent in wavelet-based approaches. For this reason, a fair comparison between our method and wavelet-based techniques, performed by applying both techniques inside buckets and studying their effects on the entire histogram, is not unfortunately possible, since no wavelet approximation strategy is available that consumes just one memory word. On the other hands, the purpose of our paper is to demonstrate that bucket-based histograms can be dramatically out-performed by applying our method, without excluding that they might exist other types of synopses (for example wavelet-based ones) that can show better accuracy than state-of-the-art bucket-based histograms equipped with our index.
The paper is organized as follows. In Sect. 2, we introduce some preliminary definitions. The comparison, both experimental and theoretical, among a number of techniques including our tree-based methods (3LT and 4LT) for estimating range queries inside a bucket is reported in Sect. 3. Therein, 3LT and 4LT are also presented. From this analysis it results that 4LT has the best performances in terms of accuracy. Thus, 4LT can be combined with every bucked-based histogram for increasing its accuracy. Section 4 presents a large set of experiments conducted by applying 4LT to both classical histograms, like MaxDiff and V-Optimal, and more recent histograms, like H-Optimal and RE-HIST. The results show high improvements in the estimation of range queries w.r.t. the original methods -of course, the comparisons are made under the same storage conditions so that the revised methods use less buckets to compensate the additional storage for the 4LT indices. The 4LT technique provides good results also when combined with the very simple method EquiSplit, which consists in dividing the histogram value domain into buckets of the same size so that the bucket boundaries need not to be stored, thus obtaining a very high number of buckets at the same compression rate. Moreover, Sect. 4 reports the running times of the considered methods and leads to the conclusion that the addition of the 4LT index does not increase significantly running times. In Sect. 5 we study how to arrange our tree-like indices in the case of 64-bit architectures. The experimental evaluation shows that our approach remains valid also in this case. Finally, we draw our conclusions in Sect. 6.
Basic definitions
Given a relation R and an attribute X of R, a histogram for R on X is constructed as follows. Let U = {u 1 , . . . , u m } be the set of all possible values (the domain) of X and let u i < u i+1 , for each i, 1 ≤ i < m. The frequency set for X is the set
is the number of occurrences of the attribute value u i in the relation R. The cumulative frequency set S = {s 1 , . . . , s m } contains the value s i = i j=1 f (u j ) for each attribute value u i . The value set V = {u i ∈ U | f (u i ) > 0} is the active domain of X in R as it consists of all attribute values actually occurring in the relation R (non-null values). Given any u i in V , the spread d i of u i ∈ V for 1 ≤ i < n is defined as 1 if u i is the last non-null value or otherwise as the difference u j − u i , where u j is the first non-null value for which u j > u i (i.e., d i is the distance from u i to the next non-null value).
A bucket B for R on X is a 4-tuple in f, sup, t, c , where u in f and u sup , 1 ≤ in f ≤ sup ≤ m, are the boundaries of the domain range pertaining to the bucket, t is the number of nonnull values occurring in the range, and c = sup i=in f f (u i ) is the sum of frequencies of all values in the range. We say that the bucket B is 1-biased if u sup is not null; if also u in f is not null, then we say that B is 2-biased. 3 A histogram H for R on X is a h-tuple B 1 , B 2 , . . . , B h of buckets such that: (1) for each 1 ≤ i < h, the upper bound of B i precedes the lower bound of B i+1 and (2) u ∈ V implies u ∈ B i , for some i, 1 ≤ i ≤ h. Condition (1) guarantees that buckets do not overlap each other, and condition (2) enforces that every non-null value be hosted by some bucket. Classically, histograms have 2-biased buckets; sometime, for storage optimizations, 2-biased buckets are made 1-biased by replacing the lower bound of each bucket with the successive in the domain of the upper bound of the preceding bucket.
A classical problem on histograms is: given a histogram H and a (range) query of the form u j ≤ X ≤ u i , 1 ≤ j ≤ i ≤ m, estimate the overall frequency i k= j f (i) in the range from u j to u i .
Estimation inside a bucket
In this section we investigate the problem of frequency estimation inside buckets. First of all, we present the two classical techniques CVA and USA, discuss their limitations and propose some simple alternatives. Then we introduce a novel technique which is based on a tree-like index storing approximate representations of the partial sums of a fixed number of bucket intervals. Later we evaluate the accuracy of the various techniques by performing both a theoretical analysis of errors and a number of experiments on some typical sample distributions.
Notations and problem formulation
Let B = in f, sup, t, c be a bucket on an attribute X of a relation R. Without loss of generality, we assume that in f = 1 and sup = b so that we can represent the frequency set inside the bucket as a vector F with indexes ranging from 1 to b (frequency vector of B) . Similarly, the cumulative frequencies are represented by a vector S with indexes from 1 to b (cumulative frequency vector of B). Hence, for each
is the sum of all frequencies in the bucket; moreover, for notation convenience, we assume that S[0] = 0. 3 The terminology 1/2-biased has been first used in [2] . The term biased has a probabilistic nature: as studied in [2] , estimating a range query inside a bucket only on the basis of the information available in a bucket, leads to biasing the probabilistic distribution whenever the knowledge of actual non-null values is available. In the case of a 1-biased (2-biased, resp.) bucket, we know that the right-most value (both the left-most value and the right most value, resp.) of the bucket is (are, resp.) not null.
The problem of the estimation inside a bucket can be formulated as follows: given any pair i, j,
. We focus our attention on the basic problem of estimating S[d] (then by assuming i = 1).
We introduce now the following notation. Given 1 ≤ i ≤ j ≤ 8, we denote by δ i/j the sum 
Estimation techniques
Next we illustrate the existing approximation techniques and discuss some additional simple approaches.
Continuous value assumption (CVA). The estimation of
In words, the partial contribution of a bucket to a range query result is estimated by linear interpolation. As pointed out in [4, 2] , the above estimation coincides with the expected value of the S[d] when it is considered a random variable over the population of all frequency distributions in the bucket for which the overall cumulative frequency is c.
Uniform spread assumption (USA). The estimation of
where t is the number of non-null attribute values in the bucket. The uniform spread assumption assumes that such values are distributed at equal distance each other and the overall frequency sum is equally distributed among them. Obviously, in this case the information t is necessary. We stress that, as discussed in [2] , this estimation is not supported by any unbiased probabilistic model so the assumption is rather arbitrary.
1-biased estimation (1b).
The possibly available information on the number t of non-null elements cannot be exploited in the estimation unless some further information on the frequency distribution is either available or assumed (as for the USA estimation). We next show how to exploit the fact that a bucket is often 1-biased (i.e., u b is not null) using the probabilistic approach proposed in [2] . This approach assumes that the query is a random variable on the population of all 1-biased frequency distributions having c as overall cumulative frequency. The estimation of the range query
2-split estimation (2s).
We split the bucket into two parts of the same size and store the cumulative frequency of the first part, say δ 1/2 = S[b/2]-we therefore need additional storage space (typically 32 bits). We call this method 2-split or 2s for short. Following this approach, the estimation of the
, otherwise. Thus we use the CVA techniques for each of the two halves of the bucket.
4-split estimation (4s).
We split the bucket into four parts of the same size (quarters) and store the approximate values of the cumulative frequency of each part δ i/4 , 1 ≤ i ≤ 4. 4 In case the additional available space is 32 bits, we use 8 bits for each approximate value, which is therefore computed as
, where x stands for round(x). The frequency sum of an interval d is estimated by adding the approximate values of all first quarters that are fully contained in the interval to the CVA estimation of the portion of the last quart that partially overlaps the interval. Obviously, in order to reduce the approximation error, in the case d > b/2, it is convenient to derive the approximate value from the estimation of the cumulative frequency in the complementary interval from d + 1 to b. 8-split estimation (8s) . It is analogous to the 4-split estimation. The only difference is that the bucket is divided into eight parts (eighths) and, for each of them, we use 4 bits for storing the cumulative frequency. Thus, the approximate value of the i-th eight (
, where x stands for round(x). In the next section we describe a tree-like approach to approximating frequencies inside the bucket in a hierarchical fashion, using a small amount of memory (i.e., a memory word). This approach represents the core of our proposal.
Tree-like indices for bucket frequency estimation
Among previous methods, both 2s, 4s and 8s produce a partition of the bucket into portions of equal width. In other words, they adopt a strategy similar to that applied to entire histograms by the equi-width partition [26] , with the difference that they operate over the attribute domain. We now propose to make again a partition of the bucket into portions of a given size, say p, but we add over such a partition a tree-like index, storing cumulative frequencies in a hierarchical fashion. The hierarchy ranges from the cumulative frequency of the entire bucket (i.e., the sum of the frequencies occurring in the bucket) stored in the root, to the cumulative frequencies of the portions of size p, stored in the leaves of the tree. In order the above machinery to be applicable to a histogram bucket without affecting dramatically the overall storage space of the histogram, we use 32 bits for arranging the index (thus, introducing scaling error). The choice of 32 bits refers to the large diffusion of 32-bit architectures (the extension to 64-bit architectures is discussed in Sect. 5) and places this method on the same plane as the other methods which uses an extra memory word for each bucket (i.e., USA, 2s, 4s, 8s and 1b).
The hierarchy is obtained starting from the exact encoding of the bucket sum by means of 32 bits. This code represents the root of the tree and forms the first level of our index. We proceed by appending to the root two sub-trees encoding hierarchically partial sums of the bucket. In particular, the second level of our index represents sums δ 1/2 and δ 2/2 , the next level represents sums δ 1/4 , δ 2/4 , δ 3/4 and δ 4/4 , and so on. But, recall, we have just 32 bits available for storing all the levels greater than 1 (i.e., the two sub-trees that we append to the root). Observe that, for a given level j > 1, we do not need to store each δ i/j (1 ≤ i ≤ j). Indeed, if we choose to store δ i/j , for a given i odd, the value of δ i+1/j (even nodes) can be obtained as a difference between (1) the value contained in the node parent of the nodes representing δ i/j and δ i+1/j , and (2) the value δ i/j . For example, considering the level 2, we have that the sum δ 2/2 (representing the right-most half-sum of the bucket) can be obtained as the difference between the value contained in the root (i.e., the total sum of the bucket) and δ 1/2 (representing the left-most half-sum of the bucket). In words, for each level we materialize nodes located in odd position (that correspond to left-side child nodes of such a level) and derive nodes located in even position (that correspond to right-side child nodes of such a level). The goal of storing all levels greater than 1 by 32 bits clearly can be reached by suitably setting the number of bits we use for encoding (materialized) nodes of each level and by fixing the total number of levels of the tree. Note that the encoding arranged at a given level is, of course, affected by scaling error, since we use less that 32 bits. In particular, denoting by k the number of bits used for encoding nodes of a given non-root level, the k-bit string encoding a given node N (with parent node P) of such a level, corresponds to the binary representation of the value round( f · (2 k − 1)), where f is the fraction of the sum represented by P included into the portion represented by the node N .
An example of the hierarchical organization introduced above is reported in Fig. 1 . The tree depicted in the figure has just two levels. We suppose that such a tree is built over a bucket whose sum is 8678 (recall that, according to our formalism, the sum of the bucket can be denoted as δ 1/1 ). Moreover we suppose that the sum of left-most half of the bucket (i.e., δ 1/2 ) is 5594 and that the number of bits fixed for the second level of the index is 12. The root node of the tree represents the value 8678 (that is the total sum of the bucket) and corresponds to a memory word actually storing the value 8678. Moreover, the 12-bit string placed into the left-side child of the root is the binary representation of the value 2640. This value is obtained as round( f · (2 12 − 1)), where f = · 8678) = 5595 (it is reported on the right in brackets -in this case the actual value differs from the estimate of 1). Observe that the rightside child of the root is represented as a white box to mean that this node is associated with a derived value (i.e., 8678 − 5595).
Observe that, the maximum relative scaling error produced by the k-bit representation above is 1 2 k+1 , so that the maximum absolute scaling error of the representation of a given value W is W 2 k+1 (the detailed error analysis will be given in the next section). The latter observation suggests us a way to set the number of bits used at a level immediately below a given level. Indeed, consider again the value W represented by k bits in a certain node N of the tree as described above. Consider now the left-side child L of the node N . Since L represents the sum of the values occurring in the left half of the sub-bucket associated with N , assuming that, on the average, the value represented by N is twice the value represented by L, we maintain the same maximum absolute scaling error of the representation of L as for N , by using a (k − 1)-bit encoding.
As a consequence, the strategy we follow to spread available bits over the tree tries to decrease by 1 bit the encoding, as the level increases by 1. Observe that if the resulting index has k levels, the number of levels forming the two sub-trees which we store into 32 bits is clearly k −1. On the other hand, since the first level of each k-level tree is always an entire word, the description of the structure of the tree is given just for the k − 1 levels greater than 1. In particular, we denote by b 2 , . . . , b k a k-level tree assigning b i bits (2 ≤ i ≤ k) to the i-th level of the tree. For example the 4-level tree 6, 5, 4 assigns 32 bits to the root, 6 bits to the second level, 5 bits to the third level and 4 bits to the fourth one. Observe that we have to store only one node for the second level, two nodes for the third level and four nodes for the lowest level. The overall storage space required by the tree, besides the 32 bits of the root, is thus: 6 + 2 · 5 + 4 · 4 = 32 bits. Now observe that, adopting the ratio of reducing the encoding of 1 bit per level (for obtaining a scaling error independent of the level in the tree), there could happen that some solutions do not exploit all the 32 bits available. In this case the most reasonable approach is to adjust such solutions through a suitable distribution of the extra bits over the tree.
For example, the 3-level tree 12, 10 is obtained from the 3-level tree 11, 10 (with overall storage space of 31 bitsbesides the root) by adding the 1 extra-bit to the encoding of the second level.
Note that, in the case of 32-bit memory words, the two examples above (i.e., 12, 10 and 6, 5, 4 ) are practically the only two possible indices. We have thus considered such two indices to evaluate whether their application to a bucket improves the estimation inside it. We denote the two indices by 3LT and 4LT, respectively. Before giving the detailed error analysis (both theoretic and experimental) of all the considered methods we define more formally the indices 3LT and 4LT, with the purpose of giving formulas for deriving (estimated) values associated with the nodes of the tree and the (estimated) answer to an arbitrary range query internal to the bucket.
level tree index (3LT)
The 3LT index uses 12 bits for approximating the value of δ 1/2 , and 10 bits both for approximating δ 1/4 and for δ 3/4 .
Let L 1/2 be the 12-bit string corresponding to δ 1/2 , and let L 1/4 and L 3/4 be the 10-bit strings corresponding, respectively, to δ 1/4 and δ 3/4 .
The three L strings are constructed as follows:
where x stands for round(x).
The approximate values for the partial sums are given by:
Observe that the 32-bit index refers to a 3-level tree whose nodes store, directly or indirectly, the approximate values of the cumulative frequencies for fixed intervals: the root stores the overall cumulative frequency c, the two nodes of the second level store the cumulative frequencies for the two halves of the bucket and so on.
Example 1 Consider the 3-level tree in Fig. 2 . The 32 bits store the following approximate cumulative frequencies:
8678−5594 · 1023 = 935. Observe that, in each node, the value appearing in brackets is the estimate, while the other represents the actual partial sum involved in the node. For simplicity the figure does not display the stored strings of bits. Moreover, grey nodes correspond to stored values, while white nodes correspond to derived ones.
We are now ready to solve the frequency estimation inside the bucket B.
where
The above formula for the evaluation of the query can be algorithmically described as a visit of the tree nodes which starts from the root and, for each visited node, goes down to the child nodes involved in the query, and so on recursively, until either a reached node is completely included in the query or it is a leaf. In the latter case we use the CVA approach to compute the contribution of the leaf to the query. In other words, CVA is used only inside a segment of length
. 32 bits may be distributed in such a way that the granularity of the tree-index increases w.r.t. 3LT. 4LT index has 4 levels and uses 6 bits for the second level, 5 bits for the third one and 4 bits for the last level.
level tree index (4LT)
We reserve 4 bits to store the approximate value of each of the following four partial sums: δ 1/8 , δ 3/8 , δ 5/8 and δ 7/8 -let L i/8 , i = 1, 3, 5, 7, denote such 4-bit strings. We then use the remaining 16 bits as follows: the partial sums δ 1/4 and δ 3/4 are approximated by the 5-bit strings L 1/4 and L 3/4 , respectively, while the partial sum δ 1/2 with a 6-bit string L 1/2 . As a result, the larger the intervals, the higher is the number of bits used. The 8 L strings are constructed as follows:
where, we recall, x stands for round(x).
The approximate values for the partial sums are eventually computed as:
Similarly to the 3LT-index, the 4LT-index refers to a 4-level tree whose nodes store, directly or indirectly, the approximate values of the cumulative frequencies for fixed hierarchical intervals starting from the root which stores the overall cumulative frequency c.
Example 2 Consider the 4-level tree in Fig. 3 . The 32 bits store the following approximate cumulative frequencies:
Again, similarly to the 3LT-index, the frequency estimation inside the bucket B can be obtained by exploiting the content of the nodes of the index. Given d, 1 ≤ d < b, and the integer i which where
Thus we use the interpolation like in CVA only inside a segment of length (1/8) 
We call the estimation 4-level tree or 4LT for short.
Worst-case error analysis
The approximation error for CVA, 1b, USA and 2s arises only from interpolation. On the contrary, for other methods (i.e., 4s, 8s, 3LT and 4LT), the scaling error due to bit saving is added to the interpolation error. However, all methods but CVA, 1b and USA implement a equi-size division of the bucket and 3LT and 4LT provide also an index over subbuckets. We expect that such a division into sub-buckets produces an improvement from the side of the interpolation error. Indeed, sub-buckets increase the granularity of summarization. In addition, we expect that index-based methods (i.e., 3LT and 4LT), reduce the scaling error, since hierarchical tree-like organization allows us to represent the sum inside a given sub-bucket, corresponding to a node of the tree, as a fraction of the sum contained in the parent node, instead of a fraction of the entire bucket sum (as it happens for the "flat" methods 4s and 8s). The worst-case analysis confirms the above observations. In particular we show that while CVA, 1b and USA are the same, under the worst-case point of view, 4LT outperforms the other methods.
The results of our analysis are summarized in the following theorem. Recall that, throughout the whole section, a bucket B of size b is given. Now we consider the scaling error. Scaling error bounds. The proof that CVA, 1b, USA and 2s do not produce scaling error is straightforward. Let us consider the other methods: 4s: Since each sub-bucket sum is encoded by 8 bits and is scaled w.r.t. the overall bucket sum, the maximum scaling error is F·b 2 9 . 8s: Since each sub-bucket sum is encoded by 4 bits and scaled w.r.t. the overall bucket sum, the maximum scaling error is 3LT: In this case, the scaling error may be propagated going down along the path from the root to the leaves of the tree. We may determine an upper bound of the worst-case error by considering the sum of the maximum scaling error at each level. Thus, we obtain the following upper bound: (recall that we assume that the first level of the tree is not affected by scaling error since it stores the entire sum of the bucket into a memory word). The above value is obtained by considering that the maximum sum in the half bucket corresponding to the second level is F·b 2 , and that going down to the third level introduces a maximum scaling error obtained by dividing the overall sum by 2 11 . Thus, the maximum scaling error for 3LT is Θ( . Indeed, the maximum scaling error of the second level is . Going down to the last level we obtain the result above. Thus, the maximum scaling error for 4LT is Θ( F·b 2 7 ) which corresponds to the maximum error of the second level (it is easy to see that this correspondence always hold whenever the number of bits used for the encoding decreases of 1 bit per level).
The proof is thus completed.
It is worth noting that, as expected, 4LT and 8s produce the smallest interpolation worst-case error, that is F·b 32 . Considering also the results about scaling error, the overall conclusion we may draw from the above analysis is that the best two methods w.r.t. interpolation, that is 8s and 4LT, are not the same in terms of scaling error. Indeed 4LT shows a relevant accuracy improvement since the error decreases from In the next subsection we shall perform a number of experiments to provide additional arguments in favor of the superiority of 4LT estimation, by performing also an average-case analysis of methods under a number of meaningful data distributions. We shall not conduct experiments on the CVA because we are aware that CVA uses 32 bits less and, therefore, could reduce the size of the bucket, thus providing a better accuracy. Actually, the performance analysis coincides with the one of 2s estimation, that is CVA in half bucket.
Experiments inside a bucket
In this section we report the results of a large number of experiments performed with various synthetic data sets obtained with different distributions. We measure the accuracy of all the above mentioned methods in estimating range queries inside a bucket. In particular, the methods considered are: USA, 1b, 2s, 8s, 3LT and 4LT. We observe that the space required for storing a bucket is the same for all the considered methods. In order to increase the significance of our study, we include in our experiments also the spline-based estimation [21] , that uses linear spline synopses constructed by a dynamic programming algorithm that determines a leastsquares linear fitting inside each bucket to minimize the overall approximation error. This method is chosen among other possible approximation methods (even not exploited in the context of histograms) since it is possible to implement it by consuming the same storage space as the other techniques. Indeed, the memory word used in all the above techniques to store the bucket sum, is exploited in our spline implementation together with the additional 32 bits in order to store the two integer coefficients giving the linear approximation. This way, all methods considered in our experiments are placed on the same plane w.r.t. the consumed storage space.
The experiments are conducted on synthetic data generated according to several data distributions. A data distribution is characterized by a distribution for frequencies and a distribution for spreads. The frequency set and the value set are generated independently, then the frequencies are randomly assigned to the elements of the value set (i.e., the assignment follows a uniform distribution).
Test bed
In this section we illustrate the test bed used in our experiments. In particular, we describe (1) the data distributions, that is the probability distributions used for generating frequencies in the tested buckets, (2) the bucket populations, that is the set of parameters characterizing bucket used for generating them under the probability distributions, (3) the data sets, that is the set of samples produced by the combination of (1) and (2), (4) Moreover, a generic population whose parameter values are, say,c,b andt (for c, b and t, respectively), is denoted by p(c,b,t). Data sets: As a data set we mean a sampling of the set of buckets belonging to a given population following a given data distribution. Each data set included in the experiments is obtained by generating 100 buckets belonging to one of the populations specified above under one of the above described data distributions. We denote a data set by the name of the data distribution and the name of the population. For example, the data set (Zipf-cusp_max(0.5,1.0), b-var(200)) denotes a sampling of the set of buckets belonging to the population of b-var corresponding to the value 200 for the parameter b following the data distribution Zipf-cusp_max(0.5,1.0).
We generate 23 different data sets classified as follows: (1) Zipf-t (i.e., Zipf data, different bucket density), containing the six data sets (Zipf-cusp_max(0.5,1), t-var(t)), for t=10, 100, 200, 300, 400, 500. Each class of data sets is designed for studying the dependence of the accuracy of the various methods on a different parameter (parameter t measuring the density of the bucket, parameter b measuring the size of the bucket and parameter z, measuring the data skew). For each data set, 1000 different samples obtained by permutation of the frequencies was generated and tested, in order to give statistical significance to the experiments.
Query set and error metrics: We perform all the queries S[d],
We measure the error of approximation made by the various estimation techniques on the above query set by using the average of the relative error . Observe that the choice of the relative error as a error metrics is supported by recent research results [15] .
Experiment results and discussion
In this section we give a qualitative discussion about the approximation error of the considered methods, excluding USA and 1-biased, about which we have already provided a theoretical analysis in Sect. 3.4. First we consider methods working simply by splitting the original bucket, that are 2s, 4s and 8s. For all these methods, the estimation error may arise from the following approximation sources:
1. the linear interpolation (i.e., CVA), concerning the evaluation of the query inside the "smallest" sub-buckets (for instance, in the case of the 4s, the smallest sub-buckets are the quarters of the bucket), 2. the numeric approximation, in case sums are stored by less than 32 bits (note that only 2s is not affected by this error).
We call error of types 1 and 2, respectively, the above described components of the approximation error.
Relative error vs data density. Concerning the error of type 1, what we expect is that, for all methods, it increases as data sparsity increases. Indeed, in case of sparse data, the sum tends to concentrate in a few points, and this reduces the suitability of linear interpolation to approximate the frequency distribution. Moreover, we expect that such a component of the error decreases as splitting degree increases: for instance, in the case of 8s, which splits the bucket into eight parts, we expect more accuracy (in terms of error of type 1) than the 2s method. The reason is that having smaller sub-buckets means applying linear interpolation to shorter (and, thus, better linearly-approximable) segments of the cumulative frequency distribution.
About the error of type 2 we expect that both (i) it increases as the splitting degree increases and (ii) it is independent of data sparsity. Claim (i) is explained by considering that increasing the splitting degree means reducing the number of bits used for representing the sum of sub-buckets. Claim (ii) is related to the numeric nature of the error.
The observations above show the existence of a tradeoff between the need of increasing the splitting degree for improving CVA precision on the one hand, and the need of using as more bits as possible for representing partial sums in the bucket on the other hand. However, we expect that such a trade-off is more evident in case of high splitting degree, that is, when the error of type 2 is more relevant. For instance, recalling that the maximum absolute error of type 2 is c 2 k+1 , where k is the number of bits assigned to smallest sub-buckets, being k = 4 for 8s and k = 8 for 4s, the maximum absolute error of type 2 for 8s in the case c = 20000 is 625 (i.e., about the 3% of c) while it is 39 (i.e., a negligible percentage of c) for 4s.
The experiments confirm the above considerations. By looking at graphs of Fig. 4a we may observe that for 2s and 4s the error decreases as the data density increases. On the con- trary, for 8s, the error is quasi-constant (slightly increasing) in the case of Zipf distributions, while it is slightly decreasing (but much less quickly than 4s) in the case of Gauss distribution (see Fig. 5a ). Concerning the comparison between 2s, 4s and 8s, we may observe in Fig. 4a that for low values of data density, as expected, the accuracy of 8s is higher than 4s and, in turn, the accuracy of 4s is higher than 2s. But, as observed above, for increasing data density, the trends of 4s and 8s suffer, in a different measure, the presence of the error of type 2. This appears quite evident in Fig. 4a , whereby we may note that 8s becomes worse than 4s from about 210 non null elements on and the improving trend of 2s is considerable faster than the other methods (since 2s does not suffer the error of type 2).
We observe that USA gives better estimation than 1b on Zipf data (see Fig. 4a ). The accuracy of USA becomes the worst when the data sets follow the Gauss distribution (see Fig. 5a ). This proves that the assumption made by USA can be applicable for particular distributions of frequencies and spreads, like those of data sets Zipf-t. The results obtained on data sets distributed according a Gauss distribution confirm the above claim: the accuracy of USA becomes the worst when the data sets have a random distribution as it happens for Gauss-t (see Fig. 5a ).
Concerning 1b we may observe that the behaviors of 1b and 2s are similar. As expected, the exploitation of the information that the bucket is 1-biased does not give a significant contribution to the accuracy of the estimation. Indeed, the knowledge of the position of just one element in the bucket does not add in general appreciable information.
The behavior of the spline method, as shown in Fig. 5a ), is similar to that of USA and 1b, although it seems to generally have a little better performance. This is due to the fact that the error of spline is only produced by the linear approximation in the whole bucket, that it is expected to be more accurate than the uniform approximation of the CVA. However, spline performs worse than 2s, 4s and 8s, since these methods benefit from the usage of sub-buckets.
Consider now the usage of the tree-indices 3LT and 4LT. Recall that 3LT has the same splitting degree of 4s, since both methods divide the bucket into 4 sub-buckets. Possible difference in terms of accuracy between the two methods may arise from the error of type 2. Indeed, the tree-like organization of indices allows us to represent the sum inside a given sub-bucket corresponding to a node of the tree as a fraction of the sum contained in the parent node, instead of the entire sum (as it happens for the "flat" methods). Thus, we expect that tree-indices produce smaller errors of type 2. However, as previously noted, 4s produces a negligible percentage of error of type 2. This explains why 3LT and 4s basically present the same error (lines in the graphs are almost entirely overlapped).
4LT has the same splitting degree as 8s (since both methods divide the bucket into 8 sub-buckets). As a consequence, being appreciable the error of type 2 of 8s (as already discussed), we may expect improvements by the usage of 4LT. This is what results from the experiments. 4LT has the best performances: it shows only benefits deriving from the increasing of data density (producing the reduction of error of type 1), with no appreciable increasing of error of type 2. 4LT, thanks to the tree-like organization of the sums, seems to solve the trade-off between increasing splitting degree (for improving CVA precision) and controlling numeric error arising from the usage of a reduced number of bits for representing sums.
Relative error vs bucket size and data skew. First consider populations b-var. Recall that for such data sets we have maintained constant the data density around 20%. Thus, increasing the bucket size means increasing also non-null elements. While, as for previous experiments, the error of type 2 is independent of the bucket size, (even though all the above considerations about the relationship between the error of type 2, splitting degree and number of bits per smallest subbuckets are still valid), we expect that CVA precision suffers the variation of the bucket size. Indeed, on the one hand the CVA precision decreases as the bucket size increases, since, for a larger bucket, linear interpolation is applied to a larger segment of the cumulative frequency. But, on the other hand, increasing the bucket size means increasing the number of non-null elements (keeping constant the overall sum) and this means reducing the probability that the sum is concentrated into a few picks. Thus, whenever the cumulative frequency is smooth, linear interpolation tends to give better results. Depending on data distribution, we may observe either that the two opposite components compensate each The results of the experiments conducted on the class of data sets Zipf-z, for measuring the dependence of the accuracy of methods on the data skew are reported in Fig. 6 . We note that all methods become worse as z increases (as it can be intuitively expected). The behaviors of 1b and 2s are similar, while 4LT shows the best performance.
As a final remark we may summarize the comparison between the considered methods concluding that:
1. The methods that show, in all experiments, accuracy definitely worse than the other methods are spline, 1b and USA. This highlights the benefits deriving from the usage of sub-buckets instead of making either a linear (as in the case of spline) or a uniform (as in the case of 1b and USA) approximation of the frequencies in the whole original bucket. However, the spline method gives the best results among the methods that do not use sub-buckets. 2. Among sub-bucket-based methods, the worst method is always 2s, followed by 4s, and then by 3LT and 8s for sparse data. On the contrary, for dense data 3LT and 4s show better performance than 8s. This leads to the conclusion that the increasing of the number of sub-buckets is advantageous only in the case of sparse data, while for dense data the best splitting degree seems to be that of 4s.
Moreover, 4s and 3LT (that produce the same splitting degree) have basically the same accuracy and this can be explained by observing that 4s produces a negligible percentage of scaling error. Due to the small depth of 3LT, the advantages given by the hierarchical structure of the tree are not enough for making appreciably competitive this method w.r.t. 4s. 3. In order to obtain better results than those produced by 8s, 4s and 2s, it is necessary to introduce the 4LT index, that definitely appears as the best method in all the considered cases. This leads to the conclusion that the higher the number of levels of the index is, the more the index improves the estimation accuracy of the bucket. Actually there is a trade-off between the increasing of the tree depth and the number of bits used for each level (recalling that the total extra storage space available corresponds to a memory word). In particular, for 32-bit architectures, it is not plausible to increase more than 4 the number of levels of the tree, since the best 5-level tree (i.e., the tree 4, 3, 2, 2 ) would have a 2-bit encoding in the last two levels. As it can be easily recognized, by following the analysis given in Sect. 3.4, the scaling error would be intolerable.
Applying the 4LT index to the entire histogram
The analysis described in the previous sections suggests applying the technique of the 4-level tree index to a whole histogram in order to improve its accuracy on the approximation of the underlying frequency set. We stress that the problem of investigating whether such an addition is really convenient is not straightforward: observe that buckets equipped with 4LT use 32 bits more than CVA ones, and, then, for a fixed storage space, allow a smaller number of buckets. In this section we show how to combine the 4LT technique with classical methods for constructing histograms and we perform a large number of experiments to measure the effective improvement given by the usage of the 4LT. The advantage of the 4LT index is shown to be relevant also when it is compared with buckets using CVA, that is, when the storage space required by 4LT is larger than the original method. Moreover, the 4LT index shows very good performances if it is combined with a very simple method for constructing histograms, called EquiSplit, corresponding to partitioning the attribute domain into equal-size buckets. Let us start with a quick overview of the most relevant methods proposed so far for the construction of histograms.
Methods for constructing histograms
Besides the method used for approximating frequencies inside buckets, the capability of a histogram of accurately approximating the underlying frequency set strongly depends on the way such a set is partitioned into buckets. Typically, the criterion driving the construction of a histogram is the minimization of the error of the reconstruction of the original (cumulative) frequency set from the histogram. Partition rules proposed in [19, 29] , try to achieve this goal. Among those, we sketch the description of some well-known approaches:
EquiSplit. The attribute domain is split into k buckets of approximately the same size b = m/k . In this way, as the boundaries of all buckets can be easily determined from the value b, we only need to store a value for each bucket: the sum of all frequencies. This method has been first introduced in [6] and, as the experimental analysis will confirm, it has very good performances for low skewed data, while its performances get worse in case of high skew. MaxDiff. A MaxDiff histogram [29] of size h is obtained by putting a boundary between two adjacent attribute values v i and [19] gives very good performances. It is obtained by selecting the boundaries for each bucket, in f i and 2 and avg i is equal to the average frequency in the ith bucket, thus the cumulative frequency in the whole bucket divided by the size sup i − in f i + 1. H-Optimal. A Hierarchical Optimal histogram [22] is the optimal histogram that has the minimum total expected error for estimating prefix range queries, in which the only queries allowed are one-sided ranges. The error metrics used is the SSE, described above for V-Optimal. [15] is the optimal histogram that minimizes the relative error measures for estimating prefix range queries, that is (x i − x j )/max{|x i |, c} where x i and x j are the actual value and the estimation of the range query, respectively, and c is a sanity constant which is used to reduce excessive domination of relative error by small data values. In our experiments we have fixed c = 1.
RE-HIST. A Relative Error Histogram
We now propose to combine all these methods with the 4LT index in order to have an approximate representation of frequency distributions inside the buckets. We shall compare the so-revised methods with the original ones with CVA estimation at parity of storage consumption. The results will show that the 4LT index strongly increases the estimation accuracy of both methods.
In order to give the flavor of the proposal and to discuss informally why it gives benefits, we first introduce a simple example.
We consider all the (fifteen) 2-buckets histograms which can be built over a data set consisting of sixteen points. For each histogram we measure the average relative error obtained by evaluating all the sum range queries from 1 to i where 1 ≤ i ≤ 16. Observe that this error metrics is the same as that one used in Sect. 3.5 for the experiments inside a bucket. Moreover, we will keep the same error metrics also for the experiments on whole histograms reported in the following. The second row of Table 1 contains the frequencies of the sixteen points displayed in the first row. The third row of the table reports the relative errors described above. In particular, for each 1 ≤ i ≤ 15, the relative error produced by the histogram having the first bucket from 1 to i and the second bucket from i + 1 to 16 is reported. Observe that the lowest error occurs for i = 11. Therefore, the upper bound of the first bucket of the most accurate histogram, say H , is 11. Consider now the other three rows of Table 1 , that are named, in order, Exact, Hist and 4LT. They report both the actual and estimated values of all the range queries from 1 to i where 1 ≤ i ≤ 16. In particular, the actual values are reported in the row Exact, whereas Hist and 4LT contains the estimated values. The values occurring in the row Hist are obtained by using the histogram H (i.e. the most accurate one) described above. Furthermore, the values occurring in the row 4LT are estimated by using a single bucket histogram equipped with a 4LT index. This comparison aims to confirm the claim proven by our study that the trade-off between exploiting the storage space for increasing the number of buckets and improving the accuracy of intra-bucket approximation is solved in favor of the latter issue. Indeed, the values obtained with the 4LT index (see row 4LT) are closer to exact ones (see row Exact) than those obtained with the 2-bucket histogram H (see row Hist). If we evaluate the whole average relative error, then we obtain a value of 4.48% for the histogram H and a value of 2.39% for the histogram with 4LT. In other words, the hierarchical structure inducing a partition of each bucket into eight intervals, allows us to have benefits coming from such a finer granularity keeping small the scaling error. Intuitively, this explains the success of our method.
Experiments on histograms
In this section we shall conduct several experiments both on synthetic and real-life data in order to compare the effectiveness of several histograms in estimating range query size. We show a number of pictures reporting the relative error versus various parameters, measured with the ten techniques taken into account. For the sake of presentation each picture selects just a meaningful sample of the considered techniques. First we describe the query set considered as well as the measure adopted for the error.
Query set and error metrics:
In our experiments, we use the query set {X ≤ d : d ∈ U} (recall that X is the histogram attribute and U is its domain) for evaluating the effectiveness of the various methods. We measure the error of approximation made by histograms on the above query set by using the average of the relative error
where Q is the cardinality of the query set and e rel i is the relative error , i.e.,
, where S i and S i are the actual answer and the estimated answer of the query ith of the query set.
Experiments on synthetic data
First we present the experiments performed on synthetic data. Below we describe data sets, error metrics and query set considered in our experiments. Available storage: Assuming that an integer is stored by 32 bits, under CVA each bucket stores only two 32-bit integers (the sum of values and the upper bound), while with the 4LT index each bucket needs three 32-bit integers. In particular, given a fixed number of bits, say K , for the total storage space required for the whole histogram, MaxDiff, V-Optimal, H-Optimal and RE-HIST under CVA produce For our experiments, we shall use a storage space from 12 to 420 four-byte numbers. For example, in the case of 24 numbers, using the above considerations it can be easily realized that: (1) Equisplit produces 24 buckets, (2) EquiSplit with 4LT indices, MaxDiff, V-Optimal, H-Optimal and RE-HIST produce 12 buckets, and (3) MaxDiff with 4LT, VOptimal with 4LT, H-Optimal with 4LT and RE-HIST with 4LT produce eight buckets. Data sets: We conducted our experiments on data generated from the data distribution described [11] . A Zipfian [35] data generator was used to produce Zipfian frequencies for different skew levels (denoted by the Zipfian parameter z), numbers of distinct values, and total frequency values (i.e., counting of tuples). The parameter z was varied from 0.3 (low skew) to 2.0 (high skew), the distinct values ranges from 128 to 8192, and the tuple count lies between 200,000 and 1,000,000. Moreover, a permutation step was applied on the generated Zipfian frequencies to associate them with the values of the domain. As in [11] , we considered four different permutation techniques: (1) NoPerm basically leaves the ordering as specified by the Zipfian data generator, that is, smaller values have higher frequencies; (2) Normal permutes the frequencies to resemble a bellshaped normal distribution, with the higher (lower) frequencies at the center (respectively, ends) of the domain; (3) PipeOrgan permutes the frequencies in a pipe-organ-like arrangement, with higher (lower) frequencies at the two ends (respectively, center) of the data domain; and, (4) Random permutes the frequencies in a completely random manner over the data domain. random permutation, while for the other permutations it produces errors that are significantly higher than those of the other methods; therefore, we have reported the results of MD only in Fig. 8b . Moreover, in the same Fig. 8b we do not report the results of ES, since for the random permutation this methods yields errors significantly high. The experiments confirm the good performances of HI and RE, that produce errors smaller than VO, ES and MD while VO, in its turn, performs generally better than ES and MD (excepted the case of the Norm permutation, where ES performs better than VO). The results also pinpoint that 4LT adds to all methods relevant benefits. Indeed MD-4LT, ES-4LT, VO-4LT, HI-4LT and RE-4LT show very low errors and particularly HI-4LT and RE-4LT are always the best methods. Interestingly, we observe that the improving of all the methods by the usage of 4LT indices is relevant also for high skew, proving the effectiveness of such indices.
In Fig. 9 we show the dependence of the accuracy of the methods on the amount of space. The aim of this experiment is to study the behavior of the various methods as the compression factor increases. Clearly, when the available amount of space increases, all methods behave well. The differences are more relevant for values corresponding to high compression. The methods using 4LT are the best. This can be intuitively explained by considering that in case of large buckets the role of the approximation technique inside buckets becomes more important than the rules followed for constructing buckets.
In Fig. 10 the accuracy of the methods versus the number of distinct values is reported. As it can be easily verified, also this experiment confirms the results obtained in the previous experiments. 
Experiments on real-life data
We have performed further experiments using real-life data. We have considered three data sets (that we denote by Data Set RD1, RD2 and RD3) obtained by three attributes of The cardinality of each dataset is T = 34683. We use for each histogram 24 four-byte numbers. Query set and error metrics are the same as those used for experiments on synthetic data.
Results of experiments on real-life data. In Table 2 the relative error produced by the methods on real-life data is shown. The experiments confirm the results obtained with synthetic data. We note that 4LT adds to all methods relevant benefits and that, in particular, HI-4LT is the method that generally best performs. Not surprisingly, for the data set RD1, ES-4LT produces the smallest error. This can be explained by considering that data considered in these experiments are rather uniform, and, as a consequence, the cheapest technique (in terms of storage space) gives the best performances. In other words, the extra storage space required for recording bucket boundaries of the more sophisticate techniques does not give benefits due to the trivial data distribution. A similar situation is produced for dataset RD3, whose data are uniform enough (although less uniform than those of RD1). Indeed, ES shows again good performances but worse than HI.
Running times
In this section, we compare the running times of the considered methods. For this purpose, we used the data sets with skew parameter z = 1 occurring in the data distribution previously described. We varied the number of distinct values from 512 to 8192 and we set the storage space to 48 fourbytes numbers.
The results are depicted in Fig. 11 and show that the use of 4LT reduces the construction time of the histograms. For example, the V-Optimal histogram takes 165 s to be built over a data set with 8192 non-null values, whereas the VOptimal histogram equipped with the 4LT index takes 101 s. As a consequence, the advantages obtained by the usage of 4LT in terms of reduction of number of buckets definitely overcome the overhead due to the construction of the 4LT itself. Observe that Equisplit and Maxdiff histograms (with 4LT) are not reported in Fig. 11 , since their running times are negligible w.r.t. times of the previous methods (less than 1 s). We obtained a further confirmation of the above claim by comparing the methods keeping equal the number of buckets. The result we obtained for all histograms (both Equisplit, Maxdiff, V-Optimal, H-Optimal and RE-HIST) is that the addition of the 4LT index does not increase appreciably running times. Finally, observe that we have omitted range-query running times because they are very small for every methods.
Towards 64-bit indices
The 4LT index used so far for improving the estimation inside histogram buckets and, consequently, the accuracy of the whole histogram, is stored by using 32 bits, which is the size assumed for a memory word. However, the current trend is toward 64-bit architectures. In this section we study both how to arrange our tree-like indices in the case of 64-bit architectures and whether our approach remains valid also in this case.
Before considering the first issue above, we recall that the tree is obtained by appending to the root (encoding the bucket sum) two sub-trees encoding hierarchically partial sums of the bucket. Moreover, the bits available for storing the tree (64, in this case), are consumed by the two sub-trees (since we assume that the bucket sum is anyway stored). Now observe that, we adopt the ratio of reducing the encoding of 1 bit per level (for obtaining a scaling error independent of the level in the tree-see Sect. 3.4).
For example we may arrange the index by assigning 22 bits to the highest level of the sub-tree (where we have to store just one node), and 21 bits to the next level (where we have to store two nodes). The overall storage space for the sub-tree is exactly 64 bits, obtained as 22 + 21 + 21 bits. This solution corresponds to a 3-level tree denoted by 22, 21 (see Sect. 3.3 for the notation).
In addition to the above index, we have considered indices obtained by adjusting solutions satisfying the criterium of reducing the encoding of 1 bit per level through a suitable distribution of the extra bits over the tree.
In particular, we have taken into account the following indices:
-The index 10, 9, 9 , that is a 4-level tree obtained from 10, 9, 8 (occupying 10 + 2 · 9 + 4 · 8 = 60 bits) by distributing the remaining 4 bits over the lowest level. We have tested the four indices described above (i.e., the indices 22, 21 , 10, 9, 9 , 6, 5, 4, 4 and 8, 6, 5, 3 ) by using the data set illustrated in Section 4.2.1 (and by adopting all the permutations random, pipe, normal and no-perm) so obtaining two important results.
The first one is that, similarly to the 32-bit 4LT index, the application of the index also in the case of 64-bit architectures significantly improves the accuracy of all the considered histograms.
The second result is that, as it happens for 32-bit indices (see Sect. 3.5), the higher the number of levels of the index is, the more the index improves the estimation accuracy of the two questions above are not trivial since employing two 32-bit memory words for storing an index for each bucket reduces the number of histogram buckets if we keep constant the overall storage space. In order to study the issues above, we have performed a number of further experiments which make a comparison among (1) traditional histograms (already considered in the previous experiments), (2) their version equipped with the 32-bit 4LT index and (3) their version equipped with the best 64-bit index, that is the index 8, 6, 5, 3 (called here 5LT). The data set used in these experiments and the overall storage space assigned to each histogram are again those described in Sect. 4.2.1. Figures 13 and  14 report some meaningful results of the experiments. We may observe that the application of 5LT improves traditional histograms. Moreover, as it can be seen in the figures, the improvement is comparable to that produced by 4LT, with a slight superiority of the latter. This worsening reflects the penalty introduced by the increasing of the storage space required for each bucket, which reduces significantly the number of allocable buckets for a fixed storage space.
Conclusions
In this paper we have presented a technique for improving the frequency estimation inside each bucket of a histogram. Our method is based on the addition of a 32-bit memory word to each bucket storing a 4-level-tree index (4LT, for short) that stores, in a bit-saving approximate form, a number of hierarchical range queries internal to the bucket. We have shown both theoretically and experimentally that such an additional information effectively allows us to better estimate range queries inside buckets. Interestingly, the usage of 4LT on top of the state-of-the-art histograms, outperforms them in terms of accuracy. This claim is proven in the paper through a large number of experiments conducted on both synthetic and real-life data, where the original histograms equipped with 4LT are compared with their standard versions (i.e., with no 4LT) under several different data distributions at parity of consumed storage space. It turns out that the price we have to pay in terms of storage space, due to the addition of the index to each bucket, is overcome by the benefits given by the improvement of precision in estimating queries inside buckets. We have also shown that the above claim remains still valid, whenever 64-bit architectures are considered. Thus, the main conclusion we draw is that our approach represents a general technique that can be combined with any bucket-based histogram for significantly improving its accuracy.
