Tubular structure tracking is an important and difficult problem in the fields of computer vision and medical image analysis. The minimal path models have exhibited its power in tracing tubular structures, by which a centerline can be naturally treated as a minimal path with a suitable geodesic metric. However, existing minimal path-based tubular structure tracing models still suffer from difficulty like the shortcuts and short branches combination problems, especially when dealing with the images with a complicated background. We introduce a new minima path-based model for minimally interactive tubular structure centerline extraction in conjunction with a perceptual grouping scheme. We take into account the prescribed tubular trajectories and the relevant curvature-penalized geodesic distances for minimal paths extraction in a graph-based optimization way. Experimental results on both synthetic and real images prove that the proposed model indeed obtains outperformance comparing to state-of-the-art minimal path-based tubular structure tracing algorithms.
I. INTRODUCTION
Tracking the centerlines of tubular structures such as blood vessels, roads and rivers is a fundamental task in computer vision, medical imaging and remote sensing. A basic objective for tubular structure tracking is to search for the centerline and/or the tubular boundaries in both sides to delineate an elongated structure. This is very often carried out by investigating the tubular anisotropy and appearance features to identify the centerline positions. These tubular features in general can be extracted through various multi-scale and multiorientation filters as reviewed in [1] , [2] . The existing tubular structure tracking approaches can be roughly divided into two categories: automatic tracking models for which all the branches are expected to be detected, and interactive models where the user-intervention is often taken into consideration. In this paper, we focus on the minimally interactive tracking manner.
A simple and effective idea for automatic tubular structure tracking is implemented by a path growing method. The centerline of each vessel branch is depicted by a locally optimal path propagated from a set of seed points in conjunction with a local tubular features detection procedure [3] , [4] , [5] . Unfortunately, the path growing approaches may fail to detect tubular structures in the presence of gaps, since the objective path can only advance a small step. The implementation of minimal paths is an alternative solution for tracking a con-nected tubular structure tree. Significant examples include the keypoints-based minimal path growing models [6] , [7] , where new source points are iteratively added during the geodesic distance computation. The geodesic voting methods [8] , [9] for which the tubular tree can be identified via voting score, and the minimum spanning tree model [10] where a tubular structure tree can be identified by finds saddle points from the geodesic distance map [11] . Other interesting tubular structure centerline tracing approaches include the curve evolutionbased models [12] , [13] , the tracing algorithms relying on prescribed trajectories [14] , [15] , [16] and the learning-based tubularity tracking models [17] , [18] .
Even through they have been extensively studied, the semior fully automatic tubularity tracking models still lack sufficient accuracy and reliability, especially in the case of complex scenario. As an alternative solution, the type of interactive tubular centerline tracing approaches very often relies on the user intervention such as seed points which define the source and end points for tubular branch. The minimal path models, first introduced by [19] , are regarded as one of the most successful tools in tracing tubular structures. However, in its original formulation [19] , there is no guarantee that the minimal paths pass through the exact tubular centerlines. In order to address this issue, a two-stage procedure [20] is proposed to get the exact centerlines by taking into account the tubularity segmentation to generate centralized potential. Significant improvement on tracing the centerlines and boundaries has been made by [21] , [22] , where an abstract dimension representing the thickness of tubular structures is added, thus a 2D (resp. 3D) vessel can be described by a 3D (resp. 4D) minimal path. However, the short branches combination and shortcuts problems may often occur for these minimal path models, due to the complicated situation. The minimal path models [23] , [24] with a dynamic metric update scheme incorporate the update procedure of geodesic metrics during the fronts propagation. The curvature regularization is introduced to minimal path computation in either continuous domain [25] , [26] or discrete domain [27] , leading to geodesic paths with rigid enhancement to reduce the risk of short branches combination and shortcuts problems. Unfortunately, the minimal path models mentioned above are difficult to benefit from the prescribed trajectories and may cost expensive computation burden in the sense of interactive tubular structure tracking. Despite the efforts on the improvement of minimal path techniques, the short branches combination problem still occurs when dealing with complicated situation, as depicted in Fig. 1 . Figs. 1b and 1c present the results derived from the anisotropic model [22] and the progressive model [24] , where one can observe short branches combination issues. While the proposed model indeed obtains good results, see Fig. 1d . It is worth to pointing out the graph-based shortest path methods [28] , [29] for tubular trajectory tracing also obtain promising results.
In this paper, we propose a new minimal path model for minimally interactive tubular structure centerline tracing. It combines both the curvature-penalization geodesic distance and a set of prescribed tubular trajectories. These trajectories can be simply derived from the tubular structure segmentation by applying morphological filters. In [29] , the authors present a shortest path-based tubular structure tracking model, which also relies on prescribed trajectories. However, the proposed method differs to [29] mainly at the way of establishing the connection between two trajectories which are likely. Specifically, the model in [29] connects two neighbouring trajectories using a straight segment and measures the connection cost by the length of the segment and the related angles. The corresponding cost for this connection is estimated using its Euclidean length weighted by the relevant angles. While in the proposed model, the gap between two neighbouring trajectories is recovered by a curvature-penalized geodesic path, which is more accurate and natural.
The manuscript is organized as follows. In Section II, we briefly introduce the background on the curvature-penalized minimal path model. Section III formulate the main contribution of this manuscript. The experimental results and the conclusion are presented in Sections IV and V.
II. BACKGROUND ON CURVATURE-PENALIZED MINIMAL
PATH The original isotropic minimal path model introduced by [19] is designed to search for the global minimum of a weighted curve length associated to a potential, which is a function of low values around the image features. In tubular structure tracking applications, these features of interest are usually tubular centerline positions. The curvaturepenalized minimal path approaches, such as the Finsler elastica model [25] , [30] and the Finsler variant of the sub-Riemannian (FSR) models [26] , are regarded as two elegant extensions to the original isotropic model. In both approaches, the curvature values of geodesic paths are taken into consideration for regularization, thus able to yield minimal paths with strongly smooth and rigid properties. The proposed tubular structure tracking model partially relies on the curvature-regularized geodesic distance and we choose the FSR metric to estimate the distance due to the low computation complexity. We refer to [31] for more analysis on the comparison between the Finsler elastica minimal path model and the FSR minimal path model.
LetΩ := Ω × S 1 be an orientation-lifted space, where Ω ⊂ R 2 is an open and bounded image domain and S 1 = [0, 2π) is an interval with periodic boundary condition. A core component for the FSR minimal paths computation is the datadriven geodesic metric F ,β :Ω × R 3 → R + , where ∈ R + and β ∈ R + are two constant parameters. For any orientationlifted pointx = (x, θ) ∈Ω and any vectorũ = (u, ν) ∈ R 3 , the metric F ,β can be expressed as
where C :Ω → R + is an orientation-dependent function derived from the image data. In tubular structure tracking, C can be derived from the orientation score estimated by a steerable filter like the optimally oriented flux (OOF) model [32] . The function F ,β , which is referred to as the FSR metric, can be written as
where n θ = (cos θ, sin θ) is a vector related to θ. The parameter β dominates the importance of the curvature-based penalization.
Given the geodesic metric F ,β , the FSR minimal path model aims to minimize a weighted curve length L(γ) measured along a regular curve γ : [0, 1] → Ω with second-order derivative
The geodesic distance map very often lends itself to the minimization of the weighted curve length L. For a fixed source pointã ∈Ω, the geodesic distance map defines a minimal curve length for each pointx ∈Ω
It is known that the geodesic distance map Uã satisfies the Eikonal equation such that Uã(ã) = 0 and for any orientationlifted pointx ∈Ω\{ã} we have
where F * ,β is the dual metric of F ,β with a form of
.
The Eikonal equation (4) can be solved by using the stateof-the-art Finsler variant of the fast marching method [31] . A geodesic path Gã ,x linking fromã tox can be derived by reparametering the solutionĜ (which is also a geodesic path) to a gradient descent ordinary differential equation on Uã
The metric F ,β implicitly encodes the curvature penalization, leading to the fact that the FSR minimal paths are the approximate minimizers to the cost
du with an inreversible constraint on geodesic paths, where κ : [0, 1] → R is the curvature of γ. For two given points with tangents, the minimal paths associated to the data-driven FSR metric F ,β or the FSR metric F ,β tend to keep smooth, since both metrics implicitly encode curvature penalization [26] as regularization.
III. TRAJECTORY GROUPING FOR TRACING TUBULAR STRUCTURES
Motivation. In many scenarios of tubular structure tracking, the objects may cross over another one with stronger appearance features (like retinal artery vessels), or may lie in a very complicated background (like roads). As a consequence, the shortcuts or short branches combination problems often occur when directly applying minimal paths [22] , [21] to trace a tubular structure in those cases. Using curvature penalization may reduce the effects from the stronger neighbouring or intersecting tubular structures. In Fig. 2 we show such an example on a synthetic image which involves two tubular structures crossing one another. As depicted in Fig. 2c , the FSR minimal path indicated by a blue line indeeds find a curve without sharp turnings under the constraint of the initial and end tangents (red arrows), satisfying the curvature penalization on these paths. In contrast, the minimal path derived from the anisotropic tubular minimal path model passes through structures with strong appearance features but with two sharp corners. However, the FSR minimal path model still suffers from the shortcuts and/or short branches combination problems especially when the target structures have long Euclidean curve length values. Moreover, the computation complexity for curvature-penalized minimal path models are too high for realtime applications. In order to reduce the risk of short branches combination and shortcuts problems and achieve a real-time manner, we propose a new minimal path model for minimally interactive tubular structure tracking, in conjunction with FSR geodesic distance estimation and trajectories grouping, as depicted in Fig. 3 . The smoothness property of the FSR minimal paths agrees with the requirement for connecting the gaps between two adjacent vessel segments. Overview. The proposed tubular structure tracing model is established on a graph G = (V, E), where V represents the node set on the graph G and E stands for the edge set. We further denote by e ij ∈ E the edge linking two nodes ϑ i and ϑ j ∈ V. Each edge e ij is supported to be assigned a weight value ω ij ∈ R + 0 . For simplicity, we assume that ω ij = +∞ implies the node ϑ i disconnects to ϑ j . We focus on the indirect graph, i.e. for each pair of edges e ij and e ji , one has ω ij = ω ji . In this work, the node set V is constructed by means of the prescribed tubular trajectories. These trajectories can be derived from the tubular structure segmentation in conjunction with morphological filters. Note that the tubular segmentation can be regarded as a binary image for which each point is assigned a label 1 or 0. The segmentation can be carried out by various approaches. For the sake of simplicity, we apply the OOF filter [32] for the tubular feature computation and for tubular structure segmentation. In the following, we first introduce the method for computing the tubular anisotropy and appearance features via the OOF filter [32] .
A. Tubular Features Extraction
In this section, the tubular structures are supported to have locally lower intensities than background. Let G σ be a Gaussian kernel with variance σ and let {∂ xixj G σ } i,j be the Hessian matrix of the kernel G σ . The response of the OOF filter on an image I : Ω → R at a point x and a scale r ∈ [R min , R max ] is a matrix of sized 2 × 2 which can be expressed as
where χ r is the indicator function for a disk of radius r. As analyzed in [32] , the confidence map, which indicates the likelihood of a point belonging to the tubular structures, can be computed from the eigenvalues, denoted by λ 1 (·) and λ 2 (·) with assumption λ 1 (·) ≤ λ 2 (·), of Ψ(·). The confidence map can be formulated as follows:
Furthermore, the anisotropy features at a point x located at a tubular trajectory are the two directions tangent to that trajectory. They can be estimated using the eigenvectors v 1 (x, r * ) of the matrix Ψ(x, r * ) corresponding to the eigenvalue λ 1 (x, r * ), where r * is the scale of the tubular structure at x. For each point x around the centerline positions of a tubular structure, the corresponding orientation θ x can be estimated being such that
where ∝ is the proportional operator. The image data-driven function C used in Eq. 1 can be computed as
where α ∈ R + is a weighted parameter on the image data and n ⊥ θ = (− sin θ, cos θ) is the orthogonal vector of n θ . Notice that the orientation-dependent scalar value | n ⊥ θ , Ψ(x, r * )n ⊥ θ | can be regarded as the orientation scores.
With these definitions in hands, the tubular structure segmentation can be achieved by simply thresholding the confidence map ψ. After that we apply the morphological filters on the binary segmented tubular structures to get the skeletons of one grid point width. In order to obtain a set of separate trajectories, we remove all the branch points from the just computed tubular skeletons. An example can be seen in Fig. 3b .
B. Graph Construction
We denote by T i ⊂ Ω the trajectories indexed by i ∈ N + . In principle, each trajectory lies at the centerline of a tubular structure. Thus we can assign two orientations θ x ∈ S 1 and θ x + π ∈ S 1 to each point x ∈ T i , estimated via Eq. (8). Both orientations stand for the anisotropy features that a tubular structure should have at x. In order to take these anisotropy features into consideration, we lift each trajectory T i to the orientation spaceΩ = Ω × S 1 such that the orientation-lifted trajectories arẽ
For the construction of a graph G = (V, E), each trajectory T i can be regarded as a node so as to form the node set V, see [29] . For the construction of E, we should identify the neighbouring nodes for each node ϑ i . For a trajectory T i , this can be done by building a tubular neighbourhood surrounding T i . Here we make use of the same method with [29] for identifying the neighbourhood region for each trajectory. Firstly, the trajectory T i is prolonged from its two end points along the respective tangents. Then we build a regular tubular neighbourhood M i for extended trajectory with radius τ . A trajectory T j is said to be connected to
C. Computation of the Edge Weights
Once the construction of the edge set E is done, the weights ω i,j for all the edges e ij should be identified. In this section, a new method is introduced to estimate the weights ω i,j between two connected trajectories T i and T j , i.e. two nodes ϑ i and ϑ j , based on the FSR metrics formulated in Eqs. (2) and (1) .
The objective of this work is to group a set of trajectories {T i } to delineate the target tubular structure. The weights ω ij should be very small when two trajectories T i and T j lie at the same tubular structure. In most scenario, the observation is that tubular structures appear to be locally smooth. In other words, a small portion of a centerline can be modeled by a curve with low curvature. Thus it is reasonable to estimate the edge weights ω ij using the curvature-penalized geodesic distance.
We first define a function D i,j measuring the minimal curvature-penalized distance from the orientation-lifted trajec-toriesT i toT j via the FSR geodesic metric F ,β as follows:
The distance D i,j thus leads to a pair of points (x * ,ỹ * ) ∈ T i ×T j such that Ux * (ỹ * ) = D i,j and a corresponding geodesic path C i,j linking the pointx * ∈T i toỹ * ∈T j . It can be recovered by solving the gradient descent ODE (5) . Note that the distance D i,j is weighted by the image datadriven function C, which encodes the tubular appearance features. This may introduce bias to the weights ω i,j , especially when the target appear to be weak and simultaneously is close to stronger ones. In order to remove the bias, we propose to estimate a new curvature-dependent and image data-independent distance D i,j as follows:
where κ i,j is the curvature of the geodesic path C i,j and β 1 ∈ R + is a constant controlling the importance of the curvature. Note that the estimation of D i,j by Eq. (11) allows to give more importance to the curvature penalization by setting a large value to β 1 . Similarly, we can obtain the distance form the distance D j,i by the corresponding geodesic path C j,i with C j,i (0) ∈T j and C j,i (1) ∈T i . Now the weight ω i,j for the edge e i,j can be defined by
The definition (12) imposes the symmetry property ω i,j = ω j,i , yielding an indirectly graph. It allows that the path linking a pointã tob is equivalent to the one fromb toã, thus capable of reducing user invention. Note that the path linkingT i and T j is the one with smaller distance value.
D. Implementation
The numerical computation for D i,j and D i,j can be implemented by the state-of-the-art curvature-penalized fast marching algorithm [31] , which estimates the geodesic distance in a single-pass wave front propagation way. We note that the estimation for D i,j and D i,j can be simultaneously carried out by expanding the front fromT i just once, since in each geodesic distance update step, the tangent of the geodesic path is also known. For each trajectory T i and a set {T j } of neighbouring trajectories, one can compute the respective weights ω ij . Once the construction of the graph is done, we can perform the Dijkstra's algorithm [33] to get the 'optimal path' which is comprised of a set of ordered and disjoint trajectories, see Fig. 3c as an example.
Since the output of the Dijkstra's algorithm is a set of separate trajectories, we need to build the final curves as the concatenation of these order trajectories as well as the respective FSR minimal paths joining them. Here we use the similar procedure as [29] to obtain the final curve. Support that T i , T j and T k are three successive trajectories. Assume that T i and T j are linked by the FSR minimal path C i,j subject tõ x i = C i,j (0) ∈ T i andx j = C i,j (1) ∈ T j . Similarly, the FSR geodesic path linking T j and T k , assumed as C j,k , intersects T j at the pointỹ j . For the trajectory T j , only the portion between the two pointsx j andỹ j are used for the building the final curve. For each trajectory, the same procedure is applied to get the portion used for the final curve.
The computation cost for the proposed model can be divided into two parts. The first one lies at the construction of the graph, i.e. the computation of the edge weights, which indeed cost very long time. Fortunately, this process can be done offline such that the user do not have to wait online in this stage. Also, the parallel computing scheme can greatly speed up the computation. For the Dijkstra'algorithm, the computation complexity is O(N log(N )) where N is the total number of trajectories. Since N is much less than the number of grid points of an image, the proposed tubular structure tracking method is able to yield shortest paths in a real-time manner, after the user submits few points along the target tubular structure. The construction of the graph may cost high computation burden on the estimation for the weights ω ij . However, this computation procedure can be performed offline and also can be accelerated hundreds times by parallel computing implementation. 
IV. EXPERIMENTAL RESULTS
We conduct the numerical experiments with both qualitative and quantitative comparison to the progressive model with bending constraint (Progressive) [24] , the anisotropic model (Aniso) [22] , the FSR model [26] , the graph-based grouping method (Eud-A) [29] on both synthetic and real images. For fair comparison, we apply the same trajectories for the Eud-A method and the proposed one.
In Figs. 4 and 5, we present the tubular structure centerline tracing results for the qualitative comparison on road and retinal images. The cyan and yellow dots respectively represent source and end points provided by user. The extracted paths are indicated by red lines. For road images, the main difficulty usually lie at the complicated background such as buildings which may also produce strong tubular appearance features. From columns 1 to 4 of Fig. 4 , one can observe the shortcuts occur when implementing the compared tracing models. While for the results from the proposed model, the objective structure can be correctly traced thanks to the proposed edge weights construction way.
In Fig. 5 , we show the qualitative comparison results on retinal images. The goal in this experiment is to trace the artery vessels between two points. In retinal images, the main challenge is that the artery vessels appear very weak and very often close to or even cross over strong veins. From columns 1 to 4, all the compared models suffer from both shortcuts and short branches combination problems. In contrast, the proposed model based on the curvature-penalized grouping method can obtain encouraging results.
The qualitative comparison results presented above are promising but not so sufficient. In order to make a genuine evaluation, we conduct the quantitative evaluation on DRIVE [34] and IOSTAR [35] retinal vessel datasets, by tracing artery vessels using few user-provided points. As discussed above, this is a changeling task thus can well measure the performance of the models. We consider an accuracy score defined as
where S is the set of grid points passed through by the evaluated paths, G denotes the region of artery vessels from the artery-vein ground truth, and #|S| stands for the elements involved in the set S. Each individual artery vessel is tracked in the whole image. In each test, all the evaluated models are under the same user-supplied points. In Table. I, we illustrate the average accuracy scores for different models on tracing artery vessels on both DRIVE and IOSTAR datasets. We made use of 394 artery vessels sampled from two datasets, where most of the major artery vessels in each retinal image are taken into account for evaluation. Among all the tests, we provide only 2 points for 321 vessels and the remaining cases require 3 points. From Table. I, we observe that the average scores of the Eud-A model and the proposed one demonstrate large gaps to the other three models, proving the advantages of using the prescribed tubular structure segmentation. Also, in each dataset the average values of the scores J for the proposed model achieve around 12% higher than the Eud-A model, thanks to the use of the curvature-penalized distance to estimate the edge weights of the graph. In Table I , only the average values of J are illustrated. For better examination of the proposed model, we we show more statistical results on the accuracy scores J for each tested models through the tool of box plots, as depicted in Fig. 6 . The left and right columns in Fig. 6 correspond to the DRIVE and IOSTAR datasets, respectively. The results shown in this figure indeed prove that the proposed model outperform the compared state-of-the-art tubular tracking models in both robustness and accuracy.
Finally, we design a synthetic spiral with several gaps which can be seen in the first column of Fig. 7 . We normalize the gray levels of this synthetic image to [0, 1]. In this experiment, the goal is to extract the spiral between two given points denoted by dots. To examine the performance of the proposed model against the effects from noise, we add different levels of Gaussian noise, by setting the normalized variance as σ n = 0.05 * k for k = 1, 2, · · · , 6. The evaluation results are shown in Table. II, for which we compare to the results of the FSR and Eud-A models which are more relevant to ours. From this table, we again observe that the proposed model obtain the best performance in the sense of J . Specifically, the proposed model is able to correctly extract the spiral in first five noise levels. In Fig. 7 , we show the results for the FSR, Eud-A and our models on the spiral images for which the variances of the Gaussian noise are σ n = 0.25 and 0.3. One may observe that our model also yield shortcuts for σ n = 0.3 due to the strong noise. This might be solved by correcting the trajectories before the graph construction.
V. CONCLUSIONS
In this paper, we propose a new minimal path model for the delineation of tubular structure trajectories in a prescribed trajectories grouping scheme based on a graph-based optimization method. The main contribution lies at the construction of the edge weights by taking in account the curve rigid property. We introduce a natural and effective way in conjunction with the curvature-penalized geodesic distance. Unlike the traditional minimal path models, the proposed one is able to blend the benefits from the prescribed tubular trajectories and the curvature-penalized geodesic paths. The experimental results prove that our model has outperformed the state-ofthe-art minimal path-based tubular structure tracing models. The future work can be devoted to improve the construction of the trajectories and develop automatic algorithms based on our core idea. partially funded by National Natural Science Foundation of China (No. 61902224), Roche pharma (project AMD short) and by a grant from the French Agence Nationale de la Recherche ANR-16-RHUS-0004 (RHU TRT cSVD).
