Lesion and functional brain imaging studies have suggested that there are two anatomically nonoverlapping attention networks. The dorsal frontoparietal network controls goal-oriented top-down deployment of attention; the ventral frontoparietal network mediates stimulus-driven bottom-up attentional reorienting. The interaction between the two networks and its functional significance has been considered in the past but no direct test has been carried out. We addressed this problem by recording fMRI data from human subjects performing a trial-by-trial cued visual spatial attention task in which the subject had to respond to target stimuli in the attended hemifield and ignore all stimuli in the unattended hemifield. Correlating Granger causal influences between regions of interest with behavioral performance, we report two main results. First, stronger Granger causal influences from the dorsal attention network (DAN) to the ventral attention network (VAN), i.e., DAN3 VAN, are generally associated with enhanced performance, with right intraparietal sulcus (IPS), left IPS, and right frontal eye field being the main sources of behavior-enhancing influences. Second, stronger Granger causal influences from VAN to DAN, i.e., VAN3 DAN, are generally associated with degraded performance, with right temporal-parietal junction being the main sources of behavior-degrading influences. These results support the hypothesis that signals from DAN to VAN suppress and filter out unimportant distracter information, whereas signals from VAN to DAN break the attentional set maintained by the dorsal attention network to enable attentional reorienting.
Introduction
Human visual attention is thought to be controlled by two frontoparietal networks. The dorsal attention network, comprised of bilateral frontal eye field and bilateral superior parietal lobule/ intraparietal sulcus, initiates and maintains goal-directed topdown attentional control (Kastner et al., 1999; Shulman et al., 1999 Shulman et al., , 2003 Corbetta et al., 2000 Corbetta et al., , 2005 Hopfinger et al., 2000; Astafiev et al., 2003; Giesbrecht et al., 2003) . The ventral attention network, which is right-lateralized and contains right ventral frontal cortex and right temporal-parietal junction (rTPJ), enables stimulus-driven bottom-up attentional reorienting (Shulman et al., 1999; Corbetta et al., 2000; Astafiev et al., 2003; Kincade et al., 2005; Astafiev et al., 2006) . Although it is generally believed that the effective interaction between the two networks underlies our ability to navigate complex visual environments, the neuronal mechanisms of this interaction remain not well understood. According to one hypothesis, top-down signals from the dorsal attention network to the ventral attention network suppress and filter out unimportant distracter information so that goal-oriented sensorimotor processing can proceed unimpeded, whereas the ventral attention network, upon detecting environmental stimuli not in the attentional focus, shifts attention by sending bottom-up signals to disrupt the sensorimotor processing enabled by the dorsal attention network .
Support for the hypothesis has mainly come from lesion and functional imaging studies. For example, damage to areas within the ventral attention network caused either by permanent lesion (e.g., stroke) or temporary interference (e.g., TMS) adversely impacts the ability to disengage from an existing attentional focus (Meister et al., 2006) , suggesting a breakdown in communication from the orienting system to the dorsal frontoparietal structures. Functional neural imaging has shown that reorienting stimuli robustly activate both the ventral attention network and the dorsal attention network Shulman et al., 2002 Shulman et al., , 2010 Fox et al., 2005) , providing further indirect evidence of interaction. In contrast, in visual search and other demanding visual tasks, blood-oxygen level-dependent (BOLD) activity in some ventral frontoparietal regions, especially the rTPJ , was suppressed Sridharan et al., 2007) , and the degree of suppression is proportional to the level of task demand (Todd et al., 2005) and predicts the likelihood of target detection in the attended domain .
Lesions techniques, while powerful, require perturbing the nervous system. In naturally occurring lesions such as stroke, the extent of damage is uncontrollable, with damaged tissues often spreading across multiple brain areas, confounding precise functional localization . Functional imaging studies have mainly relied on univariate analysis in which different brain areas are evaluated independently. While restingstate fMRI connectivity has revealed correlated BOLD variations in the dorsal and ventral attention networks , the commonly used measures such as temporal correlation cannot delineate the direction of signal propagation, and it is difficult to relate resting-state connectivity measures directly to behavior. These issues were overcome in this study. Collecting fMRI data from subjects performing a trial-by-trial cued spatial attention experiment, we first applied generalized liner modeling (GLM) to identify regions of interest (ROIs). Directional influences between different ROIs of the ventral and dorsal attention networks were then assessed by Granger causality and correlated with accuracy and reaction time (RT) to assess their functional relevance.
Materials and Methods
Participants. The experimental protocol was approved by the Institutional Review Board of Beijing Normal University. Thirteen healthy right-handed individuals (aged 20 -28 years; 8 females) with normal or corrected-to-normal vision gave informed consent and participated in the experiment. One male subject failed to perform the task according to instructions and his data were not analyzed.
Task. We used a mixed blocked/eventrelated design. There were 12 attention blocks and 12 passive-view blocks. The experimental timeline is schematically illustrated in Figure 1A . In attention (A) blocks, the subject performed a trial-by-trial cued visual spatial attention task. At the beginning of each trial, a left-or rightpointing arrow appeared at the fixation point for 200 ms, which directed the subject to initiate and maintain covert attention to the cued hemifield. Following a 2500 ms delay, a standard or a target stimulus of 100 ms in duration appeared either inside the attended hemifield (valid trial) or inside the unattended hemifield on the opposite side (invalid trial). The standard stimulus was a circular checkerboard. The target stimulus was also a circular checkerboard but of a slightly smaller diameter (Rajagovindan and Ding, 2011) . The standard stimulus appeared 80% of the time with 50% validity and the target stimulus appeared 20% of the time with 50% validity. The trials were pseudorandomly arranged so that the number of valid trials and the number of invalid trials in each block were evenly matched. Participants were required to make a speedy key-press response only to the valid targets. In passive-view (B) blocks, the schedule of stimulus presentation remained the same, but neither attention nor response was required; the subject simply maintained fixation. The two types of blocks were arranged in an ABBA or BAAB order in each run (session). For each participant, three ABBA runs and three BAAB runs were arranged in an interleaved fashion. Each block lasted ϳ60 s (15 trials), with 20 s fixation periods inserted between successive blocks.
Data acquisition. MRI scanning was performed on a 3-tesla Magnetom Trio wholebody MRI system (Siemens) at the Beijing Normal University MRI Center. The functional scans were acquired with a T2*-weighed EPI sequence [echo time (TE) (Friston et al., 1995) , and resampling into a 3 ϫ 3 ϫ 3 mm 3 per Figure 1 . Schematic of the experimental paradigm and definition of ROIs. A, A mixed-block/event-related design was used. In 12 attention blocks (A blocks), the subjects performed a trial-by-trial cued spatial attention task. At the beginning of each trial, the fixation cross was transiently replaced by a left-or right-pointing arrow, which directed the subject to initiate and maintain covert attention to the cued hemifield. Following a delay, standard or target stimuli appeared in either the attended hemifield or unattended hemifield. The subject responded to the small probability target stimuli in the attended hemifield by a button press and ignored all stimuli in the unattended hemifield. In 12 passive-view blocks (B blocks), stimuli were presented in the same way as in attention blocks but the subjects were only required to fixate. F denotes a period of fixation with no visual stimulation. B, Group activation (n ϭ 12) by contrasting spatial attention condition versus passive-view condition (t Ͼ 5.20, p Ͻ 0.002, FDR-corrected). Bilateral IPS and bilateral FEF, ROIs belonging to the dorsal attention network, are marked by red circles. raMFG, rpMFG, and rTPJ, ROIs belonging to the ventral attention network, are marked by light blue circles.
voxel resolution. Spatial smoothing of normalized images, which was done with an 8 mm FWHM Gaussian core, was only performed for GLM analysis, not for connectivity analysis. Global scaling was applied to remove the global signal before GLM analysis. Although the removal of global signal is debated (Zarahn et al., 1997; Aguirre et al., 1998; Glover et al., 2000; Gavrilescu et al., 2002; Macey et al., 2004; Wise et al., 2004; Junghöfer et al., 2005; Birn et al., 2006; Lund et al., 2006; Fox et al., 2009 ), for our data, global scaling appears to give more precisely defined regions of task activation. Two kinds of regressors, one corresponding to the attention condition and one the passive-view condition, were used to fit the GLM. Each regressor was generated by convolving the blocked rectangular function corresponding to a given experimental condition with a hemodynamic response function (HRF). Head motion parameters were not included in the GLM analysis (Johnstone et al., 2006) ; their inclusion appeared to lead to spurious activation effects (Schreiber and Krekelberg, 2010) . In the random-effects analysis, for each subject, from the fitted GLM model, the attend condition and the passive-view condition were compared to produce the contrast image. These contrast images were fed into a GLM that implemented a one-sample t test to yield group-level activations. False discovery rate (FDR) control was applied to correct for multiple comparisons (Bennett et al., 2009; Poldrack and Mumford, 2009) . ROIs for functional connectivity analysis were generated by intersecting the group activated regions (t Ͼ 5.20, p Ͻ 0.002, FDR-corrected) with spheres of 5 mm in radius centered at the voxels with maxima local t values.
Granger causality analysis. The hypothesis we sought to test required the decomposition of neuronal interaction into its directional components. We chose Granger causality for this purpose. This choice was based on the data-driven nature of the method and our extensive experience with the method (Ding et al., 2006; Bollimunta et al., 2008 Bollimunta et al., , 2011 . The basic idea of this method is that if the past of one time series can be used to facilitate the prediction of the future of another time series, then we say there is a Granger causal influence from the former to the latter (Granger, 1967) . Recent work applying this method to fMRI data has generated insights into the functional organization of both healthy and diseased brain networks (Rypma et al., 2006; Bressler et al., 2008; Liao et al., 2010; Hamilton et al., 2011; Jiao et al., 2011) . Our Granger causality analysis protocol had five steps. First, the BOLD time series from the normalized functional images before spatial smoothing was extracted from each voxel in each ROI and global effects were removed (Smith et al., 1999) using SPM2 global mean scaling function (http://www.fil.ion. ucl.ac.uk/spm/). This step makes the BOLD time series more stationary at a session level (Rogers et al., 2007; Sridharan et al., 2007) . Second, for each voxel, the mean signal value during the baseline fixation period ( Fig.  1 A, F) was calculated, and the percentage BOLD signal was obtained by dividing the difference between the fMRI time series and the mean signal value by the mean signal value. While this step is not required for Granger causality analysis, it helps with the visual inspection of the BOLD data. Third, for each attention block, the first five time points (10 s) were discarded (Garrett et al., 2011) to eliminate transient effects, and the remaining data across 12 attention blocks were averaged to obtain the average task-level response. This average task-level response was subtracted from the BOLD signal in each attention block to yield the residual fluctuations, which were treated as realizations of an underlying stochastic process. Fourth, for each attention block, the temporal mean for a given residual time series was computed and removed to meet the zeromean requirement assumed by the autoregressive (AR) model (Ding et al., 2000 (Ding et al., , 2006 . Fifth, for a given pair of ROIs, Granger causality was calculated on the zero-mean residual time series following Geweke's (1982) formulation (Ding et al., 2006) for all pairwise combinations of voxels and averaged. The order of the AR model was chosen to be 1 based on Bayesian information criterion (Roebroeck et al., 2005; Bressler et al., 2008; Hamilton et al., 2011) .
Linking brain activity with behavior. Behavioral performance was assessed by accuracy and RT. The accuracy for each attention block was defined as the ratio between the number of correctly performed trials and the total number of trials. The RT for each attention block is the mean reaction time to attended targets. For a missed target in the valid hemifield, the RT for that trial was set at 2 times the participant's average RT during the entire experiment, because previous behavioral studies have shown that in visual-motor experiments, RT in target-absent trials is usually twice as long as average RT of hit trials (Chun and Wolfe, 1996; Wolfe, 1998) . In addition, very similar results were found if different multiplication factors, including 1.5, 1.75, and 2.25, were selected. This is understandable given that the number of missed valid target trials was very small, accounting only for 6.09% of all valid target trials.
To correlate accuracy and Granger causality, we performed the following procedure, which has proven effective in our previous electrophysiological studies (Zhang et al., 2008; Mo et al., 2011) . First, for each subject, the accuracy for each of the 12 attention blocks was converted into a z-score, according to which all attention blocks were sorted in an ascending fashion from low to high. The sorted blocks were segmented into 10 accuracy groups, each consisting of three neighboring blocks. Second, for each ROI pair, Granger causality was estimated for each of three blocks in an accuracy group, averaged within the group and then across all subjects, and z-scored. Third, the population level Granger causality of each accuracy group was plotted as a function of the mean accuracy z-score of that group, and the relation between the two variables was assessed by Spearman's rank correlation.
The correlation between RT and Granger causality was calculated similarly. For each subject, the RT for each of the 12 attention blocks was converted into a z-score, according to which all attention blocks were sorted from fast to slow. Because of the valid target being infrequent and trial randomization, there were attention blocks where no valid target appeared in the attended hemifield even though the valid trials and the invalid trials remained evenly matched. For 10 subjects, there were 11 attention blocks available for correlating Granger causality and RT; for the remaining two subjects, there were 10 such blocks. As a consequence, for the 10 subjects, the sorted blocks were segmented into nine RT groups consisting of three neighboring blocks each. For the remaining two subjects, the sorted groups were also segmented into nine RT groups, with the last group consisting of two neighboring blocks. To be compatible with the convention used for accuracy, we multiplied the RT z-score by Ϫ1 so that for both accuracy and RT, larger z-scores mean better performance. Similarly, for each ROI pair, Granger causality of each block were averaged within an RT group and then across all subjects, z-scored, and plotted as a function of the mean RT z-score of that group. The relation between the two variables was assessed by Spearman's rank correlation.
For two given ROIs, A and B, there are two causal influences: A3 B and B3 A. If the correlation between one causal influence, say A3 B, and accuracy or RT or both was significantly positive at p Ͻ 0.05, then increased A3 B is associated with better behavioral performance. In contrast, if the correlation was significantly negative at p Ͻ 0.05, increased A3 B is associated with worse behavioral performance. If a correlation was significantly positive for one behavioral measure but significantly negative for the other, the role of this connection would be considered ambiguous. We found no such connections in this study.
To compare methods, we also applied the above procedure to examine (1) the relation between BOLD activity level in individual ROIs and behavioral performance and (2) the relation between temporal correlation between pairs of ROIs and behavioral performance. The level of BOLD activity in each attention block was measured by averaging the percentage change signal of that block with the first five time points discarded (Garrett et al., 2011) . The temporal correlation coefficient between ROIs was calculated on the same residual time series used by Granger causality analysis He et al., 2007) .
Our assessment of brain-behavior relationship involved multiple comparisons. Because BOLD fluctuations in different ROIs are correlated, commonly applied multiple-comparison-correction techniques such as the Bonferroni correction are not directly applicable, as they require independent comparisons. Consequently, the significance level used in our correlation analysis is uncorrected. The extensive literature on visual spatial attention provides the framework for interpreting and validating our results and guarding against false claims.
Results
Twelve subjects performed the experiment according to instructions. For each subject, reaction time and response accuracy varied from block to block. The mean reaction time was 426.80 Ϯ 47.45 ms and the mean accuracy was 82.13 Ϯ 8.76%.
Regions of interest
Attention blocks were contrasted against passive-view blocks to obtain brain areas activated by visual spatial attention. The task-activated regions included areas of the dorsal attention network (DAN), including bilateral frontal eye field (FEF) and bilateral intraparietal sulcus (IPS), and areas of the ventral attention network (VAN), including rTPJ, right anterior middle frontal gyrus (raMFG), and right posterior middle frontal gyrus (rpMFG). Also activated were bilateral dorsal anterior cingulate cortex and bilateral anterior insula. These areas, variously referred to the core system (Dosenbach et al., 2006) or the task control network , are found to be activated in a wide variety of experimental conditions. Our main focus here is on the interaction between the dorsal and ventral attention networks and its behavioral consequences.
For functional connectivity analysis, the ROIs were defined by intersecting each activated brain region in the dorsal attention and ventral attention networks with a sphere with a 5 mm radius centered at the voxel with the local maximum t value (t Ͼ 8.24, p Ͻ 0.0002, FDR-corrected; Fig. 1 B) . Table 1 gives the MNI coordinates of the center of each ROI used in this study.
Interaction between rTPJ-rIPS and behavior
To illustrate our approach, we first considered rTPJ from the ventral attention network and right IPS (rIPS) from the dorsal attention network. For each subject, the accuracy and the mean reaction time of each attention block were converted into z-scores, according to which all attention blocks were sorted in an ascending fashion into accuracy and RT groups (see Materials and Methods, above). Granger causal influences between rTPJ and rIPS were calculated for each accuracy group and for each RT group and plotted as functions of the mean group z-score. As shown in Figure 2 , A and B, rTPJ3rIPS is negatively correlated with both performance measures (r ϭ Ϫ0.68, p Ͻ 0.05 for accuracy and r ϭ Ϫ0.67, p ϭ 0.059 for RT), meaning that the stronger the causal driving from rTPJ to rIPS, the worse the behavioral performance. In contrast, the Granger causal influence in the opposite direction, rIPS3rTPJ (Fig. 2C,D) , is positively correlated with performance (r ϭ 0.83, p Ͻ 0.01 for accuracy and r ϭ 0.37, p ϭ 0.37 for RT), meaning that the stronger the driving from rIPS to rTPJ, the better the behavioral performance. BOLD activity levels in rIPS and in rTPJ were not correlated with either of the two behavioral measures (Table 2) . Similarly, the temporal correlation between rIPS and rTPJ were also not correlated with either of the two behavioral measures (Fig. 3B ).
Interaction at the network level
We performed the same analysis for all ROI pairs and averaged the results according to two categories: DAN3 VAN and VAN3 DAN. As shown in Figure 2 , E and F, greater causal influences from DAN to VAN, namely increased DAN3 VAN, are associated with better performance; the correlation between Granger causality and accuracy is r ϭ 0.72 ( p Ͻ 0.05). In contrast, greater causal influences in the opposite direction, namely in- creased VAN3 DAN, are associated with worse behavioral performance; the correlation between Granger causality and RT is r ϭ Ϫ0.92 ( p Ͻ 0.005). The correlation between DAN3 VAN and RT and the correlation between VAN3 DAN and accuracy did not reach statistical significance. These results extend the observation made earlier for a specific ROI pair, rIPS-rTPJ in Figure 2 A-D, to the network level.
Contributions of individual ROIs
We examined the contribution of each ROI by summarizing the behavioral consequences of all ROI-ROI interactions in a matrix form (Fig. 3A) . The vertical axis is the source ROIs and the horizontal axis is the target ROIs. The ROI grouping is according to each ROI's putative membership in either DAN or VAN. A cell in the matrix is colored red if the directional influence it represents is significantly positively correlated with either RT or accuracy or both; in other words, red indicates behavior-enhancing influence. Similarly, a cell is colored blue if the corresponding directional influence is significantly negatively correlated with RT or accuracy or both; namely, blue indicates behavior-degrading influence. In this color scheme, the rIPS3rTPJ cell is colored red, whereas the rTPJ3rIPS cell is colored blue. Within the dorsal attention network, six of seven of the intranetwork causal influences are associated with enhanced performance; within the ventral attention network, two of three of the intranetwork causal influences were associated with degraded performance. Causal influences from rIPS, lIPS, and right FEF (rFEF) on other ROIs, including rTPJ and raMFG, are mainly associated with improved behavioral performance, whereas causal influences received by these regions from ROIs belonging to VAN are mainly associated with declined behavioral performance, with rIPS being the most prominent target of the behavior-degrading influences. In contrast, causal influences from rTPJ upon other ROIs, are negatively correlated with performance, and causal influences from raMFG upon rIPS and bilateral FEF are also negatively correlated with behavioral performance.
BOLD activity level and temporal correlation
To compare with the Granger causality results, we correlated performance with (1) levels of BOLD signal in each ROI in both attention networks and (2) temporal correlations between all pairs of ROIs. From Table 2 , the levels of BOLD activity in rFEF, lFEF, and rIPS are positively correlated with performance at a relaxed significance level ( p Ͻ 0.1), but for most ROIs, BOLD activity levels are not significantly correlated with either of the two behavioral measures. In Figure 3B , some temporal correlation coefficients, such as those between bilateral IPS, rFEF, and rIPS, are significantly correlated with performance, with most of these correlations being positive. For rTPJ and rIPS, there is no relationship between their temporal correlation and behavior, reflecting what was found in Figure 2 , where rTPJ3rIPS and rIPS3rTPJ are oppositely correlated with performance.
Discussion
Recording fMRI data from subjects performing a trial-by-trial cued spatial visual attention experiment and combining Granger causality analysis with the naturally occurring variability in behavioral performance, we found three results. First, causal influences within the dorsal attention network and from the dorsal attention network to the ventral attention network are generally positively correlated with behavioral performance. Second, causal influences within the ventral attention network and from the ventral attention network to the dorsal attention network are generally negatively correlated with behavioral performance. Third, at the individual ROI level, rIPS, lIPS, and rFEF are the main sources of behaviorenhancing causal influences, whereas rTPJ and raMFG provide the main behavior-degrading causal influences.
Attention networks and regions of interest
During each trial, subjects were instructed to deploy and maintain covert spatial attention during the delay period (2.5 s) in anticipation of the imperative stimulus. The observed activation of bilateral FEF and bilateral IPS in Figure 1 B is consistent with the view that such goal-oriented behavior engages the dorsal attention network . For valid trials, the subject discriminated the imperative stimuli appearing in the attended hemifield and responded to the infrequent target. For invalid trials, the imperative stimuli appeared as distracters in the unattended hemifield, which, according to the prevailing model, activates the ventral attention network . If the (i, j) cell is red, the Granger causal influence from i to j, namely, i3j, is positively correlated with performance at p Ͻ 0.05; if it is blue, the Granger causal influence is negatively correlated with performance at p Ͻ 0.05 (see Materials and Methods). B, Matrix view of the correlation between temporal correlation coefficient and behavioral performance. If a cell is red, the temporal correlation coefficient between the pair of ROIs is positively correlated with performance at p Ͻ 0.05; if it is blue, the temporal correlation coefficient is negatively correlated with performance at p Ͻ 0.05.
Thus, when attention blocks were contrasted with passive-view blocks, the rTPJ and raMFG showed elevated BOLD activity (Fig.  1 B) . These activation patterns are consistent with previous reports using a variety of visual spatial attention and visual search tasks Shulman et al., 2003 Shulman et al., , 2007 . We also performed a resting-state connectivity analysis (data not shown) using resting-state data recorded in the same scanning session to further support our choice of these task-activated regions as ROIs for Granger causality analysis.
Interaction of attention networks and behavior
Anticipating the appearance of an object at the attended location or with attended features is thought to simultaneously activate the dorsal attention network (Kastner et al., 1999; Shulman et al., 1999; Corbetta et al., 2000; Hopfinger et al., 2000) and suppress the ventral attention network Todd et al., 2005) . Our finding in Figure 2 that stronger DAN3 VAN leads to better behavioral performance is consistent with this idea, suggesting a network-level mechanism in which top-down control signals from the DAN, and possibly from other frontal executive structures, play the role of suppressing VAN activity to filter out behaviorally irrelevant input and enhance the efficacy of sensorimotor processing in the attended domain Corbetta et al., 2008) . In contrast, the ventral attention network has been postulated as containing mechanisms to reorient the attention system upon activation by stimuli not in the attentional focus, a notion supported by lesion studies where damage to VAN areas leads to spatial hemineglect (Heilman and Van Den Abell, 1980; Vallar and Perani, 1987; Husain and Kennard, 1996; Mort et al., 2003; Karnath et al., 2004) . To achieve reorienting, bottom-up signals propagate from the ventral attention network to the dorsal attention network to break the top-down attentional set, which in turn disrupts the sensorimotor processing enabled by the dorsal attention network . Our finding in Figure 2 that stronger VAN3 DAN leads to worse behavioral performance is likely to reflect the action of this mechanism.
The role of individual ROIs
Although the importance of the IPS-FEF regions in voluntary attentional control has been well established (Robinson et al., 1995; Corbetta et al., 2000; Hopfinger et al., 2000; Cutrell and Marrocco, 2002; Moore and Armstrong, 2003; Fox et al., 2006; Bressler et al., 2008; Gregoriou et al., 2009) , the relative contribution of each area with respect to behavioral performance has not been compared. Our results in Figure 3A demonstrate that relative to bilateral FEFs, both left and right IPS regions, particularly the right IPS, appear to be more consistently exerting behavior-enhancing influences upon the areas within the ventral attention network. This is in agreement with single-unit recordings where damage to posterior parietal regions, including IPS and superior parietal lobule, leads to an impaired ability to filter out irrelevant sensory information (Friedman-Hill et al., 2003) . Among the areas of the ventral attention network, the right temporal parietal junction, being situated at the convergence point of visual, auditory, and somatosensory input, is ideally suited for initiating the circuit-breaking signal to enable shifts of attention. Transient disruption of rTPJ with TMS causes deficits in visual target detection and reorienting (Chambers et al., 2004; Ellison et al., 2004; Meister et al., 2006) . In contrast, resting-state fMRI connectivity analysis suggests that the right middle frontal gyrus is the key area for mediating the interaction between the two attention networks . We found that both rTPJ and right middle frontal gyrus exert behavior-degrading influences upon ROIs in the dorsal attention network. Within the ventral attention network, rTPJ further exerts behavior-degrading influences upon rpMFG and raMFG, implying that rTPJ, rather than rMFG, is likely the main source of the bottom-up interrupting signals for attention reorienting.
Within the present experimental and analysis framework, the precise role of rpMFG is difficult to ascertain. Whereas greater rpMFG3rIPS leads to worse performance, consistent with its putative membership in the ventral attention network, increased rpMFG3rFEF, rpMFG3lIPS, and rpMFG3rTPJ are associated with better behavioral performance. This is in contrast with the role of the rTPJ, whose causal influences on the dorsal attention network are strictly behavior-degrading. Anatomically, rpMFG is close to dorsal prefrontal cortex , which, according to recent resting-state fMRI studies Church et al., 2009) , is more connected with dorsal frontoparietal rather than ventral frontoparietal regions. We speculate that rpMFG may contain subregions that control different aspects of the present experimental task and these subregions do not have a unitary relationship with areas of the dorsal attention network (Miller, 2000; Tanji and Hoshi, 2008; O'Reilly, 2010) .
Methodological considerations
Past work has correlated levels of BOLD activity and behavior as a way to assess the function of a given brain region (Rypma et al., 2002; Hester et al., 2008) . Applying this approach, we found that increased activity in the areas of the dorsal attention network tend to be associated with better performance (Table 2) , consistent with the role of these areas in mediating goal-oriented attentional control. This approach, however, is not able to attribute functional significance to the areas within the ventral attention network. Likewise, the temporal correlation coefficient as a statistic for assessing the functional roles of the interactions between different ROIs proves to be also not very informative, with most of the ROI pairs in Figure 3B showing a positive correlation between temporal correlation coefficient and behavioral performance.
For a given pair of ROIs, our hypothesis posits different functions for activity traveling along opposite directions. This requires the decomposition of neural interaction into its directional components. Common methods for this purpose include structural equation modeling (SEM) (McIntosh and GonzalezLima, 1994) , dynamic causal modeling (DCM) (Friston et al., 2003; Lee et al., 2006) , and Granger causality (Ding et al., 2006) . Both SEM and DCM are model-based methods and require a preexisting theoretical framework. In contrast, Granger causality, based on time series prediction, is more data-driven and has proven to a powerful tool for analyzing electrophysiological data (Kamiń ski et al., 2001; Brovelli et al., 2004; Bollimunta et al., 2008 Bollimunta et al., , 2011 . While the applicability of Granger causality to fMRI data is debated (Smith et al., 2011) , it is important to note that from a statistical point of view, if a time series is analyzable by functional connectivity measures such as temporal correlation and coherence (Kuo et al., 2011) , it is analyzable by Granger causality. The reason is that these methods make the same set of assumptions (e.g., stationarity) about the time series. Accumulating evidence demonstrates the effectiveness of using Granger causality to characterize fMRI data (Rypma et Hwang et al., 2010; Jiao et al., 2011) . Moreover, recent work shows that both resting-state and task-state fMRI data are well described by autoregressive models, which are the basis for deriving Granger causality (Sridharan et al., 2007; Bressler and Seth, 2011; Hamilton et al., 2011) .
As with any statistical quantities based on BOLD measurements, how to relate Granger causality estimated at the hemodynamic level with that at the neuronal level is not straightforward. Low sampling rate (Goebel et al., 2003; Deshpande et al., 2010) and variable HRF latency across different brain regions (David et al., 2008) are two often-cited factors for concern. For the first concern, fMRI onset latencies have been shown to correlate well with reaction time and stimulus presentation time (Liu et al., 2004) and can be used to determine the origin of processing delays during cognitive or perceptual tasks with a temporal accuracy of tens of milliseconds (Menon et al., 1998) . When applied to simulated fMRI data generated by convolving HRF with local field potentials recorded from the macaque (Deshpande et al., 2010) , Granger causality is found to be able to detect delays as short as several hundred milliseconds. For the second concern, we tested whether there were any systematic relative HRF delays in our data by calculating the cross-correlation function between the residual BOLD time series used by our Granger causality analysis (data not shown) and found that the vast majority of cross-correlation peaks appeared at zero lag, indicating that the regional HRF latency effect is not a significant factor in this study. The foregoing notwithstanding, given the complex nature of neurovascular coupling, much work remains to be done to better understand the relation between Granger causality based on hemodynamic variables and that based on neuronal variables. Preliminary simulation results reveal a monotonic relationship between neural-level causal influence and BOLD-level causal influence (Rangarajan et al., 2011) , and such a relationship may provide the basis for a neuronal level interpretation of the findings made with BOLD signals.
