Recently, the deep learning algorithm has received considerable attention and is influencing different fields including human-computer interaction (HCI). The purpose of this study is to maximize accuracy by applying deep learning to the classification of body movements. An experiment was performed to collect acceleration information on the wrist while performing seven workouts: pull up, row-barbell, bench press, dips, squat, deadlift, and military press. Participants were asked to perform each workout for ten sets repeated ten times per set. Experimental results confirm that one-dimensional convolutional neural network was the best among different algorithms including support vector machine, multi-layer perceptron, long short-term memory, and other deep convolutional neural networks. The accuracy was extremely high, 96%. The results of this experiment are applicable not only to the classification of fitness activities but also to the classification of different motions in numerous sporting events.
I. INTRODUCTION
Deep learning algorithms have been widely used and have been replacing traditional machine-learning algorithms such as support vector machine (SVM). This tendency is notable not only in the field of computer vision, speech recognition, and text mining but also in the human-computer interaction (HCI) field where the algorithms are used less frequently. If necessary, the support vector machine (SVM) algorithm suited to these characteristics has been utilized. However, in recent years, the performance of deep learning is improving. Deep learning usually takes the end-to-end learning approach and learns feature extractors as well as classifiers, thus enabling efficient analysis when compared with existing algorithms.
Recently, attempts have been made to analyze the motion of the body using a deep learning algorithm. Studies where important features are extracted from movie clips [1] , [2] and The associate editor coordinating the review of this manuscript and approving it for publication was Lin Wang . studies that predict the movement of the joints have been conducted [3] .
Research has also been conducted on the analysis of input data collected through sensors. Starting from the analysis of multilayer perceptron (MLP) neural network by inputting the daily activities as sensor data [4] , [5] , research analyzed by radial basis function neural network (RBF) [6] , artificial neural network (ANN) [7] - [9] , feed-forward neural network (NN) [10] , probabilistic neural network (PNNs) [11] , deep neural network (DNN) [12] , and a dynamic timewarping (DTW) algorithm [13] , [14] have been proposed and performed. Among these, convolutional neural network (CNN) has been applied primarily to analyzing images and is demonstrating high performance in the field of behavior recognition [15] . Also, long short-term memory (LSTM) has been used in analyzing sequence data such as natural language processing [16] - [21] .
Existing physical behavior analysis studies use specialized sensor equipment to measure acceleration data. However, such devices are composed of numerous sensors and have the disadvantage of being troublesome to wear in daily life.
Conversely, the smartwatch has a single sensor that measures 3-axis acceleration allowing data to be measured easily while it is being worn. The smartwatch, which provides body and exercise information with easy wearing, has recently also attracted attention in the health care field. To develop the technology that recognizes the motion of the body by a smartwatch, it is necessary to develop a motion classification model with the same accuracy as the one derived from the existing research with wearable device sensors.
Many studies have sought to identify body movements in a variety of ways. First, it analyzes sports activities to manage sports activities such as fitness and golf and health status. In fact, Google and Samsung have recently launched similar applications, but have a low level of accuracy. Second, it is to prevent negative behaviors such as falls or musculoskeletal risks. This study is expected to be used as a basis for studying negative behavior analysis after confirming that simple motion analysis is possible. Note that most studies have used traditional machine learning methods or are less accurate.
The purpose of this study is to develop a model for classifying and predicting what type of body movement has occurred using acceleration data based on deep learning. For this purpose, acceleration data was collected at the wrist area, which is considered relatively large and easy to predict, for seven representative fitness activities (i.e., pull up, row-barbell, bench press, dips, squat, deadlift, and military press). The remainder of this paper is organized as follows. Section 2 addresses how the data was collected on the device and how it was analyzed using the model. Section 3 uses the collected data to report how the modeling results were derived. Sections 4 and 5 outline the significance of the results and summarize the entire study. The results of this study suggest that the model can be analyzed by deep learning with high accuracy. Therefore, the results can be applied to different body movements and convenience functions using these results can be incorporated into smartwatches.
II. METHOD A. DESIGN OF EXPERIMENT 1) PARTICIPANTS
Accelerometer data was collected from four participants (male: 3, female: 1). The age range of the participants was from 21 to 26 years and the mean age was 24.0 (± 2.2) years. All of the participants were healthy with no problems moving their body. In particular, two of the men experimented with relatively accurate motion at the professional weight lifting trainer level.
2) APPARATUS
The main equipment used in this experiment was a Motorola Moto 360. It included a 1.2 GHz CPU and 512 MB of memory. Using the SDK provided by Android Wear OS, an experimental application that recorded the acceleration data of the device was implemented (Fig. 1 ). The sensor mounted on the device provided 3-axis acceleration data. Note that the device included other sensors such as a gyroscope and magnetometer that were not used in this study. The average sampling rates were 37 Hz and ranged from 26.6 to 70.9 Hz. The sampling rate was not fixed because the equipment used in the experiment was a commercial product, not a technical device specialized for experimentation. To compensate for this, the time required for each operation was also measured with a stopwatch. A total of ten participants carried out the experimental tasks: five males and five females ranging in age from 20 to 35 years. Participants were recruited by announcements posted in online consumer electronics communities and retail electronics departments. In order to consider the potential users of smart TV gesture interactions and control the previous experience of users, technology-friendly participants (i.e., those familiar with the concept of gesture interaction) in their 20s and 30s were recruited as a priority.
3) EXPERIMENTAL TASK AND PROCEDURE
Participants were asked to perform seven workouts: pull up, row-barbell, bench press, dips, squat, deadlift, and military press. Fig. 2 and Table 1 illustrate examples and methods of each workout posture. Each workout consisted of ten sets, each of which was repeated ten times. Participants in the study had sufficient rest between each set to minimize fatigue accumulation.
The weight of the barbell that was lifted during each workout was not the same ( Table 2) as there was a difference in exercise capacity for each participant. The fitness professionals were assigned a higher intensity of weight than those who were not. Experiments were conducted with an assisting machine if the nonprofessional experiment participants were determined to be having difficulty performing an exercise. If the minimum weight of the unweighted bar was a burden, a wooden stick was substituted.
Participants were trained by the professionals such that they could develop correct postures before performing this experiment. Sufficient preparatory exercise was performed before the main experiment to reduce the risk of injury. The participants wore the smartwatch on their wrist and performed the requested actions. At the start and end of the experiment, the experiment application installed on the smartwatch was executed and terminated by the experiment performer. The total number of actions performed by one participant was 700 (10 times × 10 sets × 7 actions).
B. CNN MODEL
In this paper, we use a CNN model for classification of the preprocessed data. CNN can dramatically reduce the VOLUME 7, 2019 parameters by repeatedly applying the same filter to all data sharing weights. Further, CNN has translation invariance such that the kernel can be applied to input data over any interval to extract features. Therefore, it is possible to perform excellent classification even if the training is performed using only a small amount of training data. 
1) DATA PREPROCESSING
To classify the raw data, we preprocessed the raw data using standardization and cropping. For machine learning, it is frequently necessary to standardize the variables of the input data and/or the cases of the input data. If the magnitudes of the input variables are significantly different, relatively small-scale variables tend to be ignored by the large-scale variables. Hence, it is necessary to rescale the input variables across the cases. In the proposed application, standardizing cases are more useful than standardizing cases because each input variable is sensor data measured at different times. Standardizing cases are effective when information between features is not relevant. However, if information between features is important and relevant, standardizing cases should be used with caution. In the proposed application, we standardized the cases to eliminate the variability coming from the different sensitivities between sensors and different strengths between participants.
The input data is different for each sample of the raw data measured by the accelerometer sensor, and therefore exists in various sizes. CNN can't use raw data as input because the data sizes used for training and testing must be the same. Hence, we used cropping to equalize the size of the input data. It also reduces the amount of computation required for training and testing. One straightforward cropping method for the proposed application was the center crop because it can eliminate the useless signals in the initial and final phases. However, this discards excessive information from each sample. Because it is expensive to collect data samples in applications such as ours, it is important to fully utilize each data sample. Thus, we performed data augmentation using random cropping. Whenever a sample was fetched for training, we cropped a random section of a given size from the sample. In this manner, the learning algorithm viewed a different set of samples every epoch [22] .
2) NETWORK
Convolution: The convolution layer is trained using the input data to create filters that extract the best features. It is now well known that it is more effective to stack multiple layers with small filters than to use one layer with large filters because it is more expressive and has fewer parameters [23] . Thus, we set all filter sizes to ''3''. Normally, the number of filters can be determined using a method of balancing the system by maintaining the computation time and computation amount for each layer constant in CNN. We attempted several different configurations following this convention. For the activation function, we choose the rectified linear unit (ReLU), which is the most common choice in modern deep neural networks.
Batch normalization: In deep learning, it is now a common practice to use batch normalization, which alleviates many initialization issues and relieves overfitting. This technique is applied to prevent vanishing gradient and exploding gradient, which can easily occur in deep learning. In training, the input of the current layer is influenced by the parameter changes of all the previous layers. As the network becomes deeper, the small parameter changes in the previous layer are amplified and have a greater influence on the next layer. Therefore, the gradient becomes zero or becomes extremely large in the process of training. Batch normalization (BN) alleviates this issue by performing the normalization directly within the network. During training, normalization is performed by calculating the mean and variance of the results after each convolution operation in mini-batch units.
Max pooling: Pooling reduces the size of the data, reducing the amount of computation required for both training and testing. It also prevents overfitting by reducing the network parameters. Max pooling gives the greatest value in the applied filter. It is also referred to as sampling because it extracts only one of the values from all the values.
Global average pooling: Instead of using all the feature vectors extracted by the convolution layers, we perform the average pooling for each spatial feature map from the last convolutional layer. Thus, overfitting can be avoided without dropout and the computation volume can be significantly reduced. Fig. 3 depicts the proposed network. The network accepts three time series of 240 lengths as input. It consists of four convolutional layers with filters of size ''3''. The convolutional layers have 32, 32, 64, and 64 filters, respectively. We employ a BN layer after each convolution layer. A max pooling layer is used every two convolutional layers. The outputs of the 4th convolutional layer are spatially averaged and are input to the final softmax layer.
C. LSTM MODEL
Unlike feedforward neural networks, recurrent neural networks (RNN) can take variable length sequences and perform prediction. Long short-term memory (LSTM) is a type of RNN, and it is designed to solve the vanishing or exploding gradient problem of vanilla RNN. 
1) DATA PREPROCESSING
When the CNN model was used, we performed random crop for two reasons. First, CNN can only take inputs of a fixed size but we had variable size sequences as training data. Second, random crop augments training data, and this is important especially in our application where training data is small. When RNN is used, one may think that crop is not necessary because it is a flexible model that can take variable size inputs. However, as will be shown later, random crop is essential despite the flexibility of RNN to obtain a high accuracy. Unlike the random crop in CNN, We randomly crop sequences with the minimum and the maximum length. When the two sizes are the same, our random crop for LSTM is reduced to that of CNN.
2) NETWORK
LSTM network considers both the current input data and the past input data simultaneously. It is a feedback system in which the past output value affects the current output value. The past output is stored as a hidden state in the hidden cell inside the network. The past output is stored as a hidden state in a hidden cell inside the network, and it contains information in the past. Fig. 4 depicts the proposed network. The network accepts three time-series of 160 to 500 lengths for training and 240 lengths for test. For each sequence, there are two hidden layers of size 7, and the output of the final input of the hidden layer is classified into seven classes through the fully-connected layer.
III. RESULTS
We implemented the proposed model using 60%, 20%, and 20% of the data as the training set, the validation set, and the test set, respectively. We used Adam as the optimizer. The learning rate was initially set to 0.001 for the CNN and 0.01 for the LSTM and decayed over each update at the rate of 0.0001. For testing, we used single-center crop.
A. CNN
To prevent overfitting, we added L2 regularizer to the CNN network and the weight decay was set to 0.0001. We used a batch size of 32 for training. We first validated new techniques that have not been used in this type of application. Fig. 5 (a) compares the validation accuracy of the random crop and center crop, and it indicates that the random crop improved the accuracy significantly by augmenting the data. Fig. 5 (b) compares the validation accuracy with and without batch normalization. The BN layer was applied after a convolutional layer and before the ReLU. However, we determined that in the proposed application at least, it functioned better when it was applied before the convolutional layers such that each convolutional layer received normalized inputs; Fig. 5 (b) indicates this. The techniques displayed in Fig. 5 (a) and (b) contributed significantly to achieving high classification accuracy.
The crop size was one of the most important hyperparameters in the proposed model. A large crop size helps improve the accuracy because more data, which has more information, is observed. However, it can decrease the inference latency, which can be important for real-time applications of the proposed model. Fig. 5 (c) indicates that we required 240 or more time samples to achieve the highest accuracy. Less than 160 time samples decreased the accuracy substantially.
B. LSTM
We first evaluate the data pre-processing method for LSTM. Fig. 6 (a) shows the test accuracy with or without random crop. It shows that random crop improves the accuracy substantially by augmenting data. One may think that variable size cropping improves it further because it can make training data more diverse. However, Fig. 6 (a) shows that it is not necessarily the case. One strength of the LSTM model is that one single model can evaluate inputs of variable size unlike CNN. This is beneficial because our application needs real-time prediction and it is desirable to response as soon as possible. With LSTM, we can response immediately and increase the accuracy as time passes and more data is collected. We can implement it even with CNN, but multiple CNN models with different input sizes are required. This approach may not be practical in embedded systems such as smartwatches where storage, memory, computing power, etc are limited. On the other hand, LSTM provides efficient, incremental evaluation. Fig. 6 (b) shows the accuracies of one LSTM model when the inputs are sized differently. It shows that more than 200 time samples were needed to achieve the highest accuracy.
C. OTHER MODELS
We compared the proposed models with a conventional model and other deep learning models; we used supported vector machine (SVM), multi-layer perceptron (MLP), and 2D CNNs. SVM was widely used as a classifier before deep learning. SVM is an efficient classifier because it is not influenced by noise data, overfitting does not occur easily, and high accuracy can be obtained for classification [24] . To improve the performance, we were required to perform a separate feature extraction process. Spectograms are commonly used features for accelerometer data. A spectrogram is typically created by splitting digitally sampled data in the time domain into overlapped chunks and performing a Fourier transform to calculate the magnitude of the frequency spectrum of each chunk. This process essentially computes the squared magnitude of the short-time Fourier transform. To extract the spectrogram features, we were required to determine the length of the chunks and number of points to overlap between the chunks. We determined optimal values for the hyperparameters that maximized the validation accuracy by an exhaustive search. The length of the chunks and the number of points to overlap were set to 54 and six, respectively.
MLP is a model that stacks fully-connected layers. Comparing MLP and the proposed model allowed us to demonstrate the impact of the convolutional layers that provide translation invariance. For the MLP, we used the 720-1000-2000 architecture and we applied the dropout with a rate 0.5 for each hidden layer to prevent overfitting. Because it is possible to consider the sensor output as a two-dimensional (2D) signal with three rows, we could apply a 2D CNN commonly used in image classification. We used 3x3 filters for the 2D CNN and the same 32-32-64-64 architecture. In addition to the proposed one-dimensional (1D) CNN, we also included two wider and deeper variants in this comparison.
Also, we applied the model of [20] , which combines CNN and LSTM [20] . The early part of the model is the same 1D CNN with 32-32-64-64 architecture. However, instead of a fully-connected layer, it uses two LSTM layers of size 128. Table 3 summarizes the results. When a spectrogram is used as the feature extractor, the accuracy is improved significantly compared to the standalone SVM. Nonetheless, the SVM and MLP results indicate that this is a nontrivial problem that conventional approaches cannot solve well. However, the proposed model with the state-of-the-art deep learning techniques provides high accuracy. Not surprisingly, the 2D CNN performed as well as the 1D CNN. The deep and wider 1D CNN also provided high accuracy. LSTM has a slightly lower performance than CNN, but it can be a good option for real-time prediction in resource-constrained embedded systems. CNN+LSTM [20] provides an improvement over LSTM and its accuracy is still lower than the proposed CNN. In conclusion, the proposed CNN model provides the highest accuracy with the least amount of parameters and least amount of computation, which are important in applying this model to embedded systems such as smartwatches. Table 4 displays the confusion matrix. It indicates that two cases of the bench press were confused as the dead lift and the military press. One case of the military press was confused as the bench press. The dead lift, bench press, and military press are similar in the sense that they all raise and lower the barbell. Thus, the difficulty in classifying these actions is understandable considering the nature of the accelerometer. 
IV. DISCUSSION

A. REPRESENTATIVENESS OF PARTICIPANTS
In this experiment, fitness data was collected from only four participants. This is a limitation in that there was not sufficient participants to generalize the experimental results. Nevertheless, the results have the following significance. First, they demonstrated the possibility of creating an accurate model that classifies and predicts body movements. In particular, they confirmed that the deep learning algorithm, which boasted outstanding performance in the field of computer vision, can be applied well in body motion prediction. Secondly, by including trainer-level specialists, the model can identify highly accurate postures. All participants in the experiment focused on accuracy rather than the amount of exercise. They were permitted to lift weights that were less in weight than their own.
The following limitations exist because of the small number of participants. First, the representation of the model in this study is small. The problems associated with this have been reduced to those that require a precise attitude as discussed above. Secondly, the predictive power when exercising with different weights and deformed posture can be decreased. Further research is required to increase the practicality of the model.
B. REAL-TIME PREDICTION
Based on the results of this study, accuracy increases as the crop size increases. The sampling rate of the acceleration data collected by the experimental application used in this study was marginally below 40 Hz on average. If the sampling rate is 40 Hz, it can be judged that the crop size is 40 seconds, which is approximately one second of data, which is slightly more than 80% accuracy. The longer the reference time, the higher the accuracy. If the experiment performer wants to attain more than 95% accuracy, approximately six seconds of data based on 40 Hz are required because the crop size must be 240 or more. Expert participants required an average of two seconds to perform a single operation. Therefore, when the user wears a smartwatch, it is necessary to repeat the operation approximately three times or more to accurately predict the motion in real time. If the sampling rate decreases below 40 Hz, the number of operations increases.
• Over 80% accuracy with 40-120 crop size (one to three seconds of measurement data)
• Over 90% accuracy with 160-200 crop size (four to five seconds of measurement data)
• Over 95% accuracy with 240 crop size (six seconds of measurement data)
C. FUTURE STUDY
Further experiments are possible with more participants.
In this experiment, we collected acceleration data according to movement motion through four experiment participants. It is expected that the reliability and validity of the results would be improved by performing experiments on a large number of participants in a later experiment. Moreover, in this experiment, the ratio of experts to non-experts was the same; however, many users of smartwatches are non-experts. If experiments are conducted on non-experts, the decreased motion accuracy could negatively influence the predictability of the model. In future studies, the experiment should be extended to non-experts. Further, it can sometimes be difficult to attach a smartwatch to the wrist during weight training. A wristband could be worn to prevent injuries when handling heavy objects. In this case, it could be difficult to attach a wrist measuring instrument and it would be necessary to attach it to other parts of the body. This situation will be reflected in future design of experiments. Finally, the model developed in this study is expected to be applicable to different body movements. In this study, the data of seven weight workouts were measured: pull up, row-barbell, bench press, dips, squat, deadlift, and military press. In future studies, the data of other sporting movements could also be measured. For example, acceleration data could be collected from sports such as golf, jump rope, badminton, and swimming. Further analysis can be performed by the deep learning algorithm derived from this study.
V. CONCLUSION
In this study, acceleration data collected through a smartwatch during ta fitness workout was classified using a deep convolutional neural network. The workout consisted of seven actions: pull up, row-barbell, bench press, dips, squat, deadlift, and military press. Experiments were conducted for the accuracy of the measurement and included participants at the professional weight lifting trainer level. Based on the analysis results, the classification model proposed in this study accurately predicted the movement of the body with a maximum accuracy of 96%. For 80% accuracy, the required data measurement time was approximately one second; for 85% accuracy, the required data measurement time was approximately four seconds. Therefore, it was confirmed that convolutional neural networks can be well applied in discriminating the kinds of body movements.
It is expected that a sufficient number of participants will be recruited and the results will be generalized to non-experts. Further, it would seem to be possible to extend the scope of the study to the movement of the body, rather than the movement where the same movement is repeated such as weight training. The results of this study can be expected to be applied to exercise posture correction and more accurate measurement of momentum.
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