Abstract-Automatic localization of 3D facial features is important for face recognition, tracking, modeling and expression analysis. Methods developed for 2D images were shown to have problems working across databases acquired with different illumination conditions. Expression variations, pose variations and occlusions also hamper accurate detection of landmarks. In this paper we assess a fully automatic 3D facial landmarking algorithm that relies on accurate statistical modeling of facial features. This algorithm can be employed to model any facial landmark, provided that the facial poses present in the training and test conditions are similar. We test this algorithm on the recently acquired Bosphorus 3D face database, and also inspect cross-database performance by using the FRGC database. Then, a curvature-based method for localizing the nose tip is introduced and shown to perform well under severe conditions.
I. INTRODUCTION Advances in sensing technology and the availability of sufficient computing power has made 3D face recognition one of the attractive modalities for biometrics. 2D face recognition traditionally suffers from pose, illumination, occlusion and expression variations that affect facial images more than changes due to identity. However illumination problems can be avoided to a large degree by using 3D. As in the 2D case, 3D data must be properly pose normalized and registered to enable recognition or expression analysis. 3D registration remains the crucial part in the recognition chain as in 2D. As most existing registration approaches require landmarks (feature points) to be located on the surface as initialization, a robust estimation of facial feature points is of prime importance.
We distinguish between two types of landmark detection for face images, coarse and fine, respectively. Coarse landmarking aims at indicating a rough position for a particular landmark, whereas fine landmarking aims at finding the precise location. Depending on the application requirements, detecting several landmarks at a coarse scale may be sufficient. A typical example would be fast initial alignment of face scans in an iterative closest point (ICP)-based registration scheme. Fine landmarking, on the other hand, is preferably performed in facial areas greatly restricted by coarse landmarking. Since the local feature information and the structural relations between landmarks are jointly relevant for fine landmarking, the computational cost becomes an important issue. Fine landmarking is used for expression analysis, face recognition from structural landmark distributions, and non-rigid registration methods like thin-plate splines.
Most facial landmarking approaches work with 2D information (see [1] for an extensive review). Under consistent illumination conditions, 2D is richer in discriminative information, but 3D methods are found to be more robust under changing illumination conditions [2] . In 3D, the prominence of the nose makes it a relatively easy candidate for fast, heuristic-based approaches [3] . For instance in [4] a coarseto-fine heuristic procedure is described to locate the tip of the nose, and subsequent pose correction relies on this point. D'Hose et al. use Gabor filter responses and ICP to find the tip of the nose, and use it to restrict the seach for other landmarks [5] . In [6] , the nose is located first, and candidates for the remaining landmark points are encoded according to their position with respect to the nose. Even though relying on a single landmark is a potential threat to the robustness of the system, nose localization can produce very good results in practice, since it is the easiest landmark to locate and has the greatest effect in registration [7] .
Apart from the nose, eye and mouth corners are the most frequently used facial landmarks. If the facial symmetry axis can be found, locating the eye and mouth corners is straightforward for neutral faces [8] . However, the search for the symmetry axis can be costly without the guiding landmarks. Curvature-based features are promising in 3D, but they suffer from a number of problems [9] , [10] . Reliable estimation of curvature requires a strong pre-processing that eliminates surface irregularities, especially near eye and mouth corners. Two problems are associated with this pre-processing: The computational cost is high, and the smoothing destroys local feature information to a great extent, producing many points with similar curvature values in each local neighbourhood. However, curvature can be used to greatly reduce the area for the more costly fine-tuned search.
One issue that makes consistent landmarking difficult is that the anatomical landmarks are defined in structural relations to each other, and the local feature information is sometimes not sufficient to determine them correctly. For flat-nosed persons, the "tip of the nose" is not a point, but a whole area of points with similar curvature. This is the natural version of the smooth-areas problem artificially created with pre-processing. More elaborate 3D methods, like spin images, are very costly in practice, but may become feasible with fast embedded hardware or with sufficient downsampling [11] . Recently, Kakadiaris et al. proposed matching of spin images to align faces prior to ICP, and obtained very good results [12] . The reported time delay to convert raw scanner data to registered metadata is 15 seconds.
In this paper we develop statistical and heuristic approaches for 3D facial landmarking. Section II introduces a generic, coarse-to-fine algorithm for 3D facial landmarking. In Section III we focus on the tip of the nose, and introduce a robust curvature-based method for its localization. Section IV summarizes our experimental results on the newly acquired Bosphorus 3D face database. This database contains more than 3.000 images from 81 subjects, and has ground truth locations for 22 landmarks. We also inspect cross-database performance of the proposed algorithm by applying the learned models to 3D faces from the FRGC dataset. We conclude in Section V.
II. AUTOMATIC LANDMARK LOCALIZATION: STATISTICS
The method we use for statistical landmark localization is based on an analysis of local features to determine the most likely location for each landmark separately. If the local feature information is poor for some landmarks (e.g. moustache hiding the mouth corners), an optimization-based method that attempts to localize features jointly will suffer. The structural information can be integrated at a later stage, with more control on the relative contributions of local features and structural information, respectively.
To detect the landmarks individually, we model the distribution of features sampled from around the landmark locations in the training set. We use a mixture of factor analysers (MoFA) as an unsupervised model. A MoFA is similar to a mixture of Gaussians, but the parameter space for the covariance matrix is better explored. During the training stage, clustering and dimensionality reduction are performed in conjunction.
For a training set and a given MoFA model (i.e. by specifying the number of components and the number of factors per component) maximum likelihood parameters can be computed with the Expectation-Maximization (EM) algorithm [13] . Here we use an incremental algorithm that searches the model space along with the parameter space [14] . The incremental MoFA algorithm (IMoFA) starts with a one-factor, one-component mixture and adds new factors and new components until a stopping condition is satisfied. At each iteration, fast heuristics are used to constrain possible actions. The incremental approach is especially feasible when the dimensionality is high, as opposed to starting with a large number of components, and eliminating components one by one [15] .
A. Local Features
We locate the facial features using the depth map (or range images) and its gradient information, with a coarse-to-fine method. It was shown in [1] that a coarse-to-fine approach increases the accuracy of feature detection by making more discriminatory information available to a single patch in the coarse stage. We downsample the range images to a size that allows low dimensional modeling of local features. When adapting models learned on one dataset to a new dataset, a similar scale must be chosen, as the range images are not scale independent. For the FRGC dataset, the downsampling ratio was selected to be one to eight (i.e. 480 × 640 to 60 × 80). A z-normalization was applied to depth values of valid pixels by subtracting the mean and dividing by the standard deviation. Then the gradient images in horizontal and vertical directions are extracted from the depth map, to produce two supplementary information channels. During training, 7 × 7 neighbourhoods are cropped from around each landmark, from each of those maps. The ensuing 49-dimensional features are (min-max) normalized to the the range [0, 1] before modeling with IMoFA. The neighbourhood size is empirically determined.
In the test phase, the model produces one likelihood map of the image for each landmark per channel. The channels can be combined by a simple SUM rule, or by assigning different weights for different landmark types, since the relative importance of horizontal and vertical features depend on the landmark appearance. The best set of weights in this case is determined on the training set.
Working on the downsampled images, we determine the landmark locations on the coarse level. Fig. 1 shows the likelihood maps for seven landmarks on the FRGC dataset, and the final detection result in the coarse scale. In [2] , the coarse localization is complemented with a structural correction algorithm (GOLLUM) and a fine-level search for greater accuracy. Due to restricted space, we omit these steps from the present work.
III. AUTOMATIC LANDMARK LOCALIZATION: HEURISTICS
The statistical methods are successful for faces where the local feature information is sufficient, but they do not cope well with severe pose variations, occlusions and novel expressions. Especially for greater rotations, a robust method for determining and correcting the pose of the face would be necessary. Once the pose is corrected, it is possible to consult statistical models to determine a large number of landmarks on the face. In this section we describe a heuristic method to localize the tip of the nose under severe conditions. The proposed algorithm finds discrete candidate regions for the nose, and selects the most plausible location based on curvature values, which makes it rotation and scale invariant.
A. Estimation of Candidate Regions
In the first stage of the algorithm, we estimate Gaussian (K) and Mean curvature (H) values of the 3D facial surface, by computing the principal curvatures of the range image. Principle curvatures are found with the method proposed by Besl and Jain [16] , by sliding a 3 × 3 window on the range image and using a set of discrete orthogonal polynomials to fit a quadratic surface to the contents of each window. The coefficients that minimize the mean squared error are used 
to estimate the first and second partial derivatives. After this process, the curvatures are used to determine the fundamental elements on the facial surface by calculating the HK map. Mentioned elements and HK map details can be seen in Table I . The HK map can be conceived of as a label map, and as providing a discretization of the facial surface. Although this kind of a labeling would be useful to restrict the search area for statistical methods, they entail a certain loss of information. We base our approach on the more informative soft values of H and K maps.
We first produce a difference map D, such that Fig. 2 shows the difference map for one sample. To overcome the sensitivity of curvature values to surface irregularities, the difference map is next smoothed by a Gaussian filter. The filter size is experimentally set to 15 × 15 pixels, with one standard deviation corresponding to three pixels. To further reduce noise and the adverse effect of outliers (and depth artifacts in particular) the smoothed values are mapped into a logarithmic scale:
This transformation accentuates details on the facial surface, and compresses depth differences that are removed from the camera. Finally, the map is min-max normalized to the range [0, 1], and thresholded. The normalization helps in defining a single threshold to determine possibly relevant locations. A larger threshold reduces the search area, but increases the probability of missing the nose. Therefore, it is advisable to keep the threshold value low. In what follows, this value is set to 0.05. A binary image is produced after thresholding.
B. Narrowing down the candidate regions
We combine two indicators to narrow down the candidate regions for the nose. First we compose a change map C of the face image I by:
where ∇ is the gradient operator, and m denotes the min-max normalization function:
The shape index (SI) of the face image is the quantitative measure of the shape of a surface at a point [17] , and it is defined as:
where κ 1 (p) and κ 2 (p) are maximum and minimum principal curvature values at point p, respectively. Then, the following point P c is a relatively close point to the nose tip:
which stands for the weighted centroid of points described by the Gaussian smoothed shape index S (See Fig. 3 ) multiplied by the corresponding change map value at each point. A circular region is cropped with a dynamic radius r around P c (See Fig. 4) . The radius is selected to encompass all remaining components found after thresholding D . For this purpose, the three-dimensional covariance matrix of the 3D points is computed, and its eigenvectors and eigenvalues are derived. The ratio of eigenvalues is used to scale r to include roughly the same proportion of data, regardless of scale.
Fig. 4. Cropping a circular region around P c
After narrowing the interest region thus, small candidate region components are eliminated, components are connected via dilation and erosion operations. This processing step is shown in Fig. 5 .
C. Selecting the nose tip region
Once we are left with a small number of candidates to contain the nose region, we update P c by the weighted centroid of the smallest circular region that contains all components. The squared shape indices are used to give weight to each point within this circle. Then, one component is singled out to contain the nose tip by a voting process, where the roundness of the region, prominence of protrusion and the distance to the centroid are taken into account. Nose tip is the point with highest protrusion within the nose region, so we use the SI and D maps to compose a protrusion map P which is defined as:
The weighted centroid coordinates of the protrusion map of selected region gives the nose tip. Fig. 6 shows the located nose tips in various samples from BOS database. 
IV. EXPERIMENTAL RESULTS

A. Database
We have used the recently collected Bosphorus 3D face database in our experiments [18] , [19] . The subject variation in this database incorporates various expressions, poses, but also realistic occlusions like eye glasses, hair tassel and eye rubbing. The pose variations take rotations systematically into account. The facial expressions include six universal expressions (happiness, surprise, fear, sadness, anger and disgust), as well as expressions based on facial action units (AU) of the Facial Action Coding System (FACS) [20] . This group is composed of three sets: i) 20 lower face AUs, ii) five upper face AUs and iii) three AU combinations. In Fig. 7 (a) , subject variations containing facial expressions, rotations, and occlusions are shown. This database differs from others with its ground-truthed action units. For more realistic expressions, professional actors and actresses have been enrolled in the Bosphorus database. The manually located landmarks are shown in Fig. 7 (b) . The Bosphorus database contains 3396 facial scans of 81 subjects. There are 51 men and 30 women in the database. Majority of the subjects are Caucasian and aged between 25 and 35. The database has two parts: the first part (denoted BOSv1), contains 34 subjects with 31 scans each: 10 types of expressions, 13 different poses, four occlusions, and four neutral/frontal scans. The second part (BOSv2) has more expression variations, with 47 subjects having each 53 scans. Each subject has 34 scans for different expressions, 13 scans for pose variations, four occlusions and one or two frontal/neutral face. 30 of these 47 subjects are professional actors/actresses.
Additionally, we have tested the cross-database performance of the statistical approach with the help of the FRGC database [21] . We have used FRGCv1 that contains 943 face scans from 275 subjects, separated into training, validation (i.e. to control model complexity) and test sets of equal size. FRGCv1 contains frontal and neutral faces. An extension of experiments on FRGCv2 is being conducted.
B. Statistical Method and Cross-Database Evaluation
Statistical modeling of facial features can be a blessing and a curse. On the one hand, a statistical approach and a general treatment of the local features for localizing landmarks obliviates the need for designing heuristics for each landmark. On the other hand, the local features may depend on acquisition and preprocessing for a particular database, and cross-database performance of the statistical method may be poor. In this section, we apply the statistical models obtained on the Bosphorus database to the FRGC database (and vice versa) to assess the generalization capabilities of such models. See [2] for further tests with this approach. Table II shows the correct localization accuracies for different training and test conditions. The threshold of accepted landmarks is set to at most three pixels distance in the coarse Table II show that the mouth corners are the most difficult landmarks to localize, and BOSv1 is more difficult in comparison to FRGCv1, as it contains expression variations. As for the remaining landmarks; the accuracy is close to 100 percent for the nose tip and the inner eye corners, and above 90 per cent for the outer eye corners. Lines 3-4 of the table show the cross-database accuracy of the method. While the nose tip and the inner eye corners are well-localized, there is a marked reduction in the outer eye corners (close to 20 per cent). One reason for this decrease is that the outer eye corners are more effected by expression deformations in BOSv1. For the mouth corners, training with BOSv1 and testing with FRGCv1 does not decrease the accuracy, as FRGCv1 has only closed-mouth images. However, the opposite is not true; training on FRGCv1 results 20 per cent accuracy loss for the mouth corners on BOSv1. The last line of Table II shows the result of training on BOSv1 and testing on BOSv2, which has the same acquisition and preprocessing conditions with BOSv1, but with different subjects. The accuracy is close to within-database performance, demonstrating that the statistical method works well as long as acquisition conditions are stable. Table III shows the results obtained with the curvaturebased heuristic approach (shown by MC) on BOSv1 and BOSv2 datasets. As a second approach, a simple nose tip heuristic from the literature is used (shown by MD); namely, to take the point with the highest depth value as the tip of the nose. The reported accuracies are obtained by accepting points within 10 per cent inter-eye distance to the ground truth. The results show that the nose tip is localized with good accuracy even under strong rotations and occlusions. The simple nose tip heuristic and the statistical methods cannot operate under these conditions.
C. Curvature Based Localization
V. CONCLUSIONS AND FUTURE WORK
We have evaluated a statistical and a heuristics-based method to detect facial landmarks on 3D range images. The statistical approach is useful for frontal faces, to detect different landmarks with a single method. We demonstrate through cross-database studies that a statistical method can generalize to different acquisition and preprocessing conditions successfully, but not to different expression (or pose and occlusion) conditions. For these reasons, we propose a heuristic method that is tailored specifically for the nose tip, and designed to operate under severe pose, occlusion and expression variations. This approach can serve as a starting point for pose normalization and more thorough landmarking, be it statistical or heuristicsbased. We demonstrate the success of the approach on he challenging Bosphorus 3D face database.
Currently, more extensive experiments with both Bosphorus and the full FRGC databases are being conducted. The statistical method is being extended for handling 22 landmarks, and high-resolution refinements are being implemented, as well as combinations of the proposed methods for robust operation.
