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Abstract— In this paper we present some work on cooperative
localization and tracking of primary users (PU) in a cognitive
radio network using Bayesian techniques. We use particle filter-
ing methods to track the location of a PU in the network using
cooperative localization techniques and present some results for
noisy measurements. The cognitive radio (CR) nodes estimate the
information related to the geographical position of the PU based
on existing location identification and localization techniques and
forward the noisy information to a cognitive radio base station
(CRB), which then fuses the information to estimate the position
of the PU in the network in order to perform a radio scene
analysis. We propose a particle filtering approach that is suitable
for tracking non-Gaussian noisy signals at the CRB to estimate
the position of a PU, two importance-functions relative to the
particle filtering algorithm are also presented. Simulations are
performed on the proposed tracking algorithm and the results
are presented in terms of the mean square error of the positional
estimates.
I. INTRODUCTION
There has been a shift in the trend on wireless commu-
nications recently with the introduction of Cognitive Radios
(CR) and related concepts [1] - [4]. CR networks are known
to share the spectrum in an opportunistic manner with the
other co-existing radios by considering them as the primary
users (PU). This is considered to be a better way of efficiently
utilizing the electro-magnetic radio spectrum. The concept
has especially encouraged and motivated the spectrum policy
regulators around the world [5], [6] to investigate into the
technology further. For such technology to be feasible, the
CR nodes need to be aware of the surrounding users of the
radio spectrum (i.e. the PUs) within the region of interest,
hence CR networks require the intelligence of tracking and
localizing the PU present within the vicinity of the network to
avoid interfering with their transmissions. This motivates us
to study precise localization and tracking techniques for CR
networks. In this paper, we investigate the performance of a co-
operative tracking system to track PUs based on the Bayesian
principles [8], [7] for CR networks. High precision tracking
is required especially for indoor environments (home theater
environments) where the target needs to be localized within
a few tens of centimetres, therefore we consider Bayesian
estimation technique to be a suitable candidate.
Here we present a summary of the existing localization
methods in the literature which are mainly focused on wireless
sensor networks, and we clearly see that such techniques are
directly applicable for CR networks as well. As mentioned
above, one of the important tasks that a CR network needs to
perform is target location estimation, which is imperative for
an accurate tracking of the target and higher level of motion
analysis. Many methods for acoustic source localization in sen-
sor networks or sensor arrays are available in the literature [9],
[10], [11], [12], [13]. Techniques based on Direction of Arrival
(DOA) have been investigated for narrowband sources [9],
[10], [11]. For broadband sources, methods based on Time–
Delay of Arrival (TDOA) estimation are more suitable [12],
[13]. In a CR network, the CR nodes are usually not precisely
synchronized, and hence, the TDOA, which requires accurate
timing of the signals, is not a good practical solution. In
such a network, typically there can be a large number of
CR nodes (with respect to the size of the region) which
are densely deployed in the given Region of Interest (ROI),
which then makes accurate intensity (energy) based target
localization possible [14], [15], [16], [17], [18], [19]. Signal
intensity measurements are usually used for target detection,
hence, it is very convenient and economical to utilize them
to localize a target, without the need for additional sensor
functionalities and measurement features, such as DOA [14],
[9], [10], [11]. Energy based methods, hence, have been
proposed and developed such as in [14], [15], [16], [17], [18],
[19]. Least squares methods are proposed to localize a single
acoustic source based on energy ratios [17]. A maximum
likelihood (ML) based acoustic source localization method has
been presented [16]. The source localization is also considered
in a distributed manner, without transmitting the full data set
to a central processing point [15], [18], [19].
In our work presented in this paper, the CR nodes perform a
noisy measurement on the location of the PU by means of an
existing technique, and the corresponding location estimation
information are transmitted to the CR base-station (CRB). The
CRB then fuses the received information and keeps track of the
particular PU with a higher precision of accuracy. We present a
model to perform cooperative tracking of PUs in a CR network
using particle filtering techniques [21], [22] in order to obtain
higher precision. One of the main reasons to choose particle
filters for tracking is due to the existence of non-Gaussian
additive noise in the estimation of the phase angle which is
used localize the source.
In Section-II, we describe the location assisted wireless
systems for CR networks, and in Section-III we present
the cooperative localization and tracking model proposed for
CR networks. In Section-IV we present the particle filtering
algorithm to track the PU and in Section-V we perform some
simulations and show some results on the performance of
the tracking scheme. Finally, in Section-VI we provide some
concluding remarks.
II. LOCATION ASSISTED WIRELESS SYSTEMS
Location assisted systems are increasingly getting popu-
lar within cognitive radio networks for dynamic spectrum
management. In a cognitive radio network for cooperative
communications the cognitive radio base station (CRB) creates
a radio map of the environment within the vicinity of the
network by identifying the location of the radios or the PUs.
Creating such a radio environment map is a convenient way of
performing dynamic spectrum management within the network
and also assisting CR nodes with its radio transmissions
especially for UWB based nodes such that the PU are not
interfered with the CR transmissions. The FCC has adopted
this method as one of the techniques for dynamic spectrum
management in radio networks. In an an FCC proposed
method, a geolocation database is created at a central node by
identifying the primary users that are equipped with location
identification devices which inform their location to the central
database frequently. The UWB based CR networks however
locates PUs by performing location estimation based on statis-
tical signal information and combining them to form a radio
environment map similar to the geolocation database. The
radio environment map which contains the space-frequency
information of the PUs is then used by the CR network to reuse
the spectrum efficiently. The CRB distributes this information
to the CRs in order to control the transmission parameters
such as the power levels, frequency bands and the direction
of transmissions to avoid interfering with the PU. Figure-1
shows a typical radio environment map created by a CRB
in a CR network. A typical radio environment map however
contains several other information other than the ones that
are of interest to us here such as the frequency, power and
space information. Some of the other information that could
be possibly contained within the radio environment map are
service and network information, regulatory information and
radio device information etc. In the figure, two distinctive
advantages are depicted in terms of interference reduction
and radio transmission using the knowledge of the radio
environment map. The first advantage is, the CR nodes can
perform directional transmissions by knowing the location of
Fig. 1. A typical radio environment map and radio scene analysis in a
cognitive radio network environment: CR - cognitive radio, CRB - cognitive
radio base station
the PUs in the surroundings and avoid potential interferences
to them, the second advantage is that the CR nodes can control
the transmission power again to avoid interfering with the PU
in the surrounding environment.
III. COOPERATIVE LOCALIZATION MODEL
In this section we present the cooperative localization model
and strategy that is considered in this paper. The CR nodes in
the network perform individual estimates of the time of arrival
(ToA) and the direction of arrival (DoA) on the nearest target
and pass the information to the CRB. The information con-
veying link between the CR nodes and the CRB is considered
to be an error free channel. We assume that the network is self
aware of the positional information of its CR nodes, and that
the CRB is the point of origin of the 2D-plane. We formulate
the target localization problem as described in [20] for wireless
sensor networks. Let us define the set of parameters estimated
at the CR nodes as,
Λ = [Rij(t), θij(t)]T (1)
where, Rij(t) is the range computed from the ToA esti-
mates, and θij(t) is the angle of arrival which describes the
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Fig. 2. Cooperative localization of primary users in a cognitive radio network
Then, at the CRB, by using the maximum likelihood (ML)
estimation method described in [20], together with the a-priori
knowledge of the CR node locations, we can arrive at the
following noisy estimates for the targets PU-j as,
xj(t) = dj(Λ) + w
j
d(t) (4)
Φj(t) = φj(Λ) + w
j
φ(t) (5)
In (4) and (5), dj(Λ) and φj(Λ) are the true values of the
distances and the phase angles of the PU-j’s with respect to
the CRB in the absence of the observation noise, and wjd(t)
and wjφ(t) are the additive noise components corresponding to
the ML estimations. The signal to noise ratio of the received
signals prior to the ML estimation are given by ρj and ςj
for the range and the phase respectively. The additive noise
component wjd(t) is modeled as a Gaussian random process
with a zero mean and a variance of σ2dj , and w
j
φ(t) is modeled
as a zero mean random process with a phase noise distribution
given by equation (6) [23], [24]. The mobility of the PUs
is modeled by two first order Markov processes for the
distance and the phase angle described by the density functions
p(dtj |dt−1j ) and p(φtj |φt−1j ), with dtj and φtj being the distance
and the angle at time t.
The positional estimates xj and Φj are then used for
tracking the target PU-j in the network. In the following
section we look at a Bayesian method for continuous tracking
of the target based on the estimates from (4) and (5).
IV. BAYESIAN TRACKING OF PRIMARY USERS
Bayesian estimation and tracking is a well studied topic
when the posteriori distribution of the noise process is known.
In this section, by using the cooperative localization model
and the estimation noise models described in the previous
section, we propose a Bayesian tracking algorithm, namely
a particle filtering method, to improve the precision of the
location estimation for Gaussian and non-Gaussian noise.
Particle filtering is known to be a powerful tracking technique
based on sequential Monte-Carlo methodology for sequential
signal processing. Consider the discrete model of (4) and (5)
given by xj [k] and Φj [k] with k = 0, 1, ...N . Then, given
the observation vector zk = [xj [k], {φj [k]]T for the parameter
vector µk = [dj [k],Φj [k]]T at the observation time k, the
Bayesian rule for the iterative estimation of the posteriori pdf








Since the elements of µk are first order Markovian pro-
cesses, the normalizing component of (8) given in (9) can be
ignored in the iteration process when computing the posteriori
density function. Then, the Bayesian estimate is the expected




In the next sub section we use particle filtering methods to
iteratively estimate µk
A. Particle Filtering
We present a general particle filtering algorithm to track the
parameters of interest dj and φj based on the model given in
the previous section. The probability distributions of interest
to us are approximated by considering the discrete version of





where, un = [undj , u
n
φj
]T are known as the particles that




]T are the corresponding weights assigned to the
particles and M is the total number of particles considered.
The weights are assigned an initial value based on the particles,
typically wndj = 1/M , w
n
φj
= 1/M at k = 0, and are
iteratively computed using (8). The updates of the weights
are conveniently computed using the analytical solutions to
the posteriori distributions of the parameters of interest. The
weights are therefore updated according to,
w¯ndj (k) ∝ w¯ndj (k − 1)Fdj (xj(k)|dj(k − 1)) (12)







w¯nφj (k) ∝ w¯nφj (k − 1)Fφj (Φj(k)|φj(k − 1)) (14)


























































for − pi < wjφ ≤ −pi/2
(6)
where,Γ = ςj cos2(w
j







where, Fdj (xj(k)|dj(k−1)) and Fφj (Φj(k)|φj(k−1)) are
known as the importance functions. According to our noise
models in (4) and (5), and the corresponding posteriori distri-
butions, we come up with two expressions for the importance-
functions, given by,
Fdj (xj(k)|dj(k − 1)) = exp(−(undj − xj(k))) (16)
Fφj (Φj(k)|φj(k − 1)) = Υexp(Υ)(1−Q(Υ)) (17)
where, Υ = cos(unφj−Φj(k)). The newly computed particle
weights are then used to estimate the parameters by taking the












After a few iterations (i.e. few estimations), some of the
particles will have almost zero weights which are no longer
required for the estimation process. In such situations impor-
tance sampling [21], [22] is used to reduce the computational
burden associated with the estimation process.
V. SIMULATION RESULTS
In this section we present some simulation results for track-
ing PUs using the particle filtering approach described in the
previous section. The simulations were performed assuming
the same signal to noise ratio SNR levels for the range and
the phase; SNR = ςj = ρj . We also consider a very simple
model for the mobility with very slow variation in the position
of the PU with time with respect to the CRB. Two separate
particle filters are used to track dj(k) and φj(k) for every
PU. The outputs of the particle filters are then used generate a
radio map environment. Figure-3 shows the construction of the
posteriori distribution using the particle filtering approach for
the phase φj(k) with time. The evolution of the distribution
is a time depended process as we see from the figure which
also depends on SNR.
The corresponding time domain plots for the convergence
of the parameters are shown in Figure-4, for various values of
SNR and M=100. From the figure we observe that the filter
takes significant amount of time to converge in terms of the
number of samples, but on the other hand shows very low jitter
during the steady state. This is the main advantage claimed in
our work to perform tracking with greater precision. The jitter
performance of the particle filters are depicted in Figure-5 for






















Fig. 3. Construction of the posteriori pdf using the particle filter approach

























Fig. 4. Bayesian tracking of range dj(k) and phase φj(k), M = 100
various SNR levels. It should be noted that the performance
curves depicted here are based on the performances of the ML
estimates made prior to the tracking process, and we assume
perfect ML estimation for estimating Γ. Figure-6 depicts a
radio environment map constructed by the CRB based on the
particle filter outputs corresponding to he ML estimates. In the
figure we observe three (almost stationary) primary users being
tracked by the CRB. The PU closer to the CRB is tracked with
a low jitter in order to attain greater precision on its position.
VI. CONCLUSION
A Bayesian tracking technique was presented to track
primary users in a cognitive radio network to attain greater
precision on their positional information. The tracking algo-
rithm utilizes the fused positional information obtained by the
individual cognitive radio nodes using maximum likelihood






















Fig. 5. Bayesian estimation root mean squared (rms) error for dj(k) and
φj(k), M = 100


























Fig. 6. Bayesian tracking of primary users; d1 = 26.9m, φ1 = 21.8deg,
d2 = 24.2m, φ2 = 82.9deg, d3 = 8.2m, φ3 = 222deg
estimates. We present a tracking algorithm to construct a radio
map environment which is suitable for tracking Gaussian and
non-Gaussian noisy observations based on the posteriori den-
sity information. We present two unique importance-functions
to reconstruct the posteriori distribution using the Bayesian
technique. Simulation results are presented on the perfor-
mances of the tracking algorithm, namely the convergence,
the construction of the distribution, and the improvement in
the jitter performances for a very slowly varying (almost static)
system model.
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