In a previous paper [Zhu et al., J. Opt. Soc. Am. A 14, 799 (1997)] an iterative algorithm for obtaining the total least-squares (TLS) solution of a linear system based on the Rayleigh quotient formulation was presented.
INTRODUCTION
Recently there has been growing interest and rapid progress in medical optical imaging systems that emit near-infrared light into human tissues to determine their structures and functional status. The imaging problem is difficult, because in this frequency range, photons propagate through tissues in a highly diffused manner, and the relationship between the measured signal and the absorption properties of the medium is nonlinear. Over the past few years Wang's group has developed an iterative perturbation approach for continuous-wave, time-resolved, and frequency-domain data. [1] [2] [3] Independently, Singer et al., 4 Arridge et al., 5 and Arridge 6 described alternative iterative schemes derived from random-walk and diffusion theory. Mathematically, all these schemes require the solution of a linear perturbation equation at each iteration:
where x is an n ϫ 1 vector of differences in the absorption properties between a reference and a test medium; y is an m ϫ 1 vector of detector-reading changes between the two media; and H, a linear operator, is an m ϫ n matrix of weights describing the influence of each volume element (voxel) on the detector readings, which are essentially the derivatives of the detector readings with respect to the absorption coefficients in the reference medium.
In general, the perturbation equation is both underdetermined (m Ͻ n) and ill-posed. To solve it, several iterative algorithms have been developed, including projection onto convex sets (POCS), 2 conjugate gradient descent, 2 multiresolution regularized least-squares using wavelets, 7 (RLS), and total least squares (TLS). 8 These methods are developed for application to continuous-wave measurements. Layer-stripping 9 and regularized-layerstripping 10 methods for TR data have also been proposed. The POCS method is known to have slow convergence. The conjugate gradient descent algorithm solves a leastsquares (LS) problem. The regularization technique used in Refs. 10 and 7 is intended to reduce the sensitivity to noise embedded in the measurement data, whereas the TLS method in Ref. 8 deals with noise in both the data vector and the operator matrix.
In optical tomographic imaging systems the linear operator H is also subject to errors or noise, which may result from both the approximations used in deriving the linear model and numerical errors in computing the operator. In these cases the TLS solution is optimal and better than the LS in the sense that errors in both the operator and measurement data are minimized. 11 Regularized constrained TLS was proposed by Mesarović et al. 12 for image-restoration problems in which noise in H and y are linearly dependent (algebraically correlated). There H, called the point-spread function, is a convolution operator. A TLS solution based on singular-value decomposition (SVD) was employed by Li et al. 13 in phase array imaging where noise in H and y are assumed independent. However, the SVD-based TLS solution has computation difficulties for large-scale systems. This is because the conventional SVD computation needs O(N 3 ) multiplication, where N is the length of vector x. The application of TLS to optical tomography was first considered by Zhu et al. in Ref. 8 . Since computation is a major concern in optical tomography, a Rayleigh-quotient-form TLS (RQF-TLS) approach was developed, which requires O(N 2 ) multiplication. 8 In this paper the equivalence of the RQF-TLS estimator to the maximum-likelihood (ML) estimator is established for the case in which the noise in both data and operator are independent and identically distributed (i.i.d) Gaussian. A perturbation analysis of the RQF-TLS is also performed to derive the mean square error (MSE) of the TLS estimate.
A challenge in solving the perturbation equation of Eq. (1) is that the computation is usually extremely expensive, owing to the extremely large dimension of the weight matrix. To alleviate this problem, a wavelet-based multiresolution reconstruction algorithm was recently developed. 7 This algorithm is based on the LS and RLS formulation, which was developed to overcome noise in the measurement data. Such strategies (RLS-based recovery algorithms) for overcoming measurement noise by means of wavelet transform have also been reported in other imaging and image processing applications, e.g., in Refs. 14-17. In Ref. 14 16 Delaney et al. proposed a multiresolution tomographic reconstruction algorithm (filtered backprojection) for emission tomography. In Ref. 17 Banham et al. proposed a RLS-based multichannel subband approach for image restoration. However, as stated above, in optical tomography the imaging operator usually contains errors or noise and the TLS solution is needed. In this paper we propose a new wavelet-based multiresolution total least-squares algorithm. In this algorithm, the unknown, the data, and the weight matrix are expanded by means of wavelets, thus yielding a multiresolution representation of the Rayleigh quotient function. The transformed Rayleigh quotient function is minimized from coarse to fine resolutions. At each resolution, it uses the solution obtained from the previous resolution as the initial solution. Compared with that of the previous single-grid technique, which solves the Rayleigh quotient equation in the finest resolution directly, 8 the computational complexity of the transformed Rayleigh quotient function is reduced significantly.
The rest of this paper is organized as follows. In Section 2, after reviewing the RQF-TLS formulation, we show its equivalence to the ML estimator in the Gaussian setting and derive the MSE by a perturbation analysis. In Section 3 the wavelet-based RQF-TLS algorithm is presented and its equivalence to the original RQF-TLS is shown. Section 4 presents the multigrid conjugate gradient (CG) algorithm that is used to obtain the RQF-TLS in the wavelet domain. Section 5 presents experimental results. Finally, Section 6 provides some discussion and conclusions.
RAYLEIGH QUOTIENT FORM OF THE TOTAL LEAST-SQUARES SOLUTION AND ITS PROPERTIES
A. Total Least-Squares Solution of a Linear System Consider an imaging system described by Eq. (1), where x represents the unknown values to be imaged, y represents the measurement data, and H represents the linear operator that models the relation between x and y. In the imaging problem, the operator is usually obtained by forward studies. 6 In the conventional LS formulation, it is assumed that the measurement y is noisy but the operator H is correct. The LS solution of x is determined by the following minimization:
subject to y ϩ ⌬y range͑H͒.
Here ʈ • ʈ 2 denotes the Euclidean norm and ⌬y is the perturbation of y. When the smallest ⌬y satisfying Eq. (3) is found, any x satisfying
is said to solve the LS problem. It is well known that the solution of the LS problem amounts to solving the normal equation
where T denotes transpose. The unique minimal twonorm solution to the LS problem is given by
where H † denotes the Moore-Penrose pseudoinverse of H. In an overdetermined case,
In the above LS solution the assumption is that all errors or noise are confined to the observation and that the matrix H is correct. However, in reality there may be errors in the weight matrix H as well.
To alleviate this problem, the TLS was introduced by Golub and Van Loan. 11 The TLS approach attempts to minimize the errors in both y and H; i.e., minimize ʈ͓⌬H͉⌬y͔ʈ F ,
subject to y ϩ ⌬y range͑H ϩ ⌬H͒.
Here ʈ • ʈ F denotes the Frobenius norm, which is defined, for an arbitrary m ϫ n matrix B, as
When the smallest perturbations in both y and H are found, then any x satisfying
is said to solve the TLS problem. The TLS problem in Eqs. (7) and (8) can be restated as
subject to ͑ A ϩ ⌬A͒q ϭ 0,
where
The closed-form TLS solution is given by
is the smallest nonzero singular value of the matrix A. 11 Comparing the LS and TLS solutions, the only difference is the term nϩ1
2
, which helps to reduce the effect of the error in H. Golub and Van Loan 11 showed that, when A has full column rank, the TLS solution is related to the right singular vector v nϩ1 of A associated with the smallest singular value nϩ1 , under the condition that the singular value n Ͼ nϩ1 and v nϩ1, nϩ1 0. Here n represents the nth largest singular value and v nϩ1,nϩ1 is the last component of the singular vector v nϩ1 .
Let v nϩ1 T ϭ ͓ṽ nϩ1 T v nϩ1, nϩ1 ͔, where T represents transpose. The TLS solution for a full-rank system is
For a rank-deficient and hence underdetermined problem, the minimum norm solution is given by
͔ T are the singular value and the singular vector of A, respectively. Hence one way to obtain the TLS solution is through performing the SVD of A.
11
For large-scale systems the computation of SVD is difficult. 13, 18 Therefore we have opted for iterative schemes that are more suitable for large-scale systems. It has been shown that the constrained minimization problem in Eqs. (11) and (12) is equivalent to the following minimization problem 19 :
where F(q) is called the Rayleigh quotient. The solution of Eq. (16) is equal to the eigenvector q associated with the smallest eigenvalue of A T A. 19 We use the CG method 20, 21 to iteratively solve the above optimization problem for q. Recall that when q T ϭ ͓x T ,Ϫ1͔, one can obtain the TLS solution by x ϭ Ϫ(q n )/q nϩ1 , where q n is the vector containing the first n component of q and q nϩ1 is the (n ϩ 1)th component of q. Note that when the problem is underdetermined, there is no guarantee that the minimization of the RQF by the CG method will yield the minimum norm solution. One way to guide the algorithm toward the minimum norm solution is to start with a zero initial solution in which all elements except the last are zero and the last element is set to 1. Then we use the convergence criterion in Ref. 8 , which is essentially the difference between two successive eigenvalues.
B. Equivalence between the Rayleigh-QuotientForm-Total Least-Squares Solution and the MaximumLikelihood Estimate
It has been shown in the multivariate linear errors-invariables (EIV) model that the TLS estimator is a ML estimator when the noise is additive and Gaussian. 22 In Ref. 23 , by use of the regression model, it was also shown that the constrained TLS estimator is a ML estimator from a constrained state space. Here we show (also by use of the regression model) that the TLS solution that uses the formulation given in Eq. (16) (i.e., the RQF-TLS solution) is a ML estimator.
Let ⌬ H and ⌬y represent the noise in the operator and data, respectively; then the imaging model is given by
Assume that the elements of ⌬ H and ⌬y are i.i.d. Gaussian variables with zero mean and variance 2 . Then the conditional mean of y given x is y/x ϭ Hx and the covariance matrix is
where E͕ • ͖ is the expectation operator and I is the m ϫ m identity matrix. From the assumption that the elements of ⌬H are i.i.d. with zero mean and variance 2 , we can obtain
Thus
Because ⌬H and ⌬y are both Gaussian, y in Eq. (17) for a given x is also Gaussian. Therefore the conditional prob-
where ͉C y/x ͉ is the determinant of C y/x . Taking the logarithm of Eq. (21) yields the following likelihood function:
The ML solution is obtained by maximizing the likelihood function L ( y/x) with respect to x. It was tested and verified in Ref. 24 that the log term in Eq. (22) is negligible. Thus maximizing L ( y/x) can be accomplished by minimizing
When Eq. (20) is substituted into Eq. (23), the ML solution is obtained by minimizing
One can see immediately that the minimization of Eq. (24) is equivalent to the minimization of the Rayleigh quotient in Eq. (16). Thus we have shown that the RQF-TLS solution is ML estimator. From this we know that the RQF-TLS solution has the desired statistical properties that have been shown for the SVD-based TLS solution, including asymptotic efficiency, among others.
C. Perturbation Analysis of the Rayleigh-Quotient-Form-Total Least-Squares Estimator
In the past, statistical properties of the TLS solution have been analyzed from the EIV model, 22 or from the formulation described in Refs. 12 and 23 for the constrained TLS from the regression model. Specifically, with the EIV model it has been shown that the TLS estimator is unbiased and that statistical properties of the TLS estimate have been derived. In Refs. 12 and 23 it was shown that the constrained TLS estimator is also unbiased and that other statistical properties are obtained from the constrained TLS formulation. In this paper we analyze the statistical properties of the RQF-TLS estimator. Because the RQF-TLS solution is nonlinear, error analysis is difficult. As in Refs. 12 and 23, we will perform a perturbation analysis to derive an analytic closed-form formula for the covariance matrix of the RQF-TLS solution for a small noise level.
Let H o and y o represent the noise-free system matrix (operator) and data vector, and let x o represent the correct solution; then these must satisfy
Now we perturb A o by adding a small noise term ⌬A ϭ ͓⌬H͉⌬y͔; this will lead to a perturbation of the solution by ⌬q. The necessary condition for minimizing Eq. (16) is that the gradient of F(q) with respect to q be zero. That is,
Substituting A ϭ A o ϩ ⌬A and q ϭ q o ϩ ⌬q into Eq. (27) and ignoring high-order terms of ⌬q and ⌬A, we obtain
Using the condition in Eq. (25) and after some algebraic manipulations, we obtain
which is the closed-form perturbation solution. If we assume ⌬ A has zero mean, then E͓⌬q͔ ϭ 0; i.e., the RQF-TLS estimator is unbiased. Next, we derive the MSE of the RQF-TLS estimate. By definition,
where R ϭ E͓⌬q⌬q T ͔ is the correlation matrix of ⌬q, which is equivalent to the covariance matrix of ⌬q, since ⌬ q has zero mean. Using the solution in Eq. (29), we have
As above, if we assume that the elements of ⌬A are i.i.d. with zero mean and variance 2 , then
Substituting Eq. (33) into Eq. (30) yields
Assume that the rank of (A o T A o ) is r, and let 1 , 2 , . . . , r represent the r positive eigenvalues of (A o T A o ). Then Eq. (34) can be rewritten as
Equation (35) is useful for predicting the accuracy of the RQF-TLS estimator at small noise levels.
WAVELET-BASED TOTAL LEAST-SQUARES SOLUTION A. Two-Dimensional Multiresolution Representation by a Wavelet Transform
A wavelet is a function whose dilations and shifts form an orthonormal basis for the space of all energy-finite signals. 25 For a given (energy-finite) signal, the wavelet basis provides a multiresolution representation of the signal. For a 1D discrete signal this involves taking the discrete wavelet transform (DWT) of the signal. For example, for a 1D signal that has length N and is denoted by x, a two-level DWT is an N-dimensional vector x ,
where A Ϫ1 x and D Ϫ1 x are the lowpass and bandpass components, respectively, of x, both of dimension N/2. In the above equation the subscript denotes the dimension of the underlying vector.
Since we are dealing with images, which are 2D, in this paper we use the 2D DWT. In general, a 2D image can be arranged into a vector by lexicographic ordering. The 1D wavelet transform described above can then be applied to the vector. One can then reorder the vector as a 2D image. However, a more efficient way of implementing a wavelet transform of a 2D image is by first applying a 1D transform to each row of the 2D image and then applying a 1D wavelet transform to each column of the resulting image from the previous step. This is known as separable wavelet transform.
Let F represent a 2D image with size M ϫ N, and let f be the vector consisting of elements of F arranged in lexicographic order, with size K ϭ M ϫ N. Let W M and W N represent the 1D wavelet transform matrix of size M ϫ M and N ϫ N, respectively; the separable wavelet transform of F can be described by
This is equivalent, in the 1D notation, to
where denotes the Kronecker product and f is the vector consisting of elements of F arranged in lexicographic order. Therefore performing the 2D wavelet transform on a M ϫ N 2D image by means of a separable transform is equivalent to performing a 1D wavelet transform on the corresponding 1D vector by means of
The transformed image can be grouped into four subimages consisting of an approximation image A Ϫ1 F and three detail subimages D Ϫ1 1 F, D Ϫ1 2 F, and D Ϫ1 3 F; i.e.,
ͬ . This is a two-level representation of F and can be implemented by a set of QMF's as illustrated in Fig. 1 (for two  levels) . Usually we refer to these QMF's as LL, LH, HL, and HH subimages, from top to bottom, respectively. One can decompose the subimage A Ϫ1 F further to the next scale (coarser resolution), which leads to a threelevel representation:
The above procedure can be applied to the approximation subimage repeatedly to obtain an L р min͕log 2 M, log 2 N͖-level representation. 
B. Total Least-Squares Solution with One-Dimensional Wavelet Representation
where H ϭ W y HW x T , ỹ ϭ W y y and x ϭ W x x. Equation (39) is the perturbation equation in the wavelet domain. From this equation one can formulate the TLS in the WT domain. Let
From the orthonormality of the wavelet transform it can easily be shown that minimizing the Rayleigh quotient function defined in Eq. (16) is equivalent to the following problem:
That is, the TLS solution to the original Eq. (1) is equivalent to the TLS solution to the transform equation (39). Once we get the solution q , and consequently x , we can take the inverse wavelet transform to obtain the desired solution x ϭ W x T x .
C. Transform of the Perturbation Equation by Use of Separable Operation
Suppose that x and y in Eq. (1) , which forms the jth column of the transformed operator H .
MULTIGRID ALGORITHM
As shown in Subsection 3.B, the TLS solution can be obtained by directly minimizing the Rayleigh quotient in Eq. (16) or Eq. (41). When x, y, or H is slowly varying, its wavelet transform coefficients at high frequencies are zero or negligible. Then the minimization can be performed in the transform domain more efficiently by taking advantage of the sparsity of q and Ã . Even when the operator H is not smooth in the original domain, we can exploit the multiresolution property of the wavelet transform to reduce computation time.
In this paper we propose a multigrid scheme that uses a modified V-cycle algorithm. The principle of this algorithm is illustrated in Fig. 2 . It differs from the classical V-cycle method 26 in two aspects. First, instead of downward (from fine to coarse) restriction, in which error is calculated and restricted, we use wavelet decomposition to reach the lower vertex (coarsest grid) of the V cycle. For the upward reconstruction (from coarse to fine), we use multigrid reconstruction instead of error prolongation 1. Perform the wavelet transform of y and H to obtain H l and ỹ l , l ϭ Ϫ1, Ϫ2,...,ϪL. Set l ϭ ϪL, the coarsest level.
2. Solve for the TLS solution q l and hence x l at the lth level, by minimizing
3. Prolongate from x l to x lϩ1 by padding zeros; i.e.,
Step 2, using the solution obtained in the previous step as the initial solution.
The multigrid algorithm described above differs slightly from the one proposed by Wang et al. 14 In the latter method, at each resolution level the LL, LH, HL, and HH components are reconstructed alternatingly until the solution converges. In our method, at each level only the LL component is solved, assuming that the other components are zeros.
In real clinic applications most of the time one is interested only in certain regions of the image with abnormal features. The above multigrid algorithm can not only save computational time compared with the single-grid algorithm but also allows one to zoom in on special regions of interest (ROI). Suppose we are interested in a region that appears questionable in a coarser-level reconstruction. Then only the corresponding region in the next-finer resolution needs to be further refined by the CG algorithm, while other regions in the finer resolution can be kept fixed. This will reduce the computation time for this grid significantly. This process can be repeated so that only a small number of unknowns are solved in each grid level.
In our study, we implemented a two-grid algorithm (L ϭ 1) by which we first reconstruct the LL component of the wavelet transform x of x. This yields the coarselevel reconstruction x Ϫ1 . Starting from this solution, we then solve all the components of x .
EXPERIMENTAL RESULTS
In our experiment the length-4 Daubechies' wavelet 27 was used because it achieves a good trade-off between computational precision and computational complexity. To demonstrate the effectiveness of the wavelet-based multigrid TLS algorithm compared with a single-grid algorithm, three experiments were performed. We used the MSE and correlation coefficient (CC) between the original image x and reconstructed image x to evaluate the reconstruction accuracy quantitatively. The MSE and the CC are defined as
respectively.
In the first experiment a 1-cm-diameter rod was placed in an infinite homogeneous medium. The rod was homogeneous, with absorption and scattering coefficients a ϭ 0.05 cm Ϫ1 and s ϭ 10 cm Ϫ1 , respectively. The optical properties of the background medium were a b ϭ 0.02 cm Ϫ1 and s b ϭ 10 cm Ϫ1 , respectively. The imaged region occupied an area of 10 cm ϫ 10 cm, which was discretized to 32 ϫ 32 pixels. A total of 16 sources and 16 detectors were evenly spread around the rod in a ring geometry with a diameter of 8 cm (see Fig. 3 ). Therefore, in our simulation, M ϭ 16 and N ϭ 32, or m ϭ 16 2 , n ϭ 32 2 . The solution to the forward problem (to get H and y) was obtained by analytically solving the diffusion equation with the normal-mode series method described in Ref. 28 . The data were corrupted by white Gaussian noise with a 30-dB signal-to-noise ratio (SNR). The weights were also corrupted by white Gaussian noise with the same noise variance as that in the detector reading. We performed this experiment five times for different noise realizations. The LS algorithm we used here was described in Ref. 2. The average MSE and CC obtained with different methods are given in Table 1 . Figure 4 shows reconstructed images that use one-grid and two-grid algorithms, respectively, for noise realization. The coarse-level reconstruction solves only a quarter of the pixels in the fine resolution. In our computer implementation, one iteration of the coarse level roughly re- ROI, we convert the original underdetermined problem into a determined one and therefore can achieve a more accurate result than that shown in Fig. 4 (e).
In the second experiment a 1.5-cm-diameter rod was placed at an off-center position with respect to the source and the detector ring. The rod had a nonhomogeneous absorption distribution, following a sinusoidal pattern (one positive cycle only). We will refer to an absorber with such an absorption profile as a sinelike absorber. The forward solution in this experiment was obtained with a multigrid finite-difference solver described in Ref. 3 . In this experiment white Gaussian noise was added to the weights and the detector readings in the same way as in the first experiment. We performed this experiment five times for different noise realizations; the means of the MSE's and CC's are given in Table 2 . Note that ʈxʈ 2 ϭ 1.26 ϫ 10 Ϫ1 in the calculation. Figure 5 presents the reconstruction results for one noise realization. From Fig. 5 and Table 2 we can see that accurate results can be obtained from the coarse-level reconstruction alone [see Fig. 5(e) ] in approximately one tenth of computation time for the fine-grid reconstruction, because the energy of the original image is contained mostly in the LL band. This energy-compaction property of the wavelet transform makes the reconstruction in the wavelet domain more efficient for images that are smooth. We can also see that, as expected, the two-grid TLS solution provided more accurate results than the two-grid LS solution [compare Figs. 5(b) and 5(f )]. To evaluate more quantitatively the savings in computation time by the multigrid over the single-grid algorithm, Fig. 6 compares the value of the the Rayleigh quotient F(q ) (in log scale) after successive numbers of work units. A work unit here is defined as the amount of computation for performing one iteration in the finest grid. 29 It can be seen that the multigrid method achieves better results and is significantly faster.
In the third experiment a 1.5-cm-diameter rod was placed at the center position with respect to the source and the detector ring. As with the second experiment, the rod had a nonhomogeneous absorption distribution, following a sinusoidal pattern (one positive cycle only). The forward solution in this experiment was also obtained by the multigrid finite-difference solver described in Ref. 3 . In this experiment, white Gaussian noise with 20-dB SNR was added to the detector readings. The same amount of additive white Gaussian noise (the same noise variance as in the detector readings) was also added to the weights. We performed this experiment five times for different noise realizations; the mean of the MSE's and CC's are given in Table 3 . Note that ʈxʈ 2 ϭ 5.96 ϫ 10 Ϫ1 in the calculation. Figure 7 shows the reconstruction results for a noise realization. From Fig. 7 and Table 3 we see again that the two-grid TLS solution provided more accurate results than the two-grid LS solution, both qualitatively and quantitatively, with the same or less computation time. We can also see that the coarse-level reconstruction alone [see Fig. 7 (e)] produced fairly good results compared with the final solution in Fig.  7 (f ) but with only one tenth of the computation time. Notice that the multigrid method not only reduced computation time but also suppressed noise artifacts [compare Figs. 7(d) and 7(f )]. This is because the coarse solution is quite robust to noise and, when used as the initial solution in the finer resolution, makes the entire algorithm more stable. 
DISCUSSION AND CONCLUSIONS
In this paper the RQF-TLS method is used for solving the perturbation equation in optical tomography. The statistical properties of the RQF-TLS estimate are derived by means of a perturbation analysis. The equivalency between the RQF-TLS estimator and ML estimator is shown when the noise is Gaussian and i.i.d. To reduce computation complexity, a wavelet-based multiresolution TLS reconstruction scheme is proposed for solving the perturbation equation. Experimental results indicate that the proposed multigrid algorithm provides significantly better reconstruction than the single-grid method with comparable computation time.
In general, the inverse problem in optical tomography is ill-posed. In the LS formulation, which minimizes the perturbation in the measurement vector, a penalty term that forces the solution vector x to be smooth or to have finite energy can be imposed (Tikhonov regularization) to overcome the ill-posed nature of the matrix H. With the RQF-TLS, the finite energy constraint is embedded in the Rayleigh quotient function. The first-or second-order derivative type of penalty terms as well as others might also be incorporated in the minimization of the Rayleigh quotient. The incorporation of such constraints to further improve the stability of the TLS solution is under investigation.
The proposed wavelet-based multigrid algorithm allows one to focus on special ROI's when going from a coarse grid to a fine grid. Further study is needed for automatic detection of ROI's from coarse solutions. suggestions. We also thank the reviewers for their valuable suggestions and comments for improving the presentation of this paper.
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