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By Edward Charles Morris 
 
Obtaining information regarding the resistivity structure of the subsurface 
from marine CSEM data involves complex processes. 1D and 2D forward and inverse 
modelling are currently the standard approaches used to produce geoelectrical models, 
with 3D inversion fast becoming a realizable method. However, these methods are 
time consuming, require expert knowledge to produce reliable results, and suffer from 
the non-uniqueness of the EM problem. There is therefore considerable scope for 
developing imaging techniques for marine CSEM data that do not require lengthy, 
time consuming computations, but make use of entire datasets. These could provide a 
“first look” for possible structural information conveyed by the data, and may provide 
starting points or other constraints for inversion. In this thesis, a number of different 
imaging techniques for marine CSEM data are assessed, with particular reference to 
applications in hydrocarbon exploration. 
T-X and F-K imaging are widely used seismic reflection processing 
techniques that can be applied to CSEM data. Features produced in the T-X and F-K 
domains by 1D subsurface resistivity structures are investigated. The dip of an arrival 
corresponding to a subsurface resistive feature is found to depend on its resistivity, 
with reduction in resistivity producing steeper dipping events. The separation of 
arrivals according to their dips in the T-X domain is used as a basis for the attempted 
separation of the airwave, by filtering in the F-K domain. However, this does not 
prove to be useful. 
Secondly, in a adaptation of the F-K migration method used in seismic 
processing, EM migration is investigated, following the approach by (Tompkins, 
2004b). The results of the migration method are compared and contrasted to a 1D 
smooth inversion algorithm. It is found that the migration is mostly dependent on the 
conductivity contrast across a geoelectrical boundary, whereas the inversion recovers 
the resistivity thickness product (transverse resistance). Hence, EM migration is a 
viable alternative to inversion and usefully complements it in regions of large 
conductivity contrasts. 
Normalized ElectroMagnetic Imaging (NEMI) extends the standard approach 
of normalizing the recorded electric field data by a 1D background model, to identify 
large lateral resistivity variations over a survey area. This is achieved by firstly sorting 
the data based on sensitivity to the target layer, and then distributing the normalized 
anomaly in the horizontal plane between the source and receiver using a simple quasi-
tomographical approach. In some scenarios this provides a reasonable estimation of 
the lateral extent of a 3D resistive body buried in a conductive background. 
Lastly, Apparent Resistivity Imaging (ARI) is adapted for the use with the 
marine CSEM method. This generates pseudo-sections in which offsets are mapped 
into apparent depths. This study shows that whilst vertical resolution of resistive 
bodies is poor, lateral resolution is high and provides a good estimate of the true 
extent of a target body. Apparent resistivity pseudo-sections therefore provide a very 
effective means of “first look” imaging and assessment of marine CSEM data.  
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Over the last few decades there has been a steady development of both 
invasive and non-invasive marine surveying techniques for studying the structure of 
and processes within the Earth’s crust. Some methods originally developed for the 
study of oceanic crust are now being applied to mapping subsurface strata in aid of 
hydrocarbon exploration. In the latter field several techniques are routinely used to 
investigate the presence and extent of possible hydrocarbon reserves. Several 
parameters can in principle be measured to gain insight into the subsurface structures 
and the fluids they contain. Examples are seismic velocities (P + S), density, 
magnetisation and electrical resistivity. Determination of these can help to build a 
picture of possible prospects which can be used in the decision making process, to 
design and prioritise exploration and appraisal drilling programmes.  
 
In the past few years a growing number of surveys have been undertaken using 
the marine Controlled Source Electromagnetic (CSEM) method to determine the 
subsurface resistivity structure of possible hydrocarbon prospects. Since the bulk 
electrical resistivity of a rock formation is largely dependent on the distribution and 
constituents of any fluids contained within it, the resistivity of geological materials 
can vary over five orders of magnitude (Telford et al., 1991). Hydrocarbon 
accumulations are often found in highly conductive, water-saturated sedimentary 
sequences, and so the resistivity ratio between water-saturated sediments and 
sediments containing hydrocarbons can be as high as 100:1. The use of non-invasive 
marine CSEM techniques can therefore provide valuable new information about the Chapter 1  Introduction     2
 
 
existence and extent of hydrocarbon reservoirs and hence allow for more effective 
targeting of exploration and appraisal drilling. 
 
1.1 A Short Review of Hydrocarbon Exploration 
 
Hydrocarbon exploration today involves a large number of techniques that 
contribute data to different aspects of the reservoir model. In order to understand the 
reasoning behind the method of marine CSEM sounding, in particular its application 
to hydrocarbon exploration, it must first be put into context with the current state of 
the industry. A full review of the history of exploration methods is not warranted here, 
however useful reviews of standard techniques used in hydrocarbon exploration 
include  Dragoset (2005),  Pennington ( 2005),  Allen  (1980) and Yilmaz  (2001) for 
seismic surveying; Orange (1989), Nekut & Spies (1989), Ward (1980), Nabighian & 
MacNae (2005) and Nabighian (1991) for electrical and EM methods; LaFehr (1980) 
for gravity methods; Selley (1998) and Kearey et al. (2002) for a general overview. 
 
Figure 1.1: Sketch showing the times at which the different geophysical methods are used in 
petroleum exploration. The time span indicated in red is the optimal time that marine CSEM 
surveying should be used. Drawing adapted from Selley (1998). Chapter 1  Introduction     3
 
 
Figure 1.1 is a representation of the current process of using different 
geophysical techniques to detect and exploit possible hydrocarbon reservoirs. Gravity, 
magnetics, surface geology and remote sensing all give large scale representations of 
the earth’s structure and are not sensitive enough to distinguish individual 
hydrocarbon reservoirs. For example, in the case of gravity surveying, a large gravity 
low may indicate the presence of a significant sedimentary basin (Kearey et al., 
2002), a fundamental region of hydrocarbon exploration. The first uses of gravity 
surveying in hydrocarbon exploration occurred in the 1940’s, but ship-board 
measurements were not reliable until the introduction of the gyro-stabilized LaCoste 
and Romberg metre introduced in 1965 (LaFehr, 1980).  
 
Once an area has been identified using these reconnaissance techniques, a 2D 
seismic survey is often commissioned over the area of interest to determine finer scale 
structure and identify further, smaller regions of interest. This may also be 
accompanied by a few exploratory wells to help tie in geological information with the 
reflections in the seismic sections. 2D seismic reflection surveying has been the 
mainstay of hydrocarbon exploration methods since the early 1930’s, as it provides a 
geological “picture” of the structure of the subsurface. Initially only offering single 
fold data, 2D seismic surveying gave the first accurate cross-section of the subsurface 
for geologists and drillers to interpret, and more accurately target drilling programs 
(Allen, 1980). During the 1960’s the advent of the computer and digital processing 
techniques began to influence the industry and increase the volume and accuracy of 
the data being collected, through the introduction of CDP processing of multi-fold 
data  (Dragoset, 2005). Most importantly, the work of Claerbout  (1970; 1976) 
introduced the concept of “migration” and allowed, for the first time, geometrically 
accurate seismic sections of the subsurface, further increasing the quality and 
accuracy of images. The introduction of 3D seismic surveys, first undertaken in the 
1960’s but only adopted on a large scale by the industry during the 1980’s, has greatly 
increased the effectiveness of hydrocarbon accumulation identification (Dragoset, 
2005). This slow uptake by industry was partly due to the expense of 3D seismic 
surveying and partly because of the amount of time it took to produce data products. 
With the advent of ever more powerful computing, most surveys undertaken for 
industry today are large scale 3D seismic surveys offering 25m resolution in all Chapter 1  Introduction     4
 
 
directions, over areas in excess of 6000 km
2  (e.g. Barley and Summers, 2007; 
Chundanov et al., 2004; Kumar et al., 2006; Ramsden et al., 2005). 
 
Even with all these advances over the past 70 years, the financial risk 
associated with the costly process of drilling has not been eliminated. This is partly 
due to the maturing of many high production areas such as the North Sea, and the 
movement of industry activity to deeper water, such as that in the deepwater Gulf of 
Mexico (White et al., 2003). In this environment, the cost of drilling has seen a ten 
fold increase per hole drilled (Pettingill and Weimer, 2002). If the risk before drilling 
can be reduced by a non-invasive technique that gives some indication of the presence 
and extent of hydrocarbon accumulation, this will reduce overall costs by reducing the 
number of unsuccessful wells drilled. 
 
Electromagnetic methods offer a possible solution to this problem, because 
they measure resistivity which can vary up to a factor of 100, from porous rocks 
bearing interstitial brine fluids to those containing hydrocarbons (Bassiouni, 1994). 
With the development of non-invasive marine CSEM sounding techniques, the 
presence of resistive hydrocarbon accumulations in the subsurface may be detected 
prior to drilling. Typically this method is deployed after a 2D or 3D seismic survey 
(figure 1.1), when possible reservoir structures have been identified. This would 
indicate a possible hydrocarbon accumulation. A drilling strategy could then be 
designed using the CSEM results in conjunction with seismic data. This method has 
been proven in the field over known hydrocarbon reservoirs (e.g. Darnet et al., 2007; 
Eidesmo et al., 2002; Ellingsrud et al., 2002; Johansen et al., 2005; MacGregor et 
al., 2006; MacGregor et al., 2007; Ridyard et al., 2006) and is rapidly gaining 
acceptance as a standard surveying technique. A recent review by Chopra et al. 
(2007) describes the rapid growth of this technology in industry, where up to 270 
commercial surveys have been undertaken to date. 
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1.2 Marine Electromagnetic Methods 
1.2.1 Direct Current (DC) Resistivity method  
 
A number of seafloor electromagnetic methods for measuring the subsurface 
resistivity structure have been developed to detect features over a variety of length 
scales. These range from small scale resistivity structures of the shallow subsurface (< 
20 m) to large scale lithospheric structures of the upper mantle. For a general review 
of electromagnetic methods, theory and application see Nabighian (1988; 1991). 
 
Small scale variations of resistivity structure have been measured using an 
adapted DC resistivity technique to work at depth. Francis (1977) developed a system 
that consisted of a 500 m long Wenner array, towed on the sea surface for shallow 
water resistivity sounding to detect the offshore extension of sulphide deposits on the 
Cornish coast. This system was adapted for deployment at depth by mounting a 50 m 
long wire onto a deep sea submersible to make measurements of the hydrothermally 
precipitated mineral bodies close to the East Pacific Rise (Francis, 1985).  
 
Becker  (1985) used a large-scale borehole resistivity technique to map 
averages of the resistivity structure of the oceanic crust for up to hundreds of metres 
around the borehole during the Deep Sea Drilling Project (DSDP) Leg 70. This 
differed from conventional well-logging techniques, which only sample the resistivity 
of the subsurface up to a few metres from the borehole. However, borehole resistivity 
logging techniques are widely used in the hydrocarbon exploration industry, where 
they are used to provide estimates of formation properties including the volume 
fraction of hydrocarbons contained in the pore spaces (Bassiouni, 1994). 
 
1.2.2 Magnetometric Resistivity method 
 
The magnetometric resistivity (MMR) method, initially developed for 
crosswell applications (Nabighian et al., 1984), was extended by Edwards et al. 
(1981; 1984) to the offshore environment. The Magnetometric Off-Shore Electric 
Sounding (MOSES) experiment used a vertical bipole (defined by Edwards et al. 
(1981) as a “long dipole”) extending from the sea surface to the seafloor, through Chapter 1  Introduction     6
 
 
which a commutated current is fed to two large electrodes at each end of the cable 
(Edwards et al., 1985). The horizontal magnetic field is measured at the seafloor in 
two orthogonal directions by autonomous magnetic field receivers. The return path of 
the current is through the seawater and the adjacent crust, and hence the horizontal 
magnetic field depends on the current which enters the crust (Edwards et al., 1981). 
Therefore, the magnetic field amplitudes can be used to determine seabed and sub-
seabed resistivities. The first successful test was undertaken at the Bute Inlet, British 
Columbia, by Edwards et al. (1985), who determined the thickness (560 m) and 
resistivity (1.9 Ωm) of a sedimentary section beneath the sea. 
 
1.2.3 Magnetotelluric method 
 
Magnetotelluric (MT) sounding is a standard technique, particularly on land, 
for examining the large scale resistivity structure of the Earth using naturally 
occurring electric and magnetic fields induced by ionospheric and magnetospheric 
current systems. An exhaustive review of the method, processing techniques and 
applications is given by Simpson & Bahr (2005). The wide band of frequencies of 
naturally occurring electric and magnetic fields available for recording on land allows 
a wide range of depth of investigation, ranging from 10’s to 100’s of metres for high 
frequencies (short periods ~10
-3s) to kilometres for low frequencies (extremely long 
periods ~10
5s). However, marine applications of MT sounding are relatively limited 
due to the low-pass filtering effect of the conductive seawater (Flosadottir and 
Constable, 1996). This coupled with a minimum around 1 Hz in the natural 
electromagnetic field amplitude spectrum, leads to a serious loss of signal amplitude 
on the seafloor at periods shorter than 1000 s in deep water (Chave et al., 1991). At 
water depths of 1.0 to 1.5 km, signals have been recorded at periods of the order of 5 
– 10 s (Webb et al., 1985). Constable et al. (1998) have shown that the use of ac-
coupled sensors (induction coils for the magnetic field, and an electric field 
amplifiers), can produce accurate enough measurements for MT responses at 3s to 
1000s period. This allows for the resolution of shallow, inter-crustal features.  
 
A theoretical study of the Gemini salt structure in the Gulf of Mexico has been 
undertaken by Hoversten et al. (1998), which demonstrated the ability of marine MT 
to map the base of salt structures with an average depth accuracy of less than 10%. Chapter 1  Introduction     7
 
 
They showed that a smooth, 2-D inversion could produce a confined resistivity 
anomaly at the correct location and depth, while a sharp-boundary 2-D inversion 
(Smith et al., 1999) recovers the base of the salt in excellent agreement with seismic 
models. A further example from a real survey over the Gemini salt body, showed that 
joint analysis using seismic, 2D MT pseudo-sections and 2D MT inversion identified 
the base of the salt body (Key et al., 2006). However, these are relatively large 
structures, and to date, the identification of a hydrocarbon bearing reservoir by marine 
MT has not been possible.  
 
1.3 Marine Controlled Source Electromagnetic Surveying Methods 
 
Marine CSEM surveying provides greater sensitivity to seafloor structure than 
standard direct-current (DC) resistivity methods adapted for the oceanic environment, 
because in the DC case, most current flows directly through the conductive seawater 
(Chave et al., 1991). In contrast, CSEM methods use time-varying EM fields, which 
induce currents that diffuse through the subsurface to the seafloor receivers (Edwards, 
2005). Attenuation lengths for these diffusive signals are longer in the more resistive 
seafloor than in the less resistive water column, and so information about the 
resistivity structure of the subsurface can be gained by analysing the controlled source 
signal recorded at the receiver.  
 
A number of different systems and configurations have been developed over 
the past 30+ years to investigate the resistivity structure of the seafloor (Chave et al., 
1991). The majority of these systems use two basic setups: either horizontal coaxial 
magnetic dipole-dipole geometry or horizontal electric dipole-dipole systems. The 
source transmits a time varying EM signal into the water column or seafloor and the 
receivers record the electric or magnetic field over time. Processing is undertaken in 
either the time or the frequency domain, which are related by the Fourier transform 
(Edwards, 2005).  
 
The choice of which method to employ is based partly on physical  and 
practical considerations related to the survey (Chave et al., 1991). Transient systems 
require a broadband signal, because they transmit over a wide range of frequencies. 
Time domain EM requires the accurate recording of the arrival time of the energy Chapter 1  Introduction     8
 
 
diffusing through the seafloor (Edwards and Chave, 1986). Noise can cause major 
problems for this approach (Cheesman et al., 1987). Frequency domain methods are 
generally less susceptible to noise because band pass filtering of discrete frequencies 
allows for the suppression of unwanted noise. As a consequence, time domain 
methods tend to be suitable for investigating the shallow resistivity structure of the 
seafloor using short source-receiver offsets (up to 100’s of metres), whereas 
frequency domain methods are better suited to deeper crustal surveying (Chave et al., 
1991). This is because, at longer offsets (up to 10’s of kilometres), the signal to noise 
ratio for FD data is likely to be higher (MacGregor, 1997). The long offset frequency 
domain CSEM method will be investigated in this thesis, and further discussion shall 
be deferred to section 1.4. 
 
Time domain EM (TDEM) surveys were first proposed by Nabighian (1979), 
who used the analogy of “smoke rings” to describe the physical nature of diffusing 
EM fields. Induced-current “smoke rings”, excited by an event in the transmitter, 
diffuse outward through both the sea-water and the more resistive sea floor. The rate 
of diffusion through a medium is proportional to the resistivity of the medium; 
therefore energy diffusing through the less conductive seabed will arrive at the 
receiver before the signal travelling through the sea-water. Edwards and Chave 
(1986) described the rationale behind a broadband transient EM system, and 
computed the response of a crustal half-space beneath a conductive halfspace 
representing seawater, to a transient electric dipole-dipole system. This was followed 
by Cheeseman et al (1987), who described the responses of a magnetic dipole-dipole 
system for a number of model scenarios.  
 
A number of experiments have been performed using the time domain system, 
with a horizontal magnetic dipole source and receivers that are arranged in an 
integrated tow system (Edwards, 2005). The use of the magnetic dipole-dipole system 
allows for recording of data whilst the instruments are moving, decreasing the time 
needed to complete a survey. The source and receivers are kept a constant distance 
apart and are dragged along the seafloor (Cheesman et al., 1990). Using offsets 
between source and receiver of up to 40m, this system has been used in a number of 
surveys to determine the resistivity of shallow sediments in a variety of marine 
settings (e.g. Cheesman et al., 1991; Cheesman et al., 1993; Webb et al., 1993; Webb Chapter 1  Introduction     9
 
 
and Edwards, 1995). More recently, this system has been improved on by Evans et al. 
(1998) to allow the real time mapping of shallow resistivity and porosity of seafloor 
sediments. This is achieved by internal processing of the time series data within the 
instrument to provide amplitude and phase data for two individual frequencies and 
displayed in real time onboard ship. A review of the applications of this method can 
be found in Evans (2007). 
 
Edwards (1997) proposed the use of a transient electric dipole-dipole system 
in the search for methane hydrates using a number of model studies. He showed that, 
given accurate measurements of the traveltime, responses are distinguishable over a 
range of source receiver separations from 100 to 1300 m. This was proven by Yuan & 
Edwards (2000), who designed and constructed an electric dipole-dipole system to 
survey for methane hydrates, which was tested at the Cascadia margin. They used a 
system with receivers towed behind the source at separations from 85 to 493 m. To 
avoid motional inductance generating large interference at the receivers, 
measurements were made whilst the system was stationary on the seafloor. The data 
were processed and inverted in the frequency domain to obtain apparent resistivity 
maps of the seafloor of the region, where the hydrate content is estimated at about 17-
26% of pore space (9-13% of sediment volume) in the 100 m interval above the 
Bottom Simulating Reflector (BSR) seismic horizon. Schwalenberg et al.  (2005) 
conducted further surveys using the same system, with receiver separations of 174 m 
and 292 m from the source. The survey was conducted over a series of seismic blank 
zones on the Cascadia Margin and found anomalously high resistivity values 
exceeding 5 Ωm, over background resistivities between 1.1 Ωm and 1.5 Ωm. 
 
Recent advances in the transient EM method have seen the development of 
multichannel transient electromagnetic (MTEM) surveys. This method uses multiple 
source and receiver arrays, with multichannel recording equipment (Wright et al., 
2002). The method has evolved from the long offset transient EM (LOTEM) 
technique  (Hordt et al., 1992) and has been used successfully on land to detect 
hydrocarbons (Wright et al., 2005; Wright et al., 2002). This method has recently 
been adapted for use in the shallow marine environment (Ziolkowski et al., 2006). 
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A number of reviews exist in the literature regarding the basic principles and 
applications of the frequency domain marine CSEM method (Constable and Srnka 
2007; Constable and Weiss, 2006; Edwards, 2005). A large proportion of the 
development of this method over the past 20 years has been through academic 
projects. Initial systems developed at Scripps Institute of Oceanography used a 500 to 
1000 m long, insulated seafloor transmitter antenna with bared stainless steel 
electrodes of length 15m, at each end (Cox et al., 1986; Young and Cox, 1981). 
However, as the current was passed down through the tow cable, it limited the total 
current to 65A (Cox et al., 1986). Sinha et al. (1990) proposed a solution by designing 
and constructing a Deep-towed Active Source Instrument (DASI) which used a 100 m 
long, neutrally buoyant Horizontal Electric Dipole (HED) streamer towed behind the 
source vehicle. It transmitted a square waveform, typically 300 Amps peak to peak, at 
a desired frequency (normally in the range of 0.1 Hz to 5 Hz) generating signals at 
discrete frequency harmonics, with a dipole moment of approximately 10
4
 Am. The 
increase in current output was achieved by locating all waveform generation 
electronics, including transformers, on the towed instrument. This allowed for large 
currents to be injected into the water column, without the need for a specialized tow 
cable  (Sinha et al., 1990). Advancements in technology through industrial 
development has seen the introduction of the DASI IV transmitter system, utilizing a 
300 m long dipole source with a peak current of 850 A (MacGregor et al., 2006). This 
gives a source dipole moment of approximately 3.2 x 10
5 Am.  
 
The response of the electric field to the resistivity structure of the subsurface is 
recorded by an array of completely autonomous, Low frequency ElectroMagnetic 
Underwater Receivers (LEMUR) that are deployed prior to source transmission 
(Constable, 1990; Constable and Cox, 1996; Webb et al., 1985). These receivers 
record the electric field using two orthogonal electric dipoles with silver-silver 
chloride porous pot electrodes. The source vehicle is towed at a height of 
approximately 50 m above the seafloor over the array of seafloor receivers. The Chapter 1  Introduction     11
 
 
attenuation of an EM signal is governed by the skin depth relationship (see section 3.3 
for derivation) attenuation is proportional to the square root of the frequency of the 
EM signal and the conductivity of the material through which it is propagating. Hence 
signal travelling through the conductive seawater is rapidly attenuated (Chave et al., 
1991). At distances from the source of a few hundred metres, the signal recorded at 
the receiver is dominated by the diffusion of electric fields through the more resistive 
subsurface. 
 
1.4.2 Previous surveys 
 
To date, a number of academically funded marine CSEM surveys have been 
undertaken in a variety of oceanic settings (Barker, 2004; Constable and Cox, 1996; 
Cox et al., 1986; Evans et al., 1994; Evans et al., 1999; MacGregor, 1997; 
MacGregor et al., 1998; MacGregor et al., 2001; Sinha et al., 1998; Sinha et al., 
1997; Unsworth, 1991; Young and Cox, 1981). Young & Cox (1981) performed the 
first HED experiment near to the East Pacific Rise at 21
o N as part of the 1979 RISE 
experiment. To achieve greater source receiver offsets to image deeper structure, Cox 
et al. (1986) in an experiment over 25 Ma crust in the Pacific, used a second type of 
receiver. The Long-antenna EM recorder (LEM) consisted of a single electric dipole 
Figure 1.2: Cartoon showing the instruments and survey configuration for the collection of marine 
CSEM data. Modified from MacGregor & Sinha (2000). Chapter 1  Introduction     12
 
 
of length 600 m. This allowed data to be recorded for source receiver offsets up to 100 
km.  Constable & Cox  (1996) reported on a survey over 40 Ma old crust in the 
northeast Pacific, using an HED source vehicle towed just above the seafloor, and also 
utilized both long and short arm sea bottom receivers. 
 
The first experiment to be performed over the axis of a mid-ocean ridge was 
centred at 13
o N on the fast spreading East Pacific Rise (Evans, 1991; Evans et al., 
1994). Another experiment on an ocean ridge was undertaken over the Reykjanes 
Ridge at 57
o45’ N (MacGregor, 1997; MacGregor et al., 1998) as part of the 
RAMESSES experiment. In this study, 1D modelling and inversion were used as a 
guide to iterative 2D forward modelling using the finite-element modelling code of 
Unsworth et al. (1993). 2.5D inversion was developed by MacGregor (1999) and was 
applied to CSEM data from a survey undertaken over the Valu Fa Ridge in the Lau 
Basin (MacGregor et al., 2001), with the possible identification of hydrothermally 
driven superbrine cells circulating above a magma chamber. 
 
The first survey over a known hydrocarbon reservoir was reported by Sinha et 
al. (2000), Ellingsrud et al. (2002) and Eidesmo et al (2002). Due to the success of 
this survey a small number of companies have been set up to offer these services to 
industry, and as a consequence the number of surveys over hydrocarbon targets has 
increased. A number of examples of successful commercial surveys over prospects 
have been published in the literature. Johansen et al. (2005) reported the successful 
detection  of deeply buried resistive hydrocarbon reserves, indentified in conjunction 
with seismic data using simple interpretation techniques. MacGregor et al. (2006) 
demonstrated the power of the method in shallow water (120 m) with the 
identification of a hydrocarbon bearing reservoir using a 2.5D unconstrained smooth 
inversion. These inversion results have been used further in conjunction with seismic 
and well-log data to extract information such as gas saturation (Harris and 
MacGregor, 2006). The technique has also been successfully demonstrated over 
geologically complex, resistive regions. MacGregor et al. (2007) reported the 
identification of a resistor in the correct area for a prospect in the Falklands region, 
over a shallow, faulted resistive basement. They also commented on the increased 
potential of the method by joint interpretation techniques with other geophysical data 
sources, most importantly seismic data. This has been further demonstrated by Darnet Chapter 1  Introduction     13
 
 
et al. (2007), with results from a survey over a prospect in a geologically complex 
region in deepwater Sabah, Malaysia. 
 
 
1.4.3 Theoretical Studies 
 
The grounding theory for marine CSEM surveying using a HED source and 
receivers for a 1D earth was described by Chave and Cox (1982). A detailed 
discussion of the theory of marine CSEM surveying, along with the different types of 
modelling algorithms available in the literature, will be covered in chapter 3.   
 
Forward modelling of the behaviour of the electromagnetic fields in response 
to simplified geoelectrical models of hydrocarbon targets, especially in 3D, can help 
as a guide to interpretation. A number of theoretical studies with particular application 
to hydrocarbon exploration have been published in the literature. Sinha (1999) first 
discussed the use of the marine CSEM surveying in the search for hydrocarbons, 
utilizing the different sensitivities of the induced electric fields at different azimuths. 
MacGregor and Sinha (2000) discussed the possible application of the marine CSEM 
method in imaging sub-basalt sediments, which are difficult to image using 
conventional seismic techniques. Sub-basalt imaging of sediments is of particular 
interest to the seismic industry, especially in areas such as Faeroe-Shetland and 
Rockall areas. Both Eidesmo et al.  (2002) and Constable and Weiss  (2006) 
concentrate on the responses of the EM fields to 1D hydrocarbon structures. Eidesmo 
et al. (2002) demonstrated that the detection of hydrocarbon targets with the CSEM 
method is possible and can aid in the delineation of reservoir extent. This discussion 
has been further expanded by Constable and Weiss (2006) who demonstrated the 
sensitivity of the vertical electric fields to a hydrocarbon target, and the use of MT 
data to achieve more accurate inversion results.  
 
This has recently been expanded to 3D model studies by a number of authors. 
Hoversten et al. (2006b) describe the responses to a typical channel sand reservoir, 
demonstrating that the response to 3D targets can be considerably different than that 
from the 1D approximation of the same structure. They also comment that anisotropy 
in the overburden layer can have a major impact on the response of the EM fields, to Chapter 1  Introduction     14
 
 
the same order of magnitude as a resistive target. Johansen et al. (2007) demonstrate a 
typical interpretation strategy with a synthetic 3D data set, and the advantages of 
using multiple ways of imaging the data to aid interpretation. Weiss and Constable 
(2006) describe the diffusion of the 3D electric and magnetic fields over-time, 
generated by an HED source to simple resistive structures, including hydrocarbon 
reservoirs. Um and Alumbaugh (2007) compare the behaviour of the time varying 
electric and magnetic fields in the frequency domain against the DC case for simple 
hydrocarbon models. They also demonstrate the effect of shallow water depths on the 
fields in the 3D volume. 
 
1.5 Interpretation of marine CSEM survey data 
1.5.1 Inversion 
 
Inversion has become the standard interpretation technique of marine CSEM 
data to obtain information about resistivity structure of the subsurface. As the 
literature on marine CSEM inversion is extensive, an outline of the development and 
the advantages and disadvantages will be discussed. 
 
The Occam 1D inversion algorithm, developed by Constable et al (1987) for 
MT data, and implemented for the CSEM method by Flosadottir & Constable (1996) 
has been used on almost all academic surveys, and is still widely used in industry 
today. It provides an efficient means of generating smoothly varying 1D electrical 
conductivity profiles that are consistent with observed responses. Full 2.5D inversion, 
based on the finite-element forward modelling code of Unsworth et al. (1993), was 
developed by Unsworth & Oldenburg (1995). However this has been shown not to 
cope with complicated source-receiver geometries encountered in a real experiment 
(MacGregor et al., 2001). A further approach based on the Occam algorithm 
(Constable et al., 1987) was adapted for use in 2.5D, for use with CSEM data 
(MacGregor, 1999) and has been used extensively on both academic and industry data 
sets (e.g. MacGregor et al., 2006; MacGregor et al., 2001). 
 
With the advent of more powerful computing, a number of high performance 
3D inversion algorithms have been developed or adapted from MT approaches (e.g. Chapter 1  Introduction     15
 
 
Alumbaugh and Newman, 1997; Haber et al., 2002; Haber et al., 2004; Mackie and 
Madden, 1993; Madden and Mackie, 1989; Newman and Alumbaugh, 1997; Newman 
and Alumbaugh, 2000). For a full review of 3D electromagnetic inversion methods, 
the reader is referred to Avdeev (2005). 3D inversion of CSEM data has met with 
some success in producing reliable and interpretable results (e.g. Oldenburg et al., 
2005). However, in the example given by Oldenburg et al. (2005), the region of the 
data set that was inverted was much smaller than the total region surveyed. The 
problem still remains that large amounts of CSEM data are thrown away during the 
inversion process, especially for larger 3D data sets. Furthermore, inversion is a 
lengthy and time consuming process, requiring expert knowledge to attain realistic 
results, particularly true in 3D. Due to the large number of computations that are 
required, full 3D inversions of entire CSEM datasets are still an active area of 
research, even with today’s state-of-the-art cluster computing technology.  
 
One approach in the literature to increase the speed of inversion is the use of 
quasi-analytical solutions to solve the 3D forward problem (Ueda and Zhdanov, 2006; 
Zhdanov and Hursan, 2000; Zhdanov et al., 2000a; Zhdanov and Fang, 1997; 
Zhdanov et al., 2000b; Zhdanov et al., 2006). Gribenko and Zhdanov (2007) have 
shown the usefulness of this technique due to its ability to rapidly invert 3D CSEM 
data. However, the quasi-analytical approach has only been shown to be successful 
for relatively simple model structures. The main drawback of these integral 
approaches is the need to define a region of anomalous conductivity which should 
contain the possible target. In geologically complex areas, this may become difficult, 
especially without accurate a priori information.  
 
Joint inversion techniques of both EM and seismic AVA (amplitude variation 
with angle of incidence) data is a new area of research that is rapidly gaining more 
interest, as these two methods are sensitive to different parameters, and hence provide 
better reservoir parameter estimation. Hoversten et al  (2006a) used a joint 
deterministic inversion for a 1D layered model to estimate gas saturation, oil 
saturation, water saturation and porosity. Hou et al (2005; 2006b) used a Miniumum 
Relative Entropy (MRE) Bayesian method to jointly invert for the same reservoir 
parameters. More recently an approach by Chen et al (2007) introduced a Markov 
Chain Monte Carlo (MCMC) method to investigate the joint inversion of seismic Chapter 1  Introduction     16
 
 
AVA and CSEM data for fluid saturation and porosity estimation for a 1D layered 
model. 
 
1.5.2 Imaging of EM data 
 
  A number of imaging techniques have been developed in the field of 
EM surveying, however a majority of these have been applied to the MT method, for 
example, pseudo-sections of apparent resistivity or phase (e.g. Caldwell et al., 2004; 
Weckmann et al., 2003). Although these methods do not create absolute images in 
their own right, they may be used as a guide for further optimizing inversion strategies 
(e.g. Bedrosian et al., 2004; Nolasco et al., 1998). 
 
Frequency domain wave field continuation methods have been extensively 
used in seismic processing applications to migrate seismic sections into the correct 
geometry for subsurface reflectors. Many workers have shown the value of wave field 
continuation in the frequency domain as a viable method of migration (e.g. Claerbout, 
1970; 1976; Gazdag, 1978; Stolt, 1978). This involves the splitting of the 
multidimensional scalar wave equation into two equations; the downgoing transmitted 
wave and the upgoing reflected or scattered wave (Claerbout, 1970). These studies 
have shown that broadband, high quality data can be migrated to produce accurate 
geometrically correct images of the subsurface (Stolt, 1978). The application of wave 
field methods has also been extended to the magneto-telluric (MT) method and a 
number of studies have been undertaken. These include Zhdanov & Frenkel, (1983); 
Zhdanov & Keller, (1994) Zhdanov et al. (1996); Zhdanov, (1998); Lee et al. (1987) 
and Levy et al. (1988). ‘EM Migration’ is based on the downward extrapolation of the 
observed field in reverse time (Zhdanov et al.,  1996). This work has also been 
extended to studies using time-domain electromagnetic method (TDEM) (Zhdanov 
and Portniaguine, 1997).  
 
Most recently, there has been application of this technique to CSEM data to 
produce subsurface images, based on an adaptation of the MT approach (Tompkins, 
2004a; b; Zhdanov and Wan, 2005). It may be noted that all the methods utilize an 
approximate wavefield continuation, by the assumption of propagating plane waves as 
a solution to the wave (diffusion in EM) equation. A full wavefield migration has yet Chapter 1  Introduction     17
 
 
to be developed for CSEM surveying data. Mittet et al. ( 2005) demonstrated a 
different approach to the imaging problem, by migrating with the full  3D 
electromagnetic Green functions. These are calculated using a finite difference 
algorithm with the introduction of a non-local operator which increases depth 
sensitivity by accounting for the lateral propagation of the EM field in the high 
resistivity reservoir. However, this operator depends on the resistivity and the 
thickness of the target body itself. 
 
1.6 Aims and Objectives in this Thesis 
 
It is clear from above review that the method of acquiring information from 
marine CSEM data about the resistivity structure of the subsurface is a complex 
process. 1D and 2D inversion are currently the standard approaches used to produce 
geoelectrical models of the subsurface, with 3D inversion fast becoming a realizable 
method. However, these methods are time consuming (especially when considering 
2D and 3D inversion), and due to the non-uniqueness of the problem, require expert 
knowledge to produce accurate and reliable results. Furthermore, to aid in 
identification of correct models due to the non-uniqueness problem, any amount of 
reliable a priori data will produce better results. Hence, what is needed are imaging 
techniques of marine CSEM data that do not require the lengthy, time consuming 
computations of inversion and utilize entire datasets to produce a “first look” at the 
data for possible structural information. For example, regions of high resistivity 
identified from an imaging product could be used to further constrain inversion, or aid 
in the choice of sub-region used in a localized 3D inversion. 
 
In this thesis a number of different imaging techniques for marine CSEM 
surveying will be discussed, with particular application to identifying hydrocarbons. 
An outline of this thesis is as follows: 
 
•  Chapter 2 reviews the physical properties of the subsurface to which the 
marine CSEM surveying method is sensitive followed by a short 
discussion of hydrocarbon habitats and the direction of the hydrocarbon 
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the strengths and weaknesses of the method in relation to surveying for 
hydrocarbons.  
•  Chapter 3 provides a review of the EM theory behind the method, with 
discussion of the behaviour of the EM fields using simple 1D models. A 
brief overview of the different types of forward 3D modelling algorithms 
will be undertaken, with a discussion of the behaviour of the EM fields 
with regards to simple 3D hydrocarbon models.  
•  Chapter 4 introduces the first imaging method, T-X and F-K imaging, 
which uses simple seismic reflection processing techniques. The features 
in both the T-X and F-K domain of synthetic data from simple 1D models 
will be discussed, along with the application of F-K filtering in attempt to 
reduce or remove the impact of the air/sea interface on the data.  
•  Chapter 5 discusses the sensitivities of the EM migration method 
following the approach by Tompkins (2004b), an adaptation of the F-K 
migration method used in seismic processing. This was achieved by using 
a number of simple 1D hydrocarbon models and these results were 
compared and contrasted to a standard 1D smooth inversion.  
•  Chapter 6 details the extension of a standard approach used in marine 
CSEM data processing to identify regions of greater resistivity. 
Normalized ElectroMagnetic Imaging (NEMI) uses a 1D synthetic 
background model to normalize electric field data and distribute this over a 
map of the survey area using a simple tomographic like approach, in an 
attempt to identify the lateral extent of a resistive body.  
•  Chapter 7 adapts the approach of apparent resistivity, which is used widely 
in DC and MT methods, to the marine CSEM method. Apparent 
Resistivity Imaging (ARI) generates pseudo-sections with common offset 
to image the resistivity distribution with depth. The implementation of this 
algorithm will be detailed, including testing using synthetic data generated 
from 1D and 3D models based on simple hydrocarbon targets. 







  In order to successfully model, discover and exploit the earth’s hydrocarbon 
reserves, it is important to understand not only the parameters that govern where 
hydrocarbons exist today, but also the conditions and timing they were formed. In 
recent years, the shift of industry exploration to deep-water (>300m) and ultra-deep-
water (>1000m) has emphasized the importance of acquiring a detailed knowledge 
and understanding of a prospect during discovery (White et al., 2003). 
 
  In this chapter, the major factors in hydrocarbon generation, migration and 
accumulation, together with reservoir properties and how these translate into the 
subsurface electrical structure of such targets, will be outlined. Later sections will 
give overviews of the habitats of today’s oil and gas field discoveries, current and 
future directions of hydrocarbon exploration, and two field case studies with examples 
of 1D and 3D synthetic CSEM data. 
 
2.2 Occurrence of Hydrocarbons 
 
  For a hydrocarbon accumulation to occur, there are three basic critical 
components of a complete petroleum system. The ‘source rock’ is a rock rich in 
organic matter, which if heated sufficiently, will produce hydrocarbons. As the source Chapter 2   Hydrocarbon Habitats     20
 
 
rock expels these hydrocarbons, they do not remain in-situ, but migrate along primary 
pathways to a suitable host rock; the ‘reservoir rock’. This rock must have sufficient 
porosity and permeability to allow for the accommodation of the expelled 
hydrocarbons (for an extended discussion see section 2.3). To stop the hydrocarbons 
from migrating further and dissipating, a ‘trap’ is required. The trap consists of 
relatively impermeable formations through which hydrocarbons cannot migrate which 
seal or cap the reservoir. The diversity in trapping styles, which may be stratigraphical 
or structural in origin, or a combination of both, are further discussed in section 2.4.1.  
 
  An overwhelming majority of hydrocarbon accumulations occur in 
sedimentary basins and are absent from intervening areas of igneous and metamorphic 
rocks  (North, 1971). According to Allen & Allen (1990), a sedimentary basin is 
defined as an area of the earth’s surface that is underlain by a thick sequence of 
sedimentary rocks. There are four main mechanisms that produce basins for 
sedimentary deposition: 
 
1.  Extensional basins – Formed by horizontal stretching of the lithosphere. 
2.  Basins associated with subduction zones – Can be formed by crustal 
compression, but are also commonly associated with back-arc extension. 
3.  Thermal variance in the upper mantle – “hot/cold spots” cause 
uplift/subsidence of the crust. 
4.  Crustal loading – loading of large amounts of sediment on the crust causes 
subsidence. 
 
In many cases more than one of these mechanisms act together and produce a 
wide variety of basin types, some of which are ideal areas for hydrocarbon 
prospection. A number of workers have attempted to classify sedimentary basins (e.g. 
Allen and Allen, 1990; Halbouty et al., 1970a; Halbouty et al., 1970b). This thesis 
will adopt the Selley (1998) classification system, shown in table 2.1. 
 
  Rift basins are formed in response to extensional deformation of the 
lithosphere (Allen and Allen, 1990). McKenzie (1978) suggested uniform extension of 
the lithosphere and crust, where both the crust and the subcrustal lithosphere are Chapter 2   Hydrocarbon Habitats     21
 
 
deformed by brittle deformation. As stretching is symmetrical, no rotation of fault 
blocks occurs, hence this is often referred to as ‘pure shear’. However, Wernicke 
(1981) proposed lithospheric extension may be accomplished by displacement on a 
large scale, gently-dipping shear zone which traverses the entire lithosphere. Thinning 
of the lower lithosphere is relayed along the detachment plane, producing a highly 
asymmetrical lithospheric cross-section.  
 
The process of rifting, following the McKenzie-type model of pure shear, 
occurs in a number of stages. During the syn-rift period, lithospheric stretching during 
continental extension causes the deeper ductile crust to thin by pure shear, while the 
upper crust is broken up and pulled apart by listric faults which bottom out in the 
ductile layer. As the lithospheric mantle is thinned by stretching, it is replaced by 
hotter asthenosphere. The tectonic stretching, which occurs over a timescale of ca. 10 
Myr, provides initial accommodation space for sediment, which is exposed to higher 
geothermal conditions and is slightly cooked. Once the lithospheric stretching has 
ceased, the area undergoes thermal subsidence as the hotter asthenosphere is cooled 
due to contact with cooler surrounding lithosphere during the post-rift period. This 
thermal relaxation of the base of the lithosphere occurs over an extended period of 
time ca. >80 Myr (Allen and Allen, 1990), which provides further accommodation 
space for large amounts of sediment. Active rift zones, such as ocean spreading 
ridges, are not attractive for hydrocarbon exploration due to their location and 
relatively thin sediment drape (Selley, 1998). Failed rift basins however, are prime 
Table 2.1 – Basin Classification scheme after Selley (1998) 
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targets for hydrocarbon exploration, for example the North Sea (Glennie, 1998; 
Glennie and Hurst, 1996; Gluyas and Hichens, 2003; Woodland, 1975). The phases 
of rifting produce very different styles of sedimentation, and the raised geothermal 
gradient associated with rifting provides accelerated hydrocarbon generation 
conditions (Ziegler, 1975). These factors produce world class hydrocarbon provinces 
in failed rift basins. 
 
Two theories of formation exist for cratonic basins; Allen and Allen (1990) 
proposed that thermal doming due to a mantle plume causes erosion of the uplifted 
crust. Once the plume has receded, cooling and subsidence of the lithosphere occurs, 
followed by crustal sagging, forming the basin. Hartley & Allen (1994) suggested 
thermal cooling due to mantle “cold spots” was responsible for basin formation. 
Intracratonic basins are sub-circular in shape and exist wholly on granitic continental 
crust. The absence of marine transgressions over most intracratonic basin histories 
provides a lack of good marine source rocks and therefore drastically reduces the 
potential for hydrocarbon accumulation (Halbouty, 1970; Halbouty et al., 1970a; 
Halbouty et al., 1970b). Epicratonic basins are unconfined basins that lie on the edge 
of continental crust and plunge toward major oceanic areas. Large influxes of 
terrigenous sediment from fluvial and deltaic systems provide ideal reservoirs, and 
regular marine transgressions blanket these areas with organic muds and shales. These 
provide excellent possible source and cap rocks for the region. This type of basin 
provides world class hydrocarbon potential, with examples such as Tertiary Gulf of 
Mexico (Antoine et al., 1974) and the Tertiary Niger Delta embayments (Beka and 
Oti, 1995; Evamy et al., 1978; Stacher, 1995). 
 
Troughs are formed at convergent margins or subduction zones, where two 
plates collide, forming large linear basins, complex in both structure and stratigraphy 
(Selley, 1998). At subduction zones, two parallel troughs are formed, the fore-arc 
basin due to flexure of the down-going, overriding plate at the trench, and the back-
arc basin formed by trench suction (Kearey and Vine, 1996). These areas provide 
good hydrocarbon potential due to the deposition of deep water shales for source and 
seal, and terrigenous, carbonate and shallow marine sediment for reservoirs. The 
Arabian Gulf is a good example of fold belts associated with these types of Chapter 2   Hydrocarbon Habitats     23
 
 
compressional tectonic regimes (Hull and Warman, 1970; Murris, 1980). However, in 
fore-arc basins, this promise is tempered due to the tectonic and volcanic activity, 
providing extremely structurally complex migration pathways and traps that are 
difficult to develop (Dickinson and Seely, 1979). 
 
2.3. Reservoirs 
2.3.1 Reservoir Characteristics 
 
  Suitable reservoir rocks are generally found in sandstones, limestones and 
dolomites (Selley,  1998). Commercially viable reservoirs have also been found in 
weathered/fractured basement rocks, unconformably overlain by organic rich shales 
(Sirte Basin, Libya; (Williams, 1972)). Porosity and permeability are major factors 
that determine the quality of a reservoir. Porosity (φ) is the amount of void space 
within a rock, i.e. the volume of space that may be taken up by fluid, and is normally 
given in percentage of the total rock volume (Selley, 1998). The size, geometry and 
interconnectedness of pore spaces affect the productivity of a reservoir, with large, 
well connected pores providing the best reservoirs. Porosity of a rock may be due to 
either primary or secondary pores (Murray, 1960). Primary porosity is formed when 
the sediment is deposited. The majority of porosity found in sandstone reservoirs is 
preserved primary porosity, where intergranular support resists compaction during 
burial and forms pores (Taylor, 1977). Secondary porosity forms after the sediment is 
deposited. This is mostly caused by solution of unstable minerals as temperature and 
pressure increase with burial and is more common in carbonate reservoirs (Ehrenberg 
and Nadeau, 2005). Two types of solution porosity exist; moldic (fabric selective) and 
vuggy (cuts across grain boundaries). Vuggy porosity can extend into cavernous 
porosity, for example Abqaiq field in Saudi Arabia which has produced 135.1 million 
litres per day (Bailey,  1991). Intercrystalline porosity occurs between the crystal 
faces, such as in crystalline dolomites which are formed by the replacement of calcite. 
One of the most important types of porosity for any brittle rock is fracture porosity, 
although it is more common in carbonate reservoirs (Selley,  1998). This can 
drastically alter the nature of a rock, and give rise to commercially viable 




  Permeability is the ability of a rock to allow the passage of fluids through it 
and depends on interconnectedness of the pore spaces (sometimes termed ‘tortuosity’) 
and more importantly the dimensions of the flow pathway (Taylor, 1977). There have 
been many studies regarding the effect of rock characteristics on porosity and 
permeability (e.g. Atkins and McBride, 1992; Ehrenberg and Nadeau, 2005; Selley, 
1998; Taylor, 1977) and hence the major factors that are thought to control a reservoir 
rock’s porosity and permeability are: 
 
•  Grain Shape - Porosity may decrease with sphericity because spherical grains 
may be more tightly packed than subspherical ones. 
•  Grain Size – Theoretically, porosity is independent of grain size, however, 
studies have shown that coarser sands have higher porosities than fine sands. 
•  Grain Packing – In general, porosity increases with increased sorting. 
•  Grain Orientation - Most grains are not spherical. This is more important 
than packing. This is most likely the cause for large permeability variations 
across sandstone bodies, especially in stratified bodies where orientation may 
vary considerably (Taylor, 1977). 
 
2.3.2 Electrical Properties of Reservoirs 
 
  For remote sensing of hydrocarbon prospects using electrical or 
electromagnetic methods, it is necessary to link the variations in reservoir properties 
to the electrical resistivity of the formation. Bassiouni (1994) and Asquith et al. (2004) 
have reviewed the electrical characteristics of a rock and the ways in which certain 
properties may be determined using well logs. The following discussion is based on 
their reviews. 
 
The matrix of a rock is, in general, non-conducting. Most sedimentary rocks in 
situ contain pore water fluid with varying amounts of dissolved salts and minerals. 
The conductivity of a rock is provided by the interconnected solution-filled porosity 
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formation waters of a resistivity (ρw), has a resistivity (ρo). If the only conducting part 
of the rock is the pore fluid, then replacing the rock (where the “rock” refers to the 
solid part of the medium) with the same volume of formation water as in the rock, 
should yield the same resistance. However, ions moving through the rock follow a 
tortuous path (Le), which is greater than the path (L) through the same volume of 
water. Given the porosity of the rock (φ), then the volume of water in the rock is φAL, 
where  A is the cross-sectional area. The cross-sectional area of equivalent water 
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where the formation resistivity factor (F) is dependent on the tortuosity (τ)  and 
porosity (φ). Bassiouni (1994) defined tortuosity as the departure of a porous system 
from being made up of a bundle of straight bore capillaries. 
 
  Equation [2.5] shows the influence of porosity on rock resistivity, which is 
represented by the formation resistivity factor (Saner et al., 1996). Since attempts to 
measure the tortuosity of sedimentary rocks have met with little success (Wardlaw, 
1976), much attention has been focused on the relationship between the formation 
resistivity factor and porosity or permeability. Through experimental observations, 
Archie (1942) determined a relationship between the formation resistivity factor (F), 







=   [2.6]
 
  Since equation [2.6] is an empirical relationship, the values of the cementation 
factor and structural parameter may be determined only by experimentation. Timur et 
al. (1972) and Timur and Toksov (1985) both studied a large number of sandstone 
samples and found that a and m vary over a wide range (0.35 < a < 4.78; 1.14 < m < 
2.52).  Saner et al (1996) has shown by measuring various electrical parameters of 80 
carbonate rock plugs that: 
 
(1) an increase in porosity decreases tortuosity; 
(2) as tortuosity increases permeability decreases;  
(3) the formation factor increases as tortuosity increases; and  
(4) the Archie cementation factor decreases as tortuosity increases. 
 
  A ratio of the hydrocarbon-containing rock resistivity (ρt) to the resistivity of 
the same rock when 100% saturated with formation water (ρo) is called the resistivity 
index (I): 
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Archie (1942) experimentally obtained the following relationship between the 
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where n is the saturation exponent and depends on the rock type, primarily due to the 
manner in which the pore spaces are connected. In the literature, if no core analysis 
data is available, the values of m and n are assumed to be 2, an approximate value for 






















  Bassiouni (1994) describes the properties of clay minerals and their associated 
low resistivities. The reduced resistance of clays is provided by the relatively 
conductive matrix, which is a property of the sheet like structure of clay minerals. A 
number of models exist to determine clay conductance (Vsh, Waxman & Smith, Dual-
water models), however these are complex and will not be discussed further. 
 
2.4. Hydrocarbon Habitats 
2.4.1 Examples of Trapping Styles 
 
  The range of trapping mechanisms that occur in the world’s many oil fields is 
a diverse topic and has been covered by many workers (e.g. Allen and Allen, 1990; 
Harding and Lowell, 1979; 1996; Selley, 1998). Traps may be classified into 
categories (table 2.2) and the following discussion will briefly describe major types, 




  Structural traps are formed by compressional and extensional tectonic regimes. 
In areas of compressional tectonics, generally associated with convergent plate 
boundaries, contractional fold belts occur, especially in regions of continent-continent 
collision (Allen and Allen, 1990). A recent area of investigation is Deepwater North 
West Borneo, where an active offshore fold and thrust belt hosts a number of proven 
hydrocarbon accumulations and promises to deliver considerable additional 
hydrocarbon volumes (Ingram et al., 2004). Trap styles in this region are dominated 
by thrust-fault hanging wall anticlines situated in the extensive toe-thrust play (figure 
2.1, (Ingram et al., 2004)). 
 
Compactional anticlines occur in a tensional tectonic regime, where crust is 
thinned forming rotational fault blocks. Deposition then fills in the extensional basin 
with sediment, with reservoir quality diminishing down flank into deeper water muds 
(Allen and Allen, 1990). Synrift deposition and differential compaction or reactivation 
of the major basement faults produces anticlinal structures, a common trapping style 
Table 2.2 – Classification of Trapping Style (after Selley, 1998) 
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of the UK North Sea (Blair, 1975). The Forties Field is a good example of a low dip, 
compactional anticline (Carter and Heale, 2003; Walmsley, 1975; Wills, 1991). The 
field consists of a simple, four-way dip closed anticline overlying the crest of the 
Forties Montrose Ridge (figure 2.2A & B). The main reservoir (2030m subsea) is 
provided by the sandstones of the Montrose Formation, a major thick Upper 
Paleocene submarine fan sequence (Wills, 1991). The reservoir seal is provided by the 
overlying conformable Eocene mudstones of the Sele Formation (Walmsley, 1975). 
 
Figure 2.2: A) Map of Forties Field showing locations of wells and platforms. B) Seismic cross 
section of Forties Field showing the gentle dip of the four way anticline structure and various 
horizons. From Wills, (1991). 
A  B 
Figure 2.1: Example structure from Deep-Water North West Borneo showing a fold and thrust belt, 
with hanging wall anticlinal traps. From Ingram et al (2004). Chapter 2   Hydrocarbon Habitats     30
 
 
Examples of fault traps are numerous, since a considerable number of 
hydrocarbon plays around the world involve faults. An example of fault trapping is 
the Mensa field in the Gulf of Mexico (figure 2.3A, (Pfeiffer et al., 2000)). The field 
consists of a large stacked turbidite sandstone reservoir trapped in a faulted anticline, 
caused by post-depositional salt movement (figure 2.3B). This generated at least four 
sets of fault families that provide trapping mechanisms for most of the reservoir sands 
(figure 2.3C). The field may also be classified as a combined trap, however, as 
additional trapping elements are provided by pinchout of the main reservoir sand to 
the east (Pfeiffer et al., 2000). 
 
  The gigantic Marlim field, with an area of 152 km
2, in the offshore deep water 
Campos Basin of Brazil, is another example of a fault trap, which lies in 500 – 1100m  
Figure 2.3: A) Amplitude map of Mensa field showing the main reservoir of the field. Note the fault 
traps to the north, east and west. B) Seismic line showing the turtle neck, anticline and salt diapir. C) 
Zoomed in image of reservoir structure showing the main reservoir sands and the trapping faults. 
From Pfeiffer et al, (2000). 
A  B 
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of water (figure 2.4A;(Bruhn et al., 2003; Candido and Cora, 1992; Souza et al., 
1989)). The thick, marine regressive, turbiditic sequence of the Campos Formation 
provides large clastic deposits of fine to medium grained massive sandstones and 
shales. The sandstones of Late Oligocene Carapebus member, provides the large, 
single horizon, high quality reservoir for this field and lies at a depth of 2600m sub 
seafloor (Bruhn et al.,  2003). The accumulation combines structural and 
stratigraphical trapping elements. The reservoir pinches out against marls and shales 
to the north, west and south, whereas the eastern, north-eastern and north-western 
pool boundaries are defined by normal faults (figure 2.4B and C; (Candido and Cora, 
1992)). 
 
Figure 2.4: A) Map showing the location of fields in the Campos Basin, where the Marlim field is 
circled in red. From Bruhn et al, (2003). B) Seismic section oriented north – south across the Marlim 
field showing the pinchout of the Oligocene turbidite sandstones to the north and south. From Souza 
et al, (1989) C) Seismic section oriented east – west showing the eastern bounding fault trapping 
mechanism and pinchout to the west from Souza et al, (1989) D) North – south geologic cross section 
of the Marlim field. From Souza et al, (1989). 
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  Diapiric traps are produced by the upward movement of sediments less dense 
than those overlying them (Selley, 1998), such as salt or shale. The mobilization of 
salt occurs due to burial of the salt beneath more dense sediments (Morley and 
Guerin, 1996) and is a common feature in the North Sea (Stewart and Clark, 1999) 
and the Gulf of Mexico (Antoine et al., 1974). Shale diapirism however, only occurs if 
overpressured fluids are present (Morley and Guerin, 1996). The Niger Delta is a 
good example of shale diapirism. The Banff field in the northern North Sea is a good 
example of a diapiric trap. Evans et al. (2003), describe the field as a steeply dipping 
Maastrichtian (Tar Formation) and Danian (Ekofisk Formation) chalk raft on the 
southwest flank of a Zechstein salt diapir, with a vertical oil column of over 900m 
(figure 2.5A and B). 
 
  The Auger field, which lies in the deepwater of the Northen Gulf of Mexico, is 
another example of a diapiric trap related to salt mobility (Booth et al.,  2000). 
Kendrick (2000) describes the Auger field as lying at the northern end of a salt-
withdrawal minibasin (figure 2.6A). A combination fault and stratigraphic pinchout 
along a deep ridge provide the trapping mechanisms to the east, whereas trapping by a 
major fault occurs to north (figure 2.6A and B). The field consists of five Plio-
Pleistocene reservoirs at a depth of 4,572m, consisting of amalgamated turbiditic 
Figure 2.5: A) Map of the Banff Field in the northern North Sea, showing the large salt diapir (light 
green) and proven hydrocarbon accumulation (dark green). B) Structural cross section of Banff field 
showing large salt diapir and field geometry of the chalk raft located on the SW flank of the salt 
diapir. From Evans et al (2003). 
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sheet sands, showing good laterally continuity, with interbedded mudstones possibly 
acting as permeability barriers (Booth et al., 2000).   
 
The Tertiary Niger Delta, a good example of shale diapirism, has prograded 
over deep marine shales causing overpressure and subsequent shale mobility (Cohen 
and McClay, 1996). Figure 2.7 shows the distribution of depobelt types within the 
Niger Delta, with a large area attributed to shale diapirism. This is further 
demonstrated by an interpreted seismic section through the Niger Delta provinces 
(figure 2.8), showing the variety of structural trapping styles. The mobile shales are of 
the Akata Formation, which along with the overlying paralic progradational sands and 
shales of the Agbada Formation, provide the source rocks for the delta’s oil and gas 
fields. This in turn is overlain by continental sand facies of the Benin Formation 
(Evamy et al., 1978). Lithostratigraphic units are strongly diachronous and began to 
accumulate once progradation started in the early Tertiary (Evamy et al.,  1978). 
Ekweozor & Daukoru (1994) found reservoir sands to be stacked in reservoir seal 
pairs and a mixture of barrier bar sands and channels sands, with occasional deep 
water turbidites. In the offshore basin, the reservoirs are controlled by the Akata 
Figure 2.6: A) Structural map showing the main constituents of the salt withdrawal minibasin. The 
structure of the basin due to the salt bodies can be clearly identified along with the position of the 
Auger field in relation to the north and eastern bounding faults and the salt dome, which provide the 
fields trapping mechanisms. B) Seismic cross section through the Auger field and associated Auger 
salt dome. This clearly shows the influence of the salt dome on the structure of the Auger field and the 
updip trap provided by the dome. From Kendrick (2000). 
B 
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Formation since progradation of the delta has not reached this part of the basin. These 
consist of turbidite deposits and are controlled by the location of submarine canyons 
that funnel sediment onto the delta front and ocean floor (Beka and Oti, 1995). This 
area is extensively modified by shale diapirism which provide excellent structural 
traps for the turbiditic reservoir sands (Cohen and McClay, 1996). 
 
Figure 2.8: Interpreted seismic section through the Niger Delta showing the major structural 
depobelts. The mobile shales of the Akata Formation have mobilised seaward causing a region of 
extension in the distal area, an intermediary zone of shale diapirism and a proximal area of 
compressional thrust faulting. After Corredor et al, (2005). 
Figure 2.7: Map showing the main depobelts of the Niger Delta defined by structural character. 
Extensive oil and gas reserves have been found in all structural regions, offering a wide variety of 
structural and stratigraphic traps. After Morley & Guerin (1996).Chapter 2   Hydrocarbon Habitats     35
 
 
2.4.2 The Hydrocarbon Plays of Tomorrow 
 
While an extensive review of the possible hydrocarbon habitats and 
unexplored plays of existing provinces is not warranted here, a general consideration 
of the direction of hydrocarbon exploration is required to tailor investigations towards 
more realistic targets. Industry is currently progressing to a period of deep and ultra-
deep water exploration, with consolidation and improved reservoir management 
techniques on existing producing fields (Pettingill and Weimer, 2002). Most active 
deepwater exploration areas are along passive margins, downdip from productive 
Cenozoic delta systems, where depocentres are confined and partitioned by mobile 
substrate (Worrall et al., 1999).  
 
Figure 2.9 shows the most common deepwater petroleum systems. Reservoir 
rocks in these regions are generally turbiditic sandstones of deltaic origin and are 
either stacked amalgamated sheet sands of fan lobes, for example the Auger Field 
Figure 2.9: Schematic summary of the most common types of petroleum systems in deepwater 
seetings. From Pettingill & Weimer (2002). Chapter 2   Hydrocarbon Habitats     36
 
 
(Booth et al., 2000; Kendrick, 2000), or stacked channel and levee over-bank sands. 
Examples of these inlcude the Ram/Powell Field (Clemenceau et al., 2000; Kendrick, 
2000) and the West Seno Field, Indonesia (Redhead et al., 2000). Source rocks in 
deepwater areas are often very good and sourced from Jurassic, Cretaceous and 
Tertiary strata (Pettingill and Weimer, 2002). This is because in many frontier 
regions, prolonged periods of deposition in bathyal water depths produced excellent 
source rocks, for example the Niger Delta (Chapin et al., 2002). 
 
2.5 Case Studies 
 
  Two case studies were chosen for further investigation and more detailed 
examination. These fields will be used as a basis for testing various imaging 
algorithms in this thesis. In order to estimate their response using CSEM sounding, 
simplified 1D forward models were produced. A brief discussion of the characteristics 
and sensitivities of the CSEM method to these different targets will be undertaken. A 
more extensive review of the theory and behaviour of the CSEM method will be 
covered in chapter 3. From the review of the literature and 1D forward testing results, 
the fields chosen were: 
 
(1) Foinaven Field - Atlantic Margin, West Shetland, Offshore United Kingdom. 
(2)  West – Seno Field – Makassar Straits, East Kalimantan, Indonesia. 
 
These fields were chosen as they are relatively new prospects and represent examples 
of the direction of industry in the types of targets that are being surveyed. 
Furthermore, for reasons to be discussed, the Foinaven field represents a target that is 
challenging to the CSEM method. In contrast to this, West Seno is a more ideal target. 
As well as 1D models, simple 3D models of both prospects were calculated to 




2.5.1 Foinaven Field 
 
  The Foinaven Field has been discussed in the literature by a number of 
workers (Carruth, 2003; Cooper et al., 1999; Lamers and Carmichael, 1999) and the 
following discussion will draw from these. 
 
  The Foinaven Field is located in UKCS blocks 204/19 and 204/24a, on the 
Atlantic margin, 190km west of the Shetlands Isles (figure 2.10), in water depths 
ranging from 400m to 600m (Carruth, 2003). The field lies near the southwest end of 
the Faeroe-Shetland Trough, overlying the Westray Ridge intra-basinal high (figure 
2.11). This is part of a larger belt of rift basins that stretch along the entire margin, 
and has a complex tectonic evolution with multiple rift episodes, major volcanic 
activity and compressional tectonics (Lamers and Carmichael, 1999). 
Figure 2.10: Bathymetric map showing the location of the Foinaven and other Fields in the Atlantic 




2.5.1.1 Field Structure 
 
  The Foinaven field lies within the Foinaven sub-basin of the Paleocene aged 
Faeroe-Shetland Basin. The basin is bounded in the SW and SE by the Rona Ridge 
and Judd High, and to the North, the Westray Transfer Fault (Lamers and 
Carmichael, 1999). The field lies on the Southern flank of the Oligo-Miocene 
inversion axes, the Westray inversion, a Northwesterly plunging anticline, with a 




  The trapping mechanism for the Foinaven accumulation is a combination 
structural and stratigraphical trap (Cooper et al., 1999). The faulted anticline 
overlying the Westray Ridge provides the main structure, and is dip closed along the 
Western side. The southern limit is fault closed against the footwall block. The 
northern closure of the field is potentially stratigraphical and/or from fault closure 
Figure 2.11: Faeroe – Shetland Basin structural map showing the main fields of the area and the main 
depocentres. WR = Westray Ridge, WI = Westray Inversion, JTZ = Judd Transfer Zone, WTR = 
Westray Transfer Zone, CTZ = Clair Transfer Zone, VTZ = Victory Transfer Zone. From Lamers & 
Carmichael (1999). Chapter 2   Hydrocarbon Habitats     39
 
 
against the hanging wall block. The complex nature of the field is demonstrated in 
figure 2.12, and shows the field is segmented into 5 fault controlled panels, on the 
basis of WNW-ESE trending faulting and stratigraphical boundaries. All panels are 
assumed to be independent due to varying pressure and Gas Oil Contact (GOC) 




  The main reservoirs for the Foinaven field are channelised, silici-clastic 
turbidites with three main oil-bearing sandstone intervals, in the Paleocene Andrew 
Member. The sandstone reservoir ranges from thinly interbedded, stacked sands to 
massive channel sands and stacked slope and basin submarine fan sands (figure 
2.13B). Channel and stacked channel sands form bodies of 10 to 120 m thick and up 
to 1km wide (Carruth, 2003). The reservoirs demonstrate good porosities (20% – 
30%) and permeabilities (500 – 2000 mD). The field demonstrates an Oil Water 
Contact (OWC) of 112 to 158 m below the crest with resistivities up to 200 Ωm 
Figure 2.12: Amplitude map of Top Reservoir with depth contour overlay. The map also shows 
locations of discovery and appraisal wells that have been drilled and the direction of sediment supply. 
From Cooper et al (1999) Chapter 2   Hydrocarbon Habitats     40
 
 
(Cooper et al., 1999). Between the three producing horizons are thick mudstones 
which act as permeability barriers to the movement of hydrocarbons between 
reservoir sands (figure 2.13A). 
 
Figure 2.13: A) Well log report of the Foinaven Discovery Well 204/24a-2 (location shown in figure 
2.12). The red shaded regions are the producing horizons of the field, Paleocene stacked channel 
sands. From Carruth  (2003). B) North – South Cross Section of Foinaven Field’s three stacked 
reservoirs. Section also shows main controlling faults of the 5 segments of the segregated field. From 
Carruth (2003). 
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2.5.1.4 Simple 1D and 3D Forward Models 
 
  A 1D forward model of the Foinaven field was calculated to determine the 
response of the CSEM surveying method and whether it is detectable. Figure 2.14 
shows the 1D model approximation of the Foinaven field as taken from the literature. 
The resistivities were estimated from the well log shown in Carruth (2003) (figure 
2.13) and the oil column thickness has been described by Cooper et al. (1999) as 
varying from 10 m to 120 m over the extent of the reservoirs. To reflect this 
variability, the responses of the electric fields to this range of thickness were 
calculated over a range of frequencies and offsets between source and receiver. These 
were then normalized by the electric fields generated for a 1D model without any 
resistive layer present (1 Ωm halfspace in this case), to display the variation in the 
electric fields generated by the presence of the thin resistive layer. Three thicknesses 
of the hydrocarbon accumulation were modelled; 10 m, 60 m and 120 m. 
 
  Figure 2.15 shows the normalized inline electric fields (for a discussion of 
survey geometry see section 3.4.2) over a range of transmission frequencies and 
Figure 2.14: 1-dimensional model of the Foinaven Field located in the North Sea in the Shetland 
Basin. The thickness of the hydrocarbon accumulation has been found to vary from 10 to 120 m. 
Three thicknesses were used to model the electric field responses: 10 m, 60 m and 120 m. Chapter 2   Hydrocarbon Habitats     42
 
 
offsets between source and receiver. For an accurate response to be distinguished 
from background noise, the normalized amplitude response due to the presence of the 
target must be greater than 1.2, and ideally greater than 1.5. Furthermore, the noise 
floor of the receivers is estimated as approximately 1.0E-15 VA
-1m
-2, hence all 
sensitivity to the target is lost when field strengths become smaller than this value. 
When the target thickness is 10 m (figure 2.15A), the electric fields are not 
sufficiently perturbed by the presence of the target layer to produce a recordable 
Figure 2.15: Normalised inline electric fields for the 1D Foinaven Field model shown in figure 2.14 
for three different oil column thicknesses of: (A) 10 m, (B) 60 m and (C) 120 m. The bold white line 
indicates the contour of 1.2 and 1.5 normalized amplitude, where amplitudes less than 1.2 cannot be 
resolved due to background noise. The thin white line indicates the noise floor of the instruments, 
which is defined as 1.E-015 VA
-1m
-2. Chapter 2   Hydrocarbon Habitats     43
 
 
response at any frequency or offset. At the midpoint thickness value of 60 m (figure 
2.15B), a recordable response would be possible at frequencies less than or equal to 
0.1 Hz. For a target thickness of 120 m, the maximum oil column size reported in the 
literature, a much larger response can be seen. Therefore, transmission frequencies up 
to 0.5 Hz may be used in surveying this target. The reasons for the variability in the 
response will be explained in detail in chapter 3. 
 
  The results discussed above are only an indicator of the possible response that 
may be recorded over the real target, since it is a 1D approximation of the 3D finite 
body. Consideration of the response to the structure in higher dimensions gives a 
much better indication of the likely response to the target. Figure 2.16 shows the 
normalized amplitudes for a 3D version of the model shown in figure 2.14, with the 
data grouped into discrete common offsets, and plotted at the midpoint position 
between source and receiver. 16 receivers were modelled along a tow line, spaced 1.0 
km apart, using transmission points every 0.1 km. As the true structure of the 
Foinaven field is relatively complex, and is shown to be a grouping of 5 smaller 
fields, called “panels” (figure 2.12 and figure 2.13), the response from a single panel 
and the entire Foinaven field area were compared. The single panel model has 
dimensions of 3.5 x 1.5 km and the total field model has dimensions of 6 x 3.5 km. A 
diagram of the survey design is shown in figure 2.16C.  
 
The overall amplitude of these 3D model responses is much lower than that of 
the 1D approximation, and this is a direct consequence of the smaller target layer. 
Furthermore, the results show for the single panel model (figure 2.16A), the relatively 
small extent of the reservoir produces a much reduced response in the fields at the 
seafloor. This target is on the limit of resolvability of the method. The response to the 
field if it is modelled as a whole shows increased amplitudes over the area where the 
target exists, which are larger than that of the single panel model. Therefore it can be 
seen that the finite extent of the reservoir, as well as the water depth, the depth of 
burial and the frequency of transmission all greatly affect the sensitivity of the CSEM 
method in detecting buried resistive structures. Hence, whilst the 1D results suggest a  
sensitivity to the target at low frequencies was possible, the small lateral extent of the 




2.5.2 West Seno Field 
 
  The West Seno Field has been discussed in the literature by a number of 
workers (Chundanov et al., 2004; Posamentier et al., 2000; Redhead et al., 2000), and 
the following discussion will draw from these papers. It is located in the deepwater 
Figure 2.16: Normalised inline electric fields for a 3D model of the 1D approximation of the 
Foinaven Field shown in figure 2.14, with a target thickness of 60 m. The fields are plotted at the 
midpoint between source and receiver (red triangles) and sorted into discrete common offsets as 
defined by the plot legend. (A) Response from a simple 3D block approximation of Foinaven Field 
Panel 4 (3.5 x 1.5 km rectangular target layer). (B) Response from simple 3D block approximation of 
the entire Foinaven Field (6 x 3.5 km rectangular target layer). The position and extent of the target 
layer is shown by the red line in both cases. (C) Plan view of survey configuration and outline of 
different sized targets for the single panel model (dashed blue line) and total field area model (dot 
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portion of the Kutei Basin in East Kalimantan, Indonesia and lies in water depths 
ranging from 730m to 975m (figure 2.17). 
 
2.5.2.1 Structure & Trap 
 
  The Seno structure is an elongate, four-way dipping, anticlinal feature, which 
covers an area of approximately 70 km
2 (figure 2.18A). The field is composed of two 
structural domains: 
 
(1) Large eastward dipping tilted fault block of East Seno (figure 2.18B & C). 
(2) Gentle rollover anticline on western down-thrown side of the fault block of the 
West Seno (figure 2.18B & C). 
 
The “upthrown” and “downthrown” fault blocks, formed by the large antithetic 
normal faults, form structural traps for hydrocarbons and have been shown to be 
pressure sealing. However, in the past, these must have acted as migration pathways 
to allow hydrocarbons to migrate from the nearby source rocks. The trap at the field is 
Figure 2.17: Location map of West Seno field in relation to East Kalimantan and other fields in the 
offshore Kutei Basin. From Chundanov et al (2004). Chapter 2   Hydrocarbon Habitats     46
 
 
a combined structural/stratigraphic trap, either faulting in the anticlinal rollover and/or 




  The reservoirs at the West Seno field are deep water turbidites, deposited in 
the mid-slope environment. These were laid down during sea level low stands, as the 
delta migrated across the shelf, forming shelf edge deltas. Deeply incised slope 
A  B 
C 
Figure 2.18: A) Stuctural map of the West Seno Field showing the two main structural elements; 
faulted rollover anticline of the West/Central Seno and the rotated fault block of the East Seno. B) 
Seismic section through the Seno structure clearly showing the roll-over anticline and the rotated fault 
block of the East Seno. C) Seismic section through the Seno structure showing the N-S reservoir sand 
geometry and the complexity of to the East of the structure. From Redhead et al, (2000). Chapter 2   Hydrocarbon Habitats     47
 
 
canyons carried vast amounts of clastic sediment off the shelf and onto the basin floor. 
Turbidite channels and associated levee-overbank deposits back-filled these channels, 
providing stacked, channelised reservoir sands and unconfined fan-lobes and sheets 
(figure 2.19). At West Seno, a paleo-high allowed ponding of these types of sediments 
in an intra-slope basin.  
 
2.5.2.3 Simple 1D and 3D Forward Models 
 
  Figure 2.20 shows the 1D approximation model of the West Seno field with 
parameters taken from the literature. The oil column was found to have thicknesses 
varying from 55 m to 147 m (Chundanov et al., 2004), hence as with the previous 
case study, three thicknesses of the target layer were modelled to calculate the 
sensitivity of the method to this target. The thicknesses modelled were: 55 m, 100 m 
and 147 m and the resistivities interpreted from well logs shown in Redhead et al. 
Figure 2.19: 3D diagram from 3D seismic data showing the complex stacked nature of the West 
Seno Field. From Chudanov et al, (2004).Chapter 2   Hydrocarbon Habitats     48
 
 
(2000). The normalized amplitudes for a range of frequencies and source receiver 
offsets for each of these models were calculated; these are shown in figure 2.21. 
 
  This figure shows a much greater broadband frequency response to the 
presence of the hydrocarbon layer at all thicknesses. This greater response, in 
comparison with the previous case study, is partly a result of the deeper water depth 
of this target, allowing for the use of higher frequencies which do not become 
contaminated with signal from air/sea interface. It is also due to the shallower depth of 
burial, and the increased resistivity of the non hydrocarbon bearing formations. This 
small increase in resistivity reduces the attenuation of the electric fields in the 
overburden above the target, and hence a stronger signal will reach the target leading 
to greater sensitivity. The increased thickness of this target also has a large impact on 
the sensitivity to the target. As a consequence of this, frequencies as high as 1 Hz may 
be used to survey this target, and as a result, produces a larger response and provides 
higher resolution data. At frequencies larger than 1 Hz, the controlled signal will be 
sufficiently attenuated to fall below the noise threshold of the current generation of 
recording instruments. 
 
Figure 2.20: 1-dimensional model of the West Seno Field located in the Offshore East Kalimantan in 
the Kutei Basin. The thickness of the hydrocarbon accumulation has been found to vary from 55 to 
147 m. Three thicknesses were used to model the electric field responses: 55 m, 100 m and 147 m. 
Model resistivities were estimated from log data provided by Redhead et al. (2000). Chapter 2   Hydrocarbon Habitats     49
 
 
  Figure 2.22 shows the normalized amplitudes for a model as defined in figure 
2.20, but using a finite extent reservoir. The simple 3D body consisted of a 10 x 6 km 
rectangle with a thickness of 0.1 km, a diagram of which is shown in figure 2.22C. 
The responses shown are for a frequency of 0.75 Hz and 1.0 Hz. This clearly shows 
an increased response over the target body, especially in the higher frequency 
example, which has a maximum normalized amplitude of approximately 16. Even at 
the lower the frequency of 0.75 Hz the target is still clearly identifiable above the 
Figure 2.21: Normalised inline electric fields for the 1D West Seno Field model shown in figure 2.20 
for three different oil column thicknesses of: (A) 55 m, (B) 100 m and (C) 147 m. The bold white line 
indicates the contour of 1.2 and 1.5 normalized amplitude, where amplitudes less than 1.2 cannot be 
resolved due to background noise. The thin white line indicates the noise floor of the instruments, 
which is defined as 1.E-015 VA
-1m
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background. In this case, even though the 3D response is reduced in comparison to the 
1D approximation, it is still clearly sensitive to the presence of the target layer. As 
well as all the features discussed in for the 1D results, this example shows the 
importance of the lateral extent of the target body in determining whether it is 
detectable with CSEM surveying. In this case, the large lateral extent of the body, its 
relatively large thickness and its reasonably shallow depth of burial below the seafloor 
mean it is an ideal target for surveying with the CSEM method. 
 
Figure 2.22: Normalised inline electric fields for a 3D model of the 1D approximation of the West 
Seno Field shown in figure 2.20. The fields are plotted at the midpoint between source and receiver 
(red triangles) and sorted into discrete common offsets as defined by the plot legend. The responses 
are shown at a frequency of (A) 0.75 Hz and (B) 1.0 Hz. The target used was a 10 x 6.5 km rectangle 
with a 100 m thickness. (C) Plan view of survey configuration and outline of different sized targets for 





  From this Chapter a number of general points can be extracted with regards to 
hydrocarbon reservoirs of the world and how these translate into detectable targets for 
the CSEM method. 
 
•  Hydrocarbons occur in a diverse range of habitats around the world, 
however, world class hydrocarbon reserves are found in failed rift basins 
(e.g. North Sea) and off passive margins (e.g. Gulf of New Mexico). 
•  The electrical properties of rocks are governed by a number of factors 
which have complex relationships. A large number of empirical models 
have been developed to relate permeability, porosity, electrical resistivity 
and hydrocarbon saturation. 
•  The majority of reservoirs occur in sandstone reservoirs, with resistive 
hydrocarbons often found in large sediment accumulations, where they 
have replaced conductive pore fluid waters. This provides a large contrast 
between the conductive pore fluids and the resistive hydrocarbons, which 
may be detected by the CSEM method. 
•  Exploration is moving towards ever deeper water, with water depths of 0.3 
km to 1 km+ and depth of burial of hydrocarbon accumulations from 1 km 
to 3 km+ below the seafloor. 
•  1D forward modelling provides a useful insight into the responses of the 
CSEM method to different types of hydrocarbon accumulations and 
choices of correct transmission frequencies.  
•  Care must be taken to assess the possible lateral variability (validity of 1D 
assumption) of any target layer as this has been shown to greatly affect the 
sensitivity of the CSEM method to the presence of the target. In general, 
targets with relatively small lateral extent in comparison to depth of burial 







In this thesis, the use of marine Controlled Source ElectroMagnetic (CSEM) 
Surveying for hydrocarbon exploration is investigated. This method involves the 
recording of the horizontal electrical field at the seafloor at discrete frequencies for a 
variety of source and receiver positions. It is therefore necessary to be able to model 
the responses of the diffusing EM field to various structures. A number of workers 
(e.g. Bannister, 1984; Wu and King, 1982) have presented approximate analytical 
solutions for the case of a point dipole over a conducting halfspace. While these 
methods provide simple approximations to the electric field at the seafloor – sediment 
boundary, the earth can seldom be successfully modelled with such simple resistivity 
structures. In the context of modelling hydrocarbons, a much more useful 
approximation is to represent the earth as a stack of layers of varying resistivity. In 
these types of models, the resistivity is allowed to vary in the vertical direction only, 
and provides a good first order approximation of the electric fields over simplified 
hydrocarbon reservoir structures e.g. the modelling of a thin resistive layer in a 
conductive background (as discussed in Chapter 2). Chave & Cox (1982) provided the 
foundation to 1-dimensional studies of the earth by a stack of vertically varying layers 
of differing resistivity and their method will be used extensively in this thesis. They 
derived, from Maxwell’s equations, a semi-analytical solution using closed form 
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conducting ocean overlying a 1-dimensional earth. In some contexts, the assumption 
of 1-dimensional structures may be reasonable (MacGregor, 1997). However, for 
features such as a finite hydrocarbon reservoirs, it is evident that 1-dimensionality is 
not a valid assumption. Therefore, 3-dimensional forward solutions to solve for the 
electric field at the seafloor over a complex structure are required. A number of 
workers have presented solutions using iterative methods to solve Maxwell’s 
equations, based on the staggered-gird, finite-element discretization of Yee (1966). In 
this chapter the basic theory of the diffusion of electromagnetic fields will be outlined 
for 1-dimensional and 3-dimensional approaches and applied to the study of some 
simple structures. 
 
3.2 Maxwell’s Equations and the Diffusion Equations 
 
The fundamental governing equations for electromagnetic induction are 
Maxwell’s equations in the time or frequency domain. Using the constitutive relations 
( E D ε = ,  H B μ =  and  E J σ = )  these are (Duffin, 2001; Feynman et al., 1964): 
 







− = × ∇   [3.1a] [3.1e]    H i E ωμ − = × ∇  
t
e
J h S ∂
∂
+ = × ∇ ε   [3.1b] [3.1f]    () E i H ωε σ + = × ∇  
ε
ρe e = ⋅ ∇   [3.1c] [3.1g]   
ε
ρe E = ⋅ ∇  
0 = ⋅ ∇ b   [3.1d] [3.1h]    0 = ⋅ ∇ B  
 
where E is the electric field in volts per metre (Vm
-1), D is the electric displacement in 
coulomb per metre
2 (Cm
-2), B is the magnetic flux density in Tesla (T), H is the 
magnetic field strength in amperes per metre (Am
-1),  J is the current density in 
amperes per metre
2 (Am
-2), JS is the source current density, ρe is the electric charge 
density , ε is the electrical permittivity of the medium, μ is the magnetic permeability, 
ω is the signal frequency and σ is the conductivity of the medium. Taking the curl of Chapter 3   Electromagnetic Theory     54
 
 
[3.1e] and [3.1f], using the vector identity  ( ) () a a a
2 ∇ − ⋅ ∇ ∇ ≡ × ∇ × ∇  and 
substituting in [3.1g] and [3.1h] gives: 
 
() S J E i E − = − + ∇ − σω μ εω μ 0
2
0
2   [3.2a]
() S J H i H × ∇ − = − + ∇ − 0 0
2
0
2 μ σω μ εω μ   [3.2b]
 
assuming μ takes its free space values, μ0. In [3.2], the first term in brackets is the 
displacement current ( )
2
0εω μ , and describes the radiative part of the field. The 
second term is the conduction current ( ) σω μ0 i  which describes the diffusive part of 
the field. Assuming the free space value for the electrical permittivity (ε=ε0),  
conduction currents dominate over displacement currents (μεω
2 << μσω) for 
geophysical measurements in a conductive environment, at the frequencies (0.1 – 10 
Hz) at which marine CSEM sounding operates (Ward and Hohmann, 1988). Hence 
[3.2] reduces to: 
 
S J E i E = + ∇ σω μ0
2   [3.3a]
S J H i H × ∇ = + ∇ 0 0
2 μ σω μ   [3.3b]
 
[3.3a] and [3.3b] are the diffusion equations for the electric field (E-field) and 
magnetic field (often loosely referred to as the B-field) with the presence of sources, 
represented by a source current density of JS.  
 
3.3 Plane Wave Solution to the Homogenous diffusion equations and 
the Electromagnetic Skin Depth (δs). 
 
The following section will outline the plane wave solution to the 1D diffusion 
equation and is based on the review by Ward & Hohmann (1988). The simplest forms 
of [3.2] are the homogenous diffusion equations in the frequency domain without the 
presence of sources: 














2 = + ∇ ≡ − + ∇ H H H i H κ σω μ εω μ   [3.4b]
 
where the complex wavenumber κ, is given by complex quantity: 
 
β α i k + =   [3.5]
  
The simplest solution to the diffusion equation for the E-field [3.4a] is a plane wave 
propagating through a homogeneous medium in the positive z direction without the 
presence of source currents. This solution is given by: 
 
( ) ( ) t z i t z i e E e E E
ω κ ω κ + − − − + + = 0 0   [3.6]
 
where E0 is the electric field at the origin, z is the distance propagated from the origin 
and k is the complex wavenumber [3.5], sometimes referred to as the ‘propagation 





































































ω β   [3.7b]
 
However, when conduction currents dominate over displacement currents, α and β are 













β α   [3.8]
 
Therefore, a plane wave solution that propagates in the positive z-direction can be 






z t i z t i z z i e e E e e e E E
α ω β ω β α − − − − = =   [3.9]
 
The solution [3.9] provides an insight into the behaviour of the electric field of a 
propagating EM plane wave. The term e
-iαz corresponds to the phase shift of the 
electric field which varies sinusoidally with distance z  and e
-iωt is the frequency 
dependent behaviour of the electric field which also varies sinusoidally with time t. 
As β is real, e
-βz becomes smaller as z becomes larger and hence corresponds to the 
exponential decay of the amplitude of the plane wave. The quantities α and β are more 














δ s   [3.10]
 
This defines the exponential decay length i.e. distance over which the electric 
field amplitude is decreased by a factor of e
-1, or the length defined as the distance 
over which the electric field phase is shifted by 1 radian. The skin depth provides a 
useful guide to the attenuation of the fields of a dipole source, even though it is a 
solution of the diffusion equation in the absence of any current sources. Table 3.1 
shows the skin depths for a number of differing frequencies and resistivities 
commonly encountered in CSEM surveys. It is clear from [3.10] that the attenuation 
of the electric field depends inversely on both the square root of the frequency of the 
Table 3.1 – Skin depths (m) for various resistivities and frequencies 
Frequency 
(Hz) 
Resistivity (Ω m) 
0.3  1 10 50  75 100  300 
0.1  866 1581 5000 11180 13693 15811 27386 
0.3  500 913 2887 6455  7906  9129 15811 
0.5  387 707 2236 5000  6124  7071 12247 
1  274 500 1581 3536  4330  5000  8660 
1.5  224 408 1291 2887  3536  4082  7071 
5  122  224 707 1581 1936 2236 3873 
NOTE: Typical resistivities of earth materials are: seawater = 0.3 Ωm, sandstone reservoir 
saturated with pore fluids = 1.0 Ωm, reservoir saturated with hydrocarbons = 10 – 100 Ωm, 
salt = 300 - 500 Ωm and igneous basement = 500+ Ωm.Chapter 3   Electromagnetic Theory     57
 
 
transmitted field and the square root of the conductivity of the medium it is diffusing 
through. From table 3.1, it can be seen that skin depths become longer for lower 
frequencies signals. Therefore, signals that are transmitted at relatively high 
frequencies (≥ 5 Hz) for CSEM surveying over conductive sediments will not 
penetrate a large distance into the seafloor. Lower frequency signals may penetrate 
further into the subsurface. However, an associated reduction in resolution occurs due 
to longer skin depths and hence is less sensitive to the changes in resistivity of the 
subsurface. As a general guide, features with length scales of less than a quarter of a 
skin depth cannot be resolved (MacGregor and Sinha, 2000). A further implication of 
this behaviour is the source must be located close to the bottom in order to maximise 
the amount of EM energy that is transmitted into subsurface (Chave et al., 
1991).Furthermore, from [3.9] it can be seen the implied phase velocity can be 
defined as: 
 
s p v ωδ
α
ω
= =   [3.11]
 
where vp is the phase velocity of the EM plane wave. Hence, [3.11] shows as the 
frequency increases, the speed at which the EM wave propagates increases, indicating 
they are dispersive in nature. The phase velocity also depends on the skin depth, 
which is turn dependent on the conductivity of the medium through which it is 
propagating. Therefore, as the conductivity decreases at a given frequency, the phase 
velocity increases, and hence EM waves will diffuse faster through more resistive 
features. 
 
3.4 Field Characteristics and Survey Geometry 
3.4.1 Electromagnetic Field Characteristics 
 
  The fields excited by electromagnetic sources in a 1D earth may be decoupled 
into two distinct modes. The nomenclature used in the literature to describe these two 
modes is the source of some confusion, as various systems have been adopted by 
different authors. The first mode is characterized by horizontal current sheets Chapter 3   Electromagnetic Theory     58
 
 
inductively coupled with increasing depth (figure 3.1A). In this mode, electric charge 
moves parallel to any horizontal resistivity boundaries, with no transfer of charge 
across these boundaries. In the limit of 0 Hz frequency (DC method), this mode 
disappears because it is purely inductive. It is referred to as Transverse Electric (TE) 
(Chave and Cox, 1982) or Poloidal Magnetic (PM) (Unsworth, 1991). The second 
mode consists of vertically excited electric fields confined to (x,z)  plane, with 
associated horizontal magnetic fields which induce further vertical current loops out 
of the plane of the source (figure 3.1B). This produces a vertical movement of charge 
perpendicular to horizontal resistivity contrasts, which act as barriers to this galvanic 
Figure 3.1: A) The VM mode is characterised by current loops in the horizontal plane, with no 
movement of charge across layers. Coupling between the subsequent layers is achieved by induction. 
B) Diagram showing the VE mode which is governed by inductive and galvanic processes, whereby 
vertical current loops transfer charge across the layer boundaries, inductively coupled to vertical 
current loops out of the plane of the source. C) Diagram showing the VM mode generated by a VMD.  
D) Diagram showing the VE mode generated by a VED. After Sinha (2004).  Chapter 3   Electromagnetic Theory     59
 
 
process. This is termed the Tranverse Magnetic (TM) (Chave and Cox, 1982) or 
Toroidal Magnetic (Unsworth, 1991). The TE and TM mode definition can be 
confused with the modes of the same name in Magneto Telluric surveying, which 
correspond to the polarisation of the either the electric or magnetic fields in response 
to resistivity discontinuities within the subsurface. The PM and TM mode are terms 
from Geomagnetics. To avoid further confusion, the author will refer to the above 
modes as the vertical electric (VE) and vertical magnetic (VM) mode.  
 
Electromagnetic sources maybe grouped into four categories: vertical electric 
dipole (VED), vertical magnetic dipole (VMD), horizontal magnetic dipole (HMD) 
and a horizontal electric dipole (HED). A VMD generates only the VM mode (figure 
3.1C) and a VED generates only the VE mode (figure 3.1D). An HED and a HMD in 
a homogeneous layered earth produces both VE and VM modes. 
 
3.4.2 Survey Geometry 
 
  As the nature of horizontal electromagnetic sources is 3D, the geometry of 
source and receiver is important. Figure 3.2A shows the geometrical convention for 
marine CSEM surveying. Receiver location is defined in terms of range r and the 
azimuth φ from the source dipole. The response at the receiver is a combination of 
both VE and VM modes at all azimuths. In the inline geometry (φ = 0
o, 180
o), the VE 
mode is the primary mechanism and E||  is equal to Eρ, whereas in the broadside 
geometry (φ = 90
o, 270
o), the VM mode dominates and E⊥ is equal to Eφ (MacGregor 
and Sinha, 2000). The dominance of different current mechanisms in the inline and 
broadside geometries can provide a valuable diagnostic tool in the interpretation of 
marine CSEM data. This was first noted by Sinha et al. (1997) in the context of 
imaging melt bodies beneath the Mid-Atlantic Ridge, where a splitting in the along-
axis and across-axis data was found to characterise a down turn in resistivity at depth. 
This was extended to the study of resistive targets in a conductive background by 
Sinha (1999) and followed by the first survey for a known hydrocarbon accumulation 
by Sinha et al. (2000), Ellingsrud et al. (2002) and Eidesmo et al. (2002) (see next 




3.4.3 Polarisation Ellipse 
 
  In marine CSEM surveying, the data are rarely collected as pure E║ or E┴ 
components. They consist of two orthogonal components of the horizontal electric 
field measured at the seafloor in a variety of source-receiver geometries. These two 
orthogonal components may be used to calculate the polarisation ellipse parameters 
(figure 3.3). When the amplitude and phase of these two orthogonal components vary, 
the locus of the resultant electric field vector is an ellipse (Grant and West, 1965). The 
Figure 3.2: (A) Diagram showing the different source receiver geometries possible during a marine 
CSEM survey. Modified from MacGregor & Sinha (2000). (B) Diagram showing the 3 components 
of the E-field that are calculated by 3-dimensional forward algorithms anywhere in the 3D volume. 
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tilt angle of the polarisation ellipse for two orthogonal field components, in this case 

































and the phase difference, ∆φ, is given by: 
 
1 2 φ φ φ − = Δ   [3.13b]
 


























where  PE1  and  PE2  are magnitudes of the electric field along the axes of the 
polarization ellipse. The semi major axis, PEmax, is determined by comparing the 
relative magnitudes of two axes, where the large of the two is the semi-major axis. 
The decomposition of the two orthogonal electric field components into the 
polarisation ellipse provides a single electric field vector for each receiver 
measurement. The magnitude of this vector gives the amplitude of the received total 
horizontal electric field on the seafloor. It has been shown by a number of workers 
(e.g. Barker, 2004; MacGregor, 1997) that the polarisation ellipse provides a good 
estimation of the electric field vector from the two recorded orthogonal components, Chapter 3   Electromagnetic Theory     62
 
 
and is much less sensitive to navigation and geometrical errors than a simple vector 
decomposition.  
 
The electrical field is a complex quantity and therefore may be represented by 
either an amplitude or phase, or by real and imaginary components. The above 
equations [3.12 – 3.14] are concerned only with the magnitude of the polarisation 
ellipse axes. However, the orthogonal components that define the rotation axis of the 
polarisation ellipse also have an associated phase. To obtain the phase along the 
direction of the polarisation semi-major axis, the complex fields are resolved to 
calculate the polarisation ellipse semi-major axis. The phase of this resultant vector 
from the complex fields is the phase of the electric fields in the direction of the 
polarisation ellipse semi-major axis. 
 
Figure 3.3: Sketch showing the definition of the polarisation ellipse semi major, PEmax, and semi-
minor, PEmin axes. These may be calculated from any two orthogonal components of the electric field, 
denoted by E1 and E2 and the phase difference between them. The electric field vector rotates as a 
function of time to trace out the polarisation ellipse. The direction of rotation depends on the sign of 
the phase difference. The tilt angle, α, reflects the direction of rotation by being positive for right-hand 
rotation and negative for left-hand rotation. Adapted from Smith & Ward (1974). Chapter 3   Electromagnetic Theory     63
 
 
3.5 EM fields in the presence of a 1-dimensional thin resistive layer 
buried in a conductive background. 
3.5.1 Theory 
 
  The background theory describing the semi-analytical 1-dimensional forward 
algorithm used to generate the synthetic data for this thesis has been extensively 
covered by a number of workers (Chave and Cox, 1982; MacGregor, 1997; 
Unsworth, 1991) and will not be covered in detail in this thesis. 
 
3.5.2 1-dimensional halfspace models 
 
  The simplest form of geological model to represent the seafloor environment 
is a double halfspace consisting of a conductive upper halfspace, representing the 
seawater, over a less conductive halfspace, representing sediment. Although this is a 
gross simplification of the real world, it provides a useful insight into the complex 
behaviour of the E-fields excited by an HED source.  
 
Figure 3.4A and C show the amplitude response of the E|| and E┴ components 
respectively, of the electric field for a halfspace of 5 differing resistivities at 1Hz. At 
short ranges, the E-field amplitude is similar due to the propagation path through the 
seawater. At longer offsets, the greater resistivity of the halfspace causes a reduction 
in the attenuation of the E-field amplitude with offset. This decrease in attenuation 
increases with the resistivity of the halfspace. Therefore, the more resistive the 
halfspace becomes, the greater the E-field amplitude will be at any given offset. The 
phase response of the same components for identical models is shown in figure 3.4B 
and D. This exhibits similar behaviour as the amplitude, to the changes in the 
resistivity of the halfspace. The more resistive the halfspace becomes, the greater the 
reduction in the rate of change of phase with offset occurs. Both of these responses 
can be explained by the skin depth relationship [3.10], which is inversely proportional 
to the resistivity of the medium the field is diffusing through.  
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Figure 3.5A and C show the E|| and E┴ components of the E-field for a 1 Ωm 
sediment halfspace for 5 different frequencies. The higher frequency signals are 
attenuated at a faster rate than lower frequency signals. The same can be seen for the 
phase, with an increased rate of change of phase with increasing frequency of the 
signal. This again may be described by the skin depth approximation that shows the 
skin depth decreases with increasing frequency. Hence the attenuation of the 
amplitude or the rate of change of phase of the electric field increases. Theses graphs 
also demonstrate the response of the two different components of the E-field to the 
Figure 3.4: Figures (A) and (B) show the E|| component amplitude and phase for a halfspace model 
with different halfspace resistivities at a frequency of 1 Hz. Figure (C) and (D) show the E┴ 
component responses for the amplitude and phase (respectively) for the same corresponding models as 
defined for (A) and (B).  Chapter 3   Electromagnetic Theory     65
 
 
same structure, a feature that will be discussed in detail in section 3.5.3. Unsworth 
(1991) first showed the time averaged energy flow (Poynting vector) through a 333.3 
Ωm halfspace for the plane parallel to the source dipole is nearly radial, whereas in 
the orthogonal plane the energy propagates at depth before returning to the surface. 
Therefore, information may be gained about the subsurface resistivity structure from 
the E-fields that have propagated at depth.  
 
Figure 3.5: Panels (A) and (B) show the responses of the E|| component for a 1 Ωm sediment 
halfspace underlying an infinitely thick seawater layer at different transmission frequencies. Panels 
(C) and (D) show the same results for the E┴ component with the symbols as defined in (A). Chapter 3   Electromagnetic Theory     66
 
 
3.5.3 1-dimensional resistive layer models 
 
  To better understand the behaviour of the electric fields for more realistic earth 
structures, simple 1D layered models were used. From chapter 2, it was shown a 
hydrocarbon accumulation can be characterised as a thin resistive layer buried in a 
conductive background. Two different 1D models were used to investigate the Chapter 3   Electromagnetic Theory     67
 
 
different responses of the electric fields; a 75 Ωm layer of 0.05 km thickness (thin 
layer model), to represent a hydrocarbon accumulation and a layer of thickness 2.5 km 
with the same resistivity (thick layer model), to represent a salt dome or other large 
resistive body. In both models, the layers were buried 1.0 km below the seafloor, 
overlain and underlain with 1 Ωm sediments, with a transmission frequency of 1.0 Hz. 
 
Figure 3.6A and B show the E-field amplitude at the seafloor for the models 
described above, using a 1 Ωm halfspace for comparison, for the inline (E||) and 
broadside (E┴) geometries, respectively. For the E|| component, all three models have 
the same amplitude to an offset of approximately 3.0 km because they are sensitive to 
the water column and 1 Ωm sediment only. At longer offsets, the E-field becomes 
sensitive to the presence of the buried resistive layer and the attenuation of the E-field 
is reduced. The increase in the electric fields for the thick layer model compared to 
the thin layer model is a simple result of the reduction in attenuation due to the larger 
resistive body. In contrast to this, the E┴ component shows only a response for the 
Figure 3.6: Different components of the electric field at the seafloor for 3 different models, a 1 Ωm 
halfspace, a 75 Ωm thin layer, 0.05 km thick and buried 1.0 km below the seafloor and a 75 Ωm thick 
layer, 2.5 km thick also buried at a subsurface depth of 1.0 km at a frequency of 1.0 Hz. (A) and (B) 
show the electric field amplitude for the radial (E║) and azimuthal (E┴) components respectively. (C) 
and (D) show the same components for the electric field phase and (E) shows the normalised 
amplitude of the electric field to a 1 Ωm halfspace for the thin and thick resistive layer models. (F) 
and (G) show the normalized amplitude of the thin and thick layer models respectively over all 
azimuths in the XY plane, up to an offset of +/- 15 km. Chapter 3   Electromagnetic Theory     68
 
 
thick resistive layer. In both components, the convergence of the thin resistive layer 
model and the halfspace model to an almost horizontal gradient is due to the increased 
influence of the airwave (discussed in section 3.5.4). The thick resistive layer model 
does not show the influence of the airwave at any offset shown. 
 
These features are also reflected in the phase of the E-field, shown in figure 
3.6C and D. The behaviour of the E|| component phase shows the layer model 
response splits from the halfspace model response at an offset of 3 km produced by 
the sensitivity of the E-field to the resistive layer. The thin layer model response 
departs from the thick layer model response and rolls over to an almost horizontal 
gradient, converging with the halfspace model; a characteristic of the airwave. The 
thick resistive layer model response does not converge and continues with the same 
gradient to the maximum offset, which is governed by the diffusion through the thick 
resistive layer. The same behaviour is exhibited in the E┴  component phase. 
Furthermore, the differences between the thin resistive layer model and the halfspace 
model responses are small for the E┴ component in comparison to the E|| component 
phase (Sinha, 1999). 
 
The differences between the E|| and E┴ components are emphasized by the 
comparison of the normalised amplitude (figure 3.6E). The normalised amplitude is 
defined as the magnitude of the electric field of a model with structure divided by the 
electric field of a halfspace. The thin resistive layer model (black lines) produces large 
normalised amplitudes in the E|| component but almost no response in E┴ component. 
The normalised amplitude for the thick layer model shows a larger increase in the E|| 
component in comparison with the thin layer model and also shows a significant 
response in the E┴ component. Hence, the E|| component is sensitive to the presence of 
any resistive layer in the subsurface, where as the E┴ component is sensitive to thick 
layers only.  
 
The sensitivity pattern to different types of subsurface structure at all azimuths 
is illustrated in figure 3.6F and G, which show the normalised amplitudes for 1D thin 
and thick layer models respectively, over offsets of +/- 15 km. This clearly 
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dominated by the VE mode, to the existence of a resistive boundary in the subsurface. 
The sensitivity to the thin target is reduced as the azimuth increases, decreasing to 
almost no perturbation of the fields over the background in the broadside geometry, 
which is dominated by the VM mode. In contrast, the thick layer generates a much 
greater response at all azimuths, and at longer offsets due to the absence of the 
airwave, a consequence of the more resistive subsurface. These observations are in 
agreement with a number of workers (Constable and Weiss, 2006; Eidesmo et al., 
2002; Ellingsrud et al., 2002; Johansen et al., 2005; Weiss and Constable, 2006). 
 
3.5.4 Effect of varying thickness and resistivity of a 1-dimensional resistive layer 
 
  From the previous section, it has been shown that the electric field at the 
seafloor behaves differently in response to different subsurface resistivity structures. 
Furthermore, the different components of the electric field are sensitive to different 
attributes of the same subsurface structure. In the context of a 1-dimensional buried 
resistive layer in a conductive background, the response of the electric fields is 
governed by the resistivity and the thickness of that layer. However, due to the 
ambiguous nature of potential fields, in 1D, the electric fields at the seafloor are 
sensitive to the transverse resistance, T, rather than the individual properties of 
thickness and resistivity (MacGregor and Sinha, 2000). The transverse resistance is 
defined as the product of the resistivity, ρ and the thickness, l  () l T . ρ =  for a given 
subsurface region. A review of the ambiguous nature of electric fields generated by an 
HED source at the seafloor is given by Christensen and Dodds (2007).  
 
Figure 3.7 shows the E|| (black lines) and E┴ (red lines) components for the 
electric fields at the seafloor for a layer of varying thickness only (solid lines) and a 
constant transverse resistance of 3750 Ωm
2 (dashed lines) at four frequencies. For 
models with a constant resistivity, the E|| component response increases with 
increasing thickness for all frequencies. The amount by which the amplitudes of the 
electric field vary is shown to increase with increasing frequency. The E┴ response 
varies considerably with frequency. At low frequencies, the E┴ component is sensitive 
to the presence of the resistive layer. As the frequency increases, the sensitivity to the Chapter 3   Electromagnetic Theory     70
 
 
layer is reduced. The E┴ component at 1.0 Hz (figure 3.7C), for thicknesses of 50m or 
less, shows almost no sensitivity to the presence of the resistive layer. For layers 50m 
or thicker, the E┴ component demonstrates an increase in the electric field with an 
increasing thickness, but at a much slower rate than the E|| component. Also note that 
the magnitude of the electric fields significantly decreases for the increasing 
frequency. Therefore, the E|| component shows considerable sensitivity to the changes 
in thickness of the thin resistive layer, whereas the E┴ component does not. 
 
The transverse resistance models were derived from a model with layer 
parameters of 75 Ωm resistivity and 50 m thickness. At 0.1 Hz, the electric fields for 
both components show almost no change with thickness of the layer. However, as the 
frequency is increased, the E|| component increases with a decrease in thickness of the 
layer, whereas the E┴ shows the opposite. For the E|| component, this indicates a 
Figure 3.7: E|| (black lines) and E┴ (red lines) electric fields at the seafloor at an offset of 4 km for a 
frequency of (A) 0.1 Hz, (B) 0.5 Hz and (C) 1.0 Hz The solid lines show the electric fields for a 75 
Ωm layer of varying thickness, buried at 1 km below the seafloor. The dashed lines show the electric 
fields for a layer with a constant resistivity thickness product (transverse resistance) of 3750 Ωm
2.  Chapter 3   Electromagnetic Theory     71
 
 
larger dependency on resistivity of the layer over thickness. This can be explained by 
the galvanic current processes that contribute to the electric field strength in this 
geometry. Thus, the more resistive (and thinner) the horizontal layer becomes, the 
more of a boundary this becomes to the vertical movement of charge, causing a 
surface charge density to build up on the interface between the layers. This increase in 
charge density in the upper sediment layer produces an associated increase the electric 
fields at the seafloor (Unsworth, 1991).  This observation is in agreement with a 
number of workers (Eidesmo et al., 2002; Ellingsrud et al., 2002; MacGregor and 
Sinha, 2000), who have remarked that the sensitivity of the fields to the presence of a 
thin resistive layer is due to the contribution of the VE mode of the EM fields. 
 
3.5.5 The airwave 
 
The sea surface can have a large effect on the electric fields recorded at the 
seafloor due to the almost infinite resistivity of the atmosphere. Since the skin depth 
will be almost infinitely long, the attenuation of any electric fields propagating 
through the atmosphere is extremely small. At water depths encountered for typical 
marine CSEM surveys over mid-ocean ridge environments, which range in depth 
from 1000m to 4000m (e.g. Barker, 2004; Evans et al., 1994; MacGregor et al., 
1998; MacGregor et al., 2001), the diffusion path through the resistive subsurface to 
the seafloor receivers is much shorter than up through the water column to the 
atmosphere and back down to the receiver. The skin depth of seawater is short, and 
significantly attenuates the upward propagating electric fields, so that the signal from 
the subsurface dominates at most offsets. However, the wide range of water depths 
encountered in surveying for hydrocarbon reservoirs (see Chapter 2) may cause the 
sea surface to become a problem. Where the ocean depth is less than a few skin 
depths, the sea surface interface signal begins to dominate over the seabed 
propagation path. Constable & Cox (1996) noted, at the lowest frequencies, a much 
less range dependent mechanism takes over and is closely related to the sea surface, 
demonstrated by varying the water depth. 
 
Figure 3.8A shows the influence of the atmosphere on the electric fields at the 
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represent the electric fields of a double halfspace model with varying resistivities of 1 
Ωm to 1000 Ωm of the lower halfspace. The dashed black lines represent the 
approximation of the electric field at the seafloor due to the atmosphere for different 
water depths. Following Constable and Weiss (2006), the approximation of the 
airwave can be derived from Bannister (1984), who gave an expression for the radial 
electric field from an HED source: 
 
()














where p is the dipole moment, φ is the angle from the x-axis, σ is the conductivity and 
ε is the permittivity of seawater, ω is the angular frequency, r is the offset, z is the 
depth,  h is the depth of the dipole and γ is the propagation constant, 
() ωε σ ω μ γ i i + = 0 . Taking into account the typical frequencies used in CSEM 
surveying (w=0.01-10 Hz), the electrical properties of earth materials (σ >> iωε), a 
unit dipole (p=1) and a strictly inline configuration (φ=0
o), [3.15] reduces to: 
 
Figure 3.8: Diagrams showing the influence of the airwave for a halfspace with different resistivities 
for the radial electric field at 1.0 Hz. (A) Coloured lines show the electric field for a halfspace with 
different resistivities and an infinite water depth. The dashed black lines show the electric field of the 
airwave for different water depths. (B) Halfspace models as in (A) with a finite water depth of 2 km. 












≈   [3.16]
 
where  ωσ μ γ 0 i CSEM = . The only attenuation that occurs of the airwave signal is 
along the diffusion path vertically through the seawater column as the propagation 
method of the electric fields through the atmosphere is radiative rather than diffusive 
(Bruxelle, 1994). Therefore, the attenuation term,
( ) h z CSEM e
+ −γ , may be substituted by 
δ h e















≈   [3.17]
 
where δsw is the skin depth, as defined in [3.10], for seawater. 
 
  From figure 3.8A, a number of properties about the airwave can be deduced. 
Firstly, that it is inherently depth dependent, since the strength of the signal reaching 
the receivers at the seafloor is governed by the distance of the diffusive path through 
the seawater column. Thus, the shallower the water column, the shorter the offset at 
which the airwave will occur. Secondly, the airwave is dependent upon on the 
subsurface structure, and thus in this simple case, the more resistive this is, the longer 
the offset at which the airwave will dominate. From figure 3.8B and C, it shows the 
electric fields are attenuated with the same gradient as the airwave approximation at 
the point of intersection with the halfspace model. However, even though the electric 
fields at the seafloor are dominated by the airwave, the curves for different halfspace 
resistivities are not identical. This suggests that information may still be gained from 
the electric fields, even when the airwave signal dominates the electric field at the 
seafloor, which contradicts the classical view of the airwave, described in part in the 
previous discussion. Work by Bruxelle  (1994) and more recently by Andreis and 
MacGregor (submitted) have shown the airwave to behave like a laterally propagating 
plane wave along the interface between the sea and the atmosphere which dominates 
in the far field region. The airwave is not simply due to the contribution of the 
interface wave at air/sea boundary, but a series of each successive interface waves in 
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to the sea surface, but also the seafloor, and any other interfaces in the subsurface, 
such as a thin resistive target layer. Thus, the airwave signal does contain information 
regarding the subsurface structure which may be used in inversion (MacGregor et al., 
2006) 
 
  The airwave is also dependent on the frequency of the EM signal. Figure 3.9 
shows the same models as figure 3.8A, for a transmission frequency of 0.1 Hz. The 
attenuation of the electric fields at this lower frequency over the seawater propagation 
path has been reduced. This is shown by increased amplitudes of the airwave signal 
compared to the signals at 1.0Hz. However, the attenuation of the electric fields 
through the subsurface has also been significantly reduced. Comparison of figure 
3.8A and figure 3.9 shows, for the case of a 1 Ωm halfspace, the offset at which the 
airwave signal dominates for a frequency of 0.1 Hz is much further than that of the 
1.0 Hz signal; 7 km compared to 4 km respectively. 
  
Figure 3.9: Diagram showing the influence of the airwave for a halfspace with different resistivities 
for the radial electric field at 0.1 Hz. The coloured lines show the electric field for a halfspace with 
different resistivities with an infinite water depth. The dashed black lines show the electric field of the 
airwave for different water depths, calculated from the approximation [3.16]. Chapter 3   Electromagnetic Theory     75
 
 
3.6 EM fields in the presence of a 3-dimensional thin resistive layer 
buried in a conductive background. 
 
  A number of forward 3-dimensional modelling algorithms have been produced 
in the past 10 years that successfully model an HED source in the water layer and 
receivers at the seafloor (Alumbaugh and Morrison, 1995; Alumbaugh et al., 1996; 
Aruliah et al., 2001; Edwards, 2005; Farquharson and Oldenburg, 2002; Flosadottir 
et al., 2001; Haber, 2000; Haber and Ascher, 2001; Haber et al., 2000; Mackie et al., 
1993; Mackie et al., 1994; Madden and Mackie, 1989; Newman and Alumbaugh, 
1995; 2002; Oldenburg et al., 2005; Weiss and Constable, 2006; Weiss and Newman, 
2002; 2003). Some of the data in this thesis will be based on the solutions to the 
differential forms of Maxwell’s equations as in [3.1a-d]. The reason for choosing such 
codes over integral equation methods was due to the relative flexibility of finite 
difference meshes which allows for more complicated structures (Alumbaugh et al., 
1996; Newman and Alumbaugh, 1995). Integral equation solution methods offer 
efficient ways of computing the response of simple 3-dimensional bodies residing in a 
layered Earth (Zhdanov et al., 2000a; Zhdanov and Fang, 1997). These approaches 
were used to generate synthetic data for simple 3D structures, but they rapidly become 
numerically cumbersome for more complicated structures (Xiong, 1992). Moreover, 
differential solutions using standard boundary conditions can be reduced to form a 
linear system of partial differential equations (PDE’s). Discretization of this linear 
system using a staggered finite volume grid, first proposed by Yee (1966),  forms a 
sparse matrix and after preconditioning, may be solved by various types of iterative 
algorithms.  
 
The following section will outline the theory of these algorithms, paying 
particular attention to the method by Aruliah et al. (2001), Haber et al. (2000) and 
Haber and Ascher (2001). Example models will be discussed with comparisons to the 
1D semi-analytical solutions for verification (Chave and Cox, 1982). 
 
3.6.1 Theory 
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 As  with  Chave & Cox (1982) the method aims to find the solutions to [3.1e-h], 
Maxwell’s governing equations, for a given conductivity distribution within a 
discretized, 3-dimensional model domain, Ω. The general method used in the 
literature reduces Maxwell’s equations to obtain the vector Helmholtz equation:  
 
J i E i E 0 0 ωμ σω μ − = + × ∇ × ∇   [3.18]
 
It has been shown by a number of workers (e.g. Alumbaugh et al., 1996; Newman, 
1995; Newman and Alumbaugh, 1995; Weiss and Newman, 2002), that using a 
staggered-grid finite-difference approach to solving the full field equation is liable to 
give large numerical errors around the source if the discretization is too coarse. 
Therefore, fine meshing around the source is required to alleviate this problem. This 
has major implications on the size of models that can be calculated. Another scheme 
is to solve for the secondary fields, whereby the solution produced is for the 
secondary fields due to the anomalous conductivity structure. The secondary fields are 
defined as  P T S E E E − = , where ES is the secondary electric field, ET is the total 
electric field and EP is primary electric field due to some background conductivity 
model (Newman and Alumbaugh, 1995). The primary fields can be easily modelled by 
a semi-analytical solution for a source embedded in a primary conductivity or a 
layered halfspace solution. If the source is placed away from the region of anomalous 
conductivity, this has the added advantage that fine meshing is not required around 
the source as the secondary fields vary much more slowly with the equivalent source. 
The source may be defined as (after Newman and Alumbaugh, 1995):  
 
( ) P P S E J σ σ − =   [3.19]
 
where  σP and EP are the background conductivity and electric field for either a 
uniform whole space or layered-halfspace. Substituting this into [3.18] gives the 
secondary field vector Helmholtz equation: 
 
S S S J i E i E 0 0 ωμ σω μ − = + × ∇ × ∇   [3.20]
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where JS is the secondary source, defined by [3.19]. [3.20] may then be discretized, 
where the most common formulation is the staggered grid finite-difference approach 
of Yee (1966). Figure 3.10 is a schematic diagram of the Yee discretization where one 
field quantity, in this case the E-field, is calculated at the centre of each cell face, 
while the H-field, is calculated at the centre of each edge of each cell face. The 
discretization requires the conductivity to be known at each cell edge, where the field 
quantities are calculated. Wang & Hohmann (1993) showed that an average 
conductivity can be evaluated by tracing out the line integral of the magnetic field 
centred on the midpoint of the cell edge. The resulting conductivity is a weighted sum 
of the conductivities of the four adjoining cells where the weighting is based on the 
area of each cell that is bounded by the line integral (Newman and Alumbaugh, 1995). 
Figure 3.10: Diagram of the staggered grid finite-difference discretization of Yee (1966). The field 
quantities, E and H, are calculated at the either the centre of the edge of each cell (H-field in this case) 
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This is a simple application of Ampere’s Law. The full set of finite-difference 
approximations to [3.20] can be found in Appendix A of Newman & Alumbaugh 
(1995) and with a variable magnetic permeability, in Alumbaugh et al. (1996). Weiss 
& Newman (2002) introduced a variable tensor conductivity, represented as a full 3x3 
tensor whose elements can vary arbitrarily with position and throughout the 
formation. This allows for the simulation of anisotropic conductivity. 
 
One of the major problems that are encountered whilst trying to solve 
Maxwell’s equations for marine CSEM applications is that highly varying parameters 
in the model domain may cause problems with convergence. Highly varying 
conductivity, which is common in some Earth models (especially when surveying for 
hydrocarbons), causes the normal component of the electric field to become 
discontinuous across interfaces between distinct materials. To overcome this, Haber 
et al.  (2000) implemented a change of variables in the form of a Helmholtz 
decomposition using a potential formulation with a Coulomb gauge to obtain a system 
of equations that is weakly coupled. This decomposition takes the form of: 
 
φ ∇ + = A E  [3.21a] 
0 = ⋅ ∇ A   [3.21b] 
 
where A is the vector potential field and φ is scalar potential field. It can be shown 
that any two vector potentials differing by the gradient of a scalar field still give the 
same field. Hence, for the case of the vector field F, if A satisfies  A F × ∇ = , then so 
does  φ ∇ + A  since  0 ) ( = × ∇ ⋅ ∇ A . The vector potential is shown to be divergence 
free [3.21b] and is known as the Coulomb gauge condition (Everett and Schultz, 
1996). The physical representation of A and φ has been described by many workers 
(Feynman et al., 1964; Iencinella and Matteucci, 2004) and was considered a 
measurable field quantity by Maxwell (Bork, 1967). Since either charges or time-
varying magnetic fluxes induce electric fields, an electric field caused by charges is 
the gradient of a scalar function and is curl free. Therefore  φ ∇  represents the electric 
field due to charge accumulation. Hence, A must be the electric field induced by time 
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magnetic fields [3.1h]. This is important as it simplifies the system of partial 
differential equations (PDEs) that are to be solved. 
 
  The behaviour of the vector fields across an interface is vitally important to the 
stability of the solution obtained for the system of PDEs. The following expressions 
show the behaviour of E-field and the H-field across an interface (Duffin, 2001): 
 
J┴: Continuous  E┴: 
Discontinuous 
( ) 0 2 2 1 1 = − ⋅ E E n σ σ ) )
  [3.22a]
E║: Continuous  ( ) 0 2 1 = − × E E n  [3.22b]
H┴: Discontinuous  ( ) 0 2 2 1 1 = − ⋅ H H n μ μ   [3.22c]
H║: Continuous  ( ) 0 2 1 = − × H H n   [3.22d]
 
where σ )
 is complex conductivity and is defined as  ωε σ σ i − = )
, n is a unit vector 
normal to the interface and the subscript, 1 and 2 denote the sides of the interface. The 
tangential components of the electric field [3.22b] and the magnetic field [3.22d] are 
continuous. However, the normal components of both the electric [3.22b] and 
magnetic [3.22d] fields are discontinuous across an interface with a large jump in 
conductivity or magnetic permeability, respectively. In this thesis, the magnetic 
permeability is assumed to take the freespace value while the conductivity may vary 
by several orders of magnitude. A detailed discussion of modelling with a variable 
magnetic permeability using this method can be found in Haber & Ascher (2001) or 
Alumbaugh et al. (1996). [3.22a] also implies that the normal component of the 
current density (J) is continuous across a boundary since charge must be conserved.  
 
The behaviour of the vector (A) and scalar potential (φ) fields at an interface 
and the conditions they must satisfy are given by (Haber et al., 2000): 
 
( ) 0 2 1 = − ⋅ A A n  [3.23a]
( ) 0 2 1 = − × A A n   [3.23b]
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() ( ) () 0 2 2 2 1 1 1 = ∇ + − ∇ + ⋅ φ σ φ σ A A n ) )
  [3.23d]
 
where  ρs is a surface charge density. [3.23a] and [3.23b] imply that the vector 
potential field is continuous in both the normal and tangential components and hence 
will not be double valued at any point in the model mesh. Again it is shown from 
[3.23d] that the component of the current density that is normal to the boundary is 
continuous, and the E-field is discontinuous by a factor of σ2/σ1. Furthermore, [3.23c] 
shows that  φ ∇  is discontinuous due to the surface charge density on the interface. 
Substituting [3.21a] into [3.18] for a constant μ yields: 
 
( ) S J i A i A 0 0 ωμ φ ω σ μ = ∇ + − × ∇ × ∇ )
  [3.24]
 
Using the identity  a a a
2 ∇ − ⋅ ∇ ∇ ≡ × ∇ × ∇  and substituting in [3.21b] gives the 
equivalent of the vector Helmholtz equation for the vector potential which may be 
solved with the similar numerical approaches used to solve [3.18-20]: 
 
( ) S J i A i A 0 0
2 ωμ φ ω σ μ − = ∇ + + ∇ )
  [3.25]
 
3.6.2 Comparison of 1-dimensional semi-analytical and 3-dimensional forward 
modelling results for a simple hydrocarbon structure 
 
  In order to quantify the accuracy of the forward 3D modelling code of Haber 
et al. (2000) and test the stability of certain types of meshes, data were compared to 
the semi-analytical code of Chave & Cox (1982). Figure 3.11 shows a diagram of a 
1D hydrocarbon model used to calculate the electric field components for comparison 
between the codes. The model consists of a 1.5 km thick water layer at a resistivity of 
0.3 Ωm, an air layer of 5km thickness and a resistivity of 1.0E08 Ωm, a sediment 
overburden of 1.0 Ωm and a 100m thick, 50 Ωm layer underlain by a 1 Ωm halfspace.  
 
The mesh used to generate 3D data is shown in figure 3.12. Using the 
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2001; Haber, 2001; Weiss and Constable, 2006), and from running a number of 
model comparisons, it was found that the following sets of parameters yielded 
acceptable results: 
 
•  The mesh increment size must be no greater than a factor of 1.5, where a 
factor between 1.2 and 1.5 yields the most accurate results. This is smaller 
than specified for other codes, for example Flosadottir and MacGregor (2001) 
who suggest a factor of no greater 2.0.  
•  The suggested limit of a cell aspect ratio should be no greater than 50:1. In 
figure 3.12A, the smallest cell size in the XY plane is 25m around the source, 
and the largest is 300m at the edge of the domain. The largest cell size in the 
region of interest is 200m, giving a maximum aspect ratio of 8:1.  
•  The number of cells per skin depth should not be less than 3. As the bulk of 
the model consists of material of resistivity of 1 Ωm or greater, a cell size of 
200m within the region of interest satisfies these constraints. 
Figure 3.11: Resistivity structure of 1D hydrocarbon model used to generate the synthetic electric 




The measure of comparison is given by the percentage difference, as defined 
























1  is the electric field component calculated by the 1D forward solution, 
D
N E
3 is the electric field component calculated by the 3D forward solution and N 
corresponds to either the X or Y component of the field. As the 1D and 3D solutions 
are decomposed into radial and Cartesian components (respectively), a coordinate 
transform of the 1D solution to Cartesian components was undertaken for direct 
comparison. The coordinate transform is defined as: 
 
( ) ( )




















Figure 3.12: Finite Difference mesh for 3D forward algorithm EH3D used to generate all synthetic 
data. (A) The mesh in the XY plane. (B) The mesh in the YZ plane. Note: the areas of fine meshing 
around the source position, located at the centre of the mesh, and in regions of the major boundaries. 





 is the complex electric field and the transform is performed for both the real 
and imaginary parts separately. 
 
Figure 3.13: Top Panels: The magnitude of the electric field at the seafloor for the (A) source 
perpendicular field (Ex) and (B) source parallel field (Ey) generated by EH3D. The source is a 0.5 Hz 
HED at the origin, orientated parallel to the Y-axis. The fields were generated using the mesh 
parameterization shown in figure 3.12 and the model shown in 3.11, a 1D hydrocarbon model. Bottom 
Panels: The percentage difference between the 1D analytical solution (Chave and Cox, 1982) and the 
3D solution generated by EH3D for the (C) Ex component and the (D) Ey component. Chapter 3   Electromagnetic Theory     84
 
 
A comparison of the electric fields generated by the 3D forward algorithm 
with the 1D semi analytical solution is shown in figure 3.13. The electric fields are 
shown over the region of interest, indicating a generally good agreement with the 1D 
solution, apart from at the edges. This is due to the Dirichlet boundary conditions 
required to solve the 3D solution, which specifies the electric field must be zero at the 
edge of the model domain. Any energy contained in the simulated electric fields is 
reflected back into the model domain, generating errors when compared to a 1D 
solution. 
 
  Figure 3.14 shows the Ey component in the planes perpendicular and parallel 
to the source. The air/sea interface (Z = 0 km, dotted white line) has a large impact in 
both planes. The contour spacing of the electric fields rapidly increases over this 
boundary due to the almost infinite resistivity of air, causing the radiative transport of 
energy. The horizontal fields are strongly coupled across this boundary and as a 
consequence are highly sensitive to the atmosphere. A similar effect occurs at the 
sea/sediment interface (Z = -1.5 km, dashed white line), where the increase in 
resistivity across the boundary causes a reduction in attenuation of the electric fields 
in the sediment below this interface. The resistive layer, buried at a depth of 1.5 km 
Figure 3.14: Depth sections of the magnitude of Ey for a Y-directed source located at the origin in the 
(A) plane perpendicular to the source and (B) parallel to the source, positioned at the origin. The white 
lines indicate the positions of the resistivity structure of the 1D model, where the dotted line 
represents the sea/air interface, the dashed line represents the sea/sediment interface and the box 
represents the thin resistive layer.Chapter 3   Electromagnetic Theory     85
 
 
below the seafloor (Z = -3.0 km), causes a distortion in the electric fields which 
increases the magnitude of the fields in the surrounding medium. The effect of the 
thin layer is particularly emphasised in the plane parallel to the source (figure 3.14B), 
where the contour lines have been visibly stretched. This is because the electric fields 
in this plane are dominated by galvanic current processes (VE mode) with the 
movement of current vertically. In contrast to this, the electric fields in the plane 
perpendicular to the source show the thin resistive layer has little impact on the field 
lines at the seafloor. This is because the electric fields in this plane are dominated by 
entirely horizontal electric fields (VM mode), which are parallel to the plane of the 
resistivity change. Thus they are not sensitive to the presence of the thin resistive 
layer.  
 
The galvanic nature of the electric fields due to an HED source is highlighted 
by figure 3.15, which shows the vertical component of the electric field for both 
planes. The vertical component illustrates the discontinuous nature of the electric field 
across resistive boundaries. This is a simple case of Ohm’s law and the continuity of 
Figure 3.15: Magnitude of the vertical component of the electric field, Ez, for a Y-directed source for 
the same model shown in figure 11 for the plane parallel to the source. The plane is located 100 m 
from the origin in both cases. In the plane normal to the source dipole, the vertical electric fields are 0. Chapter 3   Electromagnetic Theory     86
 
 
normal current density across a resistive boundary:  
 
N N N J J J 2 1 = =   [3.28] 
 
where J
N is normal current density and the subscript denotes the position above or 
below the boundary. Given [3.28] and Ohm’s Law (
N N E J σ = ), if the resistivity 
across the boundary changes, the electric field must also change to satisfy [3.28]. In 
fact,  Ward and Hohhman (1988) have shown by combining [3.28] with Gauss’ 
theorem, the continuity condition leads to a build up of surface charge at the 



















s J   [3.29] 
 
where ρs is the surface charge density. The galvanic effect resulting from this charge 
build up produces a detectable change in the electric fields at the seafloor (Um and 
Alumbaugh, 2007).  Constable and Weiss (2006) have also shown that the vertical 
electric fields at the seafloor are sensitive to the lateral extent of a resistive body 
buried in a conductive background. Furthermore, since the airwave is a laterally 
propagating interface wave along the horizontal air/sea interface, the vertical electric 
fields are not affected by this phenomenon.  
 
From this discussion, the importance of the source and receiver orientation has 
been shown to be paramount in generating a recordable response to the resistive target 
in the subsurface. The primary mechanism for detecting the presence of resistive 
changes in the subsurface for the case of purely horizontal boundaries is the 
generation of vertical (galvanic) current flow, perpendicular to the resistivity changes. 
This has been shown to occur most strongly in the inline configuration, and least 
strongly in the broadside configuration. 
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3.6.4 Diffusion of the Electric fields through a 3D finite resistive block 
 
  The response of the electric fields for two 3D models was investigated using a 
3 by 2 km and a 6 by 5 km rectangular thin resistive layer. The source is placed at the 
Figure 3.16: Magnitude of the polarisation ellipse semi major axis (PEmax) of the electric field, at the 
seafloor for a (A) 2km square model and a (B) 5km square model.(C) and (D) show the normalised 
amplitude of the same 3D models show in (A) and (B) with regards to a 1D, 1 Ωm halfspace. The 
white box shows the position of the thin resistive layer buried 1.5 km beneath the seafloor. Chapter 3   Electromagnetic Theory     88
 
 
centre of the model volume for both models. The position of the source in relation to 
the target layer is shown by the dashed white line in figure 3.16. In both cases, the 
source is placed in the centre of the target in relation to its extent in the X-direction, 
and 1 km from the southern edge in the Y-direction. The layer is buried 1.5 km below 
the seafloor with a thickness of 100 m and resistivity of 50 Ωm. The Y-directed dipole 
source used a transmission frequency of 0.1 Hz and a receiver spacing of 200 m. The 
same mesh was used as in section 3.6.3. 
 
   The PEmax of the electric fields at the seafloor for both models are shown in 
figure 3.16. The effect of the 2 km resistive rectangle on the fields at the seafloor can 
be seen to be minimal, as the contour lines are symmetrical about the source position 
(figure 3.16A). This is further illustrated by the normalised amplitude (figure 3.16C), 
which shows a magnitude of approximately 1 over the survey region. This shows the 
2km rectangle is not large enough to generate a significant anomaly in the electric 
fields at the seafloor for it to be detected at this frequency and source position. This is 
because in the region directly below the source, insufficient vertical currents are 
present to generate an anomalous electric field at the seafloor (Um and Alumbaugh, 
2007). In contrast, the electric field contours for the 5 km rectangle are not 
symmetrical about the source. The larger size of the resistive body has produced a 
greater spacing in the electric field contours, indicating a reduction in attenuation. The 
increased normalised amplitudes towards the edge of the reservoir indicate the 
presence of the resistive body in the subsurface. In this case, the finite extent of the 
reservoir exists far enough from the source for sufficient vertical currents to be 
generated in the region above the target body. Hence surface charge will build up on 
the upper interface of the target layer and generate a detectable response at the 
seafloor. Comparison of the normalised responses with that of the 1D normalised 
response (figure 3.6F & G) show the sensitivity pattern is truncated in regions off the 
resistive body, in the direction parallel to the X-axis. This is a consequence of the 
finite extent of the resistive body. However, in the direction parallel to the source 
direction (Y-axis), the electric fields fall off at a much slower rate. This generates the 
largest anomaly off the reservoir body. This demonstrates that whilst 1D modelling is 
a useful and insightful tool for studying the behaviour of the electric fields, care must 
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also been observed by Eidesmo et al. (2002) and studied in more detail by Um & 
Alumbaugh (2007). 
 
  The behaviour of the electric fields for the purely inline and broadside 
geometries are shown in figure 3.17 and compared with the 1D model study shown in 
section 3.5.3.  The inline response for the 2km target (figure 3.17A to C) structure are 
identical to the 1D halfspace model,  further demonstrating the electric fields in this 
configuration are not sensitive to the presence of the resistive layer. The target is not 
of sufficient horizontal extent to allow the electric fields to diffuse to its depth of 
burial. In contrast to this, the fields for the 5 km rectangle model (figure 3.17D) 
initially follow the 1D hydrocarbon response. Then an inflection occurs in the 3D 
fields which correlates with the edge of the reservoir, at 5km offset. After this, 
attenuation increases to that comparable with the 1D halfspace model. Therefore, the 
inflection of the electric fields may provide a delineation of resistive target body, 
which is in good agreement with a number of workers (Constable and Weiss, 2006; 
Eidesmo et al., 2002; Ellingsrud et al., 2002; Weiss and Constable, 2006). The 
behaviour of broadside fields is also shown using the same models but with an X-
directed dipole (figure 3.17B and E).  In both cases the response of the broadside 
fields is almost zero in the presence of the thin resistive layers. Furthermore, the 
Figure 3.17: Magnitude of the electric field at the seafloor for the 2km rectangle model for (A) inline, 
(B) broadside and (C) normalised amplitudes. Panels (D), (E) and (F) show the same components for 
the 5 km rectangle model. Chapter 3   Electromagnetic Theory     90
 
 
normalised response can be seen to be even less than when compared to the 1D 
normalized fields. 
 
The behaviour of the horizontal electric fields in the subsurface as a response 
to the models described above provide a useful insight into the mechanisms of current 
flow and helps better describe the responses recorded at the seafloor. The magnitude 
of the Ex component in the planes perpendicular and parallel to an X-directed source 
are in shown figure 3.18A and B (respectively), and the magnitude of the Ey 
component for a Y-directed dipole over the same structure in figure 3.18C and D. The 
Figure 3.18: Magnitude of the electric field for the 5 km rectangle model. The Ex component is 
shown in (A) the plane perpendicular to the source and (B) in the plane parallel to the source, for an 
X-directed. The Ey component is shown (C) in the plane perpendicular to the source and (D) in the 
plane parallel to the source, for a Y-directed source. The dashed white line gives the outline of the 
resistive body. Panel (B) and (D) show the inline and broadside electric field response to the major 
extent of the thin resistive layer. Chapter 3   Electromagnetic Theory     91
 
 
configuration of the X-directed dipole means the broadside geometry has the longest 
offsets over the target body (figure 3.18B) and for the Y-directed dipole, the inline 
geometry (figure 3.18D). In the broadside case, the VM mode dominates, and few 
field lines intersect the resistive structure. This is shown by only minor disruption of 
the horizontal electric fields around the layer. Inductive coupling of the fields above 
and below the layer in the conductive sediment is not sufficiently obstructive to 
generate a large response. What little disturbance is caused by the resistive body is 
generated by the minor contribution of galvanic current processes in this geometry. A 
similar response is seen when the source is placed directly over the centre of the target 
body (figure 3.18C), with respect to a broadside geometry.  
 
In contrast, using a Y-directed dipole with an inline geometry over the major 
extent of the resistive target produces a large disturbance at depth that is reflected in 
the fields at the seafloor. In this geometry, the VE mode dominates and a large 
number of the electric field lines intersect the resistive body. Therefore, the resistive 
layer acts as a barrier to the movement of charge in the vertical direction, shown by a 
localized increase of the electric fields on the horizontal interfaces of the layer 
indicating an increase in the surface charge density. This increase in current density 
produces an increase in magnitude of the electric fields at the seafloor, due to the 
increased current flow in the overlying sedimentary layer, an effect that is termed 
“current channelling”. In fact, it has been demonstrated by Unsworth  (1991) that 
current channelling is a feature of both resistive and conductive bodies, as both 
disrupt the current flow patterns generated by an HED source, although the latter is 
smaller in magnitude. 
 
  The presence of a thick layer has in 1D has been shown to cause an increased 
response in the broadside geometry fields, in comparison to a thin layer. In figure 
3.19, the thickness of the 6 x 5 km resistive layer was increased from 100 m to 2 km. 
The inline configuration (figure 3.19B), demonstrates a similar but more severe 
response than to the thin layer case, as the fields are sensitive to the presence of any 
resistive barrier. However, comparing the broadside case, it can be seen the thick 
resistive layer causes a more significant disturbance in the electric fields at the 
seafloor. This is primarily due to the influence of the attenuative effects. As the Chapter 3   Electromagnetic Theory     92
 
 
vertical extent of the resistive body increases, this results in an increase in the 
magnitude of the fields. MacGregor (1997) has shown this response is not only a 
factor of the skin depth relationship, but with the presence of large conductivity 
contrasts, a decrease in conductivity may cause an associated increase in magnitude of 
the broadside component due to some current channelling. 
 
It has been shown that a response in the electric fields can be recorded for 
finite resistive bodies buried in a conductive background when both the source and 
Figure 3.19: Magnitude of the electric field for a 5km rectangle with a thickness of 2.1 km. Panels 
(A) and (B) show the Ey component of the electric fields in the plane perpendicular and parallel to the 
Y-directed source (respectively). Panels (C) and (D) show the Ex component of the electric fields in 
the plane parallel and perpendicular (respectively) to the X-directed source. Panel (B) shows the 
inline field response to the thick resistive layer and panel (D) shows the broadside fields to the major 
extent of the thick resistive layer. Chapter 3   Electromagnetic Theory     93
 
 
receiver are placed over the resistive body. However, if both source and receiver are 
off the resistive target, it can be shown the electric field response is significantly 
reduced over the target itself. Figure 3.20 shows the normalised electric fields at the 
seafloor of a Y-directed dipole. As the source becomes progressively further from the 
edge of the resistive body, the normalised amplitudes can be seen to significantly 
reduce compared to the electric fields when the source is placed over the resistive 
body. Comparison of this to the reduction in the electric fields in the X direction off 
the reservoir at the point of greatest normalized amplitude, shows the lateral response 
is more sensitive to the edge of the body than the response in the direction of the 
source dipole. This is because in the inline geometry there is a large component of 
vertical current, even at distances up to 7 to 10 km. Hence, even when the source is 
located a distance from the reservoir itself, the vertical movement perpendicular to the 
resistive body causes an increase in charge density at the resistive layer / sediment 
interface. This therefore, increases the electric fields over the reservoir. This effect 
Figure 3.20: Normalised amplitude of 5km resistive body buried 1.5 km below the seafloor. The red 
dot indicates the position of the source, which is progressively further from the resistive body at 
distances of (A) 0.5 km, (B) 1.0 km, (C) 2.0 km, (D) 3.0 km and (E) 4.0 km from the southern edge of 
the reservoir. Chapter 3   Electromagnetic Theory     94
 
 
reduces as the source moves away from the reservoir, simply due attenuation of the 




•  The electric fields generated by an HED source are 3D in nature and thus the 
response to the subsurface structure is highly dependent on the geometry 
between the source and receiver. 
•  In 1D, the E|| component is dominated by the VE mode where galvanic current 
processes, characterised by vertical current loops, are sensitive to the presence 
of any resistive changes in the seafloor. The E┴ component is dominated by 
the VM mode, where horizontal current sheets are inductively coupled 
throughout the subsurface and thus are only sensitive to large scale changes in 
resistive structure. The response at intermediate geometries is combination of 
these two current mechanisms. 
•  The difference in responses for the E|| and E┴ components allows for the 
distinguishing of different subsurface models. 
•  In 3D, the electric fields over a finite resistive body are comparable to those 
generated by a 1D resistive body. At the edge of the body, the electric fields 
follow the attenuative nature of the comparative 1D background model. This 
allows for the delineation of a finite resistive structure. However, the finite 
nature of a 3D body causes an overall reduction in the response compared to 
the 1D case. 
•  If the source is placed off a resistive body, the normalised electric fields over 
the resistive structure will be reduced compared to when the source is placed 
over the resistive body. This reduction in normalised amplitudes decreases as 
the distance of the source from the reservoir edge increases. This allows for 
the delineation of a resistive target by receiver or source position. A similar 
effect occurs for when the receiver is placed over the resistive body and the 
source off the edge. 
•  The lateral response of the electric field to the edge of a resistive body is more 
sensitive than the response in the direction of the source alignment.  
 
Chapter 4 - T-X and F-K Imaging 
 





  One possible approach to the EM imaging problem for CSEM data is the use 
of seismic processing techniques to image and remove certain artefacts. With respect 
to marine CSEM data, a major undesirable feature that occurs in shallow water is the 
airwave. As discussed in chapter 3, this is the signal from the electric fields that are 
sensitive to the air/sea interface. Until recently, it was thought this signal contained 
minimal information regarding the subsurface, however recent work (Andreis and 
MacGregor, submitted) has shown that the airwave’s behaviour is partly governed by 
the subsurface resistivity structure. This allows for development of inversion 
algorithms specifically for shallow water data to gain information on the subsurface 
structure. However, the removal of the airwave by processing techniques used in 
seismic reflection surveying may provide a computationally fast and simple solution 
to this problem. 
 
A possible way of achieving this goal is the use of the time offset (T-X) domain to 
display CSEM data, and to transform these data into the frequency wavenumber (F-K) 
domain using the 2D Discrete Fourier Transform (2DFT). Once in the F-K domain, 
data and noise are then separated according to wavenumber, and filters may be 
defined to mute certain parts of the F-K domain to remove unwanted components. F-
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interface waves, or the removal of multiples (e.g. Robinson and Durani, 1986; Sheriff 
and Geldart, 1995; Yilmaz, 2001).  
 
For this work, a number of aims were set: 
 
•  To produce T-X plots of synthetic 1D CSEM data. 
•  To transform 1D synthetic CSEM T-X plots into the F-K domain. 
•  To identify features of T-X plots and F-K plots and relate them to the input 
model parameters. 
•  To use F-K filtering to remove the ‘airwave’. 
 
4.2 Background 
4.2.1 T-X Domain and 2D Signals 
 
The T-X domain is a representation of a 2D signal (Robinson & Durani, 
1986). The most common use of the T-X domain in geophysics is in seismic reflection 
surveying to display time vs offset data. Each offset corresponds to a recorded trace 
from a single or group of receivers (figure 4.1B). In CSEM surveying, the receiver 
remains stationary while the transmitter is towed across the survey area along 
predefined tracks and surveys are generally designed so the source flies directly over 
all receivers at least once. Each receiver records the total electric field over time at the 
seafloor, providing a continuous record of data over the survey period (typically up to 
10 days). As the transmitter is always moving in relation to the receiver, offset data 
may be obtained from each receiver, to produce a T-X plot. This is achieved by 
splitting the continuous record of the electric field at the receiver into a number of 
segments of predefined length. Each segment can then be plotted at an offset 
corresponding to the distance between source and receiver at the mean time of each 
segment (figure 4.1A). This process of splitting the continuous electric field record is 
a standard processing technique, whereby amplitude and phase measurements of the 
electric field are produced by a least squares fit of sinusoids at frequencies of the 
source signal, to each data segment (Barker, 2004; MacGregor, 1997). Ellingsrud et 
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and phase data. One of the important advantages of using a least squares fit to 
sinusoids is the suppression of some noise content within each segment, as estimates 
of error on the measurements are included in the fitting process. Using the electric 
fields directly from the recorded time series (as outlined above) may not be desirable 
due to the influence of noise. One possible way of overcoming this may be to use the 
amplitude and phase values that have been produced from the least squares fit of each 
segment, and apply the same method described here. 
 
Figure 4.1: A) Schematic diagram to show how real CSEM survey data can be cut into segments of 
equal lengths in time and plotted as a function of source receiver offset of the central sample time. B) 
T – X plot - the common display format used in seismic reflection to view raw data where each trace 
corresponds to a single receiver recording of the acoustic signal over a specified period of time. Chapter 4  T-X and F-K Imaging     98
 
 
In this chapter synthetic inline phase and amplitude data were generated from 
the 1D forward semi-analytical solution of Chave and Cox (1982) and used to produce 
traces at each receiver position. This allowed the construction of a T-X plot for each 
of the resistivity models. In seismic reflection surveying, these plots are referred to as 
‘seismograms’. The electromagnetic equivalent, the construction of which will be 
detailed in section 4.3, will be termed ‘electrograms’. 
 
4.2.2 2D Discrete Fourier Transform 
 
In order to observe the CSEM data in the frequency wavenumber domain, the 
data were transformed using the standard approach of a 2-dimensional Fourier 
transform. This enables the representation of a periodic function of a finite length as 
the integral of a series of cosines and sines (Lynn, 1973). The 2D Discrete Fourier 
Transform (DFT) allows discrete data from the T-X domain to be transformed into the 












































where f is the frequency and refers to cycles per second (f=1/T) which have units of 
Hertz. The ‘spatial frequency’, k, is the frequency in the x direction and refers to 
cycles per kilometre. 
 
The maximum resolvable frequency in either component is given by the 
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where Δt is the sample spacing in time, i.e. the sampling rate of the time series, and Δx 
is the sample spacing in distance x, i.e. the distance between adjacent data traces. 
Aliasing in the temporal frequency, fNYQ, can be avoided by choosing an appropriate 
sampling rate based on the Nyquist frequency, and applying a low pass filter to 
remove frequencies above the Nyquist frequency. The spatial frequency, kNYQ, is more 
difficult to correct for aliasing. The features of the wavenumber domain are 
characteristic of the subsurface properties and are unknown. Aliasing occurs when the 
apparent wavelength of the signal is smaller than twice the distance between adjacent 
data traces (Yilmaz, 2001). In other words, a shift in the signal between two adjacent 
traces by half a cycle or more will cause spatial aliasing.  
 
Figure 4.2: Phase difference of the electric field between adjacent receivers (traces) at increasing 
spacings for a halfspace model with a resistivity of (A) 0.3 Ωm and (B) 1.0 Ωm. If the phase 
difference between adjacent receivers exceeds half a cycle (or 1 radian in this case) the signal 
may become spatially aliased. This limit is shown by the dotted red line and the point at which 
each phase difference crosses this line is the receiver spacing at which this signal becomes 
aliased. Chapter 4  T-X and F-K Imaging     100
 
 
An estimation of the maximum trace spacing, Δx, required for the EM case to 
avoid spatial aliasing for a simple halfspace model can be made from figure 4.2. This 
figure shows the phase difference between adjacent receivers with ever increasing 
spacing using a 1D halfspace model with resistivities of 0.3 Ωm (figure 4.2A) and 1.0 
Ωm (figure 4.2B) for multiple frequencies. These resistivities were chosen because 
0.3 Ωm represents the lower end of resistivity scale for earth materials (as discussed 
in the Chapter 3) and 1.0 Ωm is a good estimate for a sediment halfspace in the 
marine environment. The spatial aliasing limit, as defined earlier, is shown by the 
dashed red line, and corresponds to 1 radian of phase (half the wavelength). An 
estimate of the maximum allowed trace spacing can be found when the phase 
difference between adjacent receivers is greater than the aliasing limit of 1 radian. In 
figure 4.2, this is represented by the intersection of the phase difference line for a 
given frequency, with the aliasing limit. As expected, both the resistivity and the 
frequency have an effect on the phase velocity and hence the associated minimum 
receiver spacing. In general, the lower resistivity halfspace of 0.3 Ωm shows a more 
rapid change in phase (due to the skin depth dependence) and therefore requires 
smaller trace spacings. In this case, a receiver spacing of less than ~ 1 km for the 1 Hz 
signal and ~0.3 km for the 9 Hz signal is required. As the active source signal 
contains multiple frequency components, the receiver spacing must be chosen for the 
highest frequency. For a 1 Ωm halfspace resistivity, the rate of change of the phase is 
decreased (again due to the skin depth dependency of the electric field phase) and thus 
the required minimum trace spacing increases to ~ 2 and ~ 0.7 km for the 1 Hz and 9 
Hz signals respectively. 
  
It is clear that from these estimates the spatial aliasing may only become a 
problem in regions of low resistivity when using high frequencies, as the required 
trace separations are of the order of a few hundred metres. It has already been 
discussed that in CSEM surveying for hydrocarbons, segment lengths of 64 seconds 
produce reliable amplitude and phase data. Typical tow speeds of the DASI vehicle 
range from 2 to 3 knots. Hence, assuming a segment length of 64 seconds, each 
segment represents a spacing between adjacent data points of 66 to 102 m. Therefore 
even when the subsurface has resistivities of approximately that of seawater (0.3 Ωm), 
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frequency is greater than a typical segment length. In practice, spatial aliasing is easily 
recognized in the F-K domain by wrapping of events from the positive wavenumber 
quadrant to the negative wavenumber quadrant. 
 
4.2.3 F-K Domain Properties 
 
The properties of the F-K transform are well known and discussed in the 
literature (e.g. Embree et al., 1963; Treitel et al., 1967). The frequency wavenumber 
domain sampling intervals may be calculated by a simple reciprocal relationship 














where TN is the maximum time of each trace and XN is the maximum offset recorded 
from a receiver.  
 
 
Figure 4.3: Diagram showing how broadband dipping events in the T-X domain map into the F-K 
domain. Note A and A’ are parallel in the T-X domain, hence these map onto the same line in F-K 
space. B is horizontal and therefore maps to the vertical in the F-K domain. Reproduced from 
Robinson & Durani (1986).. Chapter 4  T-X and F-K Imaging     102
 
 
Figure 4.3 demonstrates the transformation of features from the T-X domain to 
the F-K domain where the wavenumbers of the F-K domain are related to the dip of 
features in the T-X domain. If positive dip is specified down dip from left to right, and 
negative dip is specified as up dip from left to right, positive dipping features will 
transform into positive wavenumbers. Negative dipping features will transform into 
the negative wavenumber quadrant and events that have no dip and are horizontal in 
the T-X domain will plot along the y axis, at k = 0 km





4.3.1 1D Synthetic Electrograms 
 
The processing flow used to construct the synthetic electrograms is shown in 
figure 4.4. The 1D forward semi-analytical algorithm of Chave & Cox (1982) was 
used to generate the synthetic phase and dimensionless amplitude data for each data 
point. It is usual to ‘normalize’ the electric field amplitude at the receiver by dividing 
it by the source dipole moment (VA
-1m
-2). However, it is often more useful to express 
amplitude at the receiver in terms of current density (Am
-2). The behavior of the data 
is still dominated by very rapid decay in amplitude, and thus may be normalized one 
step further for ‘geometric spreading’, by dividing by the source dipole moment 
(Am), and normalizing again for the range (m
3). A further normalization by the 
conductivity of seawater gives the “dimensionless amplitude”, a simple ratio (Sinha, 
2006). A receiver spacing of 0.02 km up to a maximum distance of 20 km was chosen 
for the modelling (for most cases). Only the inline geometry was used for this 
investigation, since it is most sensitive to the presence of thin resistive layers 
(Ellingsrud et al., 2002; Sinha, 1999; Sinha et al., 2000). 
 
The phase and amplitude values were used to calculate a sinusoidal time series 
of the required frequency and over a specified length of time to produce a trace for 
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the spectral representation of this waveform was taken into account (figure 4.5). The 























From [4.4] it is clear the square wave can be represented by a summation of 
odd numbered sine wave harmonics, with amplitudes of one over the harmonic 
Figure 4.4: Processing flow of synthetic model data to produce electrograms and associated plots. Chapter 4  T-X and F-K Imaging     104
 
 
number of the frequency. For example, the 3
rd harmonic of a 1 Hz square wave will be 
3 Hz, with an amplitude a third of the primary harmonic. Using these properties traces 
of length 10 seconds for each square wave harmonic were calculated, multiplied by 
one over their respective harmonic number and summed to form a single trace 
approximation of the square wave source. A 1Hz wave was calculated up to the 9
th 
harmonic (9Hz).  
 
The traces were then output for display as electrograms or converted to SEGY 
format and imported into ProMAX
TM for application of the 2D DFT. The “F-K 
Interactive Analysis tool” was used to transform and display the electrograms in the 
F-K domain and were used to characterize and distinguish the properties of T-X and 
F-K domains for CSEM data. This tool was also used to design the F-K filter to 
attempt the removal of the airwave, which is further discussed in section 4.5. 
 
4.4 Results and Discussion 
4.4.1 T-X Domain images (Electrograms) of 1D models 
4.4.1.1 Electrograms of a halfspace model 
 
  A number of simple 1D models were investigated to determine the features of 
electrograms and their transformation into the F-K domain. Figure 4.6 shows 
Figure 4.5: Amplitude spectrum of square wave of frequency f. Note that the amplitude of the 
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diagrams of three halfspace models with a progressively shallower water depth, to test 
for the presence of the airwave.  
 
Figure 4.7 shows the electrogram for model 1 and it is clear that the rapid 
decay of the electric field amplitudes causes information at very near offsets to 
dominate the T-X domain. The dominance of this near offset data will also have 
implications for analysis of the data in the F-K domain, as the information in this 
Figure 4.6 Diagrams showing 3 halfspace models. Model 1 was used as a base model throughout the 
investigation. Model 2 and Model 3 were produced to investigate the effect of the airwave and its 
form in T-X and F-K domains. Figure 4.6 shows the corresponding electrograms. 
Figure 4.7: Electrogram of 1D CSEM data generated from model 1 shown in figure 4.5A. The rapid 
decay of the amplitudes of the electric fields shows a dominance of energy near the source with no 
further information at offsets greater than 2 km. Chapter 4  T-X and F-K Imaging     106
 
 
domain will also be heavily biased to the short offset data. An attempt to reduce the 
range of orders of magnitude which the electric field amplitudes vary over has already 
been implemented, with the transformation of the electric field amplitudes into 
dimensionless amplitudes. However, it can be seen that significant attenuation still 
occurs which reduces the usefulness of the information presented in this form. To 
counter this, a trace equalisation was applied to the data in the T-X domain, which 
normalizes the amplitudes across the trace with offset to allow interpretation of 
structure at longer offsets, where greater information may be present.  
 
Figure 4.8 shows the electrograms for the halfspace cases shown in figure 4.6 
with trace equalisation applied allowing a number of features to be clearly identified.  
Model 1 shows a continuous gradient from 0.5 km offset. This is a feature of the 
conductive subsurface structure caused by the relatively short skin depths (at 1 Hz, ~ 
500 m) and is dominated by the 1 Hz fundamental frequency. This is primarily a 
result of the skin depth relationship, which shows that the attenuation of the electric 
Figure 4.8: Electrograms of 1D CSEM model data, with trace equalised amplitudes. A) Plot of 
1D halfspace model. B) Plot of model 2a data showing a substantially different structure to model 
1. C) Model 2b data shows a similar structure to that of model 2a, however the rollback feature 
occurs at shorter offset.Chapter 4  T-X and F-K Imaging     107
 
 
field amplitude is frequency dependant and increases with increasing frequency. This 
is further compounded by the reduced amplitudes of the higher harmonics of a square 
wave source signal (figure 4.5). Model 2A and 2B show a continuous gradient 
identical to that of Model 1 with a horizontal event occurring at 9 and 5.5 km 
respectively. This is caused by close to stationary phase values due to the interaction 
of the signal with the atmosphere, which reduces the attenuation and the phase 
rotation to almost zero. This is a common indication of the airwave (MacGregor and 
Sinha, 2000), since interaction with the highly resistive atmosphere causes a signal 
with almost no retardation of phase with offset. The occurrence of the horizontal 
event at a closer offset in model 2B compared to 2A is a product of the shallower 
water depth, as the sea-surface interface field becomes dominant at shorter offsets for 
shallower depths (see section 3.5.5 for discussion of the airwave).  
 
Figure 4.9 shows the amplitude and phase data for the models shown in figure 
4.6, which were used to generate the electrograms shown in figure 4.8. For the 
deepwater halfspace case (model 1), the electric field amplitudes decrease rapidly to 
values less than the instrument noise floor (10
-16 VA
-1m
-2) at offsets of ~ 8 km for the 
Figure 4.9: Electric field amplitude (A, C and E) and phase (B,D and F) for the halfspace models 
shown in figure 4.6, where the panels correspond to model 1 (A and B), model 2A (C and D) and 
model 2B (E and F) respectively. Five frequencies are shown which correspond to the first 9 
harmonics of a 1 Hz square wave. The amplitudes are not scaled for each harmonic. Chapter 4  T-X and F-K Imaging     108
 
 
primary harmonic signal of 1 Hz. For progressively higher frequencies, the offset at 
which this occurs becomes shorter. At offsets greater than 10 km, the small magnitude 
of the electric field causes numerical error in the forward calculation and hence is not 
shown. The almost stationary phase values (figure 4.9D and F) and reduced 
attenuation of the amplitude (figure 4.9C and E), are charasteristic of the airwave. 
This occurs at the same offsets as the near horizontal events in the T-X plot (figure 
4.8B and C). Hence the features displayed in the T-X domain plots for a halfspace of 
varying water depth can be correlated to features in the more traditional graphical 
display of the electric fields with offset. 
 
4.4.1.2 Electrograms of simple 1D hydrocarbon models 
 
  A thin resistive layer was introduced to the halfspace model with a seawater 
depth of 1 km (model 2a & b), to determine the corresponding electrogram features. 
Figure 4.10A and B show diagrams of the two models with a thin resistive layer at 0.9 
and 1.4 km depth of burial below the seafloor respectively. Comparing the 
electrograms of these models (figure 4.10C and D) with the electrograms for the 
halfspace cases (figure 4.8), it can be seen that initially the gradient of the response is 
identical to that of the halfspace models. This is due to the fields being sensitive to 
only shallow structure, in both cases the 1 Ωm sediment. In figure 4.10, a third 
gradient has been introduced, between the initial dipping response of the sedimentary 
layer and the horizontal response of the airwave. This can also be seen to occur at 
longer offsets in model 3A than for 3B. This new dipping event is due to the thin 
resistive layer, which lies at a shallower depth for model 3A than for model 3B. This 
reduces the attenuation on the subsurface fields since the propagation path through the 
conductive overlying sediments is shorter than in model 3B. A more resistive 
environment will cause an increase in the skin depth, and thus reduce the rotation of 
phase with offset, giving shallower gradients. The fields propagating through the 
subsurface are therefore larger in magnitude at any given offset and hence the airwave 




  The electric field amplitude and phase for the hydrocarbon models (figure 
4.11) show the features that are evident in the electrograms. Comparison of these with 
the electric fields for the halfspace models, again highlights the introduction of a third 
gradient in both the amplitude and phase. This new gradient occurs at an offset of ~2 
km for model 3A and ~3 km for model 3B. Hence, this agrees well with the depths of 
the hydrocarbon layer for both models, assuming a depth of sensitivity of the electric 
fields of approximately half the offset between source and receiver. 
Figure 4.10: A) Diagram of model 3A showing a thin resistive layer at 0.9km depth. B) Diagram of 
model 3B showing a thin resistive layer at 1.4 km depth. C) Electrogram of model 3A, showing the 
presence of the sediment layer, the thin resistive layer and the airwave. D) Electrogram of model 3B 
showing sediment layer, the thin resistive layer and the airwave. Note the airwave occurs at a longer 
offset for model 3B than 3A. This is because the propagation path for model 3B is more conductive, 
hence the subsurface fields are attenuated much more with offset. Thus the airwave becomes 




4.4.1.3 Discussion of electrograms for 1D models 
 
  From these examples, it has been shown that the features of the subsurface 
map into the T-X domain in the form of dipping events of different gradients. This is a 
function of the behaviour of the phase of the electric field to the changing resistivity 
structure with depth of various models. In general, the more resistive the environment, 
the shallower the dip of the event becomes. This was demonstrated by a comparison 
between a range of halfspace and hydrocarbon models, with the introduction of a 
shallower dipping event in the electrogram for the hydrocarbon case. The airwave has 
been shown to manifest itself as an almost horizontal event, a product of the near 
stationary phase of the electric fields. 
 
4.4.2 F-K domain properties of electrograms for 1D models 
 
  It was shown in the previous section that when the data is displayed in raw 
dimensionless amplitudes in the T-X domain, information is confined to the near 
offsets. If this raw data were to be transformed into the F-K domain, it would be 
dominated by the amplitudes in the near offsets that are only sensitive to the shallow 
part of the model. Hence, to produce meaningful results in the F-K domain, it was 
Figure 4.11: Electric field amplitude (A and C) and phase (B and D) for the hydrocarbon models 
shown in figure 4.10A and B, where the panels correspond to model 3A (A and B) and model 3B 
(C and D) respectively. Five frequencies are shown which correspond to the first 9 harmonics of 
a 1 Hz square wave. The amplitudes are not scaled for each harmonic. Chapter 4  T-X and F-K Imaging     111
 
 
found that transformation of the trace equalized data yielded better results. This has 
the disadvantage of removing the amplitude information contained within the data that 
is directly related to the subsurface structure. However, it will be shown that the 
features in the F-K domain represent the ‘width’ of the event in the T-X space that is 
occupied by a particular slope or ‘apparent velocity’. Hence, the amplitude 
transformation still preserves the phase of the original data that has been transformed 
Figure 4.12: A) F-K plot for model 1 over the range frequencies used in the simulation of data that 
has been trace equalised. B) The data is concentrated at the discrete frequency bands of the source 
transmission signal, where the majority of the information in this representation is found at the 
fundamental frequency of 1 Hz. 
A) 
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into the F-K domain. In this section the features identified in the F-K domain will be 
related to the features already identified in the T-X domain, due to changes in phase 
or ‘apparent velocity’ in response to changes in the subsurface resistivity structure. 
 
4.4.2.1 F-K domain properties of electrograms for simple halfspace models 
 
After applying the 2D DFT to the trace equalized data in the T-X domain, the 
data can be represented by traditional F-K plots, an example of which is shown in 
figure 4.12. It can be seen that the information relating to the subsurface is confined to 
the discrete frequencies at which the source signal transmits. Therefore, unlike 
seismic which uses a wide band source and covers a large frequency range, plotting of 
the data using F-K plots does not provide a particularly effective method of 
interpreting the results. A better way of interpreting the data was found by extracting 
amplitudes at discrete frequency bands and displaying these as a function of 
wavenumber (A-K plots). As has already been stated, down dip events transform into 
positive wavenumbers, horizontal events to zero and up dip events to negative 
wavenumbers. The spatial frequency or wavenumber of transformed data in the F-K 
domain is dependent on the dip of the events contained in the T-X domain. It follows 
that, different gradients of the electrogram events will transform into different 
wavenumbers, in the F-K domain. This effectively separates the data into different 
regions in F-K space. 
 
The discrete frequency wavenumber plot for model 1 is shown in figure 4.13. 
The notching that is present in the image is thought to be due noise introduced by the 
F-K transform or by numerical noise of the forward calculation, which is emphasized 
by the implementation of the trace equalisation. By comparing this to figure 4.8A, it 
can be seen that the electrogram for model 1 contains no negative gradients or 
horizontal events and only contains large, positive down dip events. This is reflected 
in the A-K transform of model 1, where the energy is concentrated in the 1 Hz 
frequency harmonic. This shows a major peak, one or more orders of magnitude 
larger than the background level, at 0.25 km
-1. The relative amplitudes of the different 
frequencies are due to the frequency content of a square wave, as shown in section 
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It can also be seen that higher frequencies have peaks at larger wavenumbers. This is 
due to the dispersive nature of electromagnetic waves, as higher frequencies have 
greater phase velocities and hence transforms into greater wavenumbers. This is also 
described by the skin depth relationship which causes more rapid attenuation of the 
electric field amplitude and faster rotation of phase with offset for greater frequencies. 
In terms of the electrograms, this will introduce steeper dipping events, and hence 
transform the energy into higher wavenumbers. However, even though trace 
equalisation has been applied, little information is present in the higher frequencies, 
thus characterisation of the responses is primarily found at the fundamental frequency. 
Little energy is present in the negative wavenumbers and therefore it can be seen that 
a conductive environment causes energy to transform into positive wavenumbers.  
 
Comparison of the halfspace models at different water depths in the A-K 
domain at the fundamental frequency of 1 Hz, demonstrate the introduction of the 
airwave causes a shift of some of the energy in the wavenumber spectrum to negative 
Figure 4.13: Plot of amplitude against wavenumber (A-K) at discrete frequencies for model 1. The 1 
Hz frequency harmonic is shown in black, 3 Hz in red, 5 Hz in orange, 7 Hz in blue and the 9 Hz in 
green. Note the reduction in amplitude with greater frequencies. Most energy is focused around 0.2 
km
-1. Looking at figure 4.8 it can be seen that in the T-X domain only positive dips are present, hence 
mainly positive wavenumbers in F-K space. Chapter 4  T-X and F-K Imaging     114
 
 
wave numbers (figure 4.14). The mostly positive dipping events of the conductive 
subsurface from model 1 (black) are, as already discussed, transformed into positive 
wavenumbers. However, the presence of the airwave in model 2a (red) and model 2b 
(green), characterised by near horizontal or negative dipping events in the T-X 
domain, have transformed some energy into zero and negative wavenumbers. It is the 
“rollover” of the phase with the emergence of the airwave (for example, see figure 
4.7F) that results in the negative wavenumbers. For model 2a, the energy is split 
between the wavenumber peaks of 0.25 km
-1 and -0.05 km
-1. As the peak of 0.25 km
-1 
occurs for both model 1 and model 2a, this is the result of the transformation of 
energy from the positive dipping event associated with the 1 Ωm sediment. Model 2b 
exhibits peaks at the same wavenumbers, however, the relative magnitude of these is 
further shifted to the negative wavenumbers, with an increased amplitude maximum 
at -0.05 km
-1 and a relative decrease in the positive wavenumber peak. This can be 
explained by the occurrence of the airwave at shorter offsets for the shallower model 
(2b), and hence a greater extent of the T-X domain is dominated by the near 
horizontal events of the airwave.  
Figure 4.14: A-K plot showing the 1 Hz harmonic response of model 1 (black), model 2a (red) and 
model 2b (green). As the airwave becomes more prominent from model 1 where no airwave occurs, 
to model 2b where the data is largely effected by the airwave, it can be seen amount of energy in the 0 




Whilst these properties relate to the features identified in the T-X domain, the 
physical meaning of these properties is not comparable to that of seismic data. Indeed, 
a transformation into negative wavenumbers indicates that a wave has a negative 
apparent velocity which is not physically possible if the wave is travelling in the 
positive x direction. The velocity of an EM wave through air is approximately the 
speed of light, and therefore should be near horizontal (0 km
-1). In seismic surveying, 
negative wavenumbers indicate interference in the phase between two perfectly 
behaved arrivals. This cannot be the case here, as CSEM data does not contain 
independent, individual arrivals from features in the subsurface. It does however 
contain phase reversals or “rollovers” which are present in the electrograms and are 
thought to contribute to the negative wavenumbers. 
 
4.4.2.2 F-K domain properties of electrograms for 1D hydrocarbon models 
 
The effect of a thin resistive layer on the F-K domain transformation is shown 
in figure 4.15 (model 3a – green, model 3b – blue). It can be seen that a shift to the 
negative wave numbers has occurred compared to model 1, as with the introduction of 
shallower water depths for the halfspace cases. This is due to a slight “rollover” in the 
propagation times (figure 4.11B and D) associated with the onset of the signal from 
the hydrocarbon layer giving negative wavenumbers. However, it can be seen by 
looking at model 2b (red line in figure 4.15), this shift towards negative wavenumbers 
is similar to the rollover produced by the airwave dominated signal. Model 3a has a 
main peak at 0 km
-1 due to the decrease in phase rotation caused by the hydrocarbon 
layer, thus generating shallower dipper events.  The main peak for model 3b at -0.05 
km
-1 has been shifted further towards the negative wavenumbers due to the presence 
of the airwave at a closer offset. This is because the shallower depth of burial of the 
hydrocarbon layer in model 3a produces greater electric fields at the seafloor for a 
given offset when compared to model 3b. Hence the signal from the subsurface 
dominates the airwave signal for longer offsets. Furthermore, the increase in energy in 
the positive wavenumbers of model 3b, compared to model 3a, is due to the increased 
diffusion path through the sediment layer.   
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4.4.2.3 Discussion of F-K domain properties for 1D models 
 
The distinction between the airwave and a thin resistive layer with respect to 
its effect on wavenumbers is minimal. The shift in energy to lower and negative 
wavenumbers is a property of both responses. This is because the decrease in dip of 
the events shown in the electrograms are a product of a decrease in the phase rotation 
of the electric fields. This in turn is related to an increase in skin depths due to an 
overall increase in the resistivity of the subsurface environment. The airwave 
manifests itself as a near horizontal or slightly negative dipping event in the T-X 
domain. The range over which this shift occurs is shown to be 0.3 km
-1 (from -0.05 
km
-1 to 0.25 km
-1). Furthermore, as the influence of the airwave increases, the overall 
energy is shifted towards the negative wavenumbers. The presence of the airwave 
does not generate a second peak in the wavenumber domain, whilst keeping the first 
major peak in the positive wavenumbers near identical in amplitude. Instead, it has 
been shown the energy is migrated towards the negative wavenumbers. This implies 
Figure 4.15: A-K plot comparison of 1 Hz frequency harmonic of model 1 (black), model 2b (red), 
model 3a (green) and model 3b (blue). Note the thin resistive layer causes shifting of the energy to 
lower wavenumbers due to the decrease in gradient of the dipping events in the T-X domain. 
Comparison with figure 4.10 shows this effect is difficult to distinguish from the airwave, which also 
occurs at long offsets in these model data.Chapter 4  T-X and F-K Imaging     117
 
 
that the signal from the energy that has diffused through the subsurface is not being 
masked by the signal of the airwave (the energy that has diffused/radiated through the 
atmosphere), but the signal is the airwave. This has implications for the possible 
application of F-K filtering that are designed to mute certain portions of F-K space 
attributed to noise. A further discussion of this is detailed in the next section. 
 
4.5 F-K Filtering of CSEM data: Case Study 
 
  F-K filtering has been developed and used in the seismic processing industry 
to remove certain types of noise, such as ground roll, multiples and backscatter 
(Sheriff and Geldart, 1995). These different types of noise transform into different 
regions of F-K space compared to the reflected signal. This allows for the designing 
of a filter which mutes certain regions of F-K space where noise is present. This relies 
on the relationship between the phase (represented by the wavenumbers of the 
transformed data) and the frequency of the data, and permits the removal of signal 
with different apparent phase velocities, which may occur at the same times in the T-
X domain. The data may then be transformed back into the T-X domain with the noise 
removed or reduced. An example of the separation of these features is shown in figure 
4.16A.  
 
It has been shown in the previous section that the behaviour of the marine 
CSEM data is different compared to that of seismic data. More specifically, the 
rapidly reduced frequency content of the marine CSEM data, where a large majority 
of information regarding the subsurface is contained within the fundamental 
frequency of 1 Hz, means that relationships similar to those derived for seismic data 
cannot be derived in this case. It has been shown that in deep water (~1 km or deeper) 
the “airwave dominated” signal can effectively be separated in the T-X domain from 
the signal directly through the subsurface by focusing on shorter offsets. However, in 
shallower water (~0.3 km), there is no longer separation between the subsurface and 
airwave dominated signals. This is because even at short offsets, the airwave signal 
dominates the electrogram, and therefore information cannot be gained about the 
resistive structure of the subsurface in the T-X domain. Hence, the question remains, Chapter 4  T-X and F-K Imaging     118
 
 
for the shallow water case, can some sort of separation be achieved in the F-K domain 
allowing the subsequent attenuation or removal of the airwave dominated signal? 
 
Figure 4.16: A) Diagram of different types of noise (red) in seismic surveying and how they are 
represented in the F-K domain in relation to the signal of interest (green). This shows many different 
types of noise can be separated in the F-K domain and are separate from the signal. B) Diagram of a 
generalized representation of F-K space with respect to CSEM data transformed from electromgrams 
for simple 1D models. The chequered region shows the area where energy from the resistive 
hydrocarbon models and the airwave overlap. The green and red regions indicate the regions which 
were passed and rejected by the “dip-reject filter”.Chapter 4  T-X and F-K Imaging     119
 
 
The airwave energy partially transforms into negative wavenumbers while 
conductive subsurface features produce positive wavenumbers, which generates a 
positive negative split. However, this is further complicated by the introduction of a 
hydrocarbon layer which has been shown to introduce “rollover” of the phase 
velocities similar to that exhibited by the airwave dominated signal. By careful 
designing and applying of an F-K filter to remove the negative wavenumbers, this 
may result in the removal of the airwave. There are many different types of filters that 
can be designed in F-K space for the removal of certain types of data. The design of 
an F-K filter for CSEM data was based on the A-K spectrum behaviour of the 
fundamental frequency to changes in the subsurface, the relationships of which have 
been discussed in the previous sections. 
 
 
4.5.1 Method and Results 
 
Figure 4.17 shows two models used in this study, a simple halfspace with a 0.3 
km water layer (figure 4.17A) and a thin resistive layer model with the same water 
depth (figure 4.17B). Both models are near identical in the T-X domain (figure 4.17C 
and D) due to the presence of the airwave. The influence of the hydrocarbon layer is 
minimal due to its depth of burial below the seafloor compared to the seawater depth. 
This is shown in the electrogram of model 4b as there is no presence of a third 
gradient which has been identified as a feature of the presence of a thin resistive layer 
(or other resistive feature in the subsurface). Transformation of these models into the 
F-K domain and comparison at the fundamental frequency of 1 Hz is shown in figure 
4.18. Very little variation between model 4a (red) and model 4b (green) is shown. The 
response is characterised by a large peak at -0.05k, which is related to the strong 
airwave presence.  
 
To make it easier to filter by using a simple dip reject filter, whereby all of the 
negative wavenumbers will be rejected, a linear moveout was applied to the data. This 
increases the negative dip of the roll back and causes the horizontal events to become 
negative in gradient. This moveout has the effect of shifting all data in the F-K 
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wavenumbers. The T-X domain representation of this shift is shown in figure 4.19A. 
Care was taken not to apply too much moveout to the data, as this would cause any 
data relating to the subsurface resistivity to be shifted into the negative wavenumber 
domain. Hence this would cause some of the data relating to the subsurface (if 
present) to be removed during filtering. It can be observed that the horizontal events 
associated with the airwave now have negative dip. Further analysis of the data in the 
F-K domain after the application of the LMO (figure 4.20A) shows the presence of 
possible aliasing or other artefacts which has affected the higher frequency data. 
However, it is believed that the shift in the response of fundamental frequency, which 
Figure 4.17: Diagram of A) model 4A and B) model 4B. C) Electrogram of model 4A clearly 
showing the airwave occurring at very near offset. D) Electrogram of model 4B, clearly showing the 
airwave occurring at very near offset and is almost identical to model 4A. Presence of thin resistive 
layer is masked by the presence of the airwave.
A B 
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is being used as the primary diagnostic tool in this approach, is consistent with the 
data shown in the T-X domain, and therefore represents the negative gradients shown 
in figure 4.19A. Looking at the response at the fundamental frequency in the A-K 
domain (figure 4.22), this shows a shift in the peak of the amplitude towards the 
negative wavenumbers from the initial input model (black line), to the LMO applied 
data (red line). This allows for the application of the dip reject filter to remove all 
negative wavenumbers. 
 
The dip-reject filter was designed using the parameters shown in figure 4.21A 
taken from the ProMAX
tm F-K filter routine. The arbitrary polygon used to specify 
the dip-reject filter is shown in Figure 4.21B.  The results after the filter are shown by 
the green line in figure 4.22, which show a decrease in the amplitude of the energy 
peak in the negative wavenumbers and the absence of any further peaks revealed in 
the higher wavenumbers. The energy in the negative wavenumber domain is not 
completely removed as complete muting of the negative wavenumbers would 
introduce artefacts into the data after filtering. From the F-K plot of the data after the 
Figure 4.18 : Graph showing the 1 Hz response of model 1 (black), model 4a (red) and model 4b 
(green) in the A-K domain. The responses of model 4a and 4b reflect that of the T-X domain, and are 
very nearly identical. This is due to the presence of the airwave in both signals. Chapter 4  T-X and F-K Imaging     122
 
 
application of the F-K filter (shown in figure 4.20B), it can be seen no artefacts are 
introduced due to this filtering process. This also shows a general reduction in 
amplitudes in the negative wavenumbers in comparison to figure 4.20A. 
  
This reduction in amplitudes is shown by the transformation back into the T-X 
domain (figure 4.19B) where a general reduction in amplitude of the airwave has been 
achieved. However, due to the ramp on and ramp off nature of the filter, this has not 
entirely removed the presence of airwave. Furthermore, the absence of any other 
events that have been uncovered by the filtering, suggests that there is no signal from 
the subsurface that is being masked by the airwave signal, or that it cannot be 
separated using this simple filtering technique. This is further supported by the data 
transformed into the A-K domain (figure 4.22), which clearly shows a reduction of the 




Figure 4.19: A) Electrogram after LMO showing increased negative dip of airwave horizontal events. 
B) Electrogram after F-K filtering showing the reduced amplitude of airwave components, but no 
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4.5.2 Discussion of F-K filtering 
 
  From the results shown it is evident that a simple application of this approach 
has not yielded success in the removal of the airwave from shallow water data. One 
possible reason for the failure of this method is the difference between the physics of 
wave propagation and wave diffusion. Seismic signals are propagating compressional 
waves with a primary wavefront that is recorded at the receivers whereas EM waves 
in the low frequency domain are diffusive in nature. Noise in seismic data, such as 
multiples or backscatter, arrive at the receivers at the same time as the reflected 
Figure 4.20: F-K plot of mode 4b data after the LMO has been applied (as shown in the T-X domain 
in figure 4.19) to illustrate the effect of the F-K filter on the whole F-K spectrum, where (A) shows 
the spectrum before F-K filter and (B) shows spectrum after the F-K filter. It is apparent that some 
aliasing occurred due to the application of the LMO. 
B 
A Chapter 4  T-X and F-K Imaging     124
 
 
signals from the subsurface and may mask them. Some of these cannot be accurately 
separated in the time domain, for example, by stacking out of noise. This is especially 
true for multiples which will “stack in”, the same way as actual reflectors. In all cases, 
the primary reflection signal is masked, but is still present within the recorded data 
set. As has already been discussed, the transformation of this noisy seismic data into 
the F-K domain causes certain types of this noise to transform into different areas of 
F-K space and hence separate them from the signal. The important point from this 
discussion is that the signal from the subsurface is still contained within the seismic 
data. 
 
Figure 4.21: A) Screen grab form ProMAX
tm of the parameters used for the dip-reject filter using a 
polygon. B) The polygon designed to represent a dip-reject filter, where negative wavenumbers in the 
region from 0 to -1 km
-1 and up to a frequency of 100 Hz. Chapter 4  T-X and F-K Imaging     125
 
 
From previous discussions in this chapter, it has been suggested that the 
“shifting” of energy to smaller and negative wavenumbers in the presence of more 
resistive materials indicates there is only one signal. This occurs whether this is due to 
resistive bodies in the subsurface, in the case of a thin resistive layer, or the almost 
infinitely resistive atmosphere at the sea surface. Hence, if the airwave signal is in fact 
masking the subsurface signal, then one would expect some energy to be present in 
the positive wavenumbers due to structure in the subsurface. However, this is shown 
not to be the case and once the airwave occurs, no further information regarding the 
subsurface may be obtained with this approach. The current direction of thinking 
(Amundsen et al., 2006; Andreis and MacGregor, submitted; Bruxelle, 1994) suggests 
that the airwave is a power series, where the terms in this series represent the different 
contributions to the airwave signal from the different diffusion paths. Bruxelle (1994) 
and Andreis and MacGregor (submitted) have shown that for frequencies used in the 
range for CSEM in the far field, these terms represent the contributions of lateral 
waves which propagate along the interfaces between materials of different resistivity 
where the first order term corresponds to the air/sea interface. Thus, the higher order 
terms in this power series are from contributions relating to the interfaces of the 
Figure 4.22: Graph showing the 1 Hz response of model 4B in the A-K domain. The black line is the 
initial model response. The red line is the response after the application of the LMO, shifting the peak 
to the negative wavenumbers. The green line is after the application of the dip reject F-K filter. Chapter 4  T-X and F-K Imaging     126
 
 
subsurface. Therefore, the airwave signal is itself sensitive to changes in the resistivity 
structure. This statement would appear to be in direct conflict with the conclusions 
reached in this chapter, whereby no further information regarding the subsurface may 
be obtained once the airwave is recorded at the seafloor. However, it is believed that 
the conclusions from this chapter represent the unsuccessful nature of this approach in 
extracting more information from the airwave signal, rather than the airwave not 
containing information about the subsurface. 
 
Modification of this approach may yield better results. For example, because 
the attenuation of the EM signal is dominated greatly by the frequency, it was found 
that even after the application of an amplitude transform and further trace 
equalization, information was confined to very few frequencies. This is partly due to 
the nature of the source signal, which only transmits at discrete frequency bands. It 
has been found therefore, the relationship between the variation of phase with 
frequency cannot be usefully interpreted with this approach. This may be because 
trace equalisation was applied to the data before transformation into the F-K domain 
and hence information in this domain is further limited to only the phase of the 
electric fields. In other words, the amplitudes are no longer directly related to changes 
in attenuation of the electric fields due to variation of the subsurface resistivity.  It is 
possible that preserving true amplitudes (as well phase) through the F-K forward and 
inverse transforms may provide more successful results. To achieve this, a reversible 
transform could be implemented, before transformation into the F-K domain, which 
accounts for the rapid attenuation of the electric fields. The inverse could then be 
applied to the data after transformation back into the T-X domain. However, this may 
be difficult to implement because of the rapid decrease in amplitude of the electric 
fields, which varies as function of both offset and frequency. Any further relationships 
revealed by this new amplitude transformation process may then allow for the 
extraction of more information from the T-X and F-K domains and the subsequent 
design of F-K filters to extract information in the presence of the airwave. 






It has been shown that:  
 
•  Construction of electrograms and the subsequent transformation into the F-K 
domain of CSEM data, yields some distinguishable features which correlate to 
features in the input model. Important features in the T-X domain include: 
o  The dip of the feature in the T-X domain is governed by the rate of 
change of the phase of the electric field, i.e. the skin depth. 
o  For more conductive environments, the rate of change of the phase is 
increased, due to shorter skin depths, and hence produces steeper 
(positive) dipping events. 
o  More resistive targets, such as a thin resistive layer buried in a 
conductive background, cause a reduction in gradient of the (positive) 
dipping event due to the decrease in attenuation of the electric field. 
o  The airwave, which occurs when the fields sensitive to the atmosphere 
dominate the subsurface fields, is characterized by horizontal (and 
negative) dipping events. 
o  The introduction of a more complex subsurface environment, for 
example a thin resistive layer, produced only a small difference 
between the airwave response and that of the introduced structure in 
shallow water (~300 m). 
•  In the F-K domain, features identified in the T-X domain are correlated to 
different regions of the wavenumber spectrum. In general it was found that: 
o  Conductive features which have positive dips in the T-X domain 
transform into positive wavenumbers.  
o  Resistive features, such as a hydrocarbon layer, transform into near 0 
and 0 wavenumbers.  
o  The airwave transforms data into 0 and negative wavenumbers. 
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The simplifying assumptions about the airwave and thus the subsequent 
attempt at removal by using F-K filtering have not yet yielded successful results. This 
may be due to the small distribution of the energy in the wavenumber domain 
between models that contain different subsurface structure. This was found to be 
especially true in the case of resistive environments. A number of reasons contributed 
to this result: 
 
•  The electric fields are coupled throughout the subsurface, hence the signal 
recorded is the only signal or ‘arrival’ at the receiver. 
•  When the airwave begins to dominate at a receiver, this is because the 
contribution of the signal coupled to the air/sea interface is greater than that 
coupled to the subsurface. 
•  This is demonstrated by the “shifting” of the energy in the wavenumber 
spectrum, from positive to negative wavenumbers, a peak in the negative 
wavenumbers (airwave signal) occurs at the detriment to the peak in the 
positive wavenumbers (subsurface signal). As the water depth is decreased, 
this shift increases due to the dominance of the airwave at nearer offsets. 
•  Any filtering of the signal in the F-K domain will remove all signal present at 
those offsets where horizontal dip features occur. 
•  The application of trace equalisation to the data before transformation into the 
F-K domain to enhance the information gained at a full range of offsets, 
removes the amplitude information of the data, and the features in the A-K 
domain are related to only the phase of the electric fields. It may be that a 
reversible amplitude transform function, dependent on both frequency and 
offset, could provide further information and yield more successful results by 
preserving the true amplitude information. 
•  The conclusions of this chapter indicate that no information can be gained 
about the subsurface from the airwave signal using approach. This is in direct 
opposition to current thinking in the literature, which argue that the airwave 
does contain information on the subsurface. However, it is believed that it is 
method cannot extract further information of the subsurface resistivity 
structure once the airwave signal is recorded, and not that this further 




Therefore, it can seen that a more robust approach to the behaviour of the 
airwave is required, in order to gain information regarding the subsurface resistivity 




































Chapter 5 - Diffusive Electromagnetic Imaging (DEMI) 
 






  As a solution to the EM imaging problem, many workers have studied the 
similarities between acoustic and electromagnetic wave theory (section 1.5.2). 
Diffusive Electromagnetic Imaging (DEMI) uses an approximate wave field 
continuation to image structures in the subsurface analogous to a method which is 
extensively used in seismic migration (Claerbout, 1970; Stolt, 1978). The method was 
first developed for magneto-telluric (MT) applications (e.g. Lee et al., 1987; Zhdanov 
et al., 1996) and more recently has been adapted for use with CSEM data (Tompkins, 
2004b; Zhdanov and Wan, 2005). 
 
To test the suitability of the Tompkins (2004b) approach, this method was used 
in this chapter to study how resistive structures typically associated with hydrocarbon 
reservoirs are imaged. The resulting images were then compared to Occam’s 1D 
smooth inversion algorithm  (Flosadottir and Constable, 1996), a standard approach 
in marine CSEM data processing. 
 
A number of aims were set: 
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•  To test the response of the imaging algorithm to simple thin resistive layer 
models with variation of: 
o  depth 
o  resistivity 
o  thickness 
•  To test the response of the imaging algorithm to variation of parameters that 
relate to the data, including: 
o  frequency content and bandwidth 
o  noise 
•  From these responses, deduce the strengths and limitations of the imaging 
algorithm 





  The mathematical correspondence of the acoustic wave equation and the 
diffusion of electric, magnetic or current fields for MT has been well documented by a 
number workers (Kunetz, 1972; Lee et al., 1987; Levy, 1988; Ursin, 1983; Zhdanov, 
1998; Zhdanov et al., 1996). By reduction of the EM problem to one that is equivalent 
to the seismic problem, it can be solved with methods originally designed for seismic 
processing. The generalized 1D wave equation is given as (Lee et al., 1987; 













where P is the wavefield quantity (E or H) and k is the wavenumber. This is defined 
as  ) ( ) ( z i z k ωμσ =  where ω is angular frequency, μ is the magnetic permeability 
and σ(z) is the conductivity which varies with depth, z. The plane wave solution to 
[5.1] is given by (Lee et al., 1987; Tompkins, pers. comm.; Zhdanov et al., 1996): 
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where P(z) is the field at a depth z in the subsurface and A and B are amplitude 
coefficients. The solution [5.2] shows the total field at a depth z is a linear 
combination of an upgoing plane wave (first term) and a downgoing plane wave 
(second term). The upgoing wave corresponds to the scattered wave field, since 
energy increases with depth from receiver to scatterer, and the downgoing waves 
corresponds to the primary (source) wave field, as the energy decreases with depth 
from the source to the scatterer (figure 5.1). Using this simple plane wave 
approximation enables us to extrapolate the source field and scattered field at any 
point in the subsurface. 
  
For 2D media, lateral variations as well as vertical variations in subsurface 
electrical parameters occur. The general 2D wave equation solution [5.3] shows a 
similar but more complex result than the 1D wave equation solution [5.2]. The 2D 
Figure 5.1: Diagram of the physical representation of the plane wave solution to the 1D diffusion 
equation. The wavefield is split into a downgoing (red) and upgoing wave (blue). The receivers record 
the total field, which is a linear combination of both the upgoing and downgoing field. NOTE: This 
drawing is not physically recognizable in reality as unlike seismics, EM field propagation is 
dominated by diffusion and primary and secondary fields do not exist as such. They are however 
mathematically equivalent. Chapter 5  Diffusive EM Imaging (DEMI)     133
 
 
general wave equation solution is given by Zhdanov et al. (1996), Zhdanov (1998) and 
Lee et al. (1987): 
 
z z x ik u z z x ik d e z x Q e z x Q P
) , , ( ) , , ( ) , , ( ) , , (
ω ω ω ω
− + =   [5.3]
 
where Q corresponds to the amplitude coefficient of either the upgoing or downgoing 
wave which vary slowly with depth. These depend on a predetermined grid of wave 
numbers,  ) , ( ) , ( 0 z x i z x k σ ωμ = , where σ(x,z) is the background conductivity and 
varies laterally with x and vertically with z. Zhdanov (1998) and Zhdanov et al. (1996) 
have shown that the electric fields everywhere satisfy the Helmholtz equation: 
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    Thus by substituting [5.3] into [5.4] and assuming the wave numbers are 
locally invariant, a finite difference solution can be used to downward continue the 
fields into the subsurface. This has been detailed by a number of workers for both the 
seismic and the EM case (e.g. Claerbout, 1976; Lee et al., 1987; Tompkins, pers. 
comm.; Zhdanov, 1998; Zhdanov et al., 1996). 
 
Claerbout (1976) specified an imaging condition such that at the surface of 
any scatterer, the phase of the primary and scattered fields should be equal. Thus, 
extrapolation of the fields by downward continuation into the subsurface is effectively 
causing a retardation of the primary field phase relative to the source phase and an 
advance (or “rewinding”) of the scattered field phase relative to the phase at a 
receiver. By combining the primary and scattered field phases at all points in the 
subsurface, the result should be the same phase value at the scatterer and differing 
phase values elsewhere. The reflection coefficient [5.5] at a geoelectrical boundary 
(which is analogous to the acoustic reflection coefficient) is given by: 
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where l denotes the layer above the boundary and l+1 denotes the layer below the 
boundary and the acoustic impedance of the material has been replaced by the 
conductivity. From this Zhdanov et al. (1996) have shown that the apparent reflection 
coefficient [5.6], expressed as the ratio of the upgoing and downgoing fields at the 
geoelectrical boundary, can be written as: 
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where  ) , ( z x k k = . Hence the phase difference of the fields is independent of 
frequency at the scatterer.  
 
An added complexity is that the reflection coefficient for the EM case is a 
complex quantity, because the field quantities it depends on are themselves complex. 
This allows for the use of either the real or imaginary parts (or a combination of both) 
of the reflection coefficient. Equation [5.7] shows the apparent reflectivity function 
for real values of the field, as defined by Tompkins (pers. comm.), which was used for 
this investigation. The image is summed over receivers and over separate frequencies, 
since the phase is independent of frequency at the scatterer. Summation causes 
constructive interference at the scatterer and destructive interference elsewhere, thus 
building an image of the scatterer. Furthermore, it has been shown (Zhdanov et al., 
1996; Zhdanov and Wan, 2005) that as the number of frequencies tends to ∞, the 
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d are the phase of the upgoing and downgoing wavefields respectively 
and S represents the spatial coordinates of the scatterer. This implies, in cases where a 
finite number of frequencies are used, the image will be degraded due to residual 
oscillations caused by sinusoidal variations in the wavefields (Tompkins, pers. 




  Images were produced using the MIGEM_2D program, detailed in Tompkins 
(2004b; pers. comm.). The total field is recorded by the receiver and hence to obtain 
the scattered field, a primary field is subtracted from the total field at the seafloor. The 
primary field is modeled using a 3 layer 1D model and calculated using a 1D forward 
algorithm. Following this the scattered field is extrapolated into the subsurface. Table 
5.1 shows the primary model used for this investigation. 
 
  The wavenumbers of the downward continued field depend on the 
conductivity of the starting model which in the first iteration is the same as the 
primary field 1D model. Hence, choosing the correct values for the shallow structure 
above the resistive target is important (Tompkins, pers. comm.). Using the wrong 
background conductivities causes identical effects to that of using the incorrect 
migration velocity in seismic migrations (Zhdanov et al.,  1996), where migration 
‘smiles’ may appear. Since this investigation is limited to 1D, this will manifest itself 
as simply the wrong depth for a given layer response. 
 
Once the scattered field at the surface has been calculated, it is downward 
continued into the subsurface. The primary and scattered fields are then combined to 
produce an image. A separate image is produced for each frequency and for each 
Table 5.1 – Primary Field 3 Layer Model 
Layer 1  Water layer  Infinite Thickness  0.3 Ωm 
Layer 2  Sediment 40  km  1.0 Ωm 
Layer 3  Boundary Halfspace  1.1 Ωm Chapter 5  Diffusive EM Imaging (DEMI)     136
 
 
transmitter position (if multiple positions are used, these are analogous to shot 
receiver pairs) and combined to create the final image. The total number of images 
produced is: 
 
2 . .T f Rn =   [5.8]
 
Figure 5.2: Comparison of the real (A) and imaginary (B) components of the electric field for the 
same model produced by the two different 1D forward algorithms, EHHED (Chave and Cox, 1982) 
and EM1DANIS (Tompkins, 2002). (C) Diffusive EM Imaging result from a 1D model with a target 
depth at 1.5 km. As the target is 1D in nature, the imaging responses were compared by extracting the 
conductivity contrasts at the centre of the survey line (shown by the black dashed line). The response 
to this particular model is also shown in figure 5.3C. Chapter 5  Diffusive EM Imaging (DEMI)     137
 
 
where f is the number frequencies, T is the number of transmitter positions and Rn is 
the total number of shot receiver pair images. 
 
  Synthetic data for this investigation was produced using 1D forward modeling 
codes by Tompkins (2002) (EM1DANIS) and Chave & Cox (1982). The input data 
for this investigation consisted of the real and imaginary components of the inline 
electric fields. Since EM1DANIS is used to calculate the primary field in the imaging 
algorithm, the Chave & Cox (1982) code was used for comparison, to reduce the 
possibility of circular programming problems. Figure 5.2 shows the real and 
imaginary components of the electric fields produced by the 1D forward codes. This 
indicates there is little difference between them and allows for the confident use of 




A number of 1D synthetic datasets were created using various models and sets 
of acquisition parameters to test the response of the imaging algorithm. The imaging 
algorithm produces 2D depth sections (figure 5.2C); however it was easier to 
characterize the response using line graphs of the conductivity contrast (reflection 
coefficient) by extracting the imaging response at the centre of the survey line. All 
models (unless otherwise stated) used the following parameters: 
 
•  8 frequencies (0.1 to 1.5 Hz in 0.2 Hz steps), 
•  17 transmitter positions at 1km spacing, 
•  receiver spacing 0.2 km, 
•  256 shot receiver groups summed to give each final image. 
 
All input models consisted of an infinite water depth (to remove the problem of 
the airwave), a top layer of 1 Ωm, a thin resistive layer of varying resistivity and a 1.1 
Ωm bottom halfspace. For all models, the magnitude of the first major positive peak 
determines the conductivity contrast between the layers and this also determines the 
depth to the top of the resistive layer (Tompkins, pers. comm.). The oscillatory nature Chapter 5  Diffusive EM Imaging (DEMI)     138
 
 
of the responses is due to the limited frequency content of the data, which will be 
discussed further in section 5.4.4. 
 
5.4.1 Effect of Target Depth 
 
  To investigate the response to resistive layers at differing depths, a number of 
models were tested. The parameters that were used to generate these models were a 
200m thick, 500 Ωm layer at a depth of burial varying from 0.5 km to 3.5 km below 
the seafloor. The resistive layer is overlain by 1 Ωm sediment, and underlain by a 1.1 
Ωm sediment halfspace. A resistivity of 500 Ωm was used for the target layer to be 
sure of generating a response that could be readily distinguished. 
Figure 5.3: Imaging result for a 500 Ωm layer underlying a 1 Ωm layer with a 1.1 Ωm halfspace 
beneath, for a varying depth of burial from (A) 500 m to (G) 3500 m. The black line is the imaging 
response and the red line indicates the top of the resistive layer in the model. The major positive 
response of a resistive layer is clearly shown down to depths 2.5 km (E). The large positive response 
corresponds to the large resistivity contrast between the background and the resistive layer. There is a 
reduction in response with depth, and the imaged depth of the layer gradually becomes deeper than the 




Figure 5.3 shows a large positive response for layers down to 2.5 km burial 
depth (figure 5.3E). This represents the geoelectrical boundary between the 1 Ωm 
upper layer and the 500 Ωm thin resistive layer. The imaged depth occurs at 100 m to 
200 m above the actual depth of burial, even for the least distinguishable event, buried 
at 2.5 km. A reduction in amplitude from the shallowest layer (0.5 km) to the deepest 
distinguishable layer (2.5 km) can be seen. For depths greater than 2.5 km, the 
imaging response is not large enough to guarantee an accurate identification of the 
presence of the layer, especially considering the layer resistivity is at the extreme end 
of the spectrum of hydrocarbon bearing formations. 
 
 
5.4.2 Effect of Thickness 
 
  The effect of changing the thickness of the resistive layer was studied using 
models with a 500 Ωm resistive layer buried 1.5 km below the seafloor, with a 
thickness ranging from 200 m to 1000 m in 100 m increments. This was overlain by a 
1 Ωm layer and underlain with 1.1 Ωm sediment halfspace. A further model study was 
undertaken to determine the resolution limit of the algorithm by generating models 
with a decreasing thickness from 200m to 10m. 
 
  Figure 5.4a shows the imaging response to be almost identical for every layer 
thickness (0.2 – 1.0 km). In figure 5.4b, there is a minimum thickness of layer that 
produces an accurate response. Models with a layer of thickness of less than 50m 
show an increase in the imaged depth. All thicknesses above 50 m conform to the 
same imaging response and show an imaged depth 100 m above the actual depth of 
the resistive body, which is buried at a depth of 1.5 km. The imaging response is 
therefore consistent for layer thicknesses of 50 m or above. 




Figure 5.4: A) Model run to see the effect of varying layer thickness from 200 m to 1000 m in 100 m 
steps. The effect of a thicker layer is minimal and no appreciable difference can be seen when 
comparing the 200 m and 1000 m thick layers. B) Model run to see the effect of decreasing the 
thickness of a layer from 200 m to10 m. Note, a layer thickness of 25 m or less produces a differing 
response than the other thickness models, suggesting this maybe the limit of resolution for DEMI. The 
dashed red line shows the top of the resistive layer. Chapter 5  Diffusive EM Imaging (DEMI)     141
 
 
5.4.3 Effect of Resistivity 
 
  Hydrocarbon bearing formations typically exhibit resistivities from 10 Ωm to 
300  Ωm and are most often found in conductive sedimentary sequences, with 
resistivities commonly 10 – 100 times less than that of the reservoir (Eidesmo et al., 
2002). A number of models with varying resistivities were run to test the sensitivity of 
the imaging. These consisted of a 200 m thick layer, buried at 1.5 km below the 
seafloor, with resistivities varying from 5 Ωm to 300 Ωm. 
 
Responses above the background oscillations are shown to exist for all 
resistivities apart from the 5 Ωm response (figure 5.5A), which is on the limit of 
Figure 5.5: Imaging results to test the response for a 200 m layer, buried at 1.5 km below the seafloor 
with a varying resistivity from (A) 5 Ωm to (H) 300 Ωm. The solid black line indicates the imaging 
response and the red line the top of the modelled resistive layer. Responses that can be distinguished 
from the background oscillations occur down to 10 Ωm, with the 5 Ωm response marginally larger 
than the background. The imaged depth of the layer increases as the resistivity of the layer is reduced. 
This is a similar response to that for the thickness of the layer, where a progressively thinner resistive 
layer was associated with an increased error of the imaged depth. Chapter 5  Diffusive EM Imaging (DEMI)     142
 
 
interpretability. Above 50 Ωm (figure 5.5D) the response of the imaging to the 
resistive layer is shown to be very similar. An increase in the imaged depth with 
decreasing resistivity of the layer is shown, and is most apparent with resistivities of 
50 Ωm or less. 
 
5.4.4 Effect of Frequency Content 
 
  The response of the imaging approach to changes in the frequency content of 
marine CSEM data were tested by changing the number and range of frequencies 
used. This was achieved by running two sets of models; firstly increasing the number 
of frequencies using a larger frequency bandwidth (table 5.2), and secondly increasing 
the number of frequencies by greater sampling of a constant bandwidth (table 5.3). 
This was undertaken using a model with a 200m thick, 150  Ωm layer at 1.5 km depth 
of burial. The number of transmitter positions was reduced from 17 to 6 in order to 
reduce the number of shot receiver pairs. 
 
The frequency ranges were chosen to simulate a typical CSEM survey using a 
0.1 Hz square wave. Since the skin depths of frequencies higher than 10 Hz would 
become very short, little information is likely to be gained from using higher 
frequencies. 
Table 5.2 – Frequencies used to test increasing the number of frequencies 
by sampling a greater bandwidth. 
8 Frequencies  0.1 to 1.5 Hz in 0.2 Hz steps 
25 Frequencies  0.1 to 4.9 Hz in 0.2 Hz steps 
50 Frequencies  0.1 to 9.9 Hz in 0.2 Hz steps 
Table 5.3 - Frequencies used to test increasing the number of frequencies 
by greater sampling of the same bandwidth. 
8 Frequencies  0.1 to 1.5 Hz in 0.2 Hz steps 
15 Frequencies  0.1 to 1.5 Hz in 0.1 Hz steps 




The use of 8 frequencies, 25 frequencies or 50 frequencies has a significant 
effect on the imaging response (figure 5.6). Most noticeably, the imaged response 
decreased in amplitude for the results with greater bandwidth (25 and 50 frequencies). 
The response is less “ringy” for the wider bandwidth models, causing the imaged 
depth to be shifted towards the actual depth (1.5 km), a change of 100 m between the 
responses derived for 8 frequencies and 50 frequencies. The difference between the 
imaged depth derived from the 25 frequency and 50 frequency cases appears to be 
negligible.  
 
  The second set of frequency tests increased the number of frequencies within a 
set frequency range. This was achieved by comparison of the following three models 
(shown in table 5.3), the results of which are shown in figure 5.7.  
Figure 5.6: Graph showing the results of increasing the number of frequencies by sampling a greater 
frequency bandwidth. The results show that increasing the frequency bandwidth to include higher 
frequencies sharpens the layer response with respect to depth, reduces the conductivity contrast 
amplitude of the response and produces an imaged depth closer to the actual depth of the layer. 
Interestingly, the increase of 8 to 25 frequencies appears to have a greater affect than that of the 25 to 




From figure 5.7, the increase in sampling across a fixed bandwidth is shown to 
have little effect on the imaging response, either in terms of conductivity contrast or 
imaged depth. The imaged depths of all three models are 300 m below the actual 
depth of 1.5 km. Even using 30 frequencies across a fixed bandwidth, the response of 
the imaging is identical to that when using 8 frequencies. 
 
As well as determining the optimum number of frequencies required to 
generate an interpretable imaging response, it is also important to understand the 
minimum number of frequencies needed. To investigate the minimum number of 
frequencies required to generate an interpretable layer response, a similar test was run, 
with the number of frequencies reduced from the 8 standard frequencies to 1 
frequency. Two tests were undertaken; the effect of reducing the number of 
Figure 5.7: Results showing the effect of increasing the number of frequencies by greater sampling of 
the same bandwidth. This has minimal effect to either the conductivity contrast response or the 
imaged depth, unlike the previous models which show a large improvement when the bandwidth 
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frequencies over the same frequency bandwidth and reducing the number of 
frequencies by reducing the frequency bandwidth.  
 
Table 5.4 shows the frequencies used to test the reduction in the number of 
frequencies over the same frequency bandwidth and the results are shown in figure 
5.8A. This has the effect of increasing the oscillatory nature of the imaging response, 
making it significantly more difficult to identify a layer response from the background 
oscillations. In this case, the error in the depth of burial of the resistive layer is not 
significantly affected by the reduction in the number frequencies. 
Table 5.4 – Minimum number of frequencies test by reducing the 
sampling of the same frequency bandwidth. 
8 Frequencies  0.1 to 1.5 Hz in 0.2 Hz steps 
4 Frequencies  0.1 to 1.5 Hz in 0.46667 Hz steps 
2 Frequencies  0.1 to 1.5 Hz in 1.4 Hz steps 




Using a reduced number of frequencies (table 5.5) across a smaller bandwidth 
has a large impact on the overall resolution and oscillatory nature of the imaging 
response (figure 5.8B). For reference purposes, the black line is the standard 8 
frequencies which have been used in all results. Comparison of the models using 4 
and 2 frequencies show the oscillatory nature of the imaging response becomes 
Figure 5.8: Imaging results showing the effect of reducing the number of frequencies used to generate 
an image. (A) The number of frequencies was reduced by decreasing the sampling rate over the same 
frequency bandwith using the frequencies shown in table 5.4. (B) The number of frequencies was 
reduced by using a smaller bandwidth using the frequencies shown in table 5.5. 
Table 5.5 – Minimum number of frequencies test by reducing frequency 
bandwidth. 
8 Frequencies  0.1 to 1.5 Hz in 0.2 Hz steps 
4 Frequencies  0.1 to 0.7 Hz in 0.2 Hz steps 
2 Frequencies  0.1 to 0.3 Hz in 0.2 Hz steps 
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increasingly worse as the number of frequencies is reduced. Using only 1 frequency 
produces an almost purely harmonic response which is of course of value. 
 
5.4.5 Effect of Noise 
 
  Noise is a factor in any real world recorded data including CSEM surveying 
data, and the response of DEMI to the presence of noise is crucial to the applicability 
of the method. A number of tests were run using different percentages of centrally 
distributed random Gaussian noise. A hydrocarbon model with realistic parameters 
(200 m thick, 1.5 km depth, 75 Ωm resistivity) was run using a variety of noise levels 
(figure 5.9). As the results show, noise appears to have little or no effect up to 
percentages associated with noisy or bad data from real surveys.  
Figure 5.9: Results of noise tests which show no difference in the imaging response to input data with 




5.5.1 Depth of Burial 
 
Figure 5.3 shows that the imaged depth to the top of the buried layer is less 
than in the actual model and this error increases with depth of burial. Two factors may 
be responsible: 
 
1.  depth of burial with relation to skin depth and frequency content of the data, 
2.  the maximum offset included in the data. 
 
As already discussed (Chapter 3), the skin depth is inversely proportional to 
the square root of the frequency of the signal. The skin depth for the lowest frequency 
used (0.1 Hz) in the top layer of 1 Ωm is 1.58 km and for the highest frequency (1.5 
Hz) is 0.41 km. Lee et al. (1987) have indicated that an effective image may only be 
obtained for structures to a depth of ~1.5 δs. This is reflected in the results here, since 
a satisfactory layer response exists down to a depth of 2.5 km (figure 5.3F). Using the 
skin depth at the lowest frequency this shows that the top of the layer is 1.6 δs deep. 
Therefore, consideration must be made when choosing the fundamental frequency of 
the data, in order to determine the depth of sensitivity of the imaging approach. 
Resolution will be discussed further in section 5.5.2. 
 
The layers buried at a depth of 3.0 km (figure 5.3G) and 3.5 km (figure 5.3H) 
show a positive peak that barely exceeds the background oscillatory nature of the 
image response. Furthermore, the error in the depth to the layer increases as the depth 
of burial increases. The reason for this is as the depth increases, the effective 
bandwidth of the of the E-fields decreases as higher frequencies are more rapidly 
absorbed (Spies, 1989). Therefore, resolution at a given depth will depend on the 
useful frequency bandwidth at that depth. 
 
The depth of penetration of EM fields increases with source receiver offset. By 
increasing this offset, information about deeper structure can be gained. However, as 
the skin depths have been shown to be relatively short in the overburden layer, 7.5 km Chapter 5  Diffusive EM Imaging (DEMI)     149
 
 
offset was deemed large enough. Hence, careful attention must be made when 
choosing the maximum offset of the data. However, in reality, this is most likely 
governed by the noise floor of the instrumentation, which in deep water is typically in 
the region of 10
-15VA
-1m
-2 (Constable and Cox, 1996). 
 
5.5.2 Thickness of Layer 
 
The almost identical responses for layer thicknesses above 50 m (shown in 
figure 5.4) are to be expected. The imaging method uses a set of predefined 
conductivity values to calculate the array of subsurface wavenumbers for migration by 
downward continuation (Tompkins, 2004b). In the first iteration as used here, the 
predefined set of wavenumbers corresponds to a 1.0 Ωm halfspace. Hence the method 
is only sensitive to the first geoelectrical boundary in the first iteration. It has been 
shown by a number of workers (Tompkins, 2004b; pers. comm.; Zhdanov et al., 1996) 
that imaging by an iterative process can yield sensitivity to deeper structure. 
 
For layers of thickness less than 50 m, the imaged depth and conductivity 
contrast are different to that of thicker layer models. The imaged response becomes 
deeper and of smaller amplitude. Zhdanov et al. (1996) have shown that at a 
geoelectrical boundary with a large conductivity contrast, the phase difference is 
independent of the frequency [5.6]. The different response from the imaging 
algorithm as the layer becomes thinner is due to the EM signal being unable to resolve 
a thin layer at that depth. This would cause the overall response to the layer to become 
a combination of the resistivities of the thin resistive layer and that of the layer above 
or below (figure 5.10), in this case 1 Ωm. At this point, the resistivity of the combined 
layer response would violate the given assumption that the phase at the boundary is 
independent of frequency. Combining multi-frequency data to generate the response 
would distort the image of the scatterer. As a result, in this example, layers thinner 
than 50 m may not produce an accurate layer response at or near the correct layer 
depth. 
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5.5.3 Resistivity of Layer 
 
The increase in the imaged depth of the layer with decreasing resistivity is also 
due to the violation of the geoelectrical boundary assumption, as there is a limiting 
conductivity contrast that satisfies this assumption [5.6]. At any contrasts below this, 
the phase at the boundary becomes frequency dependent resulting in an error in 
imaged depth. Further discussion of this is deferred until section 5.6.4, which also 
considers the impact of this on the 1D smooth inversion. 
 
The reduction in the imaged amplitude with decreasing resistivity of the layer 
is simply due to a decrease in the reflection coefficient [5.5]. The amplitude of the 
positive response indicates the relative conductivity contrast across the geoelectrical 
boundary. This is shown by the 300 Ωm layer (figure 5.5H), which has the largest 
positive amplitude, indicating it is the most resistive. For resistivities of 50 Ωm and 
below (figure 5.5D), the image response to the layer appears to increase with depth. 
This indicates that a resistivity ratio of greater than 50:1 is required to obtain a 
reasonable estimate of the layer depth from the positive peak. 
 
  It has already been shown in chapter 3 that consideration of the transverse 
resistance provides useful insights into the E-field behaviour, instead of the thickness 
or resistivity separately. This is due to the ambiguous nature of potential fields, where 
vastly different subsurface structures may generate almost identical E-fields at the 
Figure 5.10: Diagram showing the effect of thickness of the layer and resolution of the EM wave. 
Where the thickness of the layer is large in comparison to the resolution window (a), the thin resistive 
layer is detected and migrated properly. Where the resolution window approaches the thickness of the 
layer (b), this is the limit of response without affecting the migrated image. Where the resolution 
window is large compared to the layer thickness, the response is a combination of all 3 layers, 
reducing the overall resistivity of the response and producing erroneous phase values. Chapter 5  Diffusive EM Imaging (DEMI)     151
 
 
seafloor. A discussion of transverse resistivity and the imaging algorithm is deferred 




The results show conclusively that increasing the frequency bandwidth is more 
important than increasing the number of frequencies for the same bandwidth. This is 
because the higher frequencies contain greater resolution information about the 
subsurface. This is tempered by the fact that they are also attenuated more due to the 
skin depth relationship, hence the amount of information they provide for deep targets 
is minimal. However, tests have shown that using higher frequencies is beneficial to 
the imaging response, since it reduces the oscillatory nature of the image allowing 
easier identification of responses. 
Figure 5.11: Graph showing examples of the effects of different percentage random Gaussian noise 
has on the phase of the fields at the seafloor, with offset. As can be seen, even 20% noise has an 
appreciable effect on the phase of the data. This kind of error should produce errors from the imaging 




In terms of the number of frequencies required to create an interpretable 
response, all the models have shown that using 8 frequencies from 0.1 Hz to 1.5 Hz 
produces adequate results. Increasing this to 25 frequencies (from 0.1 Hz to 4.9 Hz) 
improves the image, however a further increase to 50 frequencies (from 0.1 Hz to 9.9 
Hz) results in only a minor further improvement. Decreasing the number of 
frequencies by increasing their spacing within the same bandwidth (figure 5.8A) 
shows the depth of burial to the layer is not affected, even when using only 2 
frequencies. Reducing the number of frequencies by decreasing the frequency 
bandwidth has been shown to dramatically reduce the resolution of the layer response 
(figure 5.8B). The use of 4 frequencies produced a more oscillatory response, 
generating greater error in the depth to the top of the resistive layer by a broadening of 
the peak. However, even using only 2 frequencies produces a response that may be 
interpreted with prior knowledge of the subsurface structure. Note this may not be 




Gaussian random errors were added to the real and the imaginary component 
of the synthetic electric field data. The effect of noise at 30% should be considerable, 
as shown by the phase of the E-field at the seafloor for differing noise percentages 
(figure 5.11). The effect of a varying phase should cause the imaging condition to 
break down, as the phase at the seafloor would be incorrect and downward 
continuation would propagate this error into the subsurface. After summation, this 
would not cause constructive interference at the geoelectrical boundary, reducing the 
layer response. However, noise appears to have little or no effect on the imaging 
response, even at 100%. While this is extremely encouraging, it is in this case a 
consequence of using 1D datasets with multiple transmitter and receiver positions. 
This provides a high degree of data redundancy, an effect analogous to improving the 
SNR by stacking with a high stack fold. Using a 2D or 3D model, this would not 
occur and hence would expect the noise to degrade the image more severely. For 
example, 6% Gaussian noise added to a 2D synthetic dataset has been shown to have 




5.6 Comparison with 1D smooth inversion 
 
  In order to evaluate the performance of the DEMI algorithm, the imaging 
results discussed above were compared to the Occam 1D inversion algorithm 
(Constable et al.,  1987) for the same synthetic data. This inversion scheme was 
chosen due to its relative stability and wide use in the literature for oceanic 
lithosphere models (e.g. Barker, 2004; Constable and Cox, 1996; de Groot-Hedlin 
and Constable, 1990; MacGregor, 1997; 1999; MacGregor et al., 1998; MacGregor 
et al., 2001) and more specifically for hydrocarbon exploration (Constable and Weiss, 
2006; MacGregor, 2003; MacGregor et al., 2006; MacGregor and Sinha, 2000). The 
Occam inversion scheme tackles the non-uniqueness problem associated with 
inversion of EM data by generating the smoothest possible (i.e. minimum structure) 
model that is consistent with the experimental data and uncertainties. A detailed 
discussion of Occam’s inversion algorithm may be found in Constable et al. (1987). 
The next section provides a short summary. 
 
5.6.1 Background to Occam 1D Smooth Inversion 
 
Traditional inversion routines, such as the Marquardt method, attempt to 
minimize the misfit [5.10] between the experimental data and the calculated model 
data, given by: 
 
2 2 ] [m F W d W − = χ   [5.10]
 
where χ
2 is the data misfit, d is the data vector of size N, m is the model parameter 
vector of size M, F[m] is the forward functional of the non-linear CSEM forward 
problem and W is the diagonal weighting matrix of the experimental data errors, given 
by W = diag [1/σ1, 1/ σ2,…, 1/ σn]. Although this can lead to satisfactory results, the 
non-linear EM forward problem can introduce artifacts into the inversion result. 
Occam’s inversion attempts to reduce the misfit to some specified tolerance value X*
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whilst minimizing the roughness of the model. The roughness is defined as either the 






1 1 ) ( m m m R
N
i
i i ∂ = − =∑
=





1 1 2 ) 2 ( m m m m R
N
i
i i i ∂ = + − =∑
−
=
− +   [5.11b]
 
where R1 and R2 are the roughness of the first and second derivatives respectively, of 
the model parameters m with depth, and ∂ is the discrete differential operator in 
matrix form. Minimizing a combination of the roughness and the data misfit will 
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where μ
-1 is the Lagrange multiplier. Thus, [5.12] shows the functional U must be 
minimized in order to obtain the smoothest model. The first term is the roughness and 
the second term is the misfit of the experimental data, where the Lagrange multiplier 
controls the tradeoff between these. Since the data functionals are nonlinear, the 
functional U is linearized about the current model parameters and the minimization is 
solved iteratively  to obtain values of the model parameters (Constable et al., 1987; de 




  All synthetic data for this comparison were generated using the 1D forward 
algorithm of Chave and Cox (1982) and contained 8 frequencies from 0.1 Hz to 1.5 
Hz in 0.2 Hz steps. For comparison with the DEMI imaging results, the models used 
were identical, although 5% random Gaussian noise was added to the data used for 
inversion to ensure algorithm stability, and avoid bias in the inversion result 
(Constable,  1991). The first derivative calculates a model that is as close to a Chapter 5  Diffusive EM Imaging (DEMI)     155
 
 
halfspace as allowed by the data. The second derivative fits a gradient of the 
resistivity with depth in regions of homogeneous resistivity, hence, the first derivative 
was more appropriate for the models considered here.  
 
The inversion was run using 80 layers, with thicknesses increasing 
logarithmically with depth. This compensates for the reduction in sensitivity of E-
fields with increasing depth (Constable et al., 1987; de Groot-Hedlin and Constable, 
1990). In each case the inversion was run to an rms misfit of 1.0 – 1.2, starting from a 
1 Ωm halfspace, and was otherwise unconstrained. All data below the noise floor of 
amplitude 1.0E-15 VA
-1m
-2 were muted to simulate the limitations of real world 
survey data. Figure 5.12 shows an example of a synthetic dataset used for the 
inversion. 
 
Figure 5.12: Example of 1D synthetic CSEM inversion results and input data for a 500 Ωm, 200m 
thick layer buried at 1.5 km below the seafloor in a 1 Ωm sediment background. The data contains 8 
frequencies ranging from 0.1 Hz to 1.5 Hz in 0.2 Hz steps and includes both inline and broadside data. 
The black bars indicate the 5% error contained in the data, and the red circles show the electric field 
value of the inversion model result shown in figure 5.13C. Chapter 5  Diffusive EM Imaging (DEMI)     156
 
 
5.6.3 1D Synthetic Model Data Comparison 
5.6.3.1 Effect of depth of burial 
 
  As with the DEMI imaging, a series of models were run using a thin resistive 
layer 200 m thick and 500 Ωm in resistivity, buried successively deeper from 0.5 km 
to 3.5 km in 0.5 km steps. Figure 5.13 shows the comparison of the inversion results 
(black lines) compared to the DEMI imaging result (red line). Two inversion results 
are shown; the solid black line is the inversion result of purely inline data (Eρ) and the 
dashed black line is the inversion result of both inline and broadside (Eφ) data. In 
general the figure shows that both the inversion results and the imaging result 
generate a significant response to the presence of the resistive layer. The inversion 
result using both inline and broadside components more accurately recovers the 
Figure 5.13: Series of 1D synthetic models consisting of a 200 m thick, 500 Ωm layer buried at 
depths between (a) 0.5 km to (h) 3.5 km below the seafloor in a background of 1 Ωm sediment. The 
solid blue line represents the input resistivity model. The dashed black line is the inversion result 
using both Eρ (inline) and Eφ (broadside) components of the E-field. The solid black line is the 
inversion result using solely Eρ (inline) component of the E-field. The solid red line represents the 
DEMI imaging result for the same model. Note: All inversion results and input model are given in 
resistivity (bottom x-axis) whereas the imaging result is in units of conductivity contrast (reflection 
coefficient; top x-axis). Chapter 5  Diffusive EM Imaging (DEMI)     157
 
 
original model, with the Eρ only inversion smeared with depth. This result has also 
been noted by Constable and Weiss (2006). It occurs because the broadside data adds 
sensitivity to the background structure, thus requiring the inversion to select models 
with a thinner layer response than with an Eρ only inversion. It can be seen even at 
depths of 3.5 km, the inversion result still clearly identifies the presence of the thin 
resistive layer, although the amplitude of the resistivity anomaly has decreased and its 
thickness has increased. As before, the imaging result responds reasonably well to the 
presence of the layer only to depths of 2.5 km. The broadening of the inversion 
response can be attributed to only lower frequency data being sensitive to the deeper 
structure. 
 
Figure 5.14: Results from 1D Occam inversion and DEMI imaging algorithm using 1D synthetic 
model data to test the effect of changing the thickness of a 500 Ωm layer, buried 1.5 km below the 
seafloor in a 1 Ωm sediment background. The thicknesses range from 10 m to 1000 m. The red line 
represents the DEMI imaging result, the dashed black line the Occam inversion result using inline and 
broadside data and the solid black line the Occam inversion result using inline data only. The blue line 
represents the original 1D model. Chapter 5  Diffusive EM Imaging (DEMI)     158
 
 
5.6.3.2 Effect of thickness 
 
  The effect of thickness of the resistive layer on the inversion was tested using 
a 500 Ωm layer buried at 1.5 km below the seafloor in a 1 Ωm sediment background 
and compared to the DEMI results. The resistive layer ranged in thickness from 10 m 
to 1000 m, and the results are shown in figure 5.14. From previous discussion it has 
been shown that the DEMI algorithm begins to break down when the thickness of the 
layer is less than 50m. By comparison, figure 5.14A to C show the inversion result 
with a characteristic broad response in the region of the layer. The inversion has 
severely under estimated the resistivity and over estimated the thickness of the layer. 
This is, as before, partly due to the algorithm choosing only smooth models and thus 
smoothing the large resistivity contrast between the sediment and the resistive layer 
over a greater depth. However, it is important to note that, even when the resistive 
layer is only 10m thick, the inversion result successfully recovers the presence of the 
thin resistive layer. Interestingly, the inversion response of the Eρ and Eρ + Eφ 
inversion are almost identical with regard to the depth of the layer for layer 
thicknesses 10 and 25 m (figure 5.14A and figure 5.14B). 
 
 
5.6.3.3 Effect of resistivity 
 
  The resistivity of a 200 m layer buried at 1.5 km below the seafloor in a 1 Ωm 
sediment background was varied from 5 Ωm to 300 Ωm. The comparison of the 
DEMI algorithm and Occam’s inversion results are shown in figure 5.15. From 
previous discussion, it has been shown that the reduction of resistivity of the layer 
causes the DEMI algorithm to image the top of the thin resistive layer at an increasing 
depth. From figure 5.15, it can be seen that the inversion result generates a response to 
the presence of the resistive layer, even with a resistivity of 5 Ωm. As before, the 
response of the inversion to the resistive layer is at the correct depth, but the 
resistivity and thickness are incorrect, producing a thicker, less resistive layer. This 
effect, due to the interaction of sensitivity and regularization, improves with 
increasing resistivity of the thin layer. Chapter 5  Diffusive EM Imaging (DEMI)     159
 
 
5.6.3.4 Effect of Frequency 
 
  To compare the effect of frequency content on the algorithms, the same 
frequencies were used as before. In the case of inversion, the data were initially 
contaminated with 5% random Gaussian noise over all frequencies; however it was 
found the inversion routine became unstable. To overcome this, higher frequencies 
were contaminated with progressively larger amounts of noise, resulting in a stable 
inversion. 
 
  Figure 5.16 shows the results for increasing the number of frequencies over 
the same bandwidth from 0.1 Hz to 1.5 Hz. As the figure shows, this has little or no 
impact on the accuracy of the results obtained for both the inversion and the DEMI 
imaging. The results for increasing the number of frequencies over a larger frequency 
bandwidth is shown in figure 5.17. Again the use of 25 frequencies from 0.1 Hz to 4.9 
Figure 5.15:  Comparison of results for 1D synthetic CSEM data for a 200m thick layer buried 1.5 
km below the seafloor in a 1 Ωm sediment background with differing resistivities ranging from (A) 5 
Ωm to (H) 300 Ωm. The solid red line shows the DEMI imaging result, the solid black line shows the 
inversion result using Eρ data only and the dashed black line shows the inversion result using Eρ and 
Eφ data. The blue line shows the original resistivity model used to generate the synthetic data. Chapter 5  Diffusive EM Imaging (DEMI)     160
 
 
Hz significantly reduces the oscillatory response of the imaging algorithm while 
maintaining the large amplitude response at the depth of the resistive layer (figure 
5.17B). This is further improved by using 50 frequencies from 0.1 Hz to 9.9 Hz. In 
contrast, increasing the number of frequencies does not have a significant impact on 
the inversion result in this case. This is in contrast to other workers (e.g. Barker, 
2004; MacGregor, 1997), who have reported that the use of high frequency data helps 
to constrain the shallow structure and thus obtain a better fit for deeper structure. 
However, this is most likely due to the simplistic nature of the synthetic models and 
lack of fine scale, shallow structure. 
 
Figure 5.16: Comparison of DEMI imaging routine (red line) and Occam’s inversion (black lines) for 
a 150 Ωm, 200m thick layer, buried at 1.5 km below the seafloor in a 1 Ωm sediment background 
different numbers of frequencies over the range 0.1 Hz to 1.5 Hz. (A) 8 frequencies from 0.1 Hz to 1.5 
Hz in 0.2 Hz steps. (B) 15 frequencies from 0.1 Hz to 1.5 Hz in 0.1 Hz steps, (C) 30 frequencies from 
0.1 Hz to 1.5 Hz in 0.05 Hz steps.
Figure 5.17: Comparison of DEMI imaging with Occam’s inversion using the same model as in 
figure 5.15. The number frequencies were increased over a larger frequency range. (A) 8 frequencies 
from 0.1 Hz to 1.5 Hz in 0.2 Hz steps, (B) 25 frequencies from 0.1 Hz to 4.9 Hz in 0.2 Hz steps and 
(C) 50 frequencies from 0.1 Hz to 9.9 Hz in 0.2 Hz steps. Chapter 5  Diffusive EM Imaging (DEMI)     161
 
 
5.6.4 DEMI vs. smooth inversion discussion 
 
  From this comparison, it can be seen that the DEMI imaging algorithm and 
Occam’s inversion respond differently to changes in the subsurface structure and 
show markedly different resolvable limits. With regards to the inversion results, all 
the models used in this investigation have generated an interpretable layer response at 
the correct depth, even when the layer thickness or resistivity was extremely small. A 
common artefact of the inversion is the over estimation of thickness and the 
underestimation of the resistivity of the layer, a consequence of regularization.  
 
The behaviour of the inversion result is a product of the non-uniqueness of EM 
inversion, whereby identical E-fields at the seafloor may be generated from different 
structures, as long as the transverse resistance of the resistive layer remains constant. 
From Chapter 3, the transverse resistance is defined as: 
   
h T . ρ ρ =   [5.13]
 
where Tρ is the transverse resistance, ρ is the resistivity of the layer and h is the 
thickness of the layer. Because Occam’s inversion is inherently biased towards 
smooth models, it will always tend to choose models with the lowest resistivity and 
greatest thickness that is consistent with the data. Therefore, although the inversion 
algorithm gives a more reliable result for the depth of the layer, the DEMI algorithm 
Table 5.6 – Model parameters to test the response to transverse resistance 
Model (figure 5.18)  Thickness (m)  Resistivity (Ωm)  Transverse Resistance 
A 20 1250  25000 
B 50 500  25000 
C 100 250 25000 
D 200  125 25000 
E 500  50 25000 
F 1250  20  25000 
G 2500  10  25000 
H 5000  5  25000 Chapter 5  Diffusive EM Imaging (DEMI)     162
 
 
has the potential to give sharper images in some situations. The results from the 
DEMI algorithm can therefore provide constraining or focusing information for the 
inversion routine; an example of this has been described by Zhdanov and 
Portniaguine (1997). 
 
  To investigate further the response of the two algorithms to transverse 
resistance, a final set of 1D resistive layer models were tested. Table 5.6 shows the 
parameters of the models, for which the transverse resistance was kept constant, but 
the resistivity and thickness of the target layer were varied. The response of the 
imaging algorithm and the inversion algorithm to the models is shown in figure 5.18. 
The two approaches yield distinctly different responses. The DEMI result shows 
similar behaviour to the previous resistivity tests. The models with larger resistivities 
produce an image that is more consistent with the true depth of the top of the resistive 
layer. Hence, the thickness of the layer does not have a major effect on this aspect of 
the image. The most important factor in producing an accurate depth image is the ratio 
of resistivities at the geoelectrical boundary. In contrast, the Occam inversion gives 
Figure 5.18: Comparison of DEMI algorithm and Occam’s 1D inversion algorithm for CSEM 
synthetic data for models with a constant transverse resistance with parameters as defined in table 5.5. Chapter 5  Diffusive EM Imaging (DEMI)     163
 
 
almost identical results for figure 5.18A to E. Hence, the inversion regards a layer of 
500 m thickness or less at this depth (i.e. thickness ≤ ⅓ depth of burial) as a “thick” 
layer for which it is sensitive to only to the transverse resistance. Above this Occam is 
sensitive to thickness. The DEMI image is also nearly identical for figure 5.18A to E. 
However, for resistivities of less than 50 Ωm, DEMI is clearly an indicator of the 
resistivity in the layer, as its response begins to breakdown, even though the layer has 
a large transverse resistance. Therefore, the inversion can be seen, in general, to be 
sensitive to the transverse resistance. However, in contrast, the imaging algorithm is 
sensitive to only the resistivity of the layer. 
 
  To test this hypothesis further, the transverse resistance models shown in 
figure 5.18 were changed to models with the layer replaced by a bottom halfspace of 
the same resistivity. At high resistivities (figure 5.19A to E), the response of both 
models (uniform transverse resistance layer or lower halfspace) is almost identical, 
Figure 5.19: DEMI algorithm results for the transverse resistance models (red line with dots) shown 
in table 5.6 in comparison with models comprised a 1 Ωm, 1.5 km thick sediment overlying a 
halfspace with the same resistivity as those defined for the transverse resistance. Chapter 5  Diffusive EM Imaging (DEMI)     164
 
 
confirming that the response of the imaging algorithm is dependent primarily on the 
conductivity contrast. At low resistivities (less than 50 Ωm; figure 5.19F to H), the 
image amplitude is clearly sensitive to the resistivity contrast; however, accuracy of 
the depth of burial deteriorates and the layer and halfspace models diverge, suggesting 
the large thickness of this model has an impact on the imaging response. 
 
 
  For comparison, figure 5.20 shows the transverse resistance results returned by 
Occam’s inversion for each of the models in table 5.6. The layer response curve 
generated by the inversion result (resistivity vs. depth) was integrated over at depths 
where the resistivity was greater than 1.0, which is the depth range where a resistive 
layer is indicated, to determine the transverse resistance of the layer. This 
demonstrates that the inversion robustly estimates the layer transverse resistance in all 
but the last two cases. 
 
Figure 5.20: Graph to show the transverse resistance as calculated from the integration of the 
resistivity curve generated from the 1D Occam inversion of the models from table 5.5 using both 
inline and broadside data. The dotted line shows the actual transverse resistance of the synthetic 





•  This investigation has shown that diffuse electromagnetic imaging for 
controlled source electromagnetic data provides a quick, and potentially useful 
image of the electrical properties of the subsurface.  
•  Reliable images may be obtained providing that the following conditions are 
met: 
o  Depth of burial of the target layer less than 2.0 δs
  at the lowest 
frequency, 
o  target layer must be greater than 50m thick for current survey 
parameters (at frequencies from 0.1 to 1.5 Hz), 
o  target layer must have a resistivity ratio of 50:1 with the overburden, 
o  frequency bandwidth is more important than number of frequencies, 
with the optimum image containing around 25 frequencies between 0.1 
to 5.0 Hz. Tests have also shown that reliable images maybe obtained 
with just a few low frequencies. 
•  In 1D, the imaging algorithm does not allow us to accurately test the noise 
constraints on the imaging process due to shot receiver pair summing, which 
causes destructive interference and removal of noise, even at extremely high 
noise levels. This is inconsistent with 2D imaging results which have shown 
the imaging algorithm is sensitive to the presence of noise. 
•  It has been demonstrated that the imaging algorithms resolution is dependent 
on the conductivity contrast at a geoelectrical boundary rather than the 
transverse resistivity.  
•  Comparison of the imaging algorithm to a 1D smooth inversion algorithm 
demonstrated the imaging algorithm has the potential to provide higher 
resolution images of the conductivity contrasts in the subsurface, especially 
where the ratio of the conductivities is large.  
 








This chapter explores a fast and approximate method of imaging a resistive 
body buried in a conductive background, which enables a ‘first look’ at a CSEM 
dataset before inversion. This may be used as a priori information for later inversion 
by indentifying areas of interest. Normalised Electromagnetic Imaging (NEMI) uses 
properties of the electromagnetic fields to determine the existence of any resistive 




  The normalized amplitude, as defined from chapter 3, is the amplitude of the 
recorded electric field at the seafloor for a particular source-receiver pair divided by 
the amplitude predicted from a 1D background model. This parameter has been shown 
to be useful in identifying regions of change in the subsurface resistivity structure 
(chapters 2 & 3). An increase in the normalised amplitudes occurs over a more 
resistive structure, when both the source and receiver are located over or near to the 
target. This occurs because the electric fields are increased by the presence of the 
target. A number of examples in the literature have shown this for a 2D case (along a Chapter 6  Normalized Electromagnetic Imaging     167
 
 
survey line) (e.g. Constable and Weiss, 2006; Darnet et al., 2007; Eidesmo et al., 
2002; Ellingsrud et al., 2002; Johansen et al., 2005; MacGregor et al., 2006; 
MacGregor and Sinha, 2000). This has also been shown in chapters 2 and 3.  
 
The images in figure 6.1 demonstrate how the normalized amplitude approach 
may be used to map the lateral extent of a hydrocarbon target (Ellingsrud et al., 
2002). They were generated by binning the survey data with respect to the common 
offset range, and producing separate images for the inline and broadside geometries. 
Figure 6.1: Normalized amplitude data at a common offset of 4 – 6 km for a cruise offshore Angola 
over a known hydrocarbon producing reservoir (outlined in white). Normalised amplitude is plotted as 
a function of the mid-point between source and receiver. The data coverage is shown in the lower 2 
plots. The left side shows inline data and the right side shows broadside data. From Ellingsrud et al. 
(2002). Chapter 6  Normalized Electromagnetic Imaging     168
 
 
Different images may be produced for different common offset ranges, however, a 
number of drawbacks occur: 
 
A.  The data are binned and presented at the mid-point between source and 
receiver. 
B.  Only the discrete inline and broadside data are used; intermediate geometries 
are not used. 
C.  A separate plot is needed for each set of common offset ranges. 
 
As a first approximation, plotting the response of the electric field at the mid-point 
between source and receiver is a reasonable approach. However the electric fields are 
sensitive to the volume of the material in the subsurface between source and receiver, 
and not only the discrete mid-point position. By plotting the response at the mid-
point, resistive features may be underestimated in extent. This problem was partly 
addressed by Barker (2004) who implemented plotting of the anomaly along the line 
between source and receiver, rather than at the midpoint. However, this was 
implemented for a dataset collected over the mid Atlantic ridge and Barker’s approach 
has to date not been investigated for the surveying of hydrocarbon bodies. In this 
chapter, this method will be adopted, further developed and tested on a number of 
synthetic datasets of simple 3D hydrocarbon targets. 
 
Sorting the data into discrete geometries (either inline or broadside) and 
displaying separately causes a significant amount of data to be discarded that may 
provide information on the hydrocarbon target. Chapter 3 showed that the sensitivities 
of the electric fields to the presence of a thin resistive layer are not confined to just the 
inline configuration. A method for determining the region where the electric fields at 
the seafloor are most sensitive to the presence of the proposed target, referred to as the 
“Zone of Sensitivity”, to maximise the data coverage used in producing an image, will 
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6.3 The Zone of Sensitivity (ZoS) 
6.3.1 Definition and Calculation of the Zone of Sensitivity 
 
  Sorting the data based on the sensitivity pattern of the electric fields to a given 
target will allow a more effective selection of subsets of the recorded data to be used 
in imaging. The Zone of Sensitivity is defined as the region where the response of the 
electric field at a receiver to a target layer exceeds some threshold value. This region 
is determined by normalizing the calculated response of a proposed 1-dimensional 
target model by that of a background model.  
 
Consider a simple survey arrangement along a single inline tow. For a source-
receiver geometry of E║ (inline) with an azimuth of 0
o, the sensitivity function, R(x), 







x R =   [6.1]
 
where  HC(x)  is the  calculated PEmax amplitude of the electric field of a 1D 
hydrocarbon layer model as a function of offset, x; HS(x) is the calculated PEmax 
amplitude of the electric field of a 1D sediment halfspace model as a function of 
Figure 6.2: Normalised amplitude response of a 1D thin resistive layer model showing the Zone of 
Sensitivity for the inline configuration. The source transmission frequency is 1 Hz. Outside this zone, 
the fields are deemed to be insufficiently sensitive to the presence of the hydrocarbon reservoir. The 
Zone of Sensitivity represents the region where most information about the hydrocarbon reservoir can 
be obtained.  Chapter 6  Normalized Electromagnetic Imaging     170
 
 
offset and R(x) is the sensitivity function. An example is shown in figure 6.2. The 
Zone of Sensitivity, with respect to any data that may be used for imaging, is 
determined by the region between the ZoS boundary values. The calculation of these 
boundary values, x1 and x2, are specified by a data search for a user specified cut-off 





max =   [6.2]
 
where the maximum amplitude of the sensitivity function is Rmax and the value c is a 
user specified denominator that can be any real number (for example, a half-width 
calculation would require c = 2). Hence the offsets at which the sensitivity function is 
greater than or equal to Rcut, will be considered the sensitive zone, and will be 
bounded by the offsets, x1 and x2, as in [6.3]. 
 
2 1 x x x ≤ ≤   [6.3]
 
Therefore, the region of sensitivity is defined by the sensitivity of the electric fields to 
the presence of a resistive structure defined in the 1D target model. 
 
Since the aim is to delineate the presence of finite resistive structures in the 
horizontal plane, the definition of the Zone of Sensitivity must be extended to include 
variation of the sensitivity function over this plane. Extending the discussion to allow 
lateral variation of the response to the target layer along both horizontal axes requires 
the consideration of other source-receiver geometries. These have been shown to be 
important in determining the sensitivity pattern of the electric fields (Eidesmo et al., 
2002; MacGregor et al., 1998; Peirce et al., 1996; Sinha, 1999; Sinha et al., 1997). 










x R   [6.4]
 




Figure 6.3A shows an example of the Zone of Sensitivity for all azimuths 
between 0 and 90 degrees for a 1D hydrocarbon model. Note that the sensitivity 
pattern is shown for one quadrant only, since it is symmetrical about both the x- and 
y-axes. The model consists of a target layer 0.05 km thick, with a resistivity of 50 
Ωm, buried 1.5 km below the seafloor in a background resistivity of 1 Ωm .This 
clearly demonstrates the ZoS is dependent not only on the offset but also the geometry 
between the source and receiver. To account for this dependency, the ZoS offset 
boundary values x1 and x2, are computed for each azimuth to produce the area outlined 
in black in figure 6.3A. Data contained inside this region will be used to calculate the 
normalized amplitude image for the sensitive zone, while all data outside this region 
will be used to generate another image that is deemed insensitive to the target layer. 
Hence, the data has been sorted to gain the maximum possible sensitivity to the 
proposed target model, ideally producing the best image. 
 
6.3.2 Variation of the Zone of Sensitivity 
 
  As the ZoS is calculated purely from 1D models specified by the user, it is 
possible that the target model used to generate it is incorrect. This will cause the data 
to be optimally sorted for an incorrect model. Hence, an understanding of the 
behaviour of the Zone of Sensitivity to changes in model parameters of the 1D target 
model is essential when evaluating the reliability of the final image products. A 
number of tests were undertaken varying one parameter of the 1D target model over a 
range that is consistent with hydrocarbon targets; these included: 
 
•  Depth of burial of the target layer. 
•  Resistivity of the target layer. 
•  Thickness of the target layer. 
•  Resistivity of the sediment overburden. 
•  Frequency of HED source. 
 




•  1.5 km water depth. 
•  Target layer of thickness 0.05 km and resistivity 50 Ωm. 
•  A background resistivity of 1 Ωm. 
•  A source transmission frequency of 0.1 Hz. 
Figure 6.3: Normalized electric fields for a 1D hydrocarbon model with a water depth of 1.5 km, a 
thickness of 0.05 km, a target resistivity of 50 Ωm, and a background resistivity of 1 Ωm. The depth 
of burial of the target layer was varied with depths of: (A) 1.5 km, (B) 1.3 km, (C) 1.4 km, (D) 1.6 km 
and (E) 1.7 km. The frequency of transmission was 0.1 Hz. The white contour of normalized 
amplitude 1.2 demonstrates the minimum anomaly that is considered detectable by current receiver 
technology. The black dots represent the Zone of Sensitivity for that model, and the red dots for the 
standard model (A). (F) Schematic of Y-directed source position and geometry of the synthetic 




For each of the tests, unless where stated, the Zone of Sensitivity was calculated using 
the half-width (c=2) amplitude of the maximum normalized amplitude for each 
model. The range of values chosen over which each parameter was varied was based 
on the possible errors contained in a priori information for a real survey. 
 
6.3.2.1 Effect of depth of burial of the target layer 
 
  The depth of burial of the target layer was varied by +/- 0.2 km. From a depth 
of burial of 1.3 km (figure 6.3B) to a depth of 1.7 km (figure 6.3E), the Zone of 
Sensitivity does not vary greatly. The normalized amplitude shows a small increase 
with a decrease in depth of burial. This is a result of reduced attenuation of the source 
signal as the propagation distance through the conductive overburden has been 
reduced. The Zone of Sensitivity is relatively insensitive to changes in the depth of 
burial of the target layer over a depth range of 0.4 km. However, if the error in depth 
of burial of the target layer becomes substantial (greater than 1.0 km), this would 
drastically affect the zone sensitivity and therefore the normalized amplitude image 
produced from the sorted data. It is likely however, that some a priori information 
would be available to determine the supposed depth to target over the range of depths 
shown here. 
 
6.3.2.2 Effect of thickness of target layer 
 
  The thickness of the target layer was varied up to a factor of 4 from the 
standard model thickness of 50 m (figure 6.4). Comparison of these responses to the 
change in depth of burial clearly demonstrates the thickness of the target layer has a 
larger impact on the electric fields at the seafloor. For the smallest layer thickness of 
12.5 m (figure 6.4B), the normalized amplitude anomaly generated by the layer is on 
the threshold of detection (~1.2 normalized amplitude). For this model, the ZoS (black 
dots) has been significantly reduced in both azimuth and offset when compared to the 
standard model (red dots). As the thickness of the target layer increases, the 
normalized amplitude response increases, with the greatest sensitivity produced by the Chapter 6  Normalized Electromagnetic Imaging     174
 
 
thickest target layer (figure 6.4E). However, although significant variation in the 
normalized amplitudes occurs, this was not reflected in the spatial pattern of the Zone 
of Sensitivity, which has been shown to change more gradually.  
 
In general, as the thickness of the layer increases, the region increases in offset 
from the source. This is because at longer offsets, the normalized amplitude anomaly 
generated by the target layer is truncated by the airwave interaction. If the magnitude 
of the electric fields propagating through the seafloor is increased, the offset at which 
the airwave signal begins to dominate the signal is also increased. This causes the 
maximum normalized amplitude to migrate to longer offsets along with the Zone of 
Sensitivity.  
 
Figure 6.4: Normalized electric fields for a 1D hydrocarbon model with a water depth of 1.5 km, a 
thickness of 50 m, a target resistivity of 50 Ωm, and a background resistivity of 1 Ωm. The thickness 
of the target layer was varied with values of: (A) 12.5 m, (B) 25 m, (C) 100 m and (D) 200 m. The 
frequency of transmission was 0.1 Hz. The white contour of normalized amplitude 1.2 demonstrates 
the minimum anomaly that is detectable by current receiver technology. The black dots represent the 
Zone of Sensitivity for that model, the red dots for the standard model shown in figure 6.3A. 
Geometry of source and receivers is shown in figure 6.3F.Chapter 6  Normalized Electromagnetic Imaging     175
 
 
Since the Zone of Sensitivity is defined by the half-height limits of the 
anomaly (in this case, c=2) and not by some specific cut-off values of normalized 
amplitude, the shape of the ZoS changes much less than the actual normalized 
amplitudes at any location. This is illustrated in figure 6.5. It can be seen, even though 
the thicker target layer (figure 6.5A) generates larger normalized amplitudes, the 2D 
sensitivity function becomes narrower. Hence the ZoS is similar to that of the model 
with a target layer thickness of 50 m. 
 
6.3.2.3 Effect of resistivity of target layer 
 
  The resistivity of the target layer was varied up to a factor of 4 from the 
standard hydrocarbon model with a resistivity of 50 Ωm. From previous discussions 
in chapter 3, it has been shown that the electric fields are sensitive to the transverse 
resistance of a target structure rather than the resistivity or thickness separately. This 
is demonstrated by figure 6.6, which shows the sensitivity functions generated by 
target layers with varied resistivities. By varying the resistivity by the same amount as 
the thickness in the previous section, it can be seen the electric fields behave in much 
the same way. Decreasing the resistivity of the layer by a factor of 4 (figure 6.6B), 
Figure 6.5: 3D plot of normalized amplitudes for 1D hydrocarbon model with a target layer thickness 
of (A) 200 m, and (B) 50 m. The colours correspond to the normalized amplitudes shown in figure 
6.5. The black circles show the calculated Zone of Sensitivity for that model, using the half-width of 
the maximum normalized amplitude. Geometry of source and receivers is shown in figure 6.3F. Chapter 6  Normalized Electromagnetic Imaging     176
 
 
generates a reduced response, producing a smaller Zone of Sensitivity. As the 
resistivity of the layer increases, so does the magnitude of the sensitivity function. 
However, for reasons discussed in the preceding paragraph, the Zone of Sensitivity 
does not vary greatly over the range of resistivities from 25 Ωm (figure 6.6C) to 200 
Ωm (figure 6.6E). 
 
6.3.2.4 Effect of overburden resistivity 
 
  The resistivity of the sediment overburden was varied from 0.5 Ωm to 4.0 Ωm. 
Figure 6.7 shows that the resistivity of the overburden has a large impact on the 
Figure 6.6: Normalized electric fields for a 1D hydrocarbon model with a water depth of 1.5 km, a 
depth of burial of 1.5 km, a target thickness of 50 m and a background resistivity of 1 Ωm. The 
resistivity of the target layer was varied with values of: (A) 12.5Ω m, (B) 25 Ωm, (C) 100 Ωm and (D) 
200 Ωm. The frequency of transmission was 0.1 Hz. The white contour of normalized amplitude 1.2 
demonstrates the minimum anomaly that is detectable by current receiver technology. The black dots 
represent the Zone of Sensitivity for that model, the red dots for the standard model shown in figure 
6.3A. Geometry of source and receivers is shown in figure 6.3F. Chapter 6  Normalized Electromagnetic Imaging     177
 
 
sensitivity function. At a resistivity of 0.5 Ωm, both the amplitude and the extent of 
the Zone of Sensitivity are greatly reduced compared to the standard model resistivity 
of 1.0 Ωm. In this case the target would be undetectable at this frequency. At a 
resistivity of 0.75 Ωm, the Zone of Sensitivity is only slightly smaller in area and 
amplitude than the standard model. For resistivities higher than the standard model, 
the Zone of Sensitivity follows a similar pattern to an increase in target resistivities, 
with an increase in offset over which the zone occurs. 
 
6.3.2.5 Effect of frequency of transmission 
 
  In order to gain an understanding of how the Zone of Sensitivity behaves at 
different frequencies, the frequency was varied from 0.05 Hz to 1.0 Hz using the 
Figure 6.7: Normalized electric fields for a 1D hydrocarbon model with a water depth of 1.5 km, a 
depth of burial of 1.5 km, a target thickness of 50 m and a target resistivity of 50 Ωm. The resistivity 
of the sediment overburden was varied with values of: (A) 0.5Ω m, (B) 0.75 Ωm, (C) 2 Ωm and (D) 4 
Ωm. The frequency of transmission was 0.1 Hz. The white contour of normalized amplitude 1.2 
demonstrates the minimum anomaly that is detectable by current receiver technology. The black dots 
represent the Zone of Sensitivity for that model, the red dots for the standard model shown in figure 
6.3A. Geometry of source and receivers is shown in figure 6.3F.Chapter 6  Normalized Electromagnetic Imaging     178
 
 
standard hydrocarbon model (figure 6.8). At the lowest frequency, the sensitivity 
function becomes broader in form which results in a larger Zone of Sensitivity but 
smaller in maximum amplitude. As the frequency increases, the maximum normalized 
amplitude of the sensitivity function increases indicating a greater sensitivity to the 
target layer. However, this is accompanied by a reduction in width of the sensitivity 
function maximum amplitude value. This causes an associated reduction in the area of 
the Zone of Sensitivity.  
 
This is caused by two factors. Firstly, the increased frequency produces shorter 
skin depths and hence a greater sensitivity to thin resistive structures in the 
subsurface. For example, the skin depth in a 50 Ωm layer at 0.1 Hz is 11.1 km, which 
decreases to 3.5 km at 1.0 Hz. Secondly, because of the increase in attenuation of the 
Figure 6.8: Normalized electric fields for the standard 1D hydrocarbon model with a water depth of 
1.5 km, a depth of burial of 1.5 km, a target thickness of 50 m and a target resistivity of 50 Ωm. The 
frequency was varied using the following values: (A) 0.05 Hz, (B) 0.25 Hz, (C) 0.5 Hz and (D) 1.0 
Hz, compared to the standard frequency of 0.1 Hz used in all previous examples. The black dots show 
the Zone of Sensitivity for the current model and the red dots shows the Zone of Sensitivity for 
standard model using a frequency of 0.1 Hz from figure 6.3A. Geometry of source and receivers is 
shown in figure 6.3F. Chapter 6  Normalized Electromagnetic Imaging     179
 
 
electric fields in the overburden, the offset at which the airwave begins to dominate 
the signal at the seafloor decreases. This causes a reduction in size of the Zone of 
Sensitivity by reducing the maximum offset at which the electric fields are sensitive to 
the target layer.  
 
6.3.2.6 Defining the limit of the Zone of Sensitivity 
 
For all of figure 6.3 to figure 6.8, the Zone of Sensitivity was defined by the ½ 
amplitude of the maximum normalized amplitude of the sensitivity function. To adjust 
the Zone of Sensitivity, a different denominator value may be chosen. Figure 6.9 
shows result for a frequency of 0.25 Hz, using different fractional values between ½ 
Figure 6.9: Normalized electric fields for the standard 1D hydrocarbon model with a water depth of 
1.5 km, a depth of burial of 1.5 km, a target thickness of 50 m and a target resistivity of 50 Ωm at a 
frequency of 0.25 Hz. The value of Rcut is determined by the specification of a fractional amount of 
the maximum normalized amplitude using (A) 1/2 (B) 1/3, (C) 1/4 and (D) 1/6. The black dots 
indicate the Zone of Sensitivity for the model indicated and the red dots indicate the Zone of 
Sensitivity for the standard model using a fractional value of ½. Geometry of source and receivers is 
shown in figure 6.3F.Chapter 6  Normalized Electromagnetic Imaging     180
 
 
and 1/6 of the maximum normalized amplitude value. For fractional values of ¼ and 
1/6 (figure 6.9C and D), the Zone of Sensitivity is limited by the threshold of 
detection. Using a fractional value of a 1/3 (figure 6.9B), the Zone of Sensitivity is 
above the threshold of detection and maintains an area comparable to that of the 0.1 
Hz case. 
 
6.3.3 Zone of Sensitivity Discussion 
 
  It can be seen that all parameters in the 1D target model affect the shape and 
size of the Zone of Sensitivity. The depth of burial of the target is the least sensitive 
parameter over the range of values chosen, and does not greatly affect the ZoS. The 
resistivity and thickness behave almost identically, and cause a large variation. The 
background resistivity also produces a significant change in the sensitivity pattern of 
the electric fields. In general, if a parameter is underestimated, this will cause a 
reduction in the overall sensitivity to the target, and hence a corresponding reduction 
in the size of the Zone of Sensitivity. An over estimation of the parameter value 
increases the overall sensitivity to the target. However, in all cases, the shape of the 
Zone of Sensitivity does not vary dramatically when compared to the “true” model. 
Therefore, inaccurate specification of the synthetic target model will not greatly affect 




In order to generate images of the normalized electric field amplitude over a 
survey area for a given number of receivers and transmitter positions, a number of 
steps must be followed. Figure 6.10 shows the processing steps required to generate 
images of the normalized amplitude. Firstly, the Zone of Sensitivity must be 
determined using the program RBcalc. Secondly, the Zone of Sensitivity, along with 
the recorded electric field data and a 1D background model, are then supplied to the 
program Nimaging which generates images of the normalized amplitude and other 
statistics. The implementation of this process will now be described. 
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6.4.1 The Normalized Amplitude with respect to real data 
 
  Given a dataset of  NP p K 1 =  receiver positions, with  p ND q K 1 = data 
points, the aim is to produce an image using the corresponding normalised amplitudes 
for each data point, Ap,q. A “receiver” is defined as containing a subset of the dataset 
and contains a number of individual “data points”. Each data point consists of an 
electric field amplitude value and a position. Initially, the data points are normalized 
by the specified 1D background model, which is calculated using the semi-analytical 
1D forward modelling algorithm of Chave and Cox (1982). The normalized amplitude 









, =   [6.5]
 
where  RPEp,q  is the magnitude of the polarisation ellipse semi-major axis of the 
horizontal electric field recorded at the seafloor and HPEp,q is the magnitude of the 
polarisation ellipse semi-major axis of the horizontal electric field calculated at the 
RBCalc 
Nimaging 







Figure 6.10: Flow diagram showing the processing order for producing normalised amplitude images. 
RBcalc produces sensitivity region configuration data used by Nimaging to sort the survey data into 
sensitive and insensitive zones. Chapter 6  Normalized Electromagnetic Imaging     182
 
 
seafloor for the same offset and azimuth Ф, for a uniform halfspace background 
model. 
 
6.4.2 Discretitization of the survey area 
  
  In order to process and display the data, the survey area was discretized into a 
user defined mesh of bins, 
p
d j i B , , , where i is the bin number in the x direction, j is the 
bin number in the y direction, d is the amplitude value number  and p is the receiver 
number (figure 6.11). Each bin represents a small geographical sub-region of the 
survey area, and a single pixel in the final images. The data is distributed over the 
discretized survey area, the method of which will be described below, and each bin 
will contain a number of data points with corresponding normalized amplitude values. 
 
Figure 6.11: Diagram to show discretization of a 2D case over a survey area. The survey area is 
discretized into a number of bins,  p
d j i B , , , where i  and j are the bin numbers in the x-direction and y-
direction respectively, and d is the amplitude value of each individual data point in that bin. The data 
is binned along the line between source and receiver (see body of text for full description). Each 
individual amplitude value that is stored in each bin is recorded separately to produce a distribution of 
amplitude values in each bin. Chapter 6  Normalized Electromagnetic Imaging     183
 
 
6.4.3 Sorting of the data points by the Zone of Sensitivity 
 
  Each subset of data points associated with each individual receiver is treated 
independently of all other receiver subsets in the dataset. For each receiver position, 
the data points are sorted using a two step process. In the first step, each data point is 
tested to see if it lies within the Zone of Sensitivity. If the data lies within this zone, it 
is deemed to be in the “sensitive zone”, which is given by: 
 
p q p u p
q p
NU u where A Xs
x O x










1 x  and 
Φ
2 x  are the azimuth dependent offset boundary values defining the 
Zone of Sensitivity,  q p O , is the offset between source and receiver for the q
th data 
point of the p
th receiver and Xsp,u+1  is the u
th normalized amplitude value in the 
sensitive zone. If a data point lies outside this zone, it is deemed to be in the 
“insensitive zone”. For each azimuth Ф, this is defined as: 
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where Xip,v+1 is the v
th normalized amplitude value in the insensitive zone. 
 
6.4.4 Distribution of data points over survey area for each receiver subset 
 
  For the second step, the data points that have been sorted into the sensitive and 
insensitive zones must be distributed over the discretized survey area (defined in 
section 6.4.2) for statistical analysis and output for plotting. The following approach 
was applied to both the sensitive and insensitive zones independently, to produce a set 
of images for each region.  As an alternative to plotting the data at mid-point (as 
discussed in section 6.2), the normalized amplitude for each data point is distributed Chapter 6  Normalized Electromagnetic Imaging     184
 
 
along the line between source and receiver. This was achieved by calculating the bins 
which intersect the line between the given source receiver pair associated with the 
given data point, and placing the normalized amplitude value of that data point in each 
of these bins. For bins containing multiple normalized amplitudes, each individual 
amplitude value in the bin is stored separately (figure 6.11). This allows for the 
statistical analysis of the distribution of normalized amplitude values in each bin. 
 
Each discrete bin, 
p
d j i B , , , contains 
p
j i D ,  number of data points with individual 
normalized amplitudes, for each i
th, j
th number bin. The discretized survey area is then 
output for plotting using the following statistical measures of the normalized 
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d j i B , ,  is the arithmetic mean of the data in each bin, and 
p
j i S , ,  is the standard 
deviation of the normalized amplitude data values per bin. 
  
6.4.5 Combining sorted data for each individual receiver into a final image 
 
Up to now, all processing of the data has been performed on each receiver 
subset of the data set independently, on a data point by data point basis. In order to 
gain maximum information about the survey area, the normalized amplitudes 
distributed over the discretized survey area for each individual receiver position are 
combined into a final sorted data set. This is achieved by combining the results of step 
two in the previous section for each receiver, the discrete data values (normalized 
amplitudes) in each bin for each receiver position, into a final array containing all data 
from all receivers. Therefore, the same statistics may be performed for each bin 
containing normalized amplitudes from all receivers in the given dataset. The number Chapter 6  Normalized Electromagnetic Imaging     185
 
 
of data in each bin is the summed total of the number of data in that bin for every 
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where the quantities in [6.10] are the same as in [6.9] for all receivers. 
 
Figure 6.12: Survey plan of the synthetic datasets used to test the NEMI algorithm. The receivers 
were placed 4 km apart in both axis directions, and transmission points were calculated every 200 m 
along the survey lines. Chapter 6  Normalized Electromagnetic Imaging     186
 
 
  Therefore, it can be seen that a set of images for both the sensitive and 
insensitive zones are produced for each independent receiver subset of the dataset as 
well as for all receivers combined in a set of final images. The merits of this approach 





  The algorithm was tested using a number of synthetic datasets for simple 3D 
hydrocarbon models. The data were generated using the forward 3D quasi-analytical 
approximation method of Zhdanov et al. (2000a) to calculate the electric fields at the 
seafloor. Each dataset consisted of 25 receivers arranged in a reconnaissance grid 
pattern with a spacing of 4 km between receivers in both axis directions. 10 source 
tows were modelled, 5 parallel to the Y-axis and 5 parallel to the X-axis at a 
frequency of 0.1 Hz and 0.25 Hz (figure 6.13). For all tests in this section, the survey 
grid remains constant and the resistivity structure was changed. 
 
Figure 6.13: Diagram of a simple 3D hydrocarbon model. The triangles show the receiver positions 
on the seafloor, and the tow lines are displayed as red dots. The survey parameters are as in figure 






Figure 6.14: Normalized amplitude image for the simple 3D hydrocarbon model shown in figure 6.13 
using a transmission frequency of 0.1 Hz, for (A) the sensitive zone and (B) the insensitive zone. The 
number of data per bin is shown in (C) and (D) for the sensitive and insensitive zones respectively. 
The diamonds indicated the position of the receivers and the white dotted box the true extent of the 
hydrocarbon target. Chapter 6  Normalized Electromagnetic Imaging     188
 
 
6.5.1 Influence of target structure 
6.5.1.1 3D Hydrocarbon Model (Thin Layer) 
 
  Figure 6.13 shows a cartoon of the simple 3D hydrocarbon model used for the 
following comparison. In this case, the hydrocarbon target is ideally situated within 
the survey grid with the nine central receivers covering the target. This gives 
maximum data coverage and sensitivity to the target. A misalignment of the target 
with respect to the survey grid will be discussed in section 6.5.3. 
 
  Figure 6.14A and B show the normalized amplitude image for the sensitive 
and insensitive zones respectively, for the model shown in figure 6.13. The true extent 
of the hydrocarbon target is outlined by the dotted white line. Comparing the sensitive 
and insensitive zones, it can be seen there is a clear response of to the hydrocarbon 
target for the sensitive zone plot. This is not present in the insensitive zone.  
 
Comparing the data density of the two regions (figure 6.14C and D), it can be 
seen that the density is greater for the insensitive zone as a result of the unequal size 
Figure 6.15: Standard deviation of the normalized amplitude in the sensitive zone of the data values 
in each bin for the simple 3D hydrocarbon target model shown in figure 6.13. Chapter 6  Normalized Electromagnetic Imaging     189
 
 
of the sensitive and insensitive zones. In the sensitive zone the greatest data density 
occurs along the tow lines, as expected.  
 
The normalized amplitude in the sensitive zone shows a large variation over 
the target area. This is further demonstrated by the standard deviation of the 
normalized amplitude values in each bin (figure 6.15). The largest standard deviations 
occur along the tow lines over the centre of the target body, and at azimuths between 
30-50
o. This variation is not due to the resistivity structure of the target itself, as this 
Figure 6.16: Normalized amplitude images of individual receiver positions 7 and 9 using data in the 
sensitive zone (panels A to C) used to generate figure 6.14. The diamond shows the position of the 
individual receiver and the black dots show the location of the source transmission points. The dotted 
black square shows the true horizontal extent of the target body. Panels D to H show the electric field 
amplitude of receiver 7 for X-directed source tows (shown in panel B) generated by the 3D 
hydrocarbon model 1 (solid line) compared to a 1D background model (dashed line), which consists 
of a 1 Ωm halfspace. Chapter 6  Normalized Electromagnetic Imaging     190
 
 
has been defined as a homogenous thin layer of constant resistivity. This behaviour 
can be better explained by considering the normalized amplitude responses in the 
sensitive zone for a number of individual receiver position that make up the image 
shown in figure 6.14A. 
 
Figure 6.16A to C shows the normalized amplitude response of a number of 
individual receivers at the corner of the target body. From this it can be seen the 
maximum response to the target layer is not in the inline geometry as shown for a 1D 
target (figure 6.3 to figure 6.9), but at azimuths in between the inline and broadside 
geometries. This is because, in this case, a majority of region of sensitivity along the 
inline tow line lies off the target, causing the normalized amplitudes to be truncated. 
The response at other azimuths along adjacent tow lines that also intersect the target 
body is greater because the zone sensitivity lies over the target at longer offsets than 
the inline geometry. As expected, tow lines that do not intersect the target body at any 
point, or where the zone of sensitivity lies significantly off the target, produce no 
anomaly in the normalized amplitudes. 
 
Figure 6.16D to H shows the electric field amplitudes for the 3D hydrocarbon 
Figure 6.17: Normalized amplitude images of individual receiver position 8 using data in the 
sensitive zone, for (A) X-directed source tows and (B) Y-directed source tows. The diamond shows 
the position of the individual receiver and the black dots show the location of the source transmission 
points. The dotted black square shows the true horizontal extent of the target body. Chapter 6  Normalized Electromagnetic Imaging     191
 
 
model compared to the 1D background model for X-directed tows for receiver 7 
(individual normalized amplitude image is shown in figure 6.16B). The tow line at Y 
= -8 km (figure 6.16D) shows little or no difference between the models, which is 
demonstrated by the normalized amplitude of approximately 1. The responses in tow 
lines Y = -4 km and Y= 0 km (figure 6.16E and F) both demonstrate increased electric 
fields over the target area. However, the maximum normalized amplitudes are 
produced along the tow line Y = 0 km, instead of the inline tow (Y = -4 km), which is 
in direct contrast to the 1D sensitivity pattern. Therefore, it can be seen that the use of 
azimuths other than the inline geometry provides valuable information regarding the 
target body’s extent. 
 
For receivers placed at the edge of the target body (figure 6.17A and B), a 
response is recorded when the tow direction coincides with the major extent of the 
target, as in figure 6.17A. However, if the tow direction is near perpendicular to the 
direction of the major extent of the target layer, as in figure 6.17B, the response to the 
target is reduced. This is caused by the fact that all source transmission points that are 
located in the sensitive zone lie off the target body. 
 
A similar phenomenon also occurs when the receiver is placed directly in the 
centre of the target body, as in figure 6.18A and B. For either direction of source tow, 
it can be seen the response for tow lines that do not transect the target body produce 
little or no amplitude anomaly, even though the receiver is placed over the target 
body. In fact, at any azimuth, the amplitude response to the target is reduced 
compared to receivers at the edge of the target. This is because all source transmission 
positions in the Zone of Sensitivity for these receiver positions lie off the target body. 
In all cases, insufficient offset between source and receiver over the target body is 
achieved. Hence insufficient energy from the controlled source signal diffuses to the 
target depth to generate a target response at the seafloor. Therefore, even though the 
receiver is placed at the centre of the target body, only a small response to the target is 
recorded at that receiver.  
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Figure 6.18C to G show the electric field amplitudes for the 3D hydrocarbon 
model and a 1D halfspace at the seafloor for receiver 13 for Y directed tow lines. The 
elevated electric fields over the background from source transmission points off the 
target, cause the response to be spread beyond its real extent. This feature can be seen 
in the individual receiver images (figure 6.18A and B) and also in the final image 
(figure 6.14A). For tow lines off the target body (tow lines 1 and 5; figure 6.18C and 
G), the electric fields for the 3D model are near identical to those of the 1D 
background model. This may cause dilution of the mean normalized amplitude of 
Figure 6.18: Normalized amplitude images of individual receiver position 13 using data in the 
sensitive zone , for (A) Y-directed source tows and (B) X-directed source tows. The diamond shows 
the position of the individual receiver and the black dots show the location of the source transmission 
points. The dotted black square shows the true horizontal extent of the target body. Panels C to G 
show the electric field amplitude for Y-directed source tows (shown in panel A) generated by the 3D 
hydrocarbon model 1 (solid line) compared to a 1D background model (dashed line), which consists 
of a 1 Ωm halfspace. Chapter 6  Normalized Electromagnetic Imaging     193
 
 
each bin over the target, further adding to the general variability of the response. Both 
this and the smearing out of the target response has the potential to reduce the 
effectiveness of this method of imaging, which will be demonstrated later in this 
section by varying the target body size and position. 
 
For receivers placed off the target body, shown in figure 6.19A and B, a 
reduced response to the target body is shown when the majority of the Zone of 
Sensitivity lies off the target body (as in figure 6.17B). This pattern of response will 
Figure 6.19: Normalized amplitude images of individual receiver position 10 using data in the 
sensitive zone for (A) Y-directed source tows and (B) X-directed source tows. The diamond shows the 
position of the individual receiver and the black dots show the location of the source transmission 
points. The dotted black square shows the true horizontal extent of the target body. Panels C to G 
show the electric field amplitude for Y-directed source tows (shown in panel A) generated by the 3D 
hydrocarbon model 1 (solid line) compared to a 1D background model (dashed line), which consists 
of a 1 Ωm halfspace. Chapter 6  Normalized Electromagnetic Imaging     194
 
 
not cause any smearing of the target response. As before however, when the sensitive 
zone does occur over the target body (as in figure 6.19A), a response is recorded at 
the receiver when the source is towed directly over the target. This response is 
analogous to when the receiver is placed over the target body and the source 
transmission points are off the target body. Figure 6.19C to G shows the comparison 
of the electric fields for the 3D target model and the 1D background model for 
receiver 10 along Y-directed tow lines. Even though the receiver is placed off the 
target, an increase in the electric fields over the target body can be seen along tow line 
2 (figure 6.19D) and more prominently along tow line 3 (figure 6.19E). Since the 
algorithm distributes the normalized amplitude along the line between the source and 
receiver, this causes some spreading of the target response outside its true extent. 
However, any method of imaging using the normalized amplitude anomaly would 




Figure 6.20: Diagram of a simple 3D salt dome model. The triangles show the receiver positions on 
the seafloor, and the tow lines are displayed as red dots. The survey parameters are as in figure 6.12. 
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6.5.1.2 3D Salt Dome Model (Thick Layer) 
 
  In areas where hydrocarbons occur, it has been shown that (see chapter 2) 
economic oil and gas accumulations are not the only resistive subsurface structures. 
Other structures such as salt domes are highly resistive compared to the background 
conductivity in which they are buried. Figure 6.20 shows a diagram of the model used 
to generate synthetic 3D data to test the normalized imaging algorithm for a thick 
resistive layer. The survey parameters were kept identical to the thin layer case, 
except that the layer thickness was increased to 2.0 km. 
 
  Figure 6.21A and B show the normalized amplitude images for all receivers in 
the sensitive and insensitive zones respectively. For these images, the sensitive zone is 
defined as before, with the proposed 1D target model consisting of a thin resistive 
layer buried at 1.5 km below the seafloor. The normalized amplitude in the sensitive 
zone shows a similar pattern to that shown in figure 6.14A for the thin resistive layer 
case. However, the overall amplitude of this response is much greater due to the 
increased thickness of the resistive layer. Spreading of the target response occurs, as 
before, due to the sensitivities to the resistive body of receivers which are not located 
over the layer itself. 
 
Figure 6.21: Normalized amplitude image for the simple 3D salt dome model shown in figure 6.20 
using a transmission frequency of 0.1 Hz, for (A) the sensitive zone and (B) the insensitive zone. Note 
the different scale when comparing with figure 6.14. Chapter 6  Normalized Electromagnetic Imaging     196
 
 
  The response to the target in the insensitive zone is different for the thick layer 
compared to the thin layer case. For the thick layer case, the normalized amplitudes in 
the insensitive zone have a magnitude up to 1.5. This is because the sensitive zone has 
been defined using a thin layer model, and hence, sensitivity to the layer spreads into 
the insensitive zone when the actual layer is sufficiently different.  
 
  The different responses for the thick layer model can be seen in figure 6.22, 
which shows the electric field amplitudes of receiver 7 along X-directed source tows. 
The equivalent response for the thin resistive layer is shown in figure 6.16C to G. 
Comparison of the responses show the thick layer generates a larger change in the 
electric field at the seafloor compared to the 1D background for all tow lines. This is 
most evident for tow lines that are furthest from the inline receiver tow. Figure 6.22D 
shows a clear increase in the electric field over the target, compared to the 
background. The same tow line for thin resistive layer (figure 6.16G) demonstrates 
almost no change in the electric fields due to the presence of the target layer. Hence, 
the larger resistive target has a greater affect on the electric fields, not only over the 
target body, but in the region surrounding the target body. Whilst it is clear that an 
increase in the target thickness causes an overall increase in the electric fields, the 
increased response is due to the inductive mode of the EM fields being inhibited by 
Figure 6.22: Electric field amplitude of receiver 7 for X-directed source tows generated by the 3D salt 
model (solid line) and a 1D background model (dashed line) consisting of a 1 Ωm halfspace. Chapter 6  Normalized Electromagnetic Imaging     197
 
 
the thick layer (see chapter 3 for an extended discussion). This mode dominates the 
broadside azimuths, which are in the insensitive zone for a ZoS defined for a thin 
resistive layer.  
 
6.5.2 Influence of survey arrangement 
 
The previous sections showed how a normalized amplitude anomaly may be 
used to map the lateral extent of a resistive target. However, the problem of off target 
sensitivity has resulted in the smearing of the target response to regions outside the 
original target body. In the previous cases, the position of the target was ideal in 
relation to the survey arrangement. An understanding of how the position of the target 
relative to the source tows and receivers affects the normalized amplitude image is 
needed for determining the applicability of this method to more realistic targets. 
 
  Figure 6.23 shows the normalized amplitude image for the sensitive zone of 
the 3D hydrocarbon model (figure 6.13) with the lateral position of the target shifted 
by either -8 km (figure 6.23A) or +8 km (figure 6.23B) in both x- and y-directions 
from the original model position. In both cases, the target has been aligned to the 
survey grid as before. It is clear from these results that the imaged anomaly 
corresponds closely to the position of the resistive target. 
Figure 6.23: Normalized amplitude image for the simple 3D hydrocarbon model with the target 
shifted (A) -8 km and (B) +8 km in both the X and Y directions. The white dashed box shows the 




A more realistic test is to move the target body so that it is misaligned with the 
survey grid, and hence receivers are not placed in ideal positions. This was undertaken 
to determine how independent the image produced is of the survey design. Figure 
6.24A and B shows the normalized amplitude image of the sensitive and insensitive 
zones, respectively, for the 3D hydrocarbon model misaligned by +2 km in both axis 
directions. The normalized amplitude anomaly produced by this target is different 
from those when the target is aligned to the survey grid. Whilst there is clearly a 
response in the region of the target area, this is not as clearly defined as when the 
receivers are aligned to the edge of reservoir. The region of clearest response occurs at 
the centre of the target body, surrounded by receivers 13, 14, 18 and 19. However, it 
is clear that some receivers that are not directly over the target body are still sensitive 
to the presence of the resistive layer. This has been shown to occur in both models 
described previously, however, because of the ideal positioning of the survey grid in 
relation to the target, the degradation of the normalized image was reduced. 
 
Figure 6.25 shows the individual receiver responses for a number of different 
receiver positions for data in the sensitive zone. For receivers placed off the target 
along tow line 2 (Y = -4 km) or 10 (X = 8 km), the normalized amplitude anomaly is  
Figure 6.24: Normalized amplitude image for the simple 3D hydrocarbon model for the sensitive and 
insensitive zones. The target layer has been shifted by +2 km in both the x and y directions, to reduce 
the number of receivers placed over the target and remove any receivers at the target edge. Chapter 6  Normalized Electromagnetic Imaging     199
 
 
small because the sensitive zone lies mainly off the target body (figure 6.25A and B). 
Hence, when the inline source tow does not cross the major extent of the target body, 
a reduced response is recorded, which is in agreement with the ideal case. For 
receivers placed off the target body with a large proportion of the sensitive zone lying 
over the target body (figure 6.25C and D), a larger response to the target layer can be 
seen. For example Receiver 7 (figure 6.25C) lies off the target body and no response 
is recorded along tows line 6 (X = -8 km) or 7 (X = -4 km). However, along tow lines 
8 (X = 0 km) and 9 (X = 4 km), an increased response to the target was generated by 
data points over the target body. Hence, even though the receiver lies 2 km off the 
target body, a response to the target is recorded. As before, this response is distributed 
Figure 6.25: Normalized amplitude image for individual receiver positions in the sensitive zone for 
the misaligned hydrocarbon target. The dashed black box shows the lateral extent of the resistive 
target, which consists of a 50 m thick, 50 Ωm layer, buried 1.5 km below the seafloor in a 1 Ωm 
sediment background. This response was calculated for a 0.1 Hz source frequency. Chapter 6  Normalized Electromagnetic Imaging     200
 
 
by the imaging algorithm along the line between source and receiver, smearing the 
target response beyond its true lateral extent.  
 
  For inline tows that intersect the target body itself, the smearing of the target 
response is worse for receivers placed off the target body. This is shown by receiver 8 
and 15 (figure 6.25E and F), whose positions are 2 km off the edge of the target body. 
In both cases, the data along the inline tow shows a large normalized amplitude 
response to the presence of the target. For source positions parallel to this tow line, 
which are also over the target body (tow line 4 (Y = 4 km) in the case of figure 
6.25F), a similar response is also recorded. For tow lines located off the target, the 
response decreases with distance from the target. In the case of receiver 15 (figure 
6.25F), tow line 2 (Y = -4 km) still shows some response to the target layer, even 
though both source and receiver are off the target itself. Tow line 5 (Y = 8 km) shows 
a response that is much reduced compared to tow line 2, even though both are 2 km 
from the target edge. Tow line 1 (Y = - 8 km), 6 km from the target edge shows no 
response in the sensitive zone. Figure 6.26 shows the electric field amplitude for 
receiver 15, which illustrates that a majority of the target sensitivity occurs for tow 
lines that intersect the resistive body (figure 6.26C and D). 
 
Figure 6.26: Electric field amplitude for receiver 15 for the Y-directed tow lines (6-10) generated by 
the 3D hydrocarbon model (solid line). The equivalent normalized amplitude image for this receiver is 
shown in figure 6.25F. Chapter 6  Normalized Electromagnetic Imaging     201
 
 
  For receivers placed over the target body itself, for example receiver 13 (figure 
6.25G and H), the response is biased towards the data that occurs at longer offsets 
which are on or near the target body. The response of receiver 13 for X-directed tow 
lines shows a split in the response. Data points with a negative X coordinate show 
little or no response to the presence of the target layer, even though the receiver is 
placed directly over it. This is due to two factors; firstly the lateral extent of the target 
in this direction is at a minimum, hence the target is undetectable in this orientation 
with this source – receiver pair; secondly, the source position is far enough from the 
target body for it to have a minimal impact on the electric fields recorded at the 
receiver. This was shown to occur with the ideal hydrocarbon model in figure 6.17B, 
however, because of the data coverage and positioning of other receivers at the edge 
of the target body, this did not adversely affect the final image. In this case, the 
misalignment of the target to the survey grid has reduced the number of receivers over 
the target body, hence data coverage showing the presence of the target body is 
reduced. For data points with a positive X coordinate, a clear response to the target is 
shown, due the longer offset data’s position lying over the resistive body. However, in 
this case, the sensitivity is mainly off the target, hence smearing the target response. 
 
  These simple models demonstrate that the normalized EM imaging approach 
is highly dependent on the survey design. Whilst the general position of the target 
body can be identified for all examples, the discrete target edge cannot be readily 
identified with this approach, especially when the receivers are generally misaligned 
with it. 
 
6.5.3 Influence of source frequency 
 
  Increasing the frequency of the source signal was shown in section 6.3 to 
increase the normalized amplitude response to the target layer. However, the 
sensitivity function was also shown to become more peaked in form, reducing the area 
of the Zone of Sensitivity. To increase the size of the Zone of Sensitivity, a smaller 
amplitude boundary value was chosen by using a third of the maximum normalized 
amplitude value of the sensitivity function (C = 3), rather than a half (C = 2) as 




  Figure 6.27 shows the normalized amplitude image for the sensitive and 
insensitive zones for the 3D hydrocarbon model using a source frequency of 0.25 Hz 
and a Zone of Sensitivity defined as above. Comparison of this response with that of 
the images obtained for the 0.1 Hz case (figure 6.14A and B), shows the higher 
frequency example generates larger normalized amplitudes over the major extent of 
the target body. However, this increase is also accompanied by an increase in the off 
target responses, showing little improvement over the lower frequency example. 
 
  A similar outcome occurs for the misaligned 3D hydrocarbon model imaged at  
a frequency of 0.25 Hz (figure 6.28). As with the ideal survey example, an increased 
response is recorded over the target region. Whilst the response in the region bounded 
by the four receivers placed over the target body (receivers 13, 14, 18 and 19), the off 
target response has also increased by a comparable amount. Hence, as with the 0.1 Hz 
case, this example shows the off target sensitivity of the receivers causes a major 
degradation of the image, which appears to worsen with increasing frequency. As 
with the ideal survey example, it has been found that increasing the frequency of 
transmission does not improve the image obtained by this imaging method, and in 
some cases may degrade the image quality further. 
 
Figure 6.27: Normalized amplitude image for the simple 3D hydrocarbon model using a transmission 
frequency of 0.25 Hz for the (A) sensitive and (B) insensitive zone. The model is shown in figure 
6.13. The dashed white box indicates the position of the resistive target layer. Chapter 6  Normalized Electromagnetic Imaging     203
 
 
6.5.4 Influence of noise 
 
  In order to understand the effect of noise (the origins of which are discussed in 
Appendix A) on the normalized amplitude images generated by the algorithm, the 
data from the 3D hydrocarbon model (figure 6.13) were contaminated with different 
percentages of random Gaussian noise. 
 
  Figure 6.29 shows the normalized amplitude image for both the sensitive and 
insensitive zones for different amounts of random Gaussian noise added to the 
synthetic amplitude data. At noise levels from 5 to 30 %, the normalized amplitude 
image for the sensitive zone (figure 6.29A to D) shows little degradation when 
compared to the results from the same model without noise added (figure 6.14A). At 
noise levels of 50% (figure 6.29E), random off target anomalies due to the influence 
noise begin to degrade the image quality and reduce the ability to reliability identify 
the location of the target body. The images of the insensitive zone (figure 6.29F to J) 
show a gradual increase in the variability of the normalized amplitude response to the 
no noise example. However, in this case the variability cannot be confused with 
Figure 6.28: Normalized amplitude image for the simple 3D hydrocarbon model misaligned to the 
survey grid using a transmission frequency of 0.25 Hz for the (A) sensitive and (B) insensitive zone. 
The model is shown in figure 6.13. The dashed white box indicates the position of the resistive target 
layer. Chapter 6  Normalized Electromagnetic Imaging     204
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  From this simple test, it can be seen there are a number of factors that dictate 
how much influence noise has on the images produced, and hence the ability to 
identify resistive structure in the subsurface. The target response must be large enough 
to generate a recordable response above a given noise level. For example, figure 
6.30A to F shows the electric field amplitudes of both the 3D hydrocarbon model 
(solid line) and 1D background model (dashed line) for receiver 12 for Y-directed 
tows, from the data used in figure 6.29. A clear difference in the electric fields can be 
seen at positions of 0 to 5 km, produced by the resistive body. For noise levels from 5 
to 20 % (figure 6.30A to C), the perturbations in the 3D fields generated by the noise 
are small in comparison to the difference between the fields generated by the 
subsurface structure. For 30% and above (figure 6.30D and E), the perturbations 
become larger than the response to the target structure. This is reflected in the 
normalized amplitude for same data. For low noise levels, the variation in the 
normalized amplitude due to the noise is less than the positive anomaly generated by 
the structure (figure 6.30F to H). However, for the higher noise levels (figure 6.30I 
and J), the variation in the normalized amplitude caused by the noise begins to swamp 
the response from the subsurface structure.  
 
  Comparison of the results for the single receiver position suggests that a 
normalized amplitude image constructed using the data with 30% noise added would 
Figure 6.30: Comparison of the electric field amplitudes of receiver 12 along Y-directed inline tow 
with different percentages of random Gaussian noise added (A to E) for the 3D hydrocarbon model 
(solid line). The dashed line represents the electric field amplitude generated by a 1 Ωm halfspace. 
Panels F to J show the normalized amplitude generated from the 3D fields normalized by the 1D 
background fields shown in panels A to E. Note: The 1D background fields have been contaminated 
with random Gaussian noise. Chapter 6  Normalized Electromagnetic Imaging     206
 
 
be not interpretable. However, looking at figure 6.29D, this is shown to be not true. 
This is because the data is distributed over the survey area along the line between 
source and receiver. This provides a greater data density, and hence a wider 
distribution of data in each bin of the image. Therefore, by taking the average of the 
normalized amplitude for each bin, this reduces the impact of the noise on the image. 
However, it is worth noting that this will only be the case for truly random noise. In 
the case of a real survey, if systematic as well as random errors exist in the data, 
suppression of the noise by averaging will have a limited impact. This limitation is a 
fundamental drawback of any imaging algorithm which depends on using a change in 
some quantity relative to some background model to produce an image. If the 
perturbation from the background model is caused by something other than the target 
of interest, this may cause problems with interpretation. 
 
6.5.5 Influence of Background Model 
 
  The previous section has shown if the deviation of the recorded electric fields 
from the background electric fields is produced by random Gaussian noise, its 
influence is partly reduced by the use of the mean amplitude per bin. However, if this 
deviation is caused by systematic or non-random errors this may introduce artefacts 
into the image. An example of this kind of error is use of an incorrect background 
model. 
 
  In this example, the synthetic survey data were generated using the 3D 
hydrocarbon model (figure 6.13), with a background model specified as a halfspace of 
differing resistivities (figure 6.31). The “correct” image, using a background model 
halfspace resistivity of 1 Ωm, is shown in figure 6.14.  
 
Using a halfspace resistivity for the background model of 0.5 Ωm and 0.75 
Ωm (figure 6.31A and B, respectively) generates a normalized amplitude image that 
has values greater than one in most locations. This effect increases with decreasing 
resistivity of the background model. It affects the responses both of the receivers 
placed over and off target body, reducing the ability to image the target body location, 




For halfspace resistivities of the background model of 2.0 Ωm and 4.0 Ωm 
(figure 6.31C and D, respectively), which are greater than the true background 
resistivity, the magnitudes of the normalized amplitudes are significantly reduced. 
The imaged amplitudes decrease with increasing resistivity of the background model. 
In both cases, the normalized amplitude anomaly generated over the target body has 
been reduced so much, that an interpretation of the target body position cannot be 
reliably made. In fact, it can be seen that, an error in estimation of 200% (figure 
6.31D) of the background resistivity causes almost no response over the target body to 
be produced. 
Figure 6.31: Normalized amplitude image in the sensitive zone of the 3D hydrocarbon model using 
incorrect resistivity values for the background halfspace model. The following resistivities are shown: 




The changes in the normalized amplitude due to the error in estimation of the 
background model resistivity can be explained by the attenuation behaviour of the 
electric fields. Using incorrect estimates of the background resistivity that are less 
than the actual resistivity will cause the background electric fields to be attenuated 
more. This can be seen in figure 6.32A & B and figure 6.32E & F, which show the 
inline electric fields and the normalized amplitudes (respectively), for receiver 
position 12 along Y-directed tow lines for the two background model tests, using 0.5 
and 0.75 Ωm respectively. The electric fields generated by the background model 
(dashed black line) are smaller for any given offset, for the smaller halfspace 
resistivities, thus generating larger normalized amplitudes. Using incorrect estimates 
of the background resistivity that are greater than the actual resistivity will cause the 
background electric fields to be attenuated less. This can be seen by the greater 
electric field amplitudes of the background model using resistivities of 2.0 and 4.0 
Ωm (figure 6.32C and D, respectively), compared to the target model fields. This is 




Figure 6.32: Electric field amplitude for receiver 12 for Y-directed inline tow of the 3D hydrocarbon 
model (solid line) and 1D background model using different resistivities of: (A) 0.5 Ωm, (B) 0.75 Ωm, 





  The results have shown that the normalized imaging approach provides some 
valuable information on the lateral variability of the subsurface resistivity structure. 
However, only a modest improvement over the method in the literature has been 
possible with the approaches suggested in this chapter. The following discussion will 
outline the reasons for this and possible avenues for further improvement.  
 
The first modification proposed to improve the normalized amplitude image 
was by sorting the data into sensitive and insensitive zones. This uses more 
appropriate subsets of the dataset because the sensitivity pattern of the electric fields 
generated by a HED source is not confined to just the inline geometry. Data at 
intermediate geometries between the inline and broadside cases can provide further 
information about the subsurface resistivity structure. This has been shown to be 
successful in increasing the amount of data used to generate the image, especially 
when the data is collected along discrete tow lines over a widely spaced survey grid 
(as in the examples). Furthermore, the use of a larger subset of the survey data has 
shown to contribute to the “averaging out” of random Gaussian noise. A drawback to 
this approach is that it can cause more variability over the target in the normalized 
amplitude than using the inline data alone. 
 
The second modification distributed the normalized amplitude of each data 
point along the line between source and receiver. It was reasoned that distributing the 
anomaly recorded by a source receiver pair along the line between them better 
approximated the sensitivity of the method than other simple plotting strategies, such 
as at the midpoint. This is because the electric fields from an HED are sensitive to the 
volume of the subsurface, not the discrete midpoint position. In developing this idea, a 
number of assumptions regarding the behaviour of the electric fields were required to 
hold true: 
 
1.  When both source and receiver are over the target, an increase in 
normalized amplitude is occurs. Chapter 6  Normalized Electromagnetic Imaging     210
 
 
2.  When either the source or the receiver is off the target body, the 
normalized amplitude decreases to values significantly less than those 
over the target body. 
3.  When both source and receiver are off the target body, little or no 
increase in the normalized amplitudes are recorded. 
 
From the results shown in section 6.5, it has been shown that (1) is true when 
the lateral extent of the target body is sufficient to lie in the Zone of Sensitivity. If the 
source transmission point does not lie over the target body, but is still deemed to be in 
the Zone of Sensitivity, and the receiver is placed over the target, then (2) must hold 
true. This has been shown to only hold true in certain cases, and thus is the main cause 
for degradation of the normalized image. (3) has been shown to generally hold true in 
most but not all examples. The oversimplification inherent in the assumptions means 
that the simple method of distributing the normalized amplitude value for a given 
source receiver pair along the line between source and receiver does not adequately 
image the lateral extent of the target body. A more complex method of distributing the 
normalized amplitude along the line between source and receiver is required. 
 
One possible approach is to reduce this complex problem to a simple linear 
tomographic problem, whereby the response recorded at the receiver is a sum of the 
responses along the ray path between source and receiver (Menke, 1989). In the case 
of X-ray tomography, the absorption of the X-ray travelling along a straight ray path 
through a medium is governed by the density of that material [6.11a]. This 
relationship may be easily linearized [6.11b], so that the response recorded at the 
receiver maybe regarded as a sum of the absorptions due to density changes along the 
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where I
 is the amplitude recorded at the receiver, I0
 is the amplitude at the source, 
β(x,y) is the absorption which is dependent on position and density of the material and Chapter 6  Normalized Electromagnetic Imaging     211
 
 
dλ is a small element along the path between transmitter and receiver.  This linearized 
tomographical approach using straight rays has been applied to crosshole EM 
surveying by a number of workers (e.g. Dines and Lytle, 1979; Lee et al., 1989; Lee 
and Xie, 1993; Lee et al., 2002; Lee and Uchida, 2005).  
 
However a number of simplifications of the EM crosshole method over the 
CSEM method make this type of linearized inversion approach potentially less 
productive when applied to CSEM. Firstly, straight-rays are a reasonable assumption 
for EM crosshole, since both source and receiver lie at opposite sides of the region of 
interest. In contrast to this, CSEM survey methods dictate that both source and 
receiver lie in the same plane, above the region of interest, thus making the straight 
ray assumption less valid. Secondly, all current EM crosshole systems use a VMD 
(Vertical Magnetic Dipole) or a VED (Vertical Electric Dipole) (Bassiouni, 1994) 
which produce only one mode of field, either the TE mode or the TM mode 
respectively (MacGregor, 1997). This reduces the complexity of the fields when 
compared to an HED source, and thus the skin depth provides a reasonable 
approximation of the field behaviour, especially for a VMD source. This relationship 
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where E0 is the E-field amplitude at the source, E is the amplitude at the receiver, 
α(x,y) is the absorption coefficient which is dependent on position and the 
conductivity at position (x,y), and dλ is an infinitesimal path length along the path 
between transmitter and receiver. 
 
However, as an HED excites both modes of field, the above assumption is not 
satisfied for the E-field behaviour especially when the source or receivers are located 
off the reservoir. If the behaviour of the full coupled field is taken into account, the Chapter 6  Normalized Electromagnetic Imaging     212
 
 
problem becomes highly non-linear and thus computationally intensive on the scale of 




•  The normalized amplitude is a way of mapping the changes in the resistivity 
structure of the subsurface in relation to a specified background model; usually 
a seawater layer over a halfspace. Typical approaches used previously include: 
o  Plotting the normalized amplitude using only the inline or broadside 
geometry data, and at the midpoint between the source and receiver. 
o  Using normalized amplitudes to demonstrate sensitivity to a possible 
target along a single tow line (as shown in chapter 3) or to map the 
lateral extent of a resistive target body. 
•  A number of proposed improvements were tested to generate an image of the 
lateral changes in the resistivity of the subsurface using normalized 
amplitudes: 
o  Sorting the data into sensitive and insensitive zones, based on the 
spatial distribution of sensitivity to a thin resistive layer. 
o  Plotting the normalized amplitude response along the line between 
source and receiver rather than simply at the mid-point. 
•  Sorting of the data into sensitive and insensitive zones allowed a greater 
amount of the data to be used in generating an image. In some cases, 
especially where the target body is perfectly aligned to the target structure, 
data from other geometries showed greater sensitivity to the target than the 
inline data. This was because of the finite nature of the 3D target truncated the 
maximum sensitivity in the inline geometry. 
•  Imaging the normalized amplitude response along the line between source and 
receiver allowed for a greater distribution of the target response over the 
survey area. In the case where the target is perfectly aligned to the survey grid 
with respect to receiver positions, this allows for the correct distribution of the 
normalized amplitude anomaly in the region of the resistive body. For a target Chapter 6  Normalized Electromagnetic Imaging     213
 
 
that is misaligned to the survey grid, a more realistic case, this approach does 
not give an accurate representation of the lateral extent of the target body. 
•  The limited success of the method is due to the behaviour of the electric fields 
to the finite target body. In the case of the perfectly aligned target body, some 
smearing of the target response occurs, however this is minimized because of 
the distance (in this case 4 km) from the target edge. In the misaligned case, 
receivers are positioned closer to the target edge ( in this case 2 km), and 
hence significant off target responses occur and are smeared beyond the lateral 
boundary of the resistive target layer. In the latter case, no identification of the 
target edge was possible. 
•  The normalized amplitude response was shown to increase with increasing 
frequency, however, the off target responses were also increased, hence, an 
improvement in image quality is minimal. This is particularly true for the non-
aligned example. 
•  The normalized amplitude algorithm was not adversely affected by random 
Gaussian noise to up to 30%. This is because the each image bin is represented 
by the arithmetic mean of a large distribution of data from a number of source 
receiver pairs. 
•  Systematic errors such as the incorrect specification of the background 
structure, have large impact on the image produced and can significantly 
reduce the usefulness of this approach. However, this can mitigated by the 
approximate use of the insensitive data subset. 
•  If the perturbation from the background model is caused by something other 




Chapter 7 - Apparent Resistivity Imaging (ARI) 
 





  One of the drawbacks to the imaging algorithms discussed in the previous 
chapters is the necessity to define a background model. The image generated by these 
methods uses either some predefined model to downward continue the fields recorded 
at the seafloor (Chapter 5) or represents some form of difference between this model 
and the real world (Chapter 6). These approaches are successful when the regional 
geological structure is relatively simple and easy to define. However, in regions of 
geological complexity, the ability to image a target successfully against the other 
deviations from the background structure becomes more difficult. Hence the question 
may be asked, “How do you define a background?” A background structure may 
simply be defined as all structure that is not economically viable, related to the target 
or of significance to exploration. In regions where this structure is more complex than 
the target itself, it may not be easy to define and hence the validity of images 
produced will be degraded. 
 
  This chapter describes another approach devised to generate images of the 
electrical resistivity structure of the subsurface from electric field amplitude or phase 
measurements without the need to define a background structure. 
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7.2 Background Theory 
 
  The apparent resistivity is defined as the resistivity of a subsea bottom 
halfspace that generates the identical field response at a given offset and azimuth to an 
observed data value. The halfspace response function is defined from the variation of 
the E-field quantity, for example amplitude, over a range of predefined halfspace 
resistivities and source-receiver geometries. Calculating the difference between the 
halfspace response function and the recorded data value at the seafloor gives a 
halfspace response difference function, where the smallest value of this function 
corresponds to the apparent resistivity for that data value. The halfspace response 
difference function is defined as: 
 
n i A A A i cal obs i , , 1 for       ) ( ) ( K = − = ρ ρ δ   [7.1] 
 
where Aobs is the observed data point value, Acal is the halfspace response function 
value and δA(ρ) is the halfspace response difference function for a range of halfspace 
resistivities ρi from i = 1 to n and A is either the polarisation ellipse semi-major axis 
amplitude or the phase of the E-field. The apparent resistivity ρa, is calculated by 
minimizing the left hand side of [7.1] by searching through values of ρi, to give the 
apparent resistivity, ρa: 
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7.3 Implementation of the algorithm 
 
  The ARI algorithm consists of a number of processes to calculate the apparent 
resistivity values from the input of E-field amplitude or phase data. The program flow 
is detailed in figure 7.1A. Panel 1 shows the initialization processes that are required 
before calculation of apparent resistivities. Chapter 7    Apparent Resistivity Imaging   216
 
 
The data for all receiver positions are read and stored. Noise suppression algorithms 
(detailed in section 7.7) were implemented to reduce the impact of noise on the 
images produced. The data are then sorted into common offset bins for calculation of 
the apparent resistivity, where a common offset bin is defined as a region that contains 
all data within a specified range of source / receiver offsets (figure 7.1B). 
 
Figure 7.1: (A)  Flowchart for the ARI algorithm. Section 1 details the pre-processes that are 
undertaken to setup the program environment to compute the apparent resistivities. Section 2 details 
the processes required to calculate the apparent resistivities for each datapoint. Section 3 shows the 
products that are output by the apparent resistivity algorithm and the images that are produced by 
importation and plotting using MATLAB. (B) Diagram of discretization regime for apparent 
resistivity images. Chapter 7    Apparent Resistivity Imaging   217
 
 
  The calculation of the apparent resistivity (panel 2) for each data value is 
treated on a point by point basis. For each data point the halfspace response function 
is calculated using the 1D forward solver of Chave & Cox (1982) over a range of 
halfspace resistivities. The halfspace response difference function [7.1] is calculated 
by taking the difference between the data point value and the halfspace response 
function, for all resistivities. This is then minimized, as in equation [7.2], using a two 
step process. Firstly, all minima in the function are identified by a line search and the 
smallest minimum is chosen and bracketed. Secondly, this bracketed minimum is then 
input into a golden section search routine (Press et al., 2001) to calculate the exact 
value of the minimum to a desired tolerance level, which corresponds to δA(ρa) in 
[7.2]. From this, the apparent resistivity is determined. This process is repeated over 
each individual data point for each common offset bin. 
 
Each apparent resistivity data point is further sorted (panel 3) into a predefined 
discretization regime of the subsurface for display (figure 7.1B). The horizontal (or X) 
position is governed by the midpoint between source and receiver, and the vertical (or 
Y) position is determined by the common offset range. This is not a direct 
measurement of depth, however the depth of penetration may be approximated as ½ 
the common offset range. This shall be referred to as “pseudo depth”. Once sorted 
into bins, as shown in figure 7.1B, the mean apparent resistivity value per bin is 
output. Other image products include a fold of coverage, indicating the number of 
data values per bin and statistical measures such as the variance of apparent resistivity 
per bin. 
  
7.4 Halfspace Response and Halfspace Response Difference 
Functions 
 
7.4.1 Amplitude Apparent Resistivity 
 
  In order to understand the behaviour of the apparent resistivity, halfspace 
response and halfspace response difference functions, examples using synthetic data 
were calculated for simple 1D models. Figure 7.2 shows the inline E-field amplitude Chapter 7    Apparent Resistivity Imaging   218
 
 
over a range of offsets and halfspace resistivities for two frequencies and two water 
depths. Figure 7.2A and B show the E-fields at the seafloor for an infinite water depth 
at transmission frequencies of 0.1 Hz and 1.0 Hz respectively. In general, the 
amplitude decreases with increasing source/receiver offset and decreasing resistivity. 
Near the source, there is little variation in E-field amplitude with halfspace resistivity. 
In this region the E-field diffuses directly through the water column and thus has little 
sensitivity to the resistivity of the seafloor. Comparison of the 0.1 Hz and 1.0 Hz 
signals confirms that the attenuation is greater for the higher frequency, as expected. 
The small scale variation of the E-field amplitude function for 1.0 Hz at long ranges 
and low resistivities is due to numerical instability in the 1D forward solution, when 
the E-fields become small, and is not a characteristic of real data.  
 
Figure 7.2C and D show the variation of the E-field amplitude using a finite 
water depth (1.5 km). The response of the E-field is almost identical to that of the 
Figure 7.2: The E-field amplitude at the seafloor for a range of source receiver offsets (X axis) and 
resistivities of a halfspace at two different frequencies and two different water depths using the inline 
E-fields. (A) and (B)  show frequencies of transmission at 0.1 Hz and 1.0 Hz respectively for a infinite 
water depth, and (C) and (D) show the E-field for 0.1 Hz and 1.0 Hz respectively, at a water depth of 
1.5 km. Chapter 7    Apparent Resistivity Imaging   219
 
 
infinite water depth models for resistivities greater than 10 Ωm. For resistivities less 
than 10 Ωm, a region of increased E-field strength is observed, and this becomes 
larger and more pronounced as the frequency of transmission is increased. In this 
region, the rate of attenuation of the amplitude is reduced as the fields become 
sensitive to the infinitely resistive atmosphere. This may lead to multiple solutions to 
the minimization of [7.2]. 
 
  Some simple 1D models of typical structures (figure 7.3) that may be 
encountered in hydrocarbon surveying were used to investigate the form of the 
halfspace response difference function. Figure 7.4 shows the halfspace response 
difference functions for the basement model and hydrocarbon model over the region 
of halfspace resistivities and offsets shown in figure 7.2. These were modelled using 
an infinite water depth (figure 7.4A and B), and using a water depth of 1.5 km (figure 
7.4C and D). The difference function for the basement model (figure 7.4A and C) 
shows the same form for both infinite and finite water depths, with a well defined 
single minimum over most offsets. The minimum becomes less well defined near the 
source, due to the E-field diffusing directly through the seawater. However, in 
practise, data that is within 0.5 km of the source is discarded (MacGregor, 1997). At 
Figure 7.3: Diagrams of two 1D models used to generate synthetic data for testing simple structures. 
(A) A 1D basement model consisting of a 50 Ωm halfspace with a 1 Ωm sediement overburden of 1.5 
km thickness. Note: diagram is not to scale. (B) A 1D hydrocarbon model consisting of a 1 Ωm, 1.5 
km sediment overburden, with a 50 Ωm, 0.05km thick thin layer and a 1 Ωm halfspace. All 1D 
models used an inline source-receiver configuration. Chapter 7    Apparent Resistivity Imaging   220
 
 
longer offsets the minimum occurs at ever increasing apparent resistivities, resulting 
from an increase in sensitivity to the resistive basement.  
 
The difference function for the 1D hydrocarbon model (figure 7.4B) also 
exhibits a similar well defined minimum for an infinite water depth. At longer offsets 
the minimum becomes more diffuse, degrading the solution defined from the broad 




considerably smaller than the lowest amplitude recorded by the latest instruments 
(Darnet et al., 2007).  
 
The finite water depth hydrocarbon model (figure 7.4D) exhibits a strong 
single minimum over near and middle offsets. However, the presence of the airwave 
is clearly identifiable at extremely long ranges. It is characterised by two distinct 
minima neither of which resembles the infinite water depth solution. Figure 7.5 shows 
Figure 7.4: The amplitude halfspace response difference functions using a transmission frequency of 
0.1 Hz and an infinite water depth (panel A and B) and 1.5 km water depth (panel C and D) for two 
models using the inline E-fields. The dashed white lines on panel D show the resistivities of the 
halfspace models used in figure 7.5. See figure 7.3 for model diagrams. Chapter 7    Apparent Resistivity Imaging   221
 
 
the E-field amplitude with offset for a more resistive halfspace (green line) model and 
a less resistive halfspace model (red line) and the 1D hydrocarbon model (black line). 
Both halfspace models intersect the 1D hydrocarbon model at the same offset giving 
two possible apparent resistivities for the same E-field amplitude at an offset of 
approximately 15 km.  This is because the range at which the E-field becomes 
sensitive to the atmosphere occurs at nearer offset for the less resistive halfspace. The 
basement model (figure 7.4C) does not show the presence of the airwave at any offset 
due to the overall increase in resistivity of the model. 
 
7.4.2 Phase Apparent Resistivity 
 
Figure 7.6 shows the E-field phase at the seafloor over a range of offsets and 
halfspace resistivities for an infinite and 1.5 km water depth model at 0.1 Hz and 1.0 
Hz. For an infinite water depth, behaviour of the phase is similar to amplitude. Figure 
7.6A and B show an increase in phase with offset and a decrease in the rate of change 
of phase with increasing resistivity. Furthermore, an increase in frequency causes an 
associated increase in the rate of change of phase. For the finite water depth models 
(figure 7.6C and D), the presence of the airwave, as with the amplitude, is defined by 
a region of different behaviour. In this case, the airwave is manifested as an almost 
constant value of phase, with a near infinite phase velocity, as already discussed in 
chapter 3 and 4. 
Figure 7.5: E-field amplitude with offset of two halfspace models and the hydrocarbon model a water 
depth of 1.5 km at 0.1 Hz using the inline E-fields. All models intersect at the same offset, thus 
showing there are two possible halfspace resistivities that satisfy the same E-field value as with the 




  Figure 7.7 shows the phase halfspace response difference functions for the 
same models described in figure 7.3. These are equivalent to amplitude halfspace 
response difference functions shown in figure 7.4. In general, the phase apparent 
resistivity is weakly defined at near offsets for all models. A clear, well defined 
minimum can be seen for both infinite water depth models, which is similar to that 
produced by the amplitude (figure 7.4). When the water depth is finite the basement 
model shows a clear minimum at all offsets, however, a general reduction in the 
magnitude of the difference function can be seen in the region affected by the 
airwave. Figure 7.7D shows multiple minima in the difference function due to the 
Figure 7.6: The E-field phase at the seafloor for a range of offsets and resistivities of a halfspace at an 
infinite water depth (panel A and B) and at a water depth of 1.5 km (panel C and D) using the inline 
E-fields. The frequencies used for this were 0.1 Hz (panel A and C) and 1.0 Hz (panel B and D). The 
behaviour of the E-field phase is very similar to that of the amplitude as shown in figure 7.2, where 
the propagation of phase increases for an increase in both offset and frequency. Furthermore, the rate 
of phase propagation is decreased for an increase in the resistivity of a halfspace. The presence of the 
airwave is also evident for the finite water depth model, identified by the region in which phase 
variation is minimal (indicating an almost infinite phase propagation velocity). Chapter 7    Apparent Resistivity Imaging   223
 
 
presence of the airwave. A clearly defined minimum cannot be identified, with large 
regions of small differences. This is caused by an almost constant phase value in the 
apparent resistivity function due to the airwave (figure 7.8). The multiple minima are 
a product of the difference in behaviour of the E-field phase in response to the 
atmosphere for different halfspace resistivities. As with the amplitude, the differential 
behaviour of the airwave causes multiple intersections of the halfspace and layered 
models phase. 
 
7.5 Apparent Resistivity Imaging Using 1D Synthetic Model Data 
 
  In order to test the apparent resistivity imaging algorithm a number of simple 
1D models were constructed using the 1D forward solution of Chave and Cox (1982) 
Figure 7.7: Phase halfspace response difference functions for direct comparison with figure 7.4. Panel 
A and B are produced by a basement model and hydrocarbon model respectively, with an infinite 
water depth. Panel C and D are produced by the same models except with a 1.5 km water depth. All 
models have a transmission frequency of 0.1 Hz and used the inline E-fields. Chapter 7    Apparent Resistivity Imaging   224
 
 
to generate synthetic data. Each synthetic dataset consisted of 17 receivers spaced 1 
km apart, with source transmission points every 0.1 km. The survey design used was a 
reconnaissance survey with a single tow line using data of purely inline geometry as 
this is optimally sensitive to the hydrocarbon targets of interest. Three different earth 
models were used: a halfspace model, a basement model and a hydrocarbon model 
(see figure 7.3). For each model, three different water depths were considered: infinite 
water depth, finite water depth (1.5 km) and shallow water depth (0.15 km). These 
synthetic data were used to generate apparent resistivity images to verify the 
algorithm is working correctly (in the case of the halfspace model) and to see if 
adequate distinctions can be made between the models to enable a satisfactory 
interpretation of the subsurface. Images of both the E-field amplitude and phase 
derived apparent resistivity were produced and will be used for comparison. 
 
7.5.1 1D Halfspace Models and the ARI image 
 
  Figure 7.9 shows the results of two 1D halfspace models from the ARI 
algorithm, with halfspace resistivities of 1 Ωm (figure 7.9A) and 5 Ωm (figure 7.9B). 
An ARI image provides a pseudo section of the survey line, showing the apparent 
resistivity structure of the subsurface. The results of the halfspace models show the 
Figure 7.8: (A) The E-field phase at the seafloor of three different models at a water depth of 1.5 km 
and a frequency of 0.1 Hz using the inline E-fields. This illustrates the difference in behaviour of the 
E-field phase in response different halfspace resistivities (shown as a dashed white line on figure 7.7) 
and how it affects the sensitivity of the E-field phase to the atmosphere. (B) Difference between the 
1D hydrocarbon model and the halfspace models phase. Chapter 7    Apparent Resistivity Imaging   225
 
 
apparent resistivity algorithm is behaving correctly and reproducing the halfspace 
resistivity (figure 7.9). 
 
7.5.2 1D Layered Models – Effect of changing subsurface structure 
 
  In order to interpret ARI images from complex structure, it is first necessary to 
understand the way the apparent resistivity behaves in the presence of simple 
Figure 7.9: Amplitude Apparent Resistivity Imaging (ARI) images generated from 1D halfspace 
models of differing resistivity. Panel A shows the results of a 1 Ωm halfspace at 0.1 Hz with an 
infinite water depth and panel B shows the same model with a 5 Ωm halfspace. 
Figure 7.10: Amplitude ARI Image of a 1D basement model (panel A) and a 1D hydrocarbon model 
(panel B) at 0.1 Hz transmission frequency and an infinite water depth. Both models consist of a 1.5 
km thick sediment overburden (as shown in figure 7.3). The response of the imaging clearly shows a 
rise in apparent resistivity at the correct common offset of approximately 3 km for the change in 
resistivity at 1.5 km depth below the seafloor. The resistivity anomaly associated with the structure is 
smeared out with depth. Chapter 7    Apparent Resistivity Imaging   226
 
 
resistivity structures. Figure 7.10 shows the ARI images for the basement model 
(figure 7.10A) and a hydrocarbon model (figure 7.10B) at a frequency of 0.1 Hz. The 
apparent resistivity images of these structures are different. The basement model 
image shows a large increase in apparent resistivity which continues downwards. In 
contrast the hydrocarbon model image shows an apparent resistivity that is smaller 
than that of the basement model image. The lower apparent resistivity values in the 
hydrocarbon model image are expected, as the overall resistivity of the subsurface is 
lower in this case. The top of the layer for both models is defined by a sustained 
positive increase in the apparent resistivity. In this case, both these simple models 
have the same overburden resistivity of 1 Ωm, hence any perturbation from this gives 
an indication of a change in the resistivity structure of the subsurface. This occurs at a 
pseudo depth of approximately 1.5 km which is in agreement with the true depth of 
burial. It is important to remember however, the pseudo depth is not a measurement of 
the true depth, merely an empirical convention used for labelling the pseudo-section. 
 
Figure 7.11: Comparison of amplitude derived and phase derived apparent resistivities calculated for 
the 1D basement model and the 1D hydrocarbon model, both at 0.1 Hz and with an infinite water 
depth. The apparent resistivities are sampled from the centre of the apparent resistivity images shown 
in figure 7.10 and 7.12. The dashed black line represents the top of the resistive structure. Chapter 7    Apparent Resistivity Imaging   227
 
 
Figure 7.11 shows the apparent resistivity for both models, sampled from the 
centre of the images shown in figure 7.10 and figure 7.12. The basement model shows 
first a decrease and then an increase in apparent resistivity with pseudo depth, 
correctly positioning the top of the layer. The decrease in the apparent resistivity 
above the basement is caused by a corresponding reduction in the E-fields. This is 
caused by a diminution in current density due to the thick resistive structure, the 
opposite of “current channelling” (Unsworth, 1991). The hydrocarbon layer shows an 
increase in apparent resistivity that occurs at a pseudo depth slightly above the target 
layer depth. The E-fields above the thin resistive layer are almost identical to those of 
a 1 Ωm halfspace and hence the overburden is accurately recovered by the ARI 
algorithm in this case. 
 
  Figure 7.12 shows the ARI images derived from phase data for the models 
shown in figure 7.10. The apparent resistivities in the phase derived pseudo-sections 
are larger than in the amplitude derived sections. This suggests the phase is more 
sensitive to the resistive structures over a greater range of offsets than the amplitude. 
It is also interesting to note the depth of burial to the top of the resistive bodies is 
more consistent when using phase data rather than amplitude data. This is also shown 
in figure 7.11, where the increase in apparent resistivity above the background occurs 
at approximately the same depth for both models. 
Figure 7.12: Phase ARI Image of a 1D basement model (panel A) and a 1D hydrocarbon model 
(panel B) at 0.1 Hz transmission frequency and an infinite water depth. Both models consist of a 1.5 
km thick sediment overburden (as shown in figure 7.3). Comparison with figure 7.10 shows the 
basement model produces a similar response but with larger apparent resistivities for the same model. 
NOTE: the top of the resistive layer for both the hydrocarbon model and the basement model is much 




7.5.3 1D Layered Models – Effect of changing water depth 
 
  The airwave, which has already been discussed in detail in section 3.5.5, is 
largely dependent on the sea water depth in the survey area.  The airwave was shown 
in section 7.4 to complicate the difference function by introducing multiple minima so 
that a unique apparent resistivity cannot be defined. This section investigates how this 
affects the ARI pseudo-sections. 
 
  Figure 7.13 shows examples of ARI images for the basement and hydrocarbon 
Figure 7.13: Amplitude derived ARI images of the 1D basement model at 1.5 km water depth (panel 
A) and at 0.15 km water depth (panel C), and of the 1D hydrocarbon model at a water depth of 1.5 km 
(panel B) and at 0.15 km water depth (D). All models used a transmission frequency of 0.1 Hz. 
Comparison with figure 7.10 (infinite water depth) shows for a finite water depth the ARI image is not 
affected either for the basement model (panel A) or the hydrocarbon model (panel B). However, with 
a shallow water depth model (0.15 km), the effect of the airwave can be seen, and the image is 
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structure models for water depths of 1.5 km and 0.15 km derived from the E-field 
amplitude. Comparing figure 7.13A and B with figure 7.10A and B shows that the 
airwave has minimal effect for a water depth of 1.5km. In contrast to this, comparing 
figure 7.13C and D with figure 7.10 shows there is a considerable difference between 
these images as at this water depth the airwave plays an important role in the 
response. Figure 7.14 clearly shows that the responses do still contain information on 
the subsurface structure as there is an increase in the E-fields due to the presence of 
the resistive layer. This is further illustrated by the percentage difference in E-field 
amplitude of either the basement model (figure 7.14C) or the hydrocarbon model 
(figure 7.14D) from a 1 Ωm halfspace, which are positive from offsets of 
approximately 3 km. This positive percentage difference or increase in E-field 
amplitude at a given offset can be seen to transform into greater apparent resistivities, 
with the greater enhancement of the E-field amplitudes by the basement model 
producing larger apparent resistivities. When the airwave begins to dominate the E-
field signal in either model, the E-field amplitudes for both models become 
approximately equal to that of the 1 Ωm halfspace. This is reflected in the apparent 
resistivities shown in figure 7.13C and D, which return to an apparent resistivity of 
approximately 1 Ωm at greater common offsets. Consequently, it can be seen that a 
reduction in the electric fields produces a subsequent reduction in the apparent 
resistivities (figure 7.14). 
Figure 7.14: Comparison of the E-field amplitude between (A) the 1 Ωm halfspace and the basement 
model and (B) the 1 Ωm halfspace and the hydrocarbon model at 0.1 Hz transmission frequency and 
at 0.15 km water depth. (C) and (D) show the percentage differences between the halfspace model and 
the basement or hydrocarbon model respectively, where the red and black lines indicate a negative or 




  Figure 7.15 shows examples of ARI images derived from E-field phase data 
for the same water depths as in figure 7.13. Comparing figure 7.15A with 7.12A 
shows negligible difference between the images, indicating the airwave has little 
effect on the basement model in 1.5 km of water. For the hydrocarbon model (figure 
7.15B and 7.12B), at a common offset range of 10 km, a low apparent resistivity 
occurs, which is not present in the infinite water depth model. This appears to be a 
feature of airwave. 
 
For shallow water depths (figure 7.15C and D) the airwave has a pronounced 
effect on the apparent resistivity images. The top of the resistive body is imaged 
correctly for both model types. The phase difference between both the basement and 
Figure 7.15: Phase ARI images of a 1D basement model at 1.5 km water depth (panel A) and at 0.15 
km water depth (panel C), and of a 1D hydrocarbon model at a water depth of 1.5 km (panel B) and at 
0.15 km water depth. All models used a transmission frequency of 0.1 Hz. Comparison of these 
images shows the more resistive model of the basement structure is less to sensitive to the airwave 
than the less resistive hydrocarbon structure. Chapter 7    Apparent Resistivity Imaging   231
 
 
hydrocarbon models with the halfspace model (figure 7.16A & C) is large and the 
onset of positive change occurs at an offset of ~3km. What is clear from figure 7.16 is 
that the behaviour of the phase for both models produces sufficiently large phase 
differences for the ARI image to correctly position the top of the resistive body, even 
in shallow water depths of 0.15 km. 
 
 
7.5.4 1D Layered Models – Effect of frequency of transmission 
 
  The effect of changing frequency is an important consideration for the 
outcome of using the ARI algorithm. Of particular significance is the increasing 
influence of the airwave at nearer offsets for higher frequencies for the same model.  
 
Figure 7.17 shows an example of the basement model imaged at two different 
frequencies; 0.1 Hz (A) and 1.0 Hz (B). The 1.0 Hz frequency image shows a 
structure which is more clearly defined than the 0.1Hz image. The low apparent 
resistivity anomaly found in the 0.1 Hz image is due to factors discussed previously. 
Figure 7.17C and D shows the amplitude ARI image for the hydrocarbon model at 0.1 
Hz and 1.0 Hz respectively. At 0.1 Hz, the image produced is almost identical to that 
of the infinite water depth example (figure 7.10B). At the higher frequency, the ARI 
Figure 7.16: Comparison of the E-field phase between (A) a 1 Ωm halfspace and the basement model 
and (B) a 1 Ωm halfspace and the hydrocarbon model at 0.1 Hz transmission frequency and at 0.15 
km water depth. (C) and (D) shows the phase difference between the halfspace model and the 
basement or hydrocarbon model respectively, where the red and black lines indicate a negative or 
positive phase difference respectively. Chapter 7    Apparent Resistivity Imaging   232
 
 
image shows the influence of the airwave with an abrupt reduction in apparent 
resistivity occurring at a pseudo depth of 5 km. This feature is not present in the input 
model and is therefore an artefact. The depth to the top of the resistive body is still 
identifiable at 1.5 km pseudo depth. 
 
  The pseudo depth to the top of the high apparent resistivity region that defines 
the top of the resistive body has been shown to vary for structures with the same depth 
of burial. In particular, when using amplitude data, the pseudo depth to the top of the 
basement structure has been imaged deeper than that of the hydrocarbon structure. 
However, if the top of the layer is defined as before, a sustained increase in the 
apparent resistivity with depth, this gives a more consistent agreement with depth of 
burial. 
 
Figure 7.17: 1D basement model with a water depth of 1.5 km and a frequency of 0.1 Hz (panel A, C 
and E) and 1.0 Hz (panel B, D and F). (A) and (B) are the amplitude ARI images, (C) and (D) show 
the amplitude ARI images for the hydrocarbon model with a transmission frequency of 0.1 Hz and 
1.0Hz respectively. Chapter 7    Apparent Resistivity Imaging   233
 
 
7.5.5 1D Layered Models – Effect of noise 
 
  As with any surveying method, real data are often contaminated by noise. 
Typical noise levels on the seafloor have been reported by a number of workers (see 
Appendix A for a review of EM noise sources on the seafloor) which are summarized 
Figure 7.18: Amplitude ARI image with different percentages of random Gaussian noise added to the 
data for a 1D hydrocarbon model with a water depth of 1.5 km and a transmission frequency of 0.1 
Hz. Panel A has 5% noise added, panel B 10%, place C 20%, panel D 30% and panel E 50% random 
Gaussian noise. Chapter 7    Apparent Resistivity Imaging   234
 
 
in table 7.1. In order to test the ARI algorithm’s response to noisy data, different 
percentages of centrally distributed random Gaussian noise were added to the 1D 
synthetic model data and processed as before. A more realistic noise model could 
have been applied to each synthetic dataset by adding noise as a function of offset, 
where a greater percentage of random Gaussian noise is applied with increasing 
offset. This is more typical of noise on real data, which rapidly increases as the 
strength of the source signal approaches that of the receiver instrument noise floor. 





further discussion on the characteristics of EM noise, see Appendix A. 
 
At 5% random Gaussian noise (figure 7.18A) the model features are still easily 
identifiable. Increasing the noise level to 10% (figure 7.18B), the image becomes 
more distorted. For noise levels of 20% or greater, the image does not resemble the 
input structure. Therefore, in the case of the simple 1D models, the ARI algorithm 
fails to produce interpretable images for noise levels of greater than 20%. 
 
  The effect of noise on the ARI image is so destructive because of the way in 
which the algorithm calculates the apparent resistivity for each data point. The 
variation of the recorded E-field produces an associated apparent resistivity. If the 
variation of the E-field is not due to structure in the subsurface, but something else 
such as noise, the information regarding the subsurface resistivity structure will be 
significantly degraded. This is shown in figure 7.19 which shows the amplitude of the 
Table 7.1 – Noise levels at the seafloor for typical hydrocarbon surveying 
environments (see Appendix A for detailed discussion of noise sources) 
Environment  Water Depths  Noise Level 
Ultra Deep Water – no or little 
bottom currents. 




Ultra Deep Water – water 
bottom currents. 




Deep Water – Off Continental 
Shelf 




Shallow Water – Coastal shelf 
with increased cultural noise. 
< 0.3 km  10
-13 VA
-1m
-2 Chapter 7    Apparent Resistivity Imaging   235
 
 
E-field with offset for the hydrocarbon model with different levels of noise added. 
The percentage difference between the noisy data and a 1 Ωm halfspace illustrates 
that if the noise causes perturbations in the E-field that are significantly smaller than 
Figure 7.19: E-field amplitude comparison of the 1D hydrocarbon model with and without random 
Gaussian noise to a 1 Ωm halfspace model at a frequency of 0.1 Hz and 1.5 km water depth. The 
percentage difference between the basement model with noise (red line) and without noise (solid 
black line) is shown in the lower plot. The percentage of random Gaussian noise added corresponds to 
that of figure 7.18.  Chapter 7    Apparent Resistivity Imaging   236
 
 
that of the anomalies generated by the subsurface structure, then an interpretable 
image may be produced. Noise levels of between 5 – 20% show the variation caused 
by the noise is smaller than that of the anomaly caused by the thin resistive layer. 
Above this level the noise becomes large enough to mask the presence of the 
structure. In order to solve this problem, a type of filtering was implemented to 
smooth the input data before calculating the apparent resistivities. Further discussion 
of this method is detailed in section 7.7. 
 
7.5.6 1D models discussion 
 
  From these results, a number of characteristics and limitations of the ARI 
image can be identified. The technique is successful in identifying the top of different 
resistive structures, and the ability to distinguish between these structures has been 
demonstrated for the models chosen. The method “smooths out” the resistivity 
structure with depth, a result of the E-field being sensitive to the volume of the 
subsurface between the source and receiver, and not a discrete mid-point and depth. 
 
  The imaging algorithm is sensitive to the effects of a finite water depth, and 
more so at higher frequencies. While this causes significant distortion of the image at 
long offsets, the top of the resistive structures can still be identified, even in water 
depths of 150m. Higher frequency of transmission was found to improve the 
resolution of the imaged depth to the top of the resistive body. The presence of 
significant amounts of noise in the input dataset degrades the ARI image, and this 
may destroy the image if the noise amplitude is comparable to the anomaly generated. 
 
7.6 Apparent Resistivity Imaging using 3D model synthetic data 
7.6.1 Effect of changing subsurface structure using simple 3D models 
 
  A number of 3D models were used to generate synthetic datasets using a 
quasi-analytical (QA) approximation routine INTEM3D (Zhdanov et al., 2000a; 
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horizontal as well as vertical extent of resistivity changes within the subsurface. 
Figure 7.20 shows two examples of these models, which follow on from the 1D 
models reviewed earlier in this chapter. These consist of a hydrocarbon reservoir and 
a salt dome model with identical resistivities. Three diferrent water depths were used 
for each model (infinite and 1.5 km) and two frequencies of 0.1 and 1.0 Hz were used. 
The synthetic survey consisted of 17 receivers, spaced 1 km apart along an inline 
survey tow, with transmissions every 100m. 
 
  Figure 7.21 shows the amplitude ARI image for the models shown in figure 
Figure 7.21: Amplitude ARI image for simple 3D target model 1 (A) and 3D target model 2 (B). The 
images were generated from synthetic 3D data calculated using a quasi-analytical forward 3D solver 
for models shown in figure 7.20 with an infinite water depth and transmission frequency of 0.1 Hz. 
The different apparent resistivity structures generated by the thin resistive layer (A) and the thick 
resistive layer (B) can be clearly seen. 
Figure 7.20: Schematic diagrams of two models used for testing the ARI algorithm using a quasi-
analytical approximation 3D forward solver. (A) 3D hydrocarbon target with a thin resistive layer 
embedded in conductive sediments. (B) Salt dome with a thick resistive layer embedded in conductive 
sediments. The survey consisted of 17 receivers spaced 1 km apart and 20 km inline tow line with 
transmission points every 0.1 km. The models were calculated using 3 water depths: infinite water 
depth, 1.5 km and 0.15 km. Two transmission frequencies were calculated, 0.1 Hz and 1.0 Hz.Chapter 7    Apparent Resistivity Imaging   238
 
 
7.20 for an infinite water depth and frequency of 0.1 Hz. Figure 7.21A shows the 
presence of an apparent resistivity structure and, using the definition of the previous 
section, the top of this body is correctly imaged at 1.5 km pseudo depth. The edges of 
this thin layer are clearly identifiable and located in the correct region of 4 and -4 km 
position along strike. The resistive structure is spread out over the image pseudo depth 
range (as with 1D) as the E-fields at offsets greater than 3 km are still sensitive to the 
thin resistive layer. Any apparent resistivities that are calculated for offsets greater 
than 3 km will show some influence of the thin resistive layer. Figure 7.21B shows 
the thick resistive layer generates a large apparent resistivity structure in the correct 
position. Smearing of the structure with pseudo depth occurs as before and is more 
severe for the larger resistive body. Also evident is the low resistivity “halo” 
surrounding the large resistivity structure as seen in the 1D results for the basement 
model. Comparison of these two images shows there is an interpretable difference 
between these different models. Figure 7.22 shows the results for E-field phase data 
for the same models. The images exhibit the same features as those in the amplitude 
image, however, in the case of a thin resistive layer, the apparent resistivity is more 
smeared with depth than the amplitude.  
 
  A more complicated set of 3D models were generated to test the algorithm. 
Two scenarios were chosen. The first model (figure 7.23A), target model 3, consists 
Figure 7.22: Phase ARI image for simple 3D target model 1 (A) and 3D target model 2 (B). The 
images were generated from synthetic 3D data calculated using a quasi-analytical forward 3D solver 
for models shown in figure 7.20 with an infinite water depth and transmission frequency of 0.1 Hz. Chapter 7    Apparent Resistivity Imaging   239
 
 
of a hydrocarbon accumulation of the same dimensions as before, placed 0.3 km 
above a resistive basement. This type of scenario may occur in the North Sea Grabens 
or in the Shetland basin where flood basalts from the opening of the Atlantic are 
interbedded with the sediment package (Grant et al., 1999). The second model (figure 
7.23B), target model 4, consists of a shallow resistive layer 0.05 km below the 
seafloor, ranging in resistivity from 10 to 3 Ωm, with a second thin resistive layer 
representing the target reservoir at a depth of burial of 1.5 km below the seafloor. The 
shallow resistive layer represents a gas hydrate deposit or a shallow gas layer. As well 
as being dangerous to drilling, shallow gas layers have the potential to shield the deep 
resistive structure from the E-fields. 
  
  The amplitude ARI image produced from target model 3 is shown in figure 
7.24A. The main structure present in the image is the highly resistive basement at a 
pseudo depth of approximately 2 km. However, the apparent resistivity is convex 
centred at the position of the hydrocarbon layer. The top of this resistive structure is at 
the correct pseudo depth for the hydrocarbon layer. Identifying the presence of this 
body may be difficult without prior knowledge of the subsurface structure.  
 
Results of target model 4 with differing resistivities of the shallow thin layer 
are shown in figure 7.24B to D. The presence of the hydrocarbon layer can be 
identified in all three models, even with a shallow layer resistivity of 10 Ωm. The 
effect of the shallow resistive layer is to increase the overall apparent resistivity of the 
image, by an amount that is correlated with the resistivity of the shallow layer. The 
Figure 7.23: Diagrams of two more complex scenarios used to generate 3D synthetic E-field data. (A) 
shows a hydrocarbon layer, with the same dimensions as in figure 7.20, placed 0.3 km above a 
resistive basement, buried in a 1 Ωm sediment background. This type of scenario may be present in 
the frontier regions of exploration in the North Sea, such as the Shetland basin, where large deposits 
of flow basalts are present due to the break of the Atlantic. (B) shows a hydrocarbon layer buried in a 
1 Ωm sediment background with a 1D thin resistive shallow layer, 0.05 km below the seafloor. This is 
characteristic of a hydrate layer or shallow gas cap which are hazards for exploration (drilling etc.). Chapter 7    Apparent Resistivity Imaging   240
 
 
presence of the shallow layer is identified by the high apparent resistivities at shallow 
pseudo depths. Note that in all cases for model 2, the shallow gas layer does not 
prevent the detection of the deeper reservoir, which shows up clearly on all images 
(figure 7.24B to D). 
 
The phase of the E-field does not respond in the same way to the structures as 
the amplitude. For target model 3 (figure 7.25A), the presence of the hydrocarbon 
layer is more clearly defined, with a flat resistive structure occurring at the correct 
pseudo depth and position along the profile. Target model 4 (figure 7.25B to D) 
shows the presence of a shallow, resistive thin layer near the seafloor. This partially 
Figure 7.24: Amplitude ARI images of 3D target model 3 and 3D target model 4. (A) Target model 3 
at 0.1 Hz and am infinite water depth. Target model 4 using a 0.1 Hz transmission frequency and an 
infinite water depth with the shallow thin resistive layer of resistive, (B) 10 Ωm, (C) 5 Ωm and (D) 3 
Ωm. As the resistivity of the shallow decreases it can be seen the overall affect on the image is 
reduced. However, all models allow for the identification of the hydrocarbon layer buried at 1.5 km 
below the seafloor with the presence of the shallow resistive layer. Chapter 7    Apparent Resistivity Imaging   241
 
 
masks the presence of the target layer, which cannot be accurately identified, except 
in figure 7.25D, where the shallow layer has a resistivity of 3 Ωm. This is caused by 
the phase being more sensitive to shallow resistive structure than amplitude. 
 
Comparisons of resistivity structures representing different hydrocarbon 
habitats provide a useful insight into the strengths and weaknesses of the ARI 
algorithm. In section 3.5.4 and 5.6.4, it was shown that the E-fields are sensitive to the 
transverse resistivity (a combination of both the thickness and resistivity of a target) 
rather than the thickness or resistivity alone. This ambiguity must be considered when 
interpreting CSEM data with any method. A number of models, based on 3D target 
model 1, were produced to test the ambiguity of the E-fields in relation to the ARI 
Figure 7.25:  Phase ARI images of 3D target model 3 and 3D target model 4. (A) Target model 3 at 
0.1 Hz and an infinite water depth. Target model 4 using a 0.1 Hz transmission frequency and an 
infinite water depth with the shallow thin resistive layer of resistive, (B) 10 Ωm, (C) 5 Ωm and (D) 3 
Ωm. NOTE: panel B, C and D have different colour scales due to the increased apparent resistivities 
of the subsurface structure. Chapter 7    Apparent Resistivity Imaging   242
 
 
algorithm. The transverse resistance of the target layer was kept constant, at a value of 
2500  Ωm
2
  (based on a 50 Ωm, 50m thick layer) by varying the thickness and 
resistivity accordingly. The response of the apparent resistivity to these models (figure 
7.26) show a markedly different response between some models, figure 7.26B with 
figure 7.26C for example. Figure 7.26A does not show the presence of the thin 
resistive layer, apart from the reduction in apparent resistivity in the pseudo depth 
range above the target layer. The thicker models (figure 7.26D and E) show a clear 
response that is comparable to the original thin layer (figure 7.26C). The magnitude of 
the apparent resistivities reduces in response to the reduction of the target body’s 
resistivity. It may be that a higher frequency is required to detect the extremely thin 
layer (figure 7.26A). Frequency effects are investigated in the next section. 
 
7.6.2 Effect of changing frequency using simple 3D models 
 
Figure 7.26: Amplitude ARI images of variations of thickness and amplitude of 3D target model 1, 
while keeping the transverse resistance of the target layer equal to 2500. Each model used a frequency 
of 0.1 Hz and an infinite water depth. The target layer consisted of a rectangle of dimensions 8 x 8 km 
with a depth of burial of 1.5 km below the seafloor with a thickness and resistivity of; (A) 10 m, 250 
Ωm; (B) 25 m, 100 Ωm; (C) 50 m, 50 Ωm; (D) 100 m, 25 Ωm and (E) 250m, 10 Ωm. Chapter 7    Apparent Resistivity Imaging   243
 
 
  Comparing the results for target model 3 and 4 (figure 7.27A & B) at 1 Hz 
transmission frequency with those for the same models at 0.1 Hz (figure 7.24A & B), 
it is clear that increasing the frequency does have an impact on the image produced. 
The hydrocarbon layer situated just above the basement in target model 3 is more 
easily distinguished using the higher frequency results, with the target layer producing 
an interpretable resistivity structure above the basement. However, in contrast, the 
results for target model 4 at 1.0 Hz give a less clear image of the subsurface than that 
generated with the lower frequency data. The apparent resistivities generated by this 
model are larger than those of the lower frequency model and this is due to the higher 
sensitivity to shallow structure of the 1 Hz response. The increased frequency of the 
source increases the sensitivity of the fields to shallow structure and hence there is a 
possibility this may mask deeper structure, as shown in this case. 
 
7.6.3 Effect of noise on simple 3D models 
 
  The effect of noise applied to the input data on the apparent resistivity images 
has been discussed previously with regard to 1D models. Random Gaussian noise was 
added in the same way to the 3D target model 1 to study the impact on the apparent 
resistivity image (figure 7.28). For noise levels of between 5 and 10%, the apparent 
Figure 7.27: Amplitude ARI images of (A) target model 3 and (B) target model 4 3D synthetic data. 
A frequency of 1.0 Hz was used and both models had infinite water depths. Comparison with figure 
7.24(A & B) shows the increase in apparent resistivity of both models due to the higher frequency. In 
(A) the hydrocarbon layer can be more clearly distinguished above the resistive basement and in (B) 
the affect of the shallow layer is greatly enhanced by the increase in frequency. NOTE: A and B have 
different colour scales due to the increased apparent resistivity of the subsurface. Chapter 7    Apparent Resistivity Imaging   244
 
 
resistivity anomaly created by the thin resistive layer is clear and interpretable, which 
is in agreement with the 1D model noise tests. At 20%, considerable degradation of 
the image shows this to be the limit of an interpretable response. For noise levels 
higher than this, the image degradation is too severe to allow interpretation of the 
subsurface resistivity structure. 
 
7.6.4 3D simple models discussion 
 
  This section has shown that the apparent resistivity imaging successfully 
recovers not only an approximate depth to a resistive body in a conductive 
background, but is also highly sensitive to the horizontal extent of a target layer. 
Different types of structure can be identified using the apparent resistivity, even when 
resistive structures are vertically stacked, such as a hydrocarbon reservoir over a 
resistive basement. The apparent resistivity images also emphasize the different 
responses generated by amplitude and phase data of the same subsurface resistivity 
Figure 7.28: Amplitude ARI images using 3D target model 1 with varying amounts of random 
Gaussian noise added to the input data; (A) 5%, (B) 10%, (C) 20%, (D) 30% and (E) 50%. As the 
amount of random Gaussian noise increases, the more the image is degraded. For 20% or above, the 
image becomes uninterpretable and the presence of the thin resistive layer is destroyed. Chapter 7    Apparent Resistivity Imaging   245
 
 
structure. More specifically, it has been shown that the phase data are more sensitive 
to shallow resistive structure, a factor which reduces image quality in the presence of 
resistive layers near the seafloor. For lower frequencies, the amplitude data is less 
affected by the presence of shallow resistors, and the presence of deeper resistive 
structure can be identified from the apparent resistivities. Using higher frequencies 
increases the sensitivity of the electric fields to smaller scale structure, but in the 
presence of shallow resistive structures may actually reduce image quality, for either 
amplitude or phase. 
 
7.7 Different Approaches to Noise Reduction on input data 
 
  It is clear from the previous discussions that the presence of significant noise 
in the input datasets may destroy any useful information in the ARI images. A number 
of techniques to remove or reduce the impact of noise on the input data were 
investigated. These methods included moving median filtering, cubic spline fitting 
and cubic spline smoothing. The suppression of noise in phase data will be considered 
first, followed by the amplitude. In this thesis noise has been added to synthetic data 
by applying a specified percentage of either the amplitude or phase of each data point 
of noise from a Gaussian distribution to the whole survey line.  
 
7.7.1 Noise Suppression with Phase Data 
7.7.1.1 Moving Median Filtering 
 
  Moving median filtering involves the use of a moving window of a specified 
number of data points, where for each window the median value is calculated and set 
as the data value at the centre of the window. Moving median filters are a good way 
of suppressing truly random Gaussian noise, as outliers have little effect on the 
median value. Hence, the effect of spikes in the data will be reduced significantly by 
using this technique. The object of the smoothing is to generate a smoothed phase 
function from the noisy phase data that closely represents the original phase function 
with out noise. Therefore, the closer the smoothed phase function is to the original Chapter 7    Apparent Resistivity Imaging   246
 
 
phase function, the better the final ARI image will represent the true apparent 
resistivity. This technique was found to be unsuccessful in reducing the noise 
adequately while preserving the overall form of the electric field function (figure 
7.29). 
 
7.7.1.2 Cubic Spline Fitting 
 
Cubic splines consist of a number of cubic polynomial segments joined end to 
end at x-valued points termed ‘knots’. The continuity of the first and second 
derivatives is maintained across these points. The number of knots determines the 
number of coefficients in the spline. A cubic spline is represented in the form: 
 
). ( ) ( ) ( ) ( 2 2 1 1 x N c x N c x N c x f p p + + + ≡ K   [7.3] 
 
where Ni(x) is a normalised cubic B-spline function of x for i=1,2,…,p (Hayes, 1970; 
Hayes and Halliday, 1974). 
 
  Fitting of cubic splines to noisy data was undertaken using NAG routine 
E02BAF. This routine calculates a least-squares approximation to an arbitrary set of 
data points from a cubic spline using the method of Cox (1972). To achieve a 
smoothing of the fitted function, the fit tolerance was relaxed to reduce the closeness 
of fit obtained by the cubic spline. The fitting process involves splitting the data set at 
Figure 7.29: Comparison of phase for  a 1 Ωm halfspace with a water depth of 1.5 km and a 
frequency of 0.1 Hz (solid black line), the model with 20% random Gaussian noise added (dashed 
black line) and the output from the moving median filter (red line). Chapter 7    Apparent Resistivity Imaging   247
 
 
the receiver position and fitting each part separately. This provided an anchor point 
for the fitting function at the receiver and also allowed for the use of a larger fit 
tolerance. However, an acceptable value of the fit tolerance could not be found to 
adequately smooth the function whilst maintaining the overall form of the phase 
function and preserving important information on the subsurface structure (figure 
7.30) for any amount of percentage noise. 
 
7.7.1.3 Cubic Spline Smoothing 
 
  Another approach to smoothing noisy data is the cubic smoothing spline. 
Instead of attempting to fit a function to a set of data points and relax the fitting 
Figure 7.30:  Comparison of the spline fitted function for the E-field phase for a 1 Ωm halfspace at 
0.1 Hz and 1.5 km water depth with 30% random Gaussian noise added. (A) Example of a split offset 
fit, with the data either side of the receiver fitted separately. (B) Example of a complete offset fit using 
all the offsets for this tow line. Comparing the original phase function with no noise (solid black line) 
with the spline fitted phase function (solid red line) it can be seen the fit is poor at the receiver 
position and also oscillatory at the extremities of the tow line. Chapter 7    Apparent Resistivity Imaging   248
 
 
criterion to generate a smooth function, a cubic smoothing spline provides a flexible 
smoothing function where the fitting criterion is modified by the “smoothness” 
criterion. A cubic smoothing spline is the unique real-valued function f, with an 
absolutely continuous first derivative and an integrable second derivative, given by 
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∞
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where the first term is the least-square fit criterion and represents how well the cubic 
spline fits the data, and the second term is the smoothness, where s is the smoothing 
parameter. This regulates the weighting between the “fit” and “smoothness” of the 
resulting function estimate. Hence smaller values of s will generate a better fitting 
Figure 7.31: Comparison of the phase function with 10% Gaussian noise added for a 1 Ωm halfspace 
at 0.1 Hz and 1.5 km water depth for different values of the smoothing factor s in the cubic smoothing 
spline algorithm. The following values were used: (A) 1.0E03, (C) 1.0E04, (E) 1.0E05 and (G) 
1.0E06. Panels (B), (D), (F) and (H) show the percentage difference between the no noise phase 
function and the estimated phase function produced from the cubic smoothing spline algorithm. Chapter 7    Apparent Resistivity Imaging   249
 
 
estimate and larger values will generate ever smoother estimates. If s=0, then [7.4] 
reduces to the simple least-squares fitting cubic spline. 
 
  The algorithm used in this implementation was NAG routine G10ABF which 
uses the approach of Hutchinson (1986). A number of tests were undertaken to 
determine the values of s required to obtain satisfactory smoothed functions and these 
were compared to the original phase function containing no noise. Figure 7.31 shows 
a comparison of the cubic spline smoothing estimated phase function for different 
values of the smoothing factor for synthetic phase data with 10 % random Gaussian 
noise. It can be seen the smaller the value of smoothing factor, the greater the fit of 
estimated phase function to the noisy data. For example, with an s value of 1.0E03, 
the percentage difference shows an oscillatory nature due to the increased influence of 
the noise present in the input data. Using a larger s value, the fitting process is relaxed 
and the smoothing parameter in [7.4] begins to dominate the function that is being 
minimized. This generates a much smoother estimate function. However using s 
values of 1.0E05 and 1.0E06 the percentage difference between the original and 
Figure 7.32: Comparison of phase ARI images for 3D target model 1 using the cubic smoothing 
spline algorithm to pre-process the data which contains varying noise levels. The model has a water 
depth of 1.5 km and a transmission frequency of 0.1 Hz. (A) ARI image with no noise and no use of 
the cubic smoothing spline algorithm. (B) shows the ARI image with 5% random Gaussian noise 
added to the input data, (C) 10%, (D) 20%, (E) 30% and (F) 50%.  Chapter 7    Apparent Resistivity Imaging   250
 
 
estimated phase function is large (figure 7.31F & H). Hence, for low noise content, a 
smaller value of s generates a better function estimate to the original no noise function 
but care must be taken to avoid the smoothed function becoming too sensitive to the 
noise in the data. 
 
  For data containing higher noise levels, the same values of s cannot be used as 
for the data contaminated with low noise levels. The higher noise level has a greater 
effect on the overall structure of the function and therefore the smoothness of the 
estimated function must be increased in order for this influence to be reduced. Using a 
larger value of s, 1.0E04 or 1.0E05, the percentage difference between the estimated 
function and the original function was reduced to similar levels as for the lower noise 
example. Table 7.2 shows the estimated optimum smoothing factor value for data 
contaminated with various amounts of random Gaussian noise. 
 
  To test the success of the cubic smoothing spline algorithm, 3D target model 1 
(figure 7.20A) was used to generate a synthetic dataset with different amounts of 
random Gaussian noise added. Figure 7.32 shows the phase ARI images using the 
cubic smoothing spline to pre-process the noisy input data before calculation of the 
apparent resistivities. Figure 7.32A shows the phase ARI image without random 
Gaussian noise added to the dataset and is used as the reference image for this 
comparison. Generally, the variability of the images containing noise has been 
considerably reduced by the smoothing. Apart from low resistivity anomalies 
occurring at short common offsets, the images produced with noise levels up to 20% 
show extremely good agreement with the image containing no noise. At 30% noise 
Table 7.2 - Smoothing factor values used with phase data contaminated with differing 
amounts of random Gaussian noise. 
Percentage Noise  Smoothing factor, s, value 
5%  1.0E03 – 1.0E04 
10 – 20%  5.0E03 – 5.0E04 
20 – 30%  1.0E04 – 1.0E05 
30 – 50+%  1.0E05 – 1.0E06 Chapter 7    Apparent Resistivity Imaging   251
 
 
(figure 7.32E), the clarity of the anomaly produced by the thin resistive layer is 
reduced. However, comparison of the image generated by the same model data with 
noise with no pre-processing (figure 7.28D), with pre-processing with the cubic spline 
fitting algorithm, the presence of structure is still interpretable. Even at 50% noise 
level, which shows significant degradation of the image due to the breakdown of the 
smoothing algorithm, the presence of the thin resistive layer can still be identified. 
Therefore, a cubic smoothing spline successfully reduces the impact of noise on 
apparent resistivity images when using phase data. 
 
7.7.2 Noise Suppression with Amplitude Data 
 
  In contrast to the phase, the amplitude varies over a number of orders of 
magnitude, from 1.0E-07 V A
-1m
-2 at the source, to 1.0E-17 V A
-1m
-2 at the farthest 
receiver position in a quiet environment. The large variation has implications for the 
Figure 7.33: Comparison of the E-field amplitude function of a 1 Ωm halfspace at 0.1 Hz and 1.5 km 
water depth for different values of the smoothing factor s in the cubic smoothing spline algorithm with 
10% random Gaussian noise added. The different panels show the estimated amplitude function using 
different smoothing factor values: (A) 1.0E01, (B) 1.0E02, (C) 1.0E03, (D) 1.0E04 and (E) 1.0E05. 
The top panel of each figure shows the amplitude function with no noise (solid black line), the 
amplitude function with noise added (dashed black line) and the estimated amplitude function (solid 
red line). The bottom panel shows the percentage difference between the original amplitude function 
with no noise and the estimated amplitude function. Chapter 7    Apparent Resistivity Imaging   252
 
 
ability of any noise suppression algorithm to accurately reconstruct an estimate of the 
original E-field amplitude function. 
 
  Figure 7.33 shows an example of the estimated E-field amplitude function 
using the cubic smoothing spline algorithm at different values of the smoothing factor, 
for a 1D halfspace model with 10% random Gaussian noise added. It is evident that 
low values of the smoothing factor (1.0E01 to 1.0E03) cause the estimated function to 
fit too closely to the noisy data, which is reflected in the percentage difference. 
Relaxation of the smoothing algorithm by the use of a larger smoothing factor is 
successful when applied to the phase data. However a similar approach to the 
amplitude data does not produce comparable results. As figure 7.33D & E show, the 
smoothing algorithm becomes unstable. This causes an increase in the overall 
percentage difference between the estimated amplitude function and the original 
amplitude function for values of the smoothing factor over 1.0E04. This instability 
worsens for increasing noise level and therefore this algorithm is unsuitable for 
smoothing noisy amplitude data. This is a consequence of the near zero values of the 
electric field. 
 
7.7.3 Noise Suppression with Dimensionless Amplitude (DA) Data 
 
  Another approach is to represent the data in a form where the data vary over a 
smaller dynamic range. Representation in Dimensionless Amplitudes (DA) is one 
such transformation (Sinha, 2006), as defined in chapter 4. To demonstrate the use of 
dimensionless amplitudes, synthetic data generated using 3D target model 1 was 
contaminated with 10% random Gaussian noise and smoothing using a cubic spline 
was applied in the dimensionless amplitude domain. Figure 7.34 shows examples of 
the DA ARI image with different values of the smoothing factor. The DA ARI image 
reference case with no noise added and cubic spline smoothing is shown in figure 
7.34G. Using a smoothing factor of 1.0E04 (figure 7.34C) causes over smoothing of 
the estimated dimensionless amplitude function producing an over estimation of the 
dimensionless amplitude at near offsets (figure 7.34F). This in turn generates artefacts 
in the near surface region at a pseudo depth of 1 to 2 km. In this case, this artefact was 
generated at the depth of the hydrocarbon layer and could be interpreted as structure. Chapter 7    Apparent Resistivity Imaging   253
 
 
Using a smaller smoothing factor causes the estimated function to become influenced 
by the random noise. This is seen in figure 7.34A, where a smoothing factor of 1.0E02 
was used for the same dataset. Although the artefacts generated by higher smoothing 
factors have been removed, the presence of noise can be clearly seen reducing image 
quality. Using a smoothing factor of 1.0E03 (figure 7.34B) reduces the influence of 
the noise on the image without the introduction of artefacts. 
 
Higher noise levels require the use of larger smoothing factors in order to 
compensate for its impact on the estimated function. Figure 7.35 shows the 
Figure 7.34: Dimensionless Amplitude ARI images of 3D target model 1 with 10% random Gaussian 
noise added with cubic spline smoothing using 3D different smoothing factors (A) 1.0E02, (B) 1.0E03 
and (C) 1.0E04. The upper panel of panel (D), (E) and (F) show the estimated DA function (red line), 
the original DA function (solid black line) and the noisy DA function (dashed black line) and the 
lower panel shows the percentage difference between the estimated DA function calculated by the 
cubic smoothing spline and the original DA function for each corresponding smoothing factor value. 
(G) Reference case Dimensionless Amplitude ARI image with no noise and no smoothing. Chapter 7    Apparent Resistivity Imaging   254
 
 
dimensionless amplitude ARI images using smoothing factors of 1.0E03 (figure 
7.35A), 1.0E04 (figure 7.35B) and 1.0E05 (figure 7.35C). The use of a large 
smoothing factor causes the introduction of artefacts which are due to the poor fit of 
the estimated dimensionless amplitude function to the noisy data of the original 
function. These artefacts are shown to completely mask the presence of the resistivity 
structure (figure 7.35C) and this has a larger impact on image quality than the original 
random Gaussian noise (figure 7.27D). Using a lower smoothing factor of 1.0E03 or 
1.0E04 dramatically reduces the introduction of artefacts. However, reduction of the 
smoothing factor to combat the generation of artefacts increases the influence of noise 
and degrades image quality. From figure 7.35A and B, it can be seen the images 
produced are still significantly affected by the presence of noise. 
 
  The results show that applying the cubic smoothing spline to dimensionless 
amplitudes greatly improves noise suppression compared to applying smoothing to 
conventional amplitudes. However, an important trade off has been established 
Figure 7.35: Dimensionless Amplitude ARI images of 3D target model 1 with 30% random Gaussian 
noise added with cubic spline smoothing using 3D different smoothing factors (A) 1.0E03, (B) 1.0E04 
and (C) 1.0E05. The upper panel of panel (D), (E) and (F) show the estimated DA function (red line), 
the original DA function (solid black line) and the noisy DA function (dashed black line) and the 
lower panel shows the percentage difference between the estimated DA function calculated by the 
cubic smoothing spline and the original DA function for each corresponding smoothing factor value. 
The reference case is shown in figure 7.34G. Chapter 7    Apparent Resistivity Imaging   255
 
 
between “smoothing”, to reduce the impact of noise, and “fitness”, to represent the 
important features of the original DA function, when determining the correct 
smoothing factor. Tests have shown this region of trade off becomes smaller with an 
increased noise level, and is far less forgiving than the equivalent phase data. 
 
7.8 Apparent Resistivity Images above and displaced from a simple 
3D hydrocarbon model 
 
So far only data from tow lines directly over the centre of a resistive body in a 
conductive background have been considered. As the datasets being used in real 
situations are 3D in nature, the response of the apparent resistivity to a fully 3D target 
was studied. A number of 3D synthetic datasets were generated using 3D target model 
1 and 2. The survey geometry is illustrated in figure 7.36, with tow lines both above 
and displaced from the resistive body at distances of 0.1, 0.5, 1.0 and 2.0 km from the 
body’s edge. A transmission frequency of 0.1 Hz and a water depth of 1.5 km were 
used. 
 
Figure 7.36: Diagram to show the survey configuration for ARI images produced from survey tows 
on and off targets. The 3D models used are exactly the same configuration as shown in figure 7.19. Chapter 7    Apparent Resistivity Imaging   256
 
 
Figure 7.37 shows the results of the amplitude ARI image for 3D target model 
1. For images produced over the resistive body, the apparent resistivity response 
shows an increased resistivity with increased distance from the body’s edge. At y = 
2.0 km (2 km from the target edge), the apparent resistivities produced by the resistive 
body are similar to those generated by the tow line over the centre of the body. The 
similarity decreases as the tow line becomes closer to the parallel edge of the target 
layer. In figure 7.37B, the apparent resistivity structure is shown for tow lines beyond 
the edge of the body. An increase in apparent resistivity can be seen in both the tow 
lines at 0.1 km and 0.5 km from the body’s edge. At a distance further than this, the 
presence of the resistive body is not effectively identifiable and at 2.0 km from the 
edge, the presence of the resistive body has completely disappeared. This is consistent 
with the results discussed in section 3.6.4. 
 
The ARI images produced for the same survey geometry for a thick resistive 
layer model (target model 2) are shown in figure 7.38. From this figure, it can be seen 
the increased size of the resistive body produces a larger apparent resistivity than for 
the thin resistive body. In comparison with figure 7.37, the overall appearance of the 
images with respect to the edge of the resistive body is similar. A gradual decrease in 
the apparent resistivity occurs as the tow line becomes further from the centre of the 
resistive body. Furthermore, the effect of the larger resistive body in the surrounding 
medium is greater, shown by the increased apparent resistivities of the survey lines off 
the target structure. Comparison of ARI images at 0.1 km, 0.5 km and 1.0 km off the 
edge of the resistive body for model 1 and B show the effect of the body is clearly 
visible up to 1.0 km off the body and shows some impression even at 2.0 km.  
 
From these images, the ARI algorithm is sensitive to changes in the resistive 
structure along the strike of the tow line. However, resistive structure not in the plane 
of the tow line was also shown to have an effect on the image produced, and thus 




Figure 7.37: Amplitude ARI images of synthetic data generated using 3D target model 1 with tow 
lines position at 0.1, 0.5, 1.0 and 2.0 km (A) on and (B) off the resistivity anomaly. The edge of the 




Figure 7.38: Amplitude ARI images of synthetic data generated using 3D target model 2 with tow 
lines position at 0.1, 0.5, 1.0 and 2.0 km (A) on and (B) off the resistivity anomaly. The edge of the 
anomaly is located at y = 4.0 km.Chapter 7    Apparent Resistivity Imaging   259
 
 
7.9 Complex 3D Synthetic Model 
 
  In order to test the applicability of the apparent resistivity imaging to more 
realistic target structures, a more complex 3D model was designed (figure 7.39). 
Following from the discussion in Chapter 2 regarding frontier exploration areas, such 
as the Gulf of New Mexico, a salt dome model was chosen. This presents a challenge 
to the CSEM method, as interpretation requires the ability to delineate between 
different resistive bodies. The model consists of a highly resistive salt dome structure 
of resistivity 300 Ωm to the east of the survey and a 150 m thick, 50 Ωm hydrocarbon 
layer. The tops of the bodies are 1.5 km and 2.0 km below the seafloor respectively, 
buried in a 1 Ωm sediment background. The survey consists of 16 receivers with a 
spacing of 1.0 km from 0 km to -15 km along the x direction and 8 frequencies were 
simulated, from 0.1 Hz to 1.5 Hz in 0.2 Hz steps. 
 
  Figure 7.40 shows the apparent resistivity results at several different 
frequencies. From this, it can be seen there is a general dipping resistive structure 
from the eastern (x = -2.5 km) end of the survey line to the west. At the shallowest 
point of this resistive structure (pseudo depth of ~ 1.5 km), the rate of change of the 
apparent resistivity with depth is large. At x = -5 km to -10 km along the survey line, 
the rate of change of the apparent resistivity decreases, and the structure itself 
becomes near horizontal. Comparing these responses with the simple 3D models in 
the previous section, it is possible to draw a number of conclusions from the general 
Figure 7.39: Schematic diagram of the complex 3D salt dome model with a hydrocarbon reservoir in 
the (A) XY plane at the depth of the reservoir, and (B) in the XZ plane in the plane of the source tow. Chapter 7    Apparent Resistivity Imaging   260
 
 
shape of the apparent resistivity anomalies. The presence of a large apparent resistive 
anomaly to the east of the survey line suggests that there is large resistive body in this 
Figure 7.40: Amplitude apparent resistivity images from the complex salt dome model shown in 
figure 7.39. The images are shown at a number of different frequencies (A) 0.3 Hz, (B) 0.5 Hz, (C) 
0.7 Hz, (D) 0.9 Hz, (E) 1.1 Hz and (F) 1.5 Hz. Chapter 7    Apparent Resistivity Imaging   261
 
 
area. The behaviour of the apparent resistivities is similar to that of the thick layer test 
(target model 2). The dipping of the resistive anomaly across the entire image 
suggests two possible scenarios (with conclusions based solely on the images in 
question): 
 
1.  There is a resistive non-horizontal basement, with a down dip direction in the 
negative X-direction (from 3D target model 3). 
2.  The resistive body in question is extremely extensive, and hence, because its 
top is at a shallow depth of burial (< 2 km) below the seafloor which has a 
large impact on the entire image. 
 
Without further information it is not possible to distinguish between these 
conclusions. Using a priori knowledge of the structure, we can see that the salt dome 
impacts on the whole section. Even for receivers placed at the western end (x = - 10 
km) of the survey line the electric fields are sensitive to the salt dome. The relatively 
high apparent resistivities will be plotted at ever greater common offset range and 
position along the tow line. This generates the dipping resistive structure present in 
the images. 
 
Figure 7.41: Amplitude apparent resistivity images from the complex salt dome model shown in 
figure 7.39 with the absence of the hydrocarbon target. The images are shown at frequencies of (A) 
0.3 Hz, and (B) 0.7 Hz. Chapter 7    Apparent Resistivity Imaging   262
 
 
  The disruption in the dipping structure, from -4 km to -10 km, shows a similar 
form to that of target model 3, a hydrocarbon reservoir placed over a more resistive 
basement. The convex nature of the apparent resistivities in this region suggests the 
presence of a less resistive structure at a pseudo depth of ~2 km. Comparing this with 
the input model, it can be seen that this coincides with the location of the hydrocarbon 
layer. 
 
Figure 7.41A and B shows apparent resistivity images for the same model, 
with the hydrocarbon target removed, at frequencies of 0.3 Hz and 0.7 Hz 
respectively. Comparing these to the images produced at the same frequency with the 
hydrocarbon layer included, it is clear the hydrocarbon layer produces a significantly 
different apparent resistivity image. The lack of any large apparent resistivities to the 
west of the section in the region where the hydrocarbon target had been placed, is 
clearly due to the removal of this target from the synthetic model. Therefore, it can be 
concluded the apparent resistivity imaging method can laterally distinguish different 





  The ARI algorithm has been shown to be a quick and direct approach to 
producing images of the subsurface resistivity structure using CSEM data without the 
need to specify any background resistivity.  
 
•  A range of simple 1D and 3D models, with regards to structures encountered 
in surveying for hydrocarbons, were tested with this approach and adequate 
differences between these model types could be found in most cases when 
using the apparent resistivity.  
•  The comparison of using either amplitude or phase to generate the apparent 
resistivities has shown that even though these quantities are produced from the 
same complex fields, they are sensitive to different aspects of the subsurface 
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•  Amplitude apparent resistivity images provide a good overall impression of 
the subsurface resistivity structure, and are not adversely affected by the 
presence of shallow resistive structures.  
•  Phase apparent resistivity images have been shown to be highly sensitive to 
shallow resistive structures and hence this may mask deeper resistive structure.  
•  For fully 3D targets, it has been shown the method provides good lateral 
resolution with regards to changes in the subsurface resistivity structure.  
•  This information may be used as in conjunction with other imaging algorithms 
such as DEMI, since the ARI algorithm is successful at recovering the shallow 
resistivity structure.  
•  The algorithm has also shown a poor ability to distinguish between resistive 
bodies with respect to depth, by smearing resistive structures with depth.  
•  The resolution of the image is strongly dictated by the density of coverage of 
the survey data, in general, giving low resolution images.  
•  Noise has a large impact on the quality of the images produced. 
Implementation of a cubic smoothing spline to the input phase, has been 
shown to adequately remove the impression of random Gaussian noise, up to 
50%, while preserving the important features of the electric field function 
generated by the response to the subsurface structure.  
•  Amplitude varies over a large number of orders of magnitude, this was found 
to reduce the usefulness of the cubic smoothing spline. This was overcome by 
implementing a change of units and transforming the input data into 
dimensionless amplitudes.  
•  As with other imaging techniques, the method has also been shown to suffer 
from the ambiguous nature of the EM data, further adding to the uncertainties 
that must be taken into account when interpreting subsurface resistivity 
structure information from an ARI image. However, as first look tool, this 
method provides an adequate way of identifying regions of possible interest 
for later inversion. 
  
 
Chapter 8 - Discussion and Conclusions 
 
Discussion and Conclusions 
 
 
  In this chapter, the conclusions reached for each of the different imaging 
approaches will be summarized and placed in context. The aim of this thesis has been 
to demonstrate a number of different approaches to the imaging problem for marine 
CSEM data with particular reference to surveying for hydrocarbons. An imaging 
approach must satisfy as many of the following points as possible: 
 
•  Require minimum processing time and memory allocation. 
•  Use as large a part of the dataset as possible. 
•  Require as little information regarding the subsurface as possible to generate 
an image (e.g. no background model). 
•  Produce images that are easy to correlate with existing data, such as seismic, 
or that can be used as further a priori constraints for later inversion. 
 
8.1 Application of Seismic Processing Methods to marine CSEM data 
 
    Two approaches used in seismic processing have been applied to marine 
CSEM data in this thesis. Chapter 4 involves constructing electrograms from the time 
series of the electric fields recorded at the seafloor and transforming these into the F-
K domain. Chapter 5 investigates the application of F-K migration to CSEM data. 
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8.1.1 T-X domain and F-K domain imaging 
 
Synthetic time traces of the electromagnetic source signal were generated and 
displayed in the T-X domain to generate electrograms. From these electrograms, a 
number of different features, which correlated with the simple 1D models, were 
identified: 
 
•  The dip of the feature in the T-X domain is governed by the rate of change of 
the phase of the electric field, i.e. the skin depth. 
•  For more conductive environments, the rate of change of the phase is 
increased, due to shorter skin depths, and hence produces steeper (positive) 
dipping events. 
•  More resistive targets, such as a thin resistive layer buried in a conductive 
background, cause a reduction in gradient of the (positive) dipping event due 
to the decrease in attenuation of the electric field. 
•  The airwave, which occurs when the fields sensitive to the atmosphere 
dominate the subsurface fields, is characterized by horizontal (and negative) 
dipping events, produced by stationary phase values 
•  The onset of these different features is related to depth of sensitivity of the 
electric fields to the subsurface, and the depth of the seawater in relation to the 
airwave. 
 
The data generated by the simple 1D models and displayed in the T-X domain 
was transformed using the 2D discrete FFT into the F-K domain. The following 
features were identified and related to those identified in the T-X domain: 
 
•  Conductive features, which have positive dips in the T-X domain, transform 
into positive wavenumbers.  
•  Resistive features, such as a hydrocarbon layer, transform into near 0 and 0 
wavenumbers.  
•  The airwave transforms data into 0 and negative wavenumbers. 
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In seismic processing, the transformation of the data from the T-X domain into 
the F-K domain separates the energy of differently dipping events into different 
regions of the F-K space. This allows for the design of filters to remove certain types 
of noise. It was hypothesized that the design of a “dip reject filter”, to mute the energy 
at negative and near zero wavenumbers, was a method of removing the airwave in 
data collected in shallow water. However, this was found to be unsuccessful, with a 
general reduction in all signal amplitude, rather than the discrete removal of the 
airwave. This was due to insufficient separation of the resistive subsurface features 
and the airwave in the wavenumber spectrum. Therefore, energy that had diffused 
through the subsurface was also reduced by this filter, as well as the signal from the 
air/sea interface. More importantly however, the removal of energy associated with 
the airwave did not unmask any signal from the subsurface resistivity structure. A 
number of reasons contributed to this result: 
 
•  The electric fields are coupled throughout the subsurface, hence the signal 
recorded is the only signal or ‘arrival’ at the receiver. 
•  When the airwave begins to dominate at a receiver, this is because the 
contribution of the signal coupled to the air/sea interface is greater than that 
coupled to the subsurface. 
•  This is demonstrated by the “shifting” of the energy in the wavenumber 
spectrum, from positive to negative wavenumbers. An amplitude peak in the 
negative wavenumbers (airwave signal) occurs to the detriment of the 
amplitude peak in the positive wavenumbers (subsurface signal). As the water 
depth is decreased, this shift becomes greater due to the dominance of the 
airwave at nearer offsets. 
•  Any filtering of the signal in the F-K domain will remove all signal present at 
those offsets where horizontal dip features associated with the airwave occur. 
•  The application of trace equalisation to the data before transformation into the 
F-K domain to enhance the information gained at a full range of offsets, 
removes the amplitude information of the data, and the features in the A-K 
domain are related to only the phase of the electric fields. It may be that a 
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offset, could provide further information and yield more successful results by 
preserving the true amplitude information. 
•  The conclusions of this chapter indicate that no information can be gained 
about the subsurface from the airwave signal using approach. This is in direct 
opposition to current thinking in the literature, which argue that the airwave 
does contain information on the subsurface. However, it is believed that it is  
the method that cannot extract further information of the subsurface resistivity 
structure once the airwave signal is recorded, and not that this further 
information does not exist. 
 
With the above factors in mind, the treatment of the airwave must therefore be 
more robust and complex in detail to gain information regarding the subsurface 
resistivity structure. It is clear from recent work by a number of authors (Amundsen et 
al., 2006; Andreis and MacGregor, submitted; Mittet et al., 2004) that a more 
rigorous approach to shallow water data can provide information regarding the 
subsurface structure when the data is affected by the airwave.  
 
 
8.1.2 Migration of EM data 
 
The mathematical similarity of the seismic wave equation and the EM 
diffusion equation has allowed for the development of methods traditionally applied 
to seismic data, to be applied to EM data. F-K migration has been adapted to generate 
images of the subsurface resistivity structure for a variety of EM methods, including 
marine CSEM surveying (e.g. Mittet et al., 2005; Tompkins, 2004a; Zhdanov et al., 
1996; Zhdanov and Wan, 2005). Chapter 5 used the implementation of Tompkins 
(2004a; 2004b) to migrate marine CSEM data to test its response to various simple 
1D models representing hydrocarbon reservoirs. A number of conclusions drawn from 
these tests are summarised here: 
 
•  Depth of burial of the target layer must be less than 2.0 δs
  of the lowest 
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•  For typical frequencies used in marine CSEM surveying (0.1 Hz to 1.5 Hz), 
the target layer must be greater than 50 thick. 
•  The resistivity contrast across the geoelectrical boundary must be of the order 
of 50:1 in order to accurately reproduce the depth to the boundary. 
•  Frequency bandwidth is more important than the number of frequencies. It 
was found that interpretable images can be obtained using only 4 frequencies 
in the range between 0.1 and 1.5 Hz. Increasing the number of frequencies 
over a greater bandwidth will generate a better response by reducing the 
background oscillatory nature of the imaging response. 
•  The diffusive imaging algorithm’s resolution is dependent on the conductivity 
contrast at a geoelectrical boundary, rather than the transverse resistivity. 
 
The final conclusion drawn above produces a number of implications 
regarding solving the ambiguity problem inherent in EM inversion. From the results 
of the 1D smooth inversion for a constant transverse resistance (figure 5.18), it can be 
seen that even though the depth and resistivity of the target layer are not accurately 
recovered, the transverse resistance is well recovered. This occurs for models when 
the resistivity ratio is below the threshold value for an accurate recovery of the layer 
depth by the DEMI algorithm. A recent study by Christensen and Dodds (2007) to 
quantify the resolution of 1D inversion of marine CSEM data showed that the 
uncertainty for both the resistivity and the thickness of the target layer are poorly 
defined. In contrast the depth to the layer, the overburden resistivity and the transverse 
resistance of the target layer are well defined. This is in agreement with the results 
shown in chapter 5. Therefore, in structures where large resistivity contrasts exist, the 
sensitivity of the diffusive EM imaging to the resistivity contrast across a 
geoelectrical boundary rather than the transverse resistance, helps reduce some of the 
ambiguity produced by the inversion result. Furthermore, it allows for the recovery of 
sharp boundaries, a result that is not possible with the use of smooth inversion 
algorithms.  
 
As well as being an alternative to smooth inversion algorithms, the results 
from the DEMI algorithm could be used as an aid to inversion. An example of 
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known hydrocarbon reservoir has been demonstrated by MacGregor et al. (2006). 
They show that much better resolution of the target layer can be obtained when 
constraints are placed on the inversion. The ability of the diffusive EM imaging to 
recover sharp boundaries where large conductivity contrasts exist, suggests that it may 
provide extra information for a constrained inversion. This is particularly important 
when there is a lack of other a priori data. 
 
This approach may also be applicable for other inversion schemes, such as 
sharp boundary inversions, which invert for structural boundaries rather than 
resistivities of fixed layers. Work by Smith et al. (1999) and de Groot-Hedlin and 
Constable  (2004) has shown that sharp boundary inversions applied to MT data 
provide a more accurate representations of the subsurface. de Groot-Hedlin and 
Constable (2004) state that use of the boundary inversion is most appropriate in the 
presence of structures with large resistivity contrasts with the background structure. 
However, both authors also comment on the relative instability of the algorithms, and 
the tendency for them to become stuck in local minima. This has been shown to be 
particularly true when the starting model is vastly different from the true model (de 
Groot-Hedlin and Constable, 2004) To solve this, some knowledge of the structure 
must be known to generate a starting model that contains a rough approximation to 
the subsurface. This may be gained by running a smooth inversion, or by application 
of the DEMI algorithm. The DEMI approach could conceivably provide a better 
starting model for this type of inversion due its ability to recover sharp boundaries. It 
is apparent from this discussion that both the diffusive EM imaging and the sharp 
boundary inversion work best with the same subsurface structures and hence may be 
more robust when used together. 
 
 
8.2 Application of imaging algorithms based on the behaviour of the 
electric fields in the presence of a resistive target buried in a 
conductive background. 
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  Chapter 6 and 7 investigate the use of two different imaging techniques based 
on the response of the electric fields to a resistive structure buried in a conductive 
background. Chapter 6 uses the approach of normalizing the data recorded at the 
seafloor by some background model. Chapter 7 uses the concept of apparent 
resistivities to recover pseudo-section images of the subsurface resistivity structure. 
 
8.2.1  Normalized Electromagnetic Imaging 
 
Normalized amplitudes are commonly used to show the variation of recorded 
electric fields with reference to some background model. If this variation is caused by 
resistive structures that are of interest, these may be used to laterally map the extent of 
these structures. This is useful for hydrocarbon exploration, where a quick method of 
imaging the lateral extent of possible hydrocarbon reservoirs is desirable. The 
normalized amplitude is a way of imaging the changes in the resistivity structure of 
the subsurface in relation to a specified background model. Approaches used 
previously include: 
 
•  Plotting the normalized amplitude using only the inline or broadside geometry 
data, and at the midpoint between the source and receiver. 
•  Using normalized amplitudes to demonstrate sensitivity to a possible target 
along a single tow line (as shown in chapter 3) or to map the lateral extent of a 
resistive target body. 
 
Two improvements were tested: 
 
•  Sorting the data into sensitive and insensitive zones, based on the spatial 
distribution of sensitivity to a thin resistive layer. 
•  Distributing the normalized amplitude response along the line between source 
and receiver, rather than imaging it at the mid-point. 
 
The following conclusions were drawn: 
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•  Sorting of the data into sensitive and insensitive zones allowed a greater 
amount of the data to be used in generating an image. In some cases, 
especially where the target body is perfectly aligned to the target structure, 
data from other geometries showed greater sensitivity to the target than the 
inline data. This was because the finite nature of the 3D target truncated the 
maximum sensitivity in the inline geometry. 
•  Distributing the normalized amplitude response along the line between source 
and receiver allowed for a wider distribution of the target response over the 
survey area. In the case where the target is perfectly aligned to the survey grid 
with respect to receiver positions, this allows for the correct distribution of the 
normalized amplitude anomaly in the region of the resistive body. For a target 
that is misaligned to the survey grid, a more realistic case, this approach gives 
a less accurate representation of the lateral extent of the target body. 
•  The success of the method is limited by the behaviour of the electric fields in 
the presence of a finite target body. In the case of the perfectly aligned target 
body, some smearing of the target response occurs, however this is minimized 
because of the distance (in this case 4 km) from the target edge. In the 
misaligned case, receivers are positioned closer to the target edge ( in this case 
2 km), and hence significant off target responses occur and are smeared 
beyond the lateral boundary of the resistive target layer. In the latter case, no 
identification of the target edge was possible. 
•  The normalized amplitude response was shown to increase with increasing 
frequency. However, the off target responses were also increased, so that the 
improvement in image quality is modest. This is particularly true for the non-
aligned example. 
•  The normalized amplitude algorithm was not adversely affected by random 
Gaussian noise to up to 30%. This is because each image bin is represented by 
the arithmetic mean of a large distribution of data from a number of source 
receiver pairs. 
•  Systematic errors, such as the incorrect specification of the background 
structure, have a large impact on the image produced and can significantly 
reduce the usefulness of this approach. However, this can mitigated by the 




8.2.2 Apparent Resistivity Imaging of marine CSEM data 
 
  The use of apparent resistivities to create pseudo-sections is widespread in 
both DC resistivity (Telford et al., 1991) and in MT (Simpson and Bahr, 2005). Its 
application to marine CSEM data was investigated in chapter 7 using both 1D and 3D 
synthetic data sets. The following conclusions were found: 
 
•  Apparent resistivity imaging is a quick and direct approach to producing 
images of the subsurface resistivity structure. 
•  It does not require the specification of a background structure. 
•  The apparent resistivities are sensitive to lateral changes of the resistive 
structure, both parallel and perpendicular to the source tow direction. I.e. a 
possible target layer may be delineated along strike and perpendicular to strike 
by surveying successive parallel lines. 
•  The apparent resistivity smears the “true” resistivity structure with depth, 
allowing for only the identification of general areas of resistive structure, 
where only the top of the resistive structure was accurately defined. 
•  The apparent resistivity may be calculated using either amplitude or phase. 
These show different sensitivities to the same structure, and thus produce 
different images of the subsurface. This is particularly true for models with 
stacked resistive bodies.  
o  Images produced with amplitude data allow for the identification of 
resistive bodies below shallow resistive structure. 
o  Images produced with phase data are mostly sensitive to shallow 
resistive structure. 
•  Even in water depths approaching 150 m, accurate interpretation of the lateral 
extent and top of the resistive body may still be recovered. 
 
The major advantage of the apparent resistivity over the other methods 
discussed in this thesis is there is no requirement to define a background model. 




In comparison with inversion, the apparent resistivity has a number of drawbacks: 
 
•  Noise is reduced by suppression using cubic smoothing splines, rather than 
treated as uncertainties on the data, which is statistically incorporated into 
the misfit function in inversion algorithms. 
•  Resolution is defined by survey parameters rather than electric field 
sensitivities. 
•  Inversion can recover stacked resistive bodies more accurately and define 
the base of a resistive body, which is not possible from the apparent 
resistivity. 
 
It is important to note however, that the apparent resistivity was not designed 
as a replacement for inversion, but as an aid to inversion, along similar lines 
previously discussed regarding the diffusive EM imaging. Even though 1D inversion 
can be performed relatively quickly, it requires user intervention and knowledge to 
produce reliable results, whereas the apparent resistivity does not. The images 
produced by the apparent resistivity could again be used as a priori information for 
either, design and implementation of an inversion in 2D (or even 3D) to identify 
regions of interest, or providing information to constrain the top and/or lateral extent 
of the resistive body. 
 
8.3 Comparison of imaging methods 
 
  In this section, a discussion of the relative merits of the imaging methods will 
be undertaken. Analysis of the responses of the imaging methods to different types of 
subsurface structures found in hydrocarbon exploration has been performed using 
similar, and in some cases identical models. Drawing on these examples, a combined 
approach will be discussed, as well as detailing the comparative strengths and 
weaknesses of the each method. Given an arbitrary dataset collected over a possible 
hydrocarbon prospect, the question may be asked, “What combined approach would 
yield the most information using the methods discussed in this thesis?” 
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8.3.1 Initial approach and background model estimation 
 
  Initial approaches to imaging data are important as they provide the starting 
point for other methods. Assuming that the data has been processed to a form which 
may be used by the imaging algorithms i.e. amplitudes or phases of the polarisation 
ellipse maximum axis, the method that lends itself most to initial investigation is the 
ARI algorithm. The main reasoning for this is the images produced by this method are 
data driven, and do not require the specification of a background model. In other 
words, the images produced by this method are solely in response to the data, whether 
that be structures in the subsurface or due to the impact of noise (both of these factors 
will be discussed in the next sections). The use of apparent resistivities would provide 
important information on the background resistivity structure down to the first major 
geoelectric boundary. This could then be used to help define a background model for 
either the NEMI or DEMI algorithms whose accuracy depends on the accurate 
definition of this background model. 
 
To help illustrate this, examples using the simple 3D hydrocarbon model 
(taken from Chapter 7) will be used, a diagram of which is shown in figure 8.1. This 
particular example was chosen as the other two methods also used the same or similar 
models as a basis for testing. As has already been discussed, ARI images can be 
produced from either amplitude or phase data of the electric fields, and hence both 
types of images will be considered. Figure 8.2 shows an example of both amplitude 
Figure 8.1: Diagram of 3D model to represent a hydrocarbon target as a thin resistive layer used to 
generate synthetic data for testing of the Normalized ElectroMagnetic Imaging (Chapter 6) and 
Apparent Resistivity Imaging (Chapter 7) methods. Chapter 8  Discussion and Conclusions     275
 
 
and phase derived ARI images of the model shown above. It can be seen that both 
images recover the resistivity structure of the model including the presence of the 
target body. It is known from the input model that the background resistivity in this 
case was 1 Ωm. However, it can be seen that this was recovered more accurately by 
the phase ARI image (figure 8.2B) than by the amplitude ARI image (figure 8.2A). 
The underestimation of the overburden resistivity above a more resistive body was 
found to occur with most models considered in Chapter 7 (1D or 3D) when using 
amplitude data to generate apparent resistivities. Furthermore, this reduction in 
apparent resistivities above resistive bodies was found to become worse for 
progressively more resistive targets. For example, figure 7.21B and figure 7.24A 
show amplitude ARI images that clearly demonstrate a reduction of the apparent 
resistivities above a large resistive anomaly.  The presence of these artefacts in the 
amplitude ARI images has consequences when using these resistivities to define a 
background model for other imaging approaches. 
 
    The impact of an inaccurate estimation of the background model was 
discussed in relation to the NEMI algorithm in Chapter 6. Figure 8.3 shows the 
normalized amplitude images generated using the NEMI approach for data in the 
sensitive region for the same 3d target model (figure 8.1). It can seen that when the 
background model is specified correctly (as in figure 8.3A), the target body is 
successfully recovered. If the background model is incorrectly estimated, as in the 
Figure 8.2: ARI images produced with synthetic data generated from 3d target model 1 shown in 
figure 8.1. These images were produced using inline electric field (A) amplitude data and (B) phase 
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case of figure 8.3B, this can destroy any useful information regarding any possible 
target bodies. The background model resistivity used in this example was 0.75 Ωm 
whereas the input data had a true background resistivity of 1.0 Ωm. This difference is 
approximately the same as the overburden resistivity (~0.8 Ωm) that can be estimated 
from the apparent resistivity image generated from amplitude data shown in figure 
8.2A. Hence, it can be seen that whilst some useful information may be gained from 
the use of apparent resistivities to define a start model for the NEMI algorithm, errors 
can also be introduced, and is especially true when using amplitude data. However, 
estimation of the background resistivity from the phase ARI image can be seen to give 
the correct value of 1.0 Ωm. Furthermore, in contrast to the amplitude ARI images, 
the phase ARI images have been shown to reliably recover the background resistivity, 
even in the presence of more resistive structures. For example, this can be seen in the 
equivalent phase images for models with large resistive anomalies as discussed above, 
which are shown in figure 7.22B and figure 7.25A. Hence, using the phase ARI image 
to estimate the background resistivity produces the NEMI image shown in figure 
8.3A. This example clearly demonstrates the advantages of using the information 
Figure 8.3 : Normalised Amplitude image in the sensitive zone of synthetic data generated from 3d 
target model 1 using (A) the correct background model resistivity of 1.0 Ωm and (B) an incorrect 
background resistivity of 0.75 Ωm. From figure 8.1, it can be seen the true background resistivity of 
the model is 1.0 Ωm. Chapter 8  Discussion and Conclusions     277
 
 
from the ARI images to gain estimates of the background resistivity structure, 
especially when using reliable phase data. 
 
  The diffusive electromagnetic imaging algorithm also relies on the 
specification of a background model to downward continue the scattered electric 
fields through the subsurface. As with the NEMI algorithm, if the background model 
is incorrectly specified, this causes error in the depth of the response to the resistive 
layer. This is demonstrated in figure 8.4, which shows the effect of an incorrect 
specification of the background model using data generated from a 1D approximation 
of the 3D target model (figure 8.1). An underestimation of the overburden resistivity 
causes the target layer response to occur at a shallower depth than its true depth. 
Consequently, an over estimation of the background resistivity model causes a 
deepening of the target layer response. Hence, as with the NEMI algorithm, an error 
in estimation of the resistivity of the background model of ~25 % can cause 
Figure 8.4: Diffusive ElectroMagnetic Imaging (DEMI) result for a 1D approximation of 3D target 
model 1 shown in figure 8.1, using different resistivities for the background (or primary field) model. 
The input data used 8 frequencies from 0.1 to 1.5 Hz. The red dotted line indicates the depth to the top 
of the resistive target layer. Chapter 8  Discussion and Conclusions     278
 
 
significant changes in the imaging result. However, from this comparison, it can be 
seen the error with DEMI algorithm is manifested only as a change in depth of the 
target response (in this 1D test), but does not change the magnitude of the 
conductivity contrast of the layer response. Therefore, unlike the NEMI algorithm, the 
diffusive imaging still provides some information on the subsurface resistivity 
structure, even when using incorrect background models. 
 
  From this discussion, it can be seen that the estimation of the background 
resistivity structure is a key factor in determining the usefulness and accuracy of the 
NEMI and DEMI algorithms. Whilst the use of the ARI imaging to estimate the 
background resistivity may introduce errors into this estimation when using amplitude 
derived ARI images, it can be argued that this at least provides a starting point for 
either approach. It has been shown that phase derived ARI images produce better 
estimates of the background resistivity structure. This in turn produces clearer, more 
accurate images from further processing using the NEMI and DEMI algorithms. 
However, it is important to note that the introduction of more complex 3d structures 
has shown that the phase derived images may suffer degradation in the presence of 
shallow resistive layers, whereas the amplitude derived images are much less sensitive 
to the shallow resistive structure. Therefore, whilst the phase derived images clearly 
provide the more reliable information for the estimation of the background structure, 
it is suggested that both types of image are produced to gain the maximum amount of 
information. In general, it is believed that the ARI algorithm is useful tool in this 
approach and it is therefore recommended that the ARI algorithm is used before the 
DEMI and/or NEMI algorithms. 
 
8.3.2 Recovery of changes in the resistivity structure of the subsurface 
  
Considering changes in the vertical resistivity structure, the DEMI and ARI 
imaging algorithms provide information primarily on changes in the resistivity of the 
subsurface along a single survey line (2D section), whereas the NEMI algorithm 
considers the lateral variations in the resistivity structure over a survey area. The 
discussion of the NEMI algorithm will be deferred until comparison of recovering 
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8.2 and figure 8.4 and assuming the correct background model has been used, the 
diffusive imaging has a greater resolution as it provides an exact depth of the target 
layer when compared to that of the apparent resistivity. In this case, it can be that the 
recovery of the depth to the resistive layer is only approximately 100 m above the true 
depth of burial. In contrast to this, the responses generated by the ARI algorithm vary 
smoothly and provide a diffuse boundary to top of the target layer. In this case, good 
agreement with the input model can be seen, with a resistive feature occurring at 3 km 
common offset, which translates to depth of approximately 1.5 km. However, whilst 
both these approaches show comparable responses in this example, the DEMI 
algorithm provides information on the subsurface resistivity structure with true 
depths. This is not the case for the ARI algorithm, which only estimates depths using 
an empirical relationship with offset, as demonstrated above. Hence, only 
approximate depths to the resistive target may be gained from the use of the ARI 
algorithm, suggesting the use of the DEMI algorithm is better at distinguishing 
vertical changes in resistivity in regions of large resistivity contrasts.  
 
If models containing features with only low resistivity contrasts are 
considered, the ability of the DEMI algorithm to generate accurate, sharp responses 
begins to break down. For example, figure 5.18 shows the variation of the DEMI 
algorithm response to a layer with constant transverse resistance. As the resistivity of 
the layer is reduced (whilst increasing the thickness to keep the transverse resistance 
constant), the response to that layer begins to degrade. In comparison to this, a similar 
example was shown for the ARI algorithm (figure 7.26). A clear response can be seen 
at resistivities as low as 10 Ωm, showing that the ARI algorithm does not suffer a 
degradation in response in the presence of low resistivities. However, this algorithm 
does begin to breakdown in the presence of extremely thin target layers (target 
thicknesses of 25m or less), which produce a considerably reduced response. This 
problem is also further compounded by the inability of the ARI to distinguish between 
the resistivity of a target layer independently of its thickness, producing almost 
identical responses for models with vastly different resistivities. This is not the case 
with regards to the DEMI algorithm, which demonstrates a greater dependence on the 
resistivity contrast at the geoelectrical boundary. With all this in mind, it can   
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agreement between the images suggests the presence of a resistive target layer, as in 
the example shown in figure 8.2 and figure 8.4. 
 
Although not considered in this thesis, the use of multiple iterations with the 
DEMI algorithm allows for the identification of deeper or stacked structure 
(Tompkins, pers. comm.). This is achieved by modifying the background model to 
include resistive boundaries indentified in the previous iterations, thus allowing the 
next iteration to become sensitive to deeper structure. Identifying these kinds of 
structures has been shown to be a weakness of the ARI algorithm, which smears with 
depth responses to resistive bodies. This was shown to be particularly true with 
regards to the sensitivity of the phase data to shallow structure, such as shallow gas 
pockets. In this case, the phase derived images did not recover the presence of a 
deeper buried resistive target (figure 7.24). In contrast, the amplitude derived images 
successfully recovered its presence below the shallow gas layer (see figure 7.25). 
However, the shallow sensitivity of the phase derived images can also be an 
advantage. This was shown by the case of a target structure lying above a more 
resistive basement (figure 7.24A for amplitude; figure 7.25A for phase) where the 
phase images produced a much clearer presence of the target body above the resistive 
basement than the amplitude derived images. It is clear, therefore, that images 
produced from different data types (either amplitude or phase data), when combined, 
provide greater information on the subsurface resistivity structure. However, the fact 
remains that, in regions of large resistivity contrasts, the DEMI algorithm provides 
sharper, greater resolution responses to changes in the vertical resistivity structure. 
 
  In terms of lateral variation of the electrical resistivity structure, both the ARI 
and NEMI algorithms provide information regarding the lateral extent of the target 
body. The ability of the DEMI algorithm to resolve lateral changes in the subsurface 
resistivity structure was not discussed in this thesis, but it has been shown to be 
relatively poor (Tompkins, pers. comm.). For a reconnaissance survey line where only 
the inline electric fields are used, the ARI algorithm shows good agreement with the 
true resistivity structure, demonstrating a sharp reduction in apparent resistivity at the 
edge of a resistive body (figure 8.2). This has been shown to be true for a variety of 
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of the target increases. Whilst this does not interfere with the ability to interpret the 
edges of a resistive target in a simple model, such as that shown in figure 8.2, it can 
cause image degradation when more complex models are considered. This is 
particularly true in the case of the complex 3d model (figure 7.39), where the 
resistivity anomaly attributed to the salt dome is smeared laterally and with depth 
(figure 7.40). This is simply explained, as the large resistivity anomaly of the salt 
dome causes a much greater disruption in the electric fields than the smaller 
hydrocarbon target, and hence influences the recorded electric fields at the surface 
over a greater area. This particular property of the electric fields causes problems for 
any imaging method, and has also been reflected in the NEMI algorithm results. 
 
For a grid survey (when the receivers are deployed as shown in figure 8.5), the 
NEMI algorithm provides a way of mapping the lateral extent of the target body over 
the survey area. When the target is perfectly aligned to the receiver layout (figure 
8.3A), the algorithm produces results that are comparable to the ARI algorithm and 
recovers the true extent of the target body. However, one of the major problems with 
the NEMI algorithm is the occurrence of off-target sensitivity. In the ideal case (as 
shown in figure 8.3A), the off target sensitivity is shown to be minimal and does not 
degrade the image too heavily. When the grid of receivers is not aligned perfectly to 
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the target body (figure 8.5A) the off target sensitivity degrades the image 
considerably. It can be seen from figure 8.5A that the receivers placed off the target 
by up to 2 km (and in some geometries up to 6 km), are still sensitive to the presence 
of the target layer, even though the receiver is clearly not placed over the target. 
Comparison to the ARI algorithm shows this effect is manifested differently and is 
plotted at greater offsets (pseudo depths). Hence, this does not degrade the ability of 
the ARI image to identify changes in the resistivity structure at shorter offsets, even if 
off target sensitivity is present at the longer offsets.  
 
The effects of lateral off-target sensitivity (i.e. when the tow line does not 
intersect the target body) were also studied with the ARI algorithm which provides a 
further useful comparison to the NEMI algorithm. Figure 8.5B shows the amplitude 
ARI image produced for tow lines that are from 0.1 to 2.0 km off the target edge 
(geometry is shown in figure 7.36) for 3d target model 1 (figure 8.1). At distances of 
0.1 and 0.5 km, it can be seen there is still the influence of the resistive structure, 
however this reduces to near the background value at 1.0 km and is not present at 2.0 
Figure 8.5: A) Normalized amplitude image for the simple 3D hydrocarbon model for the sensitive 
zone. The target layer has been shifted by +2 km in both the x and y directions, to reduce the number 
of receivers placed over the target and remove any receivers at the target edge. B) Amplitude ARI 
images of synthetic data generated by 3D target model 1 with tow lines position at 0.1, 0.5, 1.0 and 
2.0 km off the resistivity anomaly. The edge of the anomaly is located at y = 4.0 km. 
B Chapter 8  Discussion and Conclusions     283
 
 
km. Comparison of this with the NEMI image for the ideal case (figure 8.3A), shows 
that whilst the ARI image is not affected by lateral off target responses at lateral 
distances of 2 km from the target body edge, the NEMI image still shows some target 
response with receivers placed at 4.0 km from the target edge. In this case however, 
the degradation of the image quality is such that an interpretation may still be 
undertaken, with both methods in agreement. In the non-ideal case (figure 8.5A), the 
NEMI image fails to clearly identify the edge of target showing sensitivity to the 
along tow lines 2 km off the target body. This significantly affects the ability to 
extract useful information about the subsurface resistivity structure using this 
approach and shows little similarity to the ARI image. Indeed, in the non-ideal case, it 
is believed that the NEMI algorithm does not provide any further information on the 
subsurface structure, and only serves to complicate the subsurface picture gained from 
the interpretation of the ARI images.  
 
The above conclusion does not take into account the relative spacing of the 
receivers along the survey line and their positions relative to the target body. This is 
an important factor in determining image resolution, and is not the same in the 
examples discussed in the above paragraph. If ARI images were produced for each 
inline tow using the receiver spacing of the NEMI image, the overall resolution would 
be significantly degraded due to the reduction in data coverage. However, it is 
believed that because of the problems found with the NEMI plotting algorithm, a 
subsequent increase in receiver density over the survey area, whilst helping with the 
over target variability, it would not reduce artefacts generated by off target sensitivity. 
Hence, even with these factors in mind, it is believed that the ARI algorithm provides 
a better diagnostic of the subsurface resistivity structure. 
 
8.3.3 The influence of noise 
 
  The influence of noise has been discussed in detail with respect to each of the 
three imaging techniques. The DEMI algorithm was tested for the influence of noise 
(figure 5.9), however because of the use of 1D synthetic data with 2D algorithm, the 
large amount of data redundancy produced an unrealistic reduction of the impact of 
noise on the image. Hence, because of this a reliable test was not possible. The ARI Chapter 8  Discussion and Conclusions     284
 
 
algorithm was found to be susceptible to the influence of noise (figure 7.28), requiring 
pre-processing of the input data using cubic smoothing splines. This was found to be 
more successful when using phase data (figure 7.32) than amplitude data (figure 
7.35), where interpretable images were produced with amplitude data at only low 
noise levels (~ 20%). One consequence of using noise removal methods is the 
incorrect overburden resistivities at high noise levels. This is especially true when 
using phase data, which have previously been shown to provide a robust estimation. 
However, the noise models used in this thesis are unrealistic, as noise on real data 
increases with offset. This means the effect of noise in the near offsets would be 
minimal, allowing for the better estimation of the background resistivity. The NEMI 
algorithm has been shown to relatively robust in the presence of noise compared to 
the ARI algorithm, and only high levels (50%) were found to produce a detrimental 
impact on the imaging result (figure 6.29). This robustness in the presence of noise is 
due to the line plotting algorithm, where the averaging process of the anomaly in each 
bin provides effective attenuation of noise.   
 
8.3.4 Final discussion on a combined approach 
 
It has been shown that a combined approach to the imaging of marine CSEM 
data using these different algorithms provides a better understanding of the subsurface 
resistivity structure than the use of any method individually. It has been shown that 
the algorithms have different sensitivities to different aspects of the subsurface 
resistivity structure. The DEMI algorithm produces sharp responses to changes in the 
vertical subsurface resistivity structure and relates these to the true depth of burial. 
Furthermore, it has the potential to delineate stacked resistive layers, a feature which 
is only partially possible with the ARI algorithm, and not possible with the NEMI 
algorithm. If a correct background model can be supplied to the algorithm, it can 
provide the most reliable information on the subsurface resistivity structure. The 
NEMI algorithm provides a fast way of mapping the lateral extent of a resistivity 
anomaly, however, even when the correct the background model is supplied, it can 
only provide a general, coarse overview of the lateral changes in resistivity structure. 
This method has also been found to be highly dependent on the survey geometry in 
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lateral changes in resistivity structure. Whilst it cannot match the DEMI algorithm for 
vertical resolution (especially when using multiple iterations) it can provide an image 
of the general resistivity structure. This method, whilst suffering from off target 
sensitivity (for most cases shown in this thesis) the method still produces images that 




  In this thesis a number of different approaches to the imaging of marine 
CSEM data have been developed and tested, with specific reference to surveying for 
hydrocarbons. 
 
The simple approach of representing the data in the T-X domain and 
transforming it into the F-K domain has highlighted the difference between the 
behaviour of seismic wave propagation and EM wave diffusion. Whilst this is not 
strictly an imaging algorithm that produces images of the subsurface resistivity 
structure, it has provided valuable insight into the complex nature of EM wave 
diffusion. This is particularly true with respect to the airwave. For example, the 
attempted removal of the airwave with F-K filtering was unsuccessful due to the 
coupled nature of the EM field across all geoelectrical boundaries. A more complex 
representation of the airwave is required to gain information regarding the subsurface 
resistivity structure. This is particularly true for surveys in water depths of less than 
300 m. 
 
Diffusive EM Imaging or “EM migration” has shown, that careful application 
of some seismic processing algorithms to low frequency EM data, such as MT or 
marine CSEM, can meet with some success. The approach described and tested in this 
thesis, which is analogous to F-K migration, produces sharp and accurate images of 
the resistivity structure of the subsurface, providing large enough resistivity contrasts 
exist between geoelectrical boundaries. I conclude that this method is a promising 
avenue for fast imaging, as it provides sharp images of the subsurface (a weakness of 
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resistivity models). However, there are drawbacks. A background model must be 
correctly specified in order to generate accurate images of the subsurface; and the 
background model must be iteratively updated in order for the algorithm to become 
sensitive to deeper structure, introducing the possibility of error at every iteration. 
 
Normalized EM imaging uses the approach of normalizing the recorded 
electric field with respect to some specified 1D background model. I have developed 
an approach to mapping the lateral extent of a target body which maximises the 
amount of data used. This is achieved by sorting the data with respect to a sensitivity 
pattern calculated for a given target body model, and distributing the anomaly along 
the line between source and receiver. For situations where the background model does 
not vary greatly with respect to the target body, the position of the target body is 
approximately recovered. However, for more complex situations, the ability of this 
method to produce interpretable results is shown to significantly decrease. This is due 
to a number of factors including:  
 
•  The sensitivities of the electric field to the target body are not confined solely 
to the region over the target body, hence, distribution of the anomaly along the 
line between source and receiver causes smearing of the target.  
•  The incorrect specification of the background model has a major effect on the 
results obtained.  
 
As with the DEMI approach, the consequences of errors in the background model are 
difficult to quantify, especially if the background structure is as complex as the target 
structure itself. 
 
In light of these methods, a data driven approach which required no 
background model to generate an anomaly or response, was developed. Apparent 
Resistivity Imaging has been shown to produce images of the subsurface resistivity 
structure without the need to specify a background model. This removes the 
possibility of introducing further errors into the image. The method has been shown to 
have good lateral resolution, with an ability to accurately identify the extent of a 
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However, this method does suffer from poor vertical resolution, especially in the 
presence of stacked resistive bodies. The use of both amplitude and phase data 
produces different images of the subsurface, which may, in certain situations, help to 
reduce this problem. 
 
This thesis has shown that information may be gained on the subsurface 
resistivity structure using fast imaging techniques. This is especially true with respect 
to mapping the lateral extent of targets, which may be a computationally expensive 
process using inversion. However, the simplicity of some of these approaches (e.g. 
NEMI) significantly degrades the resolution of the resistivity image. Therefore, the 
strong point of these methods is to provide a ‘quick look’ at a dataset, and they may 
be used as guide to further inversion. 
 
 
8.5 Future Work and Directions 
8.5.1 Stochastic Approaches for CSEM Imaging / Inversion 
 
  Whilst not strictly an imaging method, the use of stochastic approaches to 
solving the CSEM inversion problem could provide a number of answers to questions 
posed by deterministic inversion. One of the major problems of deterministic 
inversions (e.g. Constable et al., 1987; de Groot-Hedlin and Constable, 1993) is that 
no statistical context of the inversion result is given. The user may run a number of 
inversions with different start models, to see if the same result is obtained from the 
data, but this still does not provide a measure of how statistically likely a given result 
is compared to all possible results. An insight into the usefulness of this particular 
approach, with specific application to marine CSEM surveying for hydrocarbons, is 
given by Christensen and Dodds (2007). This Bayesian type approach is also 
beginning to be used in joint inversion of seismic AVA (Amplitude Versus Angle) 
and marine CSEM data (see Hou et al., 2005; Hou et al., 2006a). 
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  Stochastic modelling approaches have been used in a wide variety of problems 
in statistical physics. Its basic approach is to produce large numbers of models to 
sample the distribution of possible models and define which one is most likely. With 
respect to inversion, the likelihood of a model occurring due to some prior constraints 
and how closely a given model fits some observed data values, determines the validity 
of that model as a solution to the inverse problem. In essence, the model that both fits 
the prior constraints (e.g. positive resistivities, thickness no smaller than 5m) and has 
good agreement with some observed values is a possible solution. The well known 
inverse problem may be generalised as follows: 
 
( ) m g = d   [8.1] 
 
where d is the vector containing the observed data values, m are the model parameters 
and g is the forward model function that uses these parameters to generate d. The 
objective of inversion is to find the set of parameters  {} i m , , m , m , m = m ... 3 2 1 , that 
relates to the data by minimising some measure of misfit between the observed data, 
dobs , and the calculated data, dcalc.  There are many different methods in literature 
regarding how to solve this type of problem.  
 
One popular and successful approach is the use of deterministic methods, such 
as conjugate-gradients, to guide the algorithm through model space to find an 
appropriate minima for the solution (e.g. Alumbaugh and Newman, 1997). These work 
well for high dimension problems, where the number of unknowns in model space is 
large and the forward solver is costly to perform. This type of approach reduces the 
number of forward calculations that are required for successful convergence towards a 
minimum. This is particularly effective in 2.5D and 3D inversion techniques in 
marine CSEM inversion. However, one major problem of these methods is that they 
may get stuck in local minima, even if regularisation is implemented to condition the 
solution to different parts of model space. With the deterministic approach, no 
statistical assessment of the relation between a given solution and the global set of all 
possible solutions is undertaken. However, in 1D, the forward problem is trivial to 
solve, and therefore implementing a global search approach rather than a deterministic 




  Global search methods rely on the sampling of a large area of model space to 
generate a distribution of models with respect to each parameter. Obviously, the 
higher the dimension of the problem, i.e. the more parameters that are included in the 
inversion, the more costly the inversion becomes. In a very basic form, global 
searches involve the uniform sampling of model space by varying each parameter in a 
uniform manner and relating this to the observed data by some function of misfit. 
Therefore, after the large area of model space has been sampled, a distribution of each 
model parameter with respect to its likelihood is obtained. This approach was used for 
the first attempts at Monte Carlo type methods in earth sciences, to find the correct 
models from a set of recorded data (see Press, 1968). This approach is satisfactory if 
the probability distributions of the likelihood are smooth and well-known, since 
appropriate sampling regimes may be chosen. However, for problems such as the 
marine CSEM inversion, which is highly non-linear, this will be too costly and most 
likely oversample regions of low likelihood and undersample regions of high 
likelihood.  
 
The Monte Carlo method attempts to solve the sampling using prior 
information and some value of misfit of the current model and the observed data to 
influence the region of model that is sampled. In essence, the ‘prior distribution’, 
which is generated using a priori constraints on the forward solution using the given 
number of parameters, is modified by the likelihood, such that the sampling algorithm 
begins to sample the ‘posterior distribution’ which contains all models that satisfy the 
prior information and the observed data. The posterior distribution is the answer to the 
inversion problem. Excellent reviews of this type of problem are given are contained 
in the literature (e.g. Mosegaard, 1998; Mosegaard and Sambridge, 2002; Mosegaard 
and Tarantola, 1995; Sambridge and Mosegaard, 2002). Appendix B gives a brief 
discussion on these approaches, based on these reviews. 
 
  The stochastic approach would provide a more robust result of images of the 
subsurface resistivity structure, and give some indication of the uniqueness of that 
result. As this thesis has concentrated on methods to provide information regarding 
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further information that may be used in inversion, the “global minimization” approach 
of stochastic methods is a natural extension of this goal. I believe that further valuable 
information may be gained from this approach and should be actively pursued using a 



































Appendix A - Seafloor EM Noise Characterisation 
 





Understanding the magnitude and origin of noise sources in any surveying 
method is important to help mitigate the impact it may have on recorded data, and 
marine CSEM sounding is no exception. There have been a number of CSEM surveys 
that have been discussed in the literature, which have made some attempt to assess the 
background noise levels at the seafloor. Webb et al. (1985) demonstrate for a 50 km 
source receiver separation, using a transmitter with a dipole moment of 3.6 x 10
4 Am, 
signals detected were of the order of 10
-12 V/m. They found by using a stack length of 
30 minutes, the signal could be measured to within 10
-14 V/m. Flosadóttir & 
Constable (1996) indicate that there is no absolute limit on the detection threshold 
above 1 Hz that has been reached. The smallest recorded signal on a 3km antenna has 
been reported in the region of 10
-17 VA
-1m
2, and for shorter armed instruments (≈ 
10m) reduces to 10
-15 VA
-1m
2. MacGregor et al, (1998; 2001) and Ellingsgrud et al. 
Table A1 - noise targets for different receiver dipole lengths. 
Receiver Dipole Length  Target For Noise 
1 m  0.1 nV/√Hz 
10 m  1 nV/√Hz 
100 m  10 nV/√Hz 
Note that this increasing dipole length will only achieve lower noise levels if 
noise is independent of dipole length. Appendix A – Seafloor EM Noise Characterisation     292
 
 





2 for 10m dipole receivers. However, these surveys also report the 
background noise level maybe reduced 2 or 3 orders of magnitude by using longer 




2. Using a 
typical stack length of 100s, an effective bandwidth of 1/100 Hz and normalising for 
the dipole moment gives a noise floor target of 10
-10 V/(m √Hz). Noise targets for 
respective dipole lengths are shown in table A1. 
 
A2 Previous Work 
 
The literature contains some discussion regarding the origin of possible noise 
sources of the recorded ambient EM field at the seafloor. The main sources of noise 
can be characterised into 2 categories, internal and external. Table A2 shows a list of 
possible sources, compiled from the literature. 
 
Flosadottir and Constable (1996) comment that for the purpose of modelling, 
they assume the noise spectrum of the seafloor environment consists of internal noise 
coming from the instrument electronics and external noise originating from 
ionospheric and ocean – induced fields. Based on observations of data from Webb et 
al. (1985), they suggest that the instrumental noise amplitude varies as f
-1, levelling 
Table A2 – Possible EM Noise Sources on the Seafloor 
Internal  Instrument Environment 
Interaction 
External 
Analogue to Digital 
Converter 
Electro Chemical Processes  Ionospheric 
(Scale Length = Long) 
Amplifier  Receiver Dipole Oscillations  Motional Inductance 
(Scale Length = Tidal) 
Electrodes Vortex  Shedding Microseisms 
(Scale Length = km) 
Compiled from (Constable and Cox, 1996; Eidesmo et al., 2002; Ellingsrud et al., 2002; 
Flosadottir and Constable, 1996; MacGregor, 1997; MacGregor et al., 1998; MacGregor et 
al., 2001; Sinha et al., 1998; Webb et al., 1985; Webb and Cox, 1986). 
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out above 1 Hz and external noise varies as f
-2 throughout the active frequency range. 
Figure A1 illustrates the environmental noise levels assumed for a standard CSEM 
survey using instruments with different receiver antenna lengths. 
 
For the purpose of this report the internal noise generated will not be 
considered, although this issue is further explored by Maxey (2004). It is believed that 
the main contributors to EM noise on the seafloor originate from a number of 
environmental and instrumental-environmental interaction sources (table A2). The 
main source of EM fields on earth are ionospheric in origin, with exception to major 
settlements, where cultural noise may be larger (Junge, 1996). However since electric 
fields decay rapidly in a conductive environment, these are greatly reduced at depth in 
the ocean due to the attenuation of these fields by seawater. This filtering causes 
ionospheric fields to be recorded only at frequencies of less than 0.1 Hz, with the 
main influence occurring at frequencies less than 0.03 Hz (MacGregor, 1997; 
MacGregor et al., 1998, 2001). Cultural noises, those produced by man made 
electrical objects such as power lines, railways and industrial areas (Junge, 1996) are 
also screened by the conductivity of the water and have little effect on the recorded 
Figure A1: Graph showing the assumed noise levels on the seafloor for a 100 m and 3 km antenna 
lengths. Reproduced from Flosadottir and Constable (1996). Appendix A – Seafloor EM Noise Characterisation     294
 
 
background noise (MacGregor, 1998). 
 
Motionally induced currents occur due to the movement of seawater, an ionic 
fluid with high levels of charge carriers, through the earth’s magnetic field. This 
causes the induction of electric current and the production of an associated electric 
field  (Flosadottir and Constable, 1996; Flosadottir et al., 2001; Larsen, 1992; 
MacGregor et al., 1998). The movement of seawater through the earth’s field may be 
caused by tidal water currents, and strong correlation between anomalous background 
noise and water velocities with periods of 6 and 12 hours suggest tides maybe of some 
influence (Figure A2, Barker, 2004). 
 
Microseisms are thought to be a significant low frequency contributor to the 
background noise recorded by the LEMUR instruments (MacGregor, 1997). They are 
generated by the interaction of long period gravity waves which create pressure 
differentials on the seafloor. The vertical pressure differences caused by these 
standing waves produce a small scale rise and subsidence of the seafloor, to which the 
instrument is sensitive. If the two wave trains are not exactly opposed or do not have 
Figure A2: Graph showing period of variation of 0.75 Hz from the Madrigals dataset (black) 
compared to the FFT of the water current velocities (red). There is clear correlation at tidal periods 
between the current velocities and the recorded EM fields. Reproduced from Barker (2004). Appendix A – Seafloor EM Noise Characterisation     295
 
 
the same wavelength, the standing waves will have phases varying slowly over the sea 
surface. This will cause the deep pressure oscillations to be no longer equal 
everywhere, causing horizontal pressure gradients and thus inducing horizontal water 
currents, which may also be a source of electromagnetic induction, locally to the 
instrument  (Cox et al., 1978; Webb and Cox, 1982; Webb and Cox, 1986). 
Furthermore, tectonically generated seismic activity may also cause ground and water 
motions, which will also induce further electromagnetic fields (Webb and Cox, 1986). 
 
Cox et al.  (1978), using an EM field recording instrument with a 1 Km 
antenna first identified the characteristic spectra produced by microseisms, that had 
previously been shown only on ocean bottom seismographs. They show that 
microseism events produce characteristic spectra in the region between 0.03 and 1 Hz 
and such spectra have been recorded and modelled in further work by Webb and Cox 
(1982). Webb and Cox (1986) attempted a detailed study of the EM background noise 
with more sensitive instrumentation, and were able to further identify and model the 
background EM fields, and the processes which contribute at different frequencies. 
 
Further origins of EM noise recorded by the instrument are believed to 
originate from the interaction of the instrument with the seafloor environment. 
Electro-chemical processes have been shown not to have a significant effect on the 
instrument since care has been taken to construct the instruments out of non corrosive 
materials. However, it is highly likely that a small part of the instrument is susceptible 
to this and will produce a small amount of noise. 
 
A3 Data Sets Investigated 
 
To investigate the presence and magnitude of these possible noise sources, 
three datasets were chosen. 
A3.1 RRS Charles Darwin 120 Cruise 
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The Charles Darwin cruise 120 collected a large amount of CSEM sounding 
data over the mid Atlantic Ridge, SW of the Azores (figure A3), with the successful 
recovery of data from LEMURs 11, 14, 15, 16 and 18.  During this cruise extended 
periods of time occurred while DASI was not active but the LEMURs were still 
logging data. A large volume of data was collected with the instruments recording just 
the background noise levels of the seafloor. This is an ideal dataset for the 
investigation of EM noise on the seafloor. 
 
 
The data were processed according to the flows discussed in section A4.1 and 
spectrograms were produced for each channel on each instrument. In general the 
spectrograms show that the deployment recorded data that is reasonably clean, 
however this does vary from instrument to instrument. This chapter will compare a 
good and a noisy instrument deployment and the characteristic noise levels associated 
with each. 
 
Figure A3: Location map of the ‘Madrigals’ work area in the central North Atlantic, on the Mid-
Atlantic Ridge axis, SW of the Azores archipelago. From Barker (2004). Appendix A – Seafloor EM Noise Characterisation     297
 
 
A3.2 RRS Discovery 235C Cruise 
 
The RAMESSES II project (MacGregor, 1997; Sinha et al., 1998) was 
designed to survey the Reykjanes Ridges off the SW coast of Iceland using seismic 
reflection (figure A4). This had previously been surveyed using CSEM sounding as 
part of the RAMESSES project, the results of which are reported by MacGregor et al. 
(1998). During the RAMESSES II cruise, an opportunity was taken to test the then 
new generation LEMUR instruments (99 version), by deploying two LEMURs, 
LEMUR 11 and LEMUR 15 on the same cradle. Each dipole arm was equipped with 
two electrodes and each instrument was connected to a parallel set of dipoles (figure 
A5). Thus, each instrument recorded the same direction of field using different 
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electrodes. This allowed for the comparison of recordings from both LEMURs and the 
analysis of the frequency content that is present in both LEMURs.  
 
A3.3 Norway OHM Ltd Deployment 
 
A deployment by OHM Ltd to investigate the characteristics of the LEMUR 
instrument was undertaken in 2003 using LEMUR 14 and LEMUR 15. The survey 




11  15 
Figure A5: Deployment arrangement for the RAMESSES II Lemur 99 test data. Lemur 11 and Lemur 
15 were piggybacked on the same cradle and two electrodes were fitted to each dipole arm to allow 
for the synchronous recording of the same dipole directions by both instruments. 
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was deployed as normal, and LEMUR 15 was deployed 300m from 14, with channel 
1 attached to a 5m dipole and channel 2 attached to a 1m dipole, with both dipoles 
being attached to the cradle in parallel (figure A7). Different length dipoles were 
attached to the LEMUR in order to assess the effect of shorter dipole lengths on the 
quality of data. 
 
A4 Data Processing  
 
A way of visualising the entire instrument deployment was required in order to 
aid the process of targeting areas for further investigation. Traditional CSEM 
sounding processing (MacGregor, 1997; MacGregor et al., 1998; MacGregor et al., 
2001) involves the extraction of amplitudes at discrete frequencies at which DASI 
transmits. A complete frequency range visualisation of each instrument deployment 
was required to assess periodicity and nature of the noise. 
 
This was achieved by using ‘spectrograms’, first implemented by Barker 
(2004), which show the entire frequency range of the entire deployment through time. 
This technique allows us to visualise the frequency content of the data with time, thus 
giving a clearer picture of the EM environment of the seafloor. 
 
A4.1 Spectrogram Processing 
 
In order for the data to be presented in a spectrogram, a number of processing 
steps were undertaken. Figure A8 shows the processing steps and associated programs 
required to construct the spectrograms. 
A B
Figure A7: Deployment arrangement for Norway a) Lemur 14 deployed with 13.1m dipoles in 




The program bintoascii extracts a 2 column ascii file (time & amplitude) from 
the raw binary files that are downloaded from the LEMUR. If clock drift has been 
calculated for the duration of the deployment, the drift may where needed be applied 
to the extracted times. The program also enables the user to extract 2
18 (262144) 
samples from the 340,000 which make up an entire datablock, to allow for faster 
processing during the FFT phase. These samples were cut from the centre of the 
dataset, as the first and last 20 seconds of the dataset may contain errors, possibly due 
to the internal hard disk being active. 
 
The two column ascii file is then input into the program fft_ave_w. This 
program performs a Fast Fourier Transform (FFT) of the data and outputs a 2 column 
ascii datafile with frequency in Hz and amplitude in nV/m (processing flow shown in 
figure A8). The program then splits the datafile into a specified number of blocks. In 
this case 8 blocks were chosen, each with 32768 samples. Each of these blocks is then 
split into a specified number of windows. In this case 8 windows were chosen, each 
with 4096 samples. Each window is then passed through the FFT. On completion of 
all windows in the block, the average amplitude per frequency for each block is 
calculated. Hence for every ascii data file read into the program, 8 average spectra are 





Time & Amplitude File 
Spectra 
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Each output file is then run through the program spectromaker. This program 
reads in the frequency and amplitude values and assigns a third column to the spectra 
output file, a time value, corresponding to the time that the spectrum represents during 
the survey. This file was then gridded and plotted by GMT algorithms to produce a 
spectrogram. 
 
A4.2 Cross Correlation Processing 
 
Performing a cross correlation on two sets of time series enables the 
identification of any periodicity that is present in both time series. This analysis 
technique is important in the case of two of the datasets analysed here, since the 
LEMUR instruments have been setup unconventionally allowing comparison of time 





Average Amplitude Per Frequency
DATA BLOCKS
Figure A9: Flow diagram showing the processing flow of program fft_ave_w. This program 




) ( ) ( ) ( t n t e t s + =   [A1]
 
where s(t) is the recorded time series, e(t) is the environmental signal and n(t) is the 
instrumental noise. If the instruments are set up as in section A3.2, then the following 
is hypothesised: 
 
) ( ) ( ) ( 1 1 t n t e t s + =   [A2]
) ( ) ( ) ( 2 2 t n t e t s + =   [A3]
 
where  s1 is the signal recorded by instrument 1 and s2 is the signal recorded by 







xy l n y n x r ) ( ) (  [A4]
 
where x = s1(t), y = s2(t) and rxy is the cross correlation. Therefore: 
 
) (t e rxy =   [A5]
) ( ) ( 2 , 1 t n t e rxy + =   [A6]
 
The ideal situation, as in [A5] is where none of the instrument noise correlates, 
providing a time series of the environmental signal. However, it is hypothesised that 
some of the instrumental noise will correlate, contaminating the cross correlated 
signal, as in [A6]. Taking the Fourier Transform of rxy in [A4] will give the power 












) ( ) ( ) ( ω ω ω N E Rxy + =   [A8]
 
 
where ω is the frequency and l  is the lag-time. 
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Power spectra were produced for calibrated time series and the cross 
correlation function of the two time series. This allowed direct comparison of the 
frequency content of each time series, showing which frequencies were common to 
each time series and which are independent noise sources. Figure A10 shows the 
processing flow undertaken to achieve cross correlation power spectra. 
 
The processing flow is self-explanatory and no special techniques were 
employed. All 340,000 data samples were extracted from the raw binary file and 













Figure A10: Flow diagram to show processing flow for creating cross correlation power spectra of 2 
time series of equal length. In order to minimise the possibility of error, clock drifts and acquisition 
times for datablocks to be compared were calculated. Hence an attempt was made to align as closely 
as possible, time series from different instruments to allow for accurate cross correlation. Appendix A – Seafloor EM Noise Characterisation     304
 
 
were cut, using the cut_2tn program, and this could be done from any point in the file 
by specifying the start sample. Most raw amplitude data contained a considerable 
negative DC offset, an artefact of the recording electronics, which was removed with 
a DC filter. 
 
After DC removal the data was passed through a calibration program which 
converts the amplitude from amplifier counts to nano volts per metre (nV/m). At this 
point, the two time series are input into the cross correlation program to calculate the 
cross correlation function. The time series are also passed through the FFT to produce 
power spectra, where the power is defined as nV
2 m
-2 Hz
-1. The cross correlation 
program outputs the cross correlation function in lag and cross correlation coefficient, 
which ranges from -1 which indicates time series are exactly the inverse of each other, 
0 where there is no common periodicity contained in the time series, to 1 which 
indicates the time series are precisely equal at a given time lag. A time lag 
corresponds to one sample, hence with a sampling frequency of 128 Hz, 128 units of 
lag corresponds to a shift of one second. In order to create power spectra of the cross 
correlation function, the lag was converted into seconds. The data were then run 
through the FFT program to produce power spectra. 
 
A5 Results 
A5.1 RRS Charles Darwin Cruise CD120 
 
The data were processed according to the flows discussed in section A4.1. 
Spectrograms were produced for each channel on each instrument. In general the 
spectrograms show that the data that are reasonably clean, however this does vary 
from instrument to instrument.  This report will concentrate on a very good instrument 
and a very bad instrument and the characteristic noise levels involved with these 




Figure A11 shows the spectrogram from LEMUR 15 Channel 1, which is 
regarded as the best recording and shows DASI tows to be at least 3 to 4 orders of 
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offsets the DASI signal disappears into the background noise. The theoretical noise 
target has been classified as 0.1 nV m
-1 Hz
-1/2, which corresponds to an amplitude 
value of -1 on the spectrogram log scale. It can be seen that for a majority of the 
frequency spectrum the amplitude of the background noise is above that of our noise 
target. This is concerning since LEMUR 15 was chosen as the best instrument with 
the highest SNR (signal to noise ration) from this deployment. However, even though 
our noise target is exceeded, the DASI tows are still clearly above the ambient noise 
level at near offsets. 
 
A number of features can be clearly identified from figure A11, resulting from 
a number of possible noise sources. The most prominent of these are the DASI tows 
(outline in red), which are easily identifiable by the presence of high amplitude 
harmonics that are characteristic of the transmitted waveform, which can be seen up 
to 55 Hz. Broadband background noise (outlined in pink) can be seen across the entire 
spectrogram ranging in amplitude from 10
-0.3 nV/(m√Hz) (dark blue) to 10
-0.7 
nV/(m√Hz) (light green). These appear to have some periodic nature, and range in 
duration from 6 hours to 14 hours. Barker (2004) has shown some correlation 
between the water velocities and the amplitudes recorded at a specific frequency with 
similar periods to tidal currents. Hence, these long period events are most likely 
associated with tidally generated bottom currents. Other prominent features include 
frequency banding which is present for long durations, often the whole deployment of 
the instrument (outlined in blue in figure A11). This kind of feature is also prominent 
in many of the other instrument recordings. Any external source would have to be 
located close to the instrument to achieve amplitudes recorded at these high 
frequencies. Although these phenomena appear across a large amount of the data, they 
do not appear at exactly the same time or frequency, and do not appear to have any 
relation to the environmental noise in terms of amplitude or duration. This therefore 
leads us to believe that this banding is the product of the instrument’s internal 
electronics. 
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LEMUR 11 Channel 1 (figure A12) was found to have extremely high 
amplitude background noise, in the region of 500 to 1000 nV/(m√Hz), occurring in 
the frequency range of 0.7 to 0.9 Hz. These events are also associated with a noticable 
increase of amplitude across the entire frequency range of the spectrogram. Further 
investigation of the time series during this deployment time (figure A13) revealed the 
presence of extremely large amplitude quasi-sinusoidal oscillations occurring 
throughout the dataset. This phenomenon is believed to be the interaction of the 
LEMUR dipole arms with current flowing past them on the seafloor. 
 
Figure A12: Spectrogram of Lemur 11 Channel 1. The black arrow indicates the time period at which 
the 0.7 to 0.9 Hz oscillation occurs. It can be seen that very high amplitudes occur at this frequency 
range, but the increase in amplitude is not confined to this small band and shows broadband increase 
up 55 Hz. Very few occurrences have been found in this deployment across the entire dataset, 
however greater occurrence was found in the data from DY235C. Note: colour scale as of figure A11. 
Figure A13: Example time series of Lemur 11 channel 1 during the CD120 deployment showing the 
large amplitude, pseudo-sinusoidal noise. Appendix A – Seafloor EM Noise Characterisation     308
 
 
To further investigate the dominant frequencies of the seafloor environment, a 
frequency histogram of LEMUR 11 Channel 1 was calculated. To achieve this, the 
sum of the amplitude of each frequency bin was taken across the entire instrument 
deployment. This shows the cumulative amplitude per frequency band. The frequency 
histogram (figure A14) shows a large amplitude spike at 0.75 Hz, which is related to 
the oscillation phenomenon discussed above. What is concerning about this peak is 
the amplitude exceeds that of the first harmonic of the DASI signal, hence reducing 
the effectiveness of this signal if surveying occurred at the same time as the 
oscillation. The histogram also clearly shows the harmonics of the DASI signal, 
occurring at 1F, 3F, 5F and so on, with the first harmonic at 1 Hz. Peaks occurring at 
higher frequencies, such as 22 Hz, are believed to be the product of instrument noise 






Figure A14: Frequency histogram of Lemur 11 Channel 1 clearly showing the peak in amplitude at 
0.75 Hz believed to be due to the dipole oscillating. The DASI harmonics occur at 1, 3, 5, 7, 9 … Hz 
and spike in the frequency range around 22 Hz can also be seen, most likely due to instrument noise. Appendix A – Seafloor EM Noise Characterisation     309
 
 
A5.2 RRS Discovery Cruise DY235C 
A5.2.1 Spectrograms and Spectra 
 
The data were processed as described in section A4.1, and spectrograms were 
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































 Appendix A – Seafloor EM Noise Characterisation     310
 
 
figure A15 that the overall frequency content and structure of the spectrogram is very 
similar to that of the previously investigated deployment. Furthermore the presence of 
this high amplitude broadband noise, similar to that identified in figure A12, occurs 
much more extensively across all channels on all instruments. Investigation of the raw 
time series further confirmed that the features that look spectrally similar between the 
two deployments also appear to be identical in the raw time series. 
 
A5.2.2 Cross Correlation Spectra 
 
The deployment of the two instrument packages in the same chassis allowed 
the calculation of cross correlations between the two time series of the same channel 
on different instruments. A relatively quiet period of the deployment was chosen for 
cross correlation of LEMUR 11 channel 1 with LEMUR 15 channel 1 (figure A16A) 
and LEMUR 11 channel 2 with LEMUR 15 channel 2 (figure A16B). The top two 
panels show the power spectra of the time series that have been cross correlated, the 
third panel shows the power spectra of the cross correlation function of the two time 
series and the bottom panel shows the function z(t) = x(t) – y(t).  
 
Above 1 Hz, the frequency spectrum can be seen to be very quiet with 
occasional peaks at discrete frequencies. These discrete frequency peaks are 
equivalent to the frequency banding discovered on the spectrograms and is therefore 
instrumental in origin. Below 1 Hz the correlation between channels is shown to be 
much higher. This is expected since most environmental noise is confined to the 
region below 1 Hz. A clear peak between 0.6 and 0.9 Hz is shown to be at least 1 
order of magnitude higher in power than any other frequency below 1 Hz, and 3 to 4 
magnitudes higher in power than any frequency above 1 Hz. This is believed to be the 
result of water passing over the dipole and causing it to oscillate. Hence, even during 
apparently quiet periods, oscillation of the instrument dipole arm occurs. An increase 
in correlation in the region between 0.2 and 0.3 Hz and at 0.15 Hz is most likely due 
to the correlation of microseismic events and the other low frequency environmental 
sources. Further discussion of these phenomena is covered in section A6.1.  
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A5.3 OHM Ltd Norway Deployment 
 
The overall noise level is comparable to that of the deep sea, apart from the 
high amplitude frequency banding at 50 Hz. Since this deployment took place in a 
Fjord at a water depth of 930m, this peak is produced by the mains power frequency 
Figure A17: Spectra showing the different stages of processing undertaken to Lemur data. The data is 
taken from Lemur 15 with a 1m (red line) and a 5m (black line) dipole and Lemur 14 with normal 
13.1 m dipoles (blue and green lines). The top three panels show the difference in amplitude due to 
dipole lengths, and the bottom panel shows the correction for dipole length. However, the 1m dipole 
still appears to anomalously low in the low frequency region, suggesting the recording is faulty. The 
50 Hz peak recorded by all instruments is due to mains power (cultural noise). And the large increase 
in amplitude at less than 1 Hz is due to ionospheric  and microseisms.Appendix A – Seafloor EM Noise Characterisation     314
 
 
of Norway’s national power grid, which is transmitted at 50 Hz AC. Figure A17 
shows the amplitude spectra at different stages of processing from raw amplitude 
counts, to the fully calibrated, corrected dipole length amplitudes. As expected, the 
figure shows that the 1m dipole (red line) is significantly lower in amplitude 
compared to the 5m (black line) and 13.1m (blue and green lines) dipoles. This is 
because the amplitude of the field recorded is directly proportional to the length of the 
dipole. However, once the dipole correction has been applied, by dividing the 
amplitude by the dipole length, the amplitudes should become of similar magnitude. 
As figure A17 shows, this is not the case, and even after calibration and correction for 
dipole lengths, the channel still shows unusually low amplitudes. Further observations 
of the time series has shown anomalously low amplitudes, which leads us to believe 
that channel 2 of LEMUR 15 was malfunctioning at the time of the deployment. As a 
consequence of this suspected problem, cross correlation between the parallel dipoles 
could not be undertaken. 
 
A6 Discussion 
A6.1 Vortex Shedding 
 
The broadband, high amplitde noise shown on many of the spectrograms was 
caused by the interaction of the instrument with water currents passing over it. Barker 
(2004) suggests that dipole arms when placed in a current are subjected to forces 
which cause oscialltion of the dipole arm. Calculations have shown that the required 
amount of arm movement to produce the amplitudes recorded by the instrument are 
realistic in their magnitude when considering interaction of the instrument with 
current flow. Barker (2004) showed that assuming one of the dipole arms oscillates 
(giving an oscillator length of 6m), the dipole cuts the earth’s magnetic field 
perpendicular to the field lines and the arm is pivoted at connection to the LEMUR 
cradle (flexure is neglected),  then a movement of 1 x 10
-4 m  would produce the 
amplitudes recorded by the instrument. It was concluded that this was an extremely 
small movement to induce such a high amplitude response. However, since the 
assumptions made in the calculation may not be true, the movement required from the Appendix A – Seafloor EM Noise Characterisation     315
 
 
arm maybe much greater. Therefore, it is entirely plausible that osciallation of the 
instrument dipole arm is the cause of quasi-sinusiodal signals. 
 
There has been much discussion in the literature regarding the placement of a 
cylindrical bluff body in stream flow. A review by Tritton (1988) describes the 
relationships between the fluid and the cylindrical body placed in it. Flow patterns 
past a cylinder are characterised at different values of a dimensionless constant called 
the Reynolds number (Re) [A9]. This number is dependant on the density ρ, the free 
flow velocity v and the dynamic viscosity μ of the fluid, and also the diameter d of the 




= Re   [A9]
 
When  Re << 1, the flow around the cylinder is stable and no unexpected 
properties occur and the upstream and downstream flow is symmetrical. As Re is 
increased the upstream-downstream symmetry disappears and the particle paths are 
displaced by the cylinder for a larger distance behind it than infront of it (Govardhan 
and Williamson, 2000) When Re exceeds 4, the flow becomes turbulent and eddies 
begin to form on the rear of the cylinder. These eddies collect and circulate water. The 
eddies become bigger with increasing Re, and for Re > 40, the downstream flow 
becomes unsteady and produces a wake turbulence. The instability develops to give a 
flow pattern, known as the Karman vortex street. The process by which these vortex 
streets are formed is referred to as ‘Eddy Shedding’ or ‘Vortex Shedding’. When the 
Reynolds number exceeds 100, the eddies that form behind the cylinder are 
periodically shed. The frequency of vortex shedding fv, is specified in terms of another 
non dimensional number, the Strouhal Number (St) [A10]. The Strouhal Number is a 
function of Re, but in the region of  10
2 < Re < 10
5 it varies very little and is generally 
considered to be 0.2. Using equation [9], the Reynolds number for the LEMUR dipole 






v =   [A10]
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The periodic shedding of vortices from around the cylinder causes differential 
pressures and forces to be exerted hence forcing the cylinder back and forth (Lee and 
Kim, 1997). This shedding can also interact with the natural resonance frequency of 
the cylinder and cause a phenomenon called ‘lock – on’. 
 
Using velocity values from Barker (2004) (figure A2), the upper and lower 
bounds of stream flow velocity were taken to be 0.2 to 0.4 ms
-1. The diameter of the 
receiver dipoles is 0.1m and the Strouhal Number is 0.2. Given that [A10] contains 
the vortex shedding frequency as a function of the Strouhal Number, rearrangement 






=   [A11]
 
Using these values and [A11], the vortex shedding frequency is calculated to 
range between 0.4 Hz to 0.8 Hz. This is in good agreement with the observed 
frequencies across multiple instrument deployments and survey areas with frequencies 
ranging from 0.6 to 0.75 Hz. The frequency variation shown by the recorded data is 
most likely due to the complex nature of the interaction of the instrument with the 
water flow. In reality, the dipole is most likely not the only part of the instrument to 
experience oscillation. As the current velocity on the sea bottom varies, this will also 
cause the Reynolds number and the shedding frequency to vary. A stray line for 
recovery in the form of a glass sphere is attached to the instrument via a rope. During 
deployment on the seafloor the rope is extended above the instrument, keeping it 
under considerable tension. Water flowing past the rope and glass sphere could 
conceivably cause it to oscillate, hence producing a recorded signal in addition to the 
dipole waving.  
 
Reduction of vortex shedding is a possibility by adaption of the instrument. 
Lee and Kim (1997) demonstrate that by helically winding wire around a cylinder at 
different pitches, this has different effects of suppressing vortex shedding and the 
pressure influences on the cylinder. They discovered by using a helixwith a pitch of 
10 times the diameter (figure A18) of the cylinder, the wake was suppressed for all 
Reynolds numbers. The surface protrusions elongate the vortex formation region and Appendix A – Seafloor EM Noise Characterisation     317
 
 
decrease the dominant vortex shedding frequency (Lee and Kim, 1997). This approach 
has since been adopted and fabric sleeves designed to fit over the dipole arms of the 
receiver instrument. These were used in a recent deployment over the Saldanhna 
Seamount, on the Mid-Atlantic Ridge and no oscialltory signals were identified on the 




Microseisms, as previously discussed (section A2), are generated by the 
interaction of long period gravity waves which create pressure differentials on the 
seafloor. This produces 3 regions in the frequency below 1 Hz of noise which are 
dominated by different processes. The first region is below 0.03 Hz, the intermediate 
range is from 0.03 Hz to 0.1 Hz and the microseism region is from 0.1 Hz to 1 Hz. To 
identify these possible regions in the deployment data, spectra were produced over the 
frequency ranges described.  
 
An example of the frequency spectra at different time periods during DY235C 
deployment are shown in figure A19. These spectrums vary considerably over time, 
with spectra from different stages of the deployment appearing considerably different 
Figure A18: Different pitches of helically wound wire around a cylindrical body. Lee and Kim [1997] 
conclude that a pitch of 10D reduces the vortex shedding for all Reynolds Numbers. Reproduced from 
Lee and Kim [1997]. Appendix A – Seafloor EM Noise Characterisation     318
 
 
at certain frquencies. However two main types of spectra have been observed. The 
first is shown by the bottom two panels in figure A19A and the top two panels in 
figure A19B, the other type is shown by the remaining panels. The structure of these 
spectrums is at times considerably different to those observed by Webb & Cox (1986), 
but some similarities do occur. It is believed that the general high amplitudes that 
decrease from the low frequencies towards the high frequencies in the region of 0.001 
Hz to 0.05 Hz are most likely due to influences by the ionosphere. These periods are 
sufficiently long enough to pass filtering by the deep ocean, as it is widely accepted 
that the ocean preferentially absorbs EM energy over 0.05 Hz. The very low 
frequencies have been filtered by a high pass filter, therefore the expected spectra 
before filtering would have increased amplitudes towards lower frequencies. It is also 
possible for surface gravity waves to be an intermittent source for amplitudes at this 
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low frequency.  
 
In some of the spectra, a general reduction in amplitude from 0.05 Hz to 
around 0.1 Hz can be seen.  Webb and Cox (1986) report a similar occurrence with a 
reduction in amplitude of both electric field and pressure spectra across this frequency 
range. The cause for this reduction is unknown however there have been some 
suggestion that Love waves maybe responsible for the variability of this region and 
comparison with seismometer observations have found comparable results in the same 
frequency spectra. This frequency range is also likely to be affected by the broadband 
nature of instrument oscillation due to current flow over it (Webb and Cox, 1982). 
 
Figure A19: Examples of spectrums in the frequency range where environmental noise is believed to 
produce a large contribution to the EM field. A) Lemur 11 Channel 2. B) Lemur 15 Channel 2.
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Above 0.1 Hz, up to 1 Hz, the amplitude of the spectrum again varies 
considerably, which is most likely due to a combination of the factors already 
discussed. A number of peaks maybe seen to occur in the frequency range from 0.1 
Hz to 0.2 Hz These are believed to be the cause of microseismic activity. As with 
most of the spectrum, the microseismic peak is not as clearly defined as those shown 
in the literature, and this is thought to be a product of the short antenna length, giving 
rise to more influence from possible internal noise sources. Since most seafloor 
observations of the electric field for observing microseisms have been made using 
instruments with dipoles of 1 km or longer, it is not surprising that the microseism 
peak is stronger in these experiments. This maybe taken as an advantage for using 
short dipole lengths, since this reduces the possibility of contamination with the active 





It has been shown by the use of three independent datasets of background 
electromagnetic noise from the seafloor, that the processes involved are complex. 
They have been shown to overlap in terms of frequency content and shown to be 
mostly local to the area deployment area. This investigation has confirmed the 
seafloor environment above 1 Hz to be reasonably quiet, with the presence of noise 
introduced by the recording instrument itself. The noise below 1 Hz has been shown 
to be varied and of large amplitude. This is believed to be mostly caused by 
environmental processes such as leakage from the ionosphere at very low frequencies 
(0.03 Hz <) or by long period gravity waves and microseisms (0.03 Hz < f < 1 Hz). 
The presence of noise below 0.1 Hz is of little concern to CSEM sounding since they 
do not penetrate into the valuable surveying frequency range of 0.1 Hz to 10 Hz.  
 
Environmental instrumental interaction noise sources have been shown to 
occur in the surveying frequency range of 0.01 Hz to 1 Hz, and to be of comparable 
amplitude with the active source signal. The interaction of the instrument with current 
flow over it was demonstrated to have a large effect on the noise characteristics of the Appendix A – Seafloor EM Noise Characterisation     321
 
 
data collected and is of concern. Water passing over the dipoles causes ‘vortex 
shedding’, and this leads to the recording of quasi-sinusoidal time series. The 
frequency of interference is shown to occur mainly at 0.7 to 0.9 Hz, which is located 
in the important surveying frequency range. Furthermore the amplitudes of this 
interference is comparable to those of a DASI tow over the instrument, even at near 
offset. Steps have been suggested to reduce this by wrapping a helix around the dipole 
to form surface protrusions. This reduces the surface area over which vortices may 
form on the leading edge of the dipole and thus reduce vortex shedding. Even a 
reduction in amplitude would increase the confidence in the ability to survey int the 
presence of significant water bottom currents. 
 
The noise factor that has the most potential to degrade the data collected has 
been shown to be the interaction of the instrument with water current flow. This report 
therefore suggests that the best surveying frequency range would be from 1 Hz and 
above depending on depth penetration required for the target. Using less than 1 Hz 
will cause the active source to be transmitted in the region that is affected by 
environmental instrumental interaction noise and thus reduce the signal to noise ratio 
of the data. Furthermore the use of shorter dipoles may decrease the tendency for 
oscillation to occur, but in reality it may not be just dipoles that are causing the 











Appendix B - Stochastic Approaches to the Inversion of marine CSEM data 
 
Stochastic Approaches to the 




 For any inversion approach, a model that both fits the prior constraints, such 
as thickness of a layer or positive resistivities, and has good agreement with some 
observed values, is a possible solution. The general inverse problem is given as 
follows: 
 
( ) m g = d   [B1] 
 
where d is the vector containing the observed data values, m are the model parameters 
and  g is the forward model function that uses these parameters to generate d. 
Stochastic inversion is one such “global minimization” method that can be used to 
solve [B1]. 
 
In the Stochastic case, the “posterior distribution” is the answer to the inverse 
problem, as it is generated by the modification of the “prior distribution” (determined 
by a priori constraints) by some measure of misfit between the given model and the 
observed data values (also termed the likelihood). This is generally written as: 
 
( ) ( ) ( ) m L m κ = m γ ζ   [B2] 
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where, ζ(m) is the 'posterior distribution', γ(m) is the 'prior distribution', L(m) is the 
likeihood function and κ is some normalising constant. The likelihood function is 
usually of the form: 
 
( )
( ) m S c = m L
− e   [B3] 
 
where c is a constant, S(m) is the misfit function, measuring the deviation of the 
observed data from the data calculated from m. Examples of the misfit function are 
given in the literature, however for geophysical data, a distribution with Gaussian 
uncertainties has been found to be accurate. Hence the likelihood function becomes 
(from Mosegaard and Tarantola, 1995): 
 
()









where the misfit function, S(m) is given by: 
 










  [B5] 
 
where σ
2 is the total “noise” variance. Ramirez et al. (2005) use a similar approach for 
applications in 3D electrical resistance tomography (ERT) by specifying a Gaussian 
likelihood function, in the form of 
 



















k = m L
1
1
exp   [B6] 
 
where σi is the estimated data uncertainty and n ≥ 1. This assumes that the estimated 
errors are uncorrelated. In the CSEM case, this may not hold true since the data values 
are recorded at the same receiver, and therefore, it is reasonable to assume that noise 
between recorded field samples would be correlated. 
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In order to sample the posterior distribution, we must in some way influence 
the acceptance of models generated by the forward calculation using the distribution 
of model parameters from the prior distribution. There are number of different ways 
that this can  be achieved, these include in no particular order: 
 
1.  Markov Chain Monte Carlo Methods (e.g. Ramirez et al., 2005). 
2.  Genetic Algorithms (e.g. Gallagher et al., 1991; Whitley, 1994). 
3.  Simulated Annealing (e.g. Mosegaard and Sambridge, 2002; Sambridge and 
Mosegaard, 2002). 
4.  Neighbourhood Algorithms (e.g. Sambridge, 1999a; b; 2001). 
 
As a first approach, the Markov Chain Monte Carlo method would provide a 
relatively simple approach to this type of inversion and will be described here in 
greater detail. In order for the sampling algorithm to sample the posterior distribution 
and hence the solution to the inversion problem, an acceptance criteria based on the 
likelihood of the previously accepted model X
(T) to the observed data and the new 
model X
(T+1) likelihood must be defined. The new model is produced by some small 
random perturbation of a model parameter or set of model parameters (depending on 
the sampling algorithm implemented). The general acceptance criteria for this type of 
problem is given as follows: 
 
( ) ( ) ( ) ( )











X L X L else






  [B7] 
 
A random real number, RN, is generated between the value of 0 and 1, and 
compared to the likelihood, shown by: 
 
1 0 ≤ ≤ RN where RN > P accept   [B8] 
 
From [8.7] and [8.8] it can be seen that if the likelihood of the new model is 
larger than that of the previous model, it is always accepted. If the likelihood of the 
model is slightly less than that of the current model, it still has a high chance of being 
accepted, since its value may still be around or close to 1. This is especially true when 
the algorithm has begun sampling the posterior distribution. If the likelihood is very Appendix B – Stochastic Approaches to the inversion of CSEM data     325
 
 
small compared to the previous model, then this model will be rejected since it does 
not sample the posterior distribution. Therefore it can be seen that after a certain 
period the algorithm will begin sampling the posterior distribution and thus the region 
of model space that contains the solutions to the inverse problem. The advantage of 
this approach is that it reduces the amount of times the model space with a low 
likelihood is sampled and thus unimportant to the solution of the inverse problem, 
when compared with uniform sampling models. 
 
Implementation of this type of algorithm would not be difficult in terms of 
applying it to a 1D CSEM inversion problem where the parameters allowed to vary 
are the resistivities and/or thicknesses of the subsurface. Constraints on these 
parameters may be given simply as physical constraints e.g. positive values only, or 
with a priori information e.g. confining the model parameter to small range of values. 
The amount of constraints required for accurate sampling of the posterior distribution 
is not a trivial problem and must be determined through analysis and testing. 
 
This approach clearly allows for the statistical measure of global fit of the 
inverse solution, since the very nature of the method samples model space in the 
region of interest to actually generate a solution. Thus a histogram of likelihood 
against parameter value would, for each parameter, indicate to the user which value 
ranges each individual parameter is likely to take for a 1D problem. One of the 
possible problems with implementing this method is to correctly define the likelihood 
function so that the posterior distribution is sampled in the shortest possible time. This 
is termed 'burn-in' period in the literature, and is the period in which the algorithm 
begins to sample model space and is randomly searching for posterior distribution. 
 
Further investigation must be undertaken in areas such as convergence 
analysis and further analysis of the model solutions. However, the Markov Chain 
Monte Carlo algorithm using a Gibbs-Hastings type sampling approach is a good start 
for this possible avenue of investigation with regards to CSEM inversion. It may be 
that more complicated methods such as Genetic Algorithms or Neighbourhood 
Algorithms need to be implemented to get a satisfactory convergence. One major 
problem that MCMC methods suffer from is they are not the most cost effective Appendix B – Stochastic Approaches to the inversion of CSEM data     326
 
 
method of sampling the posterior distribution and may be extremely slow if thought is 
















































ARI  Apparent resistivity imaging 
CDP  Common Depth Point 
CSEM  Controlled source electromagnetic 
DASI  Deep towed active source instrument 
DC  Direct Current. Sometimes referred to as Continuous Current or 
Galvanic Current methods. 
DEMI  Diffusive electromagnetic imaging 
EM  Electromagnetic 
FDEM  Frequency domain electromagnetic 
FFT  Fast Fourier transform 
Fm  Geological Formation 
HED  Horizontal Electric Dipole. Current electrodes are aligned in the 
horizontal plane. 
HMD  Horizontal Magnetic Dipole. Induction coils are aligned in the 
vertical plane. 
LEMUR  Low frequency electromagnetic underwater receiver 
MMR  Magnetometric Resistivity 
MT  Magnetotelluric 
MTEM  Multi transient electromagnetic 
NEMI  Normalised electromagnetic imaging 
PM  Poroidal Magnetic 
SNR  Signal to noise 
TDEM  Time domain electromagnetic 
TE  Transverse Electric, characterised by horizontal current sheets. 
TM  Transverse Magnetic, characterised by vertical or galvanic current 
flow. Also refers to Toriodal Magnetic. 




VED  Vertical Electric Dipole.  Current electrodes are aligned in the 
vertical plane. 
VM  Vertical Magnetic, characterised by horizontal current sheets. 
VMD  Vertical Magnetic Dipole. Induction coils are aligned in the 
vertical plane. 
ZoS 
Zone of sensitivity. Region defining the sensitivity of the 
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