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SOME PROBLEMS ON OPTIMAL APPROXIMANTS
DANIEL SECO
Abstract. We present an account of different problems that arise in
relation with cyclicity problems in Dirichlet-type spaces, in particular
with polynomials p that minimize the norm ‖pf − 1‖.
1. Introduction
Denote by D, the unit disk of the complex plane and let α ∈ R. The
Dirichlet-type space, Dα, is the space of analytic functions f : D→ C, given
by a Taylor expansion f(z) =
∑
∞
k=0 akz
k, for which
‖f‖2α =
∞∑
k=0
|ak|2(k + 1)α <∞. (1.1)
This one-parameter family joins together three classical examples: Bergman
(α = −1), Hardy (α = 0) and Dirichlet (α = 1) spaces. Since α will be fixed
on each problem, whenever there is no ambiguity, we will use the notation
‖ · ‖ and 〈, 〉 for the norm and inner product in Dα. All the Dα spaces are
reproducing kernel Hilbert spaces, meaning that for each ω ∈ D there exists
a function kω,α such that for any f ∈ Dα we have
〈f, kω,α〉 = f(ω). (1.2)
They are obviously nested, in the sense that Dα ⊂ Dβ for α > β, and
the differentiation operator sends Dα to Dα−2 in such a way that ‖f‖2α ≈
|f(0)|2 + ‖f ′‖2α−2. When α < 2, an equivalent norm to that in (1.1) is
‖f‖2α,∗ = |f(0)|2 +
∫
D
|f ′(z)|2(1− |z|2)1−αdA(z), (1.3)
where dA(z) = dxdypi . For α > 1, the spaces are closed under multiplication
and the functions in these spaces are continuous to the boundary, whereas
this is not true for any space for which α ≤ 1, giving the Dirichlet space a
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critical situation for many problems. However, the operator Mp, of multi-
plication by an analytic polynomial p, is always a bounded operator in Dα.
For more details, we refer the reader to [14, 10, 13, 11].
On this work, we will concentrate on problems related to the (forward)
shift operator S : Dα → Dα, given by
Sf(z) = zf(z). (1.4)
In terms of multiplication operators, S = Mz but in terms of Taylor series,
the operator shifts each coefficient to the next position (and hence its name).
It is a deeply studied operator (see, for instance, [17]). A function f ∈ Dα is
called cyclic (in Dα and with respect to the shift operator) if the polynomial
multiples of f span a dense subspace. Denote by [f ] the smallest closed
subspace of Dα which is invariant under the shift and contains f . Then
cyclic functions are exactly those for which [f ] = Dα. From this definition,
and since polynomials are themselves dense in Dα, it becomes clear that
g ≡ 1 is always a cyclic function and that a necessary and sufficient condition
for cyclicity of f is that there exists a cyclic function g ∈ [f ]. It is therefore
sufficient to study whether there exist some family of polynomials {pn}n∈N
such that
‖pnf − 1‖2 n→∞→ 0. (1.5)
From now on, we will denote by Pn the space of polynomials of degree less
or equal to n.
Definition 1.1. A polynomial p that minimizes the norm ‖pf − 1‖2 among
those p ∈ Pn is called an optimal approximant (to 1/f of degree n in Dα).
The objective of this work is to present several problems related with op-
timal approximants in this sense. It is clear that their behavior characterizes
cyclic functions, and they were introduced in [3].
The boundedness of point evaluations (a direct consequence of the repro-
ducing kernel property) guarantees that a function f is not cyclic if f(ω) = 0
at some point ω ∈ D, since ‖pf − 1‖ will be controlled from below by a con-
stant depending on ω times |p(ω)f(ω) − 1|. On the other hand, a function
which is holomorphic on a disk of radius larger than 1, without zeros on
the closed disk will be cyclic in any Dα since the Taylor polynomials of 1/f
will make the norm in (1.5) tend to 0. Hence, the behavior towards the
boundary of the disk is often relevant in the study of cyclicity. Also, from
(1.5) and the definitions of the norms it is clear that there exists a hierarchy
with respect to the cyclicity in Dirichlet-type spaces, i.e., for α > β, cyclic
in Dα implies cyclic in Dβ .
In any case, a characterization for cyclicity in general is not available al-
though several steps have been taken in this direction. A celebrated theorem
of Beurling states that a function is cyclic in the Hardy space if and only if
it is an outer function. Outer functions are those for which the logarithm
satisfies a Mean Value Property over the unit circle. A previous result by
Smirnov and reproved by Beurling allows to factor f ∈ D0 as the product
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of an outer θ and an inner function I, that is, a holomorphic function such
that |I(z)| ≤ 1∀z ∈ D and |I(eiθ)| = 1 for almost every θ ∈ [0, 2pi). In this
sense, Beurling showed that a function is cyclic in Hardy if and only if its
inner factor is trivial.
In general Dirichlet-type spaces, the question was studied in detail by
Brown and Shields in [9]. They showed that in the case when the space is
an algebra (α > 1), a function f is cyclic if and only if 1/f is in the spaceH∞
of bounded analytic functions, that is, if f has no zeros in the closed unit
disk. Brown and Shields also showed that cyclic functions in the Dirichlet
space are different from those in Hardy and different from those in Dα for
α > 1. They are different from the Hardy space case in that their zero sets
on the boundary need to be small (sets of zero logarithmic capacity), and
different from α > 1 since polynomials with zeros on the boundary are cyclic
in Dirichlet (for example, the function f(z) = 1 − z). For information on
logarithmic capacity, we refer the reader to [11, 13, 18]. In their article, the
authors proposed the following question:
Conjecture 1.2 (Brown-Shields). A function f ∈ D1 is cyclic in D1 if and
only if it is outer and it has a set of boundary zeros of logarithmic capacity
equal to zero.
This problem stands open today and it has attracted attention from a
diversity of authors. Several of the problems we will present are motivated
by this conjecture.
Several attempts at solving Conjecture 1.2 have dealt with the concept of
Bergman-Smirnov Exceptional (BSE) sets, a family of subsets of T for which
the relative part of Conjecture 1.2 holds and that includes all countable and
many uncountable closed sets. An excellent reference for this topic is the
book [11] and we will not deal with it in here, since the sets for which the
BSE condition is not known have complicated expressions and therefore, it
seems out of the question by now to work with the optimal approximants
for functions that would be of interest in this context.
2. Polynomial proofs of cyclicity theorems
2.1. The classical theorems. The concept of optimal approximant as in
Definition 1.1 was first introduced in [3]. See also [12]. There it was shown
that for each α ∈ R, n ∈ N, and f ∈ Dα (not identically zero) there exists
a unique optimal approximant to 1/f of degree n in Dα, p
∗
n. Moreover,
the authors showed that the coefficients (ck)
n
k=0 of p
∗
n are given as the only
solution to a linear system, of the form
Mc = b (2.1)
where M = (
〈
zjf, zkf
〉
)nj,k=0, and b = (
〈
1, zjf
〉
)nj=0.
In the particular case of the Hardy space, it is easy to obtain, as a corol-
lary, a new proof of part of Beurling’s Theorem, namely, that there can only
be one cyclic function in D0 with a given outer part: Indeed, let f ∈ D0.
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From Parseval identity, the elements of the matrix M , Mj,k =
〈
zjf, zkf
〉
are equal to limr→1
∫ 2pi
0 r
j−ke(j−k)iθ|f(reiθ)|2dθ, which does not depend on
the inner part of the function f .
In fact, it is easy to see that the property < zjf, f >= 0 for all j ≥ 1
characterizes inner functions among Hardy space functions (not identically
zero). From now on, we will refer to < zjf, zk > as the moments of f . f
The simplicity of the proof encourages one to wonder whether it is possible
to complete a proof of Beurling’s Theorem in this way:
Problem 2.1. Show that outer functions are cyclic in D0, using only infor-
mation on the optimal approximants and the moments of f .
Two different and simple characterizations of cyclicity in Hardy that use
only information on the approximants were already given in [5]. The proof
of existence and uniqueness of p∗n lies on the fact that Vn = Pnf is a finite
dimensional subspace of a Hilbert space, and therefore there is a unique
orthogonal projection. In fact, p∗nf will be the orthogonal projection of 1
onto Vn and this tells us that ‖p∗nf − 1‖2 = 1 − p∗n(0)f(0). In particular, a
function is cyclic if and only if p∗n(0) tends to 1/f(0) as n tends to ∞. This
holds in any of the Dα spaces. From now on, Z(f) will denote the zero set
of a function f . The following was recently shown in [5]:
Theorem 2.2. Let f ∈ D0. Then f is cyclic if and only if
∞∏
n=0

1− ∏
zk∈Z(p∗n)
|zk|−2

 = f(0)‖f‖2 , (2.2)
where {p∗n}n∈N is the sequence of optimal approximants to 1/f .
It would be desirable to complete the proof of Beurling’s Theorem with
a direct proof that any of the known characterizations actually match the
definition of an outer function.
Brown-Shields Theorem on capacity of the zero sets can be indeed easily
proved from the definition of cyclicity in terms of polynomials, as a corollary
to the following result (which can be found as Theorem 3.3.1 in [11]):
Denote by f∗ the function defined on the boundary by nontangential
limits of f , and by Cap(E), the logarithmic capacity of a set E.
Theorem 2.3 (Weak-type inequality for capacity). There exists an absolute
constant C such that for f ∈ D1 and t > 0 we have
Cap({|f∗| > t}) ≤ C
t2
‖f‖2. (2.3)
From here, to prove Brown and Shields Theorem one only needs to see
that
Z(f) ⊂ Z(p∗nf) ⊂ {|p∗nf − 1| > 1− ε}.
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A strengthening of the other result of Brown and Shields (on simple func-
tions with zeros on the boundary being cyclic) using only the optimal ap-
proximants was already given in [3], and so, this theory could represent a
unified approach to several results on cyclic functions.
2.2. Matrices and algorithms. A Grammian is a matrix given by the
inner products of a sequence of functions with themselves, a matrix with
entries Gj,k = 〈fj, fk〉. Grammians form a family of matrices that have
been studied for more than a hundred years, for their relations with the
orthogonal projection. The matrix M appearing in (2.1) is a Hermitian
Grammian but in some cases it will have additional structure. Continuing
with the case α = 0, we may notice that Mj,k = Mj−k,0. A matrix with this
property is called a Toeplitz matrix. The Toeplitz structure was exploited
in [5] in order to show that we can characterize cyclicity in Hardy in terms
of the zeros of p∗n exclusively. In order to show this, it was relevant to study
the Levinson algorithm, which is an efficient algorithm for the inversion of a
Toeplitz matrix. See [16]. Toeplitz inversion algorithms are typically based
on either the Schur (see [19]) or the Levinson algorithms.
The reason why the matrices appearing in Hardy are Toeplitz matrices
is that the shift is an isometry in the Hardy space (onto its image). Unfor-
tunately, this is clearly not true in any other of the Dα spaces: for α > 0,
the shift increases the norm of a function, whereas for α < 0, it reduces this
norm. However, the shift in the Dirichlet space (α = 1) does have a special
property: it is a 2-isometry, meaning that
‖f‖21 − 2‖Sf‖21 + ‖S2f‖21 = 0. (2.4)
In other words,
Mj,k −Mj+1,k+1 = Mj+1,k+1 −Mj+2,k+2. (2.5)
Therefore we can propose the following problem:
Problem 2.4. Develop an analogous of the Levinson or Schur algorithms
that exploits the structure of a Hermitian matrix which satisfies (2.5), in
order to compute its inverse.
Ideally, a recursive formula for the inverse matrix could lead to a similar
condition to that in (2.2).
3. Examples and the role of the logarithmic potential
3.1. Brown and Cohn’s examples. There are several sources of positive
results for the Brown-Shields Conjecture. For instance, right after Brown
and Shields paper appeared, it was shown in [8] that the conjecture is sharp:
Theorem 3.1 (Brown-Cohn). Let E ⊂ T be a closed set of logarithmic
capacity zero. Then there exists a cyclic function f ∈ D1 such that E ⊂
Z(f).
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The example functions constructed in this paper satisfy additional regu-
larity properties: they are functions continuous to the boundary, and they
have logarithms that are also in D1. Although the proof of cyclicity of these
functions is left for the reader, this is easily derived from a more general later
statement by Aleman ([2]), showing as a particular case that any f ∈ D1
such that log f ∈ D1 must be cyclic. A sufficient condition for a function f to
be outer is log f ∈ H1 (whereH1 denotes the space of holomorphic functions
on the disk, integrable on the boundary), or equivalently (log f)1/2 ∈ D0.
At the same time, if α ∈ (0, 1] and there exists a number t > 0 such that
(log f)t ∈ Dα then the α-capacity of the zero set of f will satisfy the corre-
sponding necessary condition for cyclicity, that Capα(Z(f)) = 0. Therefore,
it seems natural to ask the following:
Problem 3.2. Fix α ∈ (0, 1]. What are the values of t > 0 such that for
any f ∈ Dα, if (log f)t ∈ Dα then f is cyclic in Dα?
We know 1/2 works (and is optimal) for α = 0 and 1 does for α > 0. It
seems natural to think that 1/2 may work in all cases. This seems related
with another problem that is closely related with Brown-Shields Conjecture:
Problem 3.3. Fix α ∈ (0, 1]. What are the values of (t, β) ∈ R2 such that
for any f ∈ Dα, whenever (log f)t ∈ Dβ and the α-capacity of Z(f) ∩ T is
zero, then f is cyclic in Dα?
Again, clearly, t ≥ 1/2, β = 0 work for α = 0 and so do t ≥ 1 when β = α.
In fact, all the examples of cyclic functions for Dirichlet we know of satisfy
some such condition with β = 1: cyclic polynomials satisfy it whenever
t < 1/2 or β < 1, and the Brown-Cohn examples satisfy it with t = 1 = β.
3.2. An unresolved case. Another result in [9] states that for outer func-
tions in D2 their cyclicity in D1 depends only on their zero sets, so it seems
natural to think that the Brown-Shields conjecture will be true for the par-
ticular case of f ∈ D2, although this is yet to be shown. It would be enough
to show that Brown and Cohn’s result in [8] can be improved in terms of
the regularity of the functions, although the zero sets for D2 could form a
smaller class.
Problem 3.4. Does it hold that for any closed subset E of T of logarithmic
capacity zero such that E = Z(f1), for some f1 ∈ D2, there exists a function
f2 ∈ D2 that is cyclic in D1 and such that E ⊂ Z(f2).
It seems reasonable to expect that the D2 condition does help the function
to be cyclic and that the answer to Problem 3.4 is positive. After several
candidates for a level of regularity that would improve the cyclicity of the
function, the question arises of finding a function for which something can
be done but satisfying none of the unnecessary regularity conditions.
Problem 3.5. Is there an outer function f ∈ D1\H∞ satisfying all of the
following:
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(1) Z(f) ∩ T has zero logarithmic capacity.
(2) For all t > 0, (log f)t /∈ D1.
(3) The elements of the matrixMj,k =
〈
zjf, zkf
〉
can be computed from
existing information.
The assumption that f /∈ H∞ guarantees that f does not belong to any
of the multiplicative algebras (Dα with α > 1). The last requirement could
be replaced by any other that allows to work towards proving or disproving
the cyclicity of the function.
3.3. The minimization of logarithmic energies. A classical problem in
analysis is that of finding sets of n points that minimize the energy generated
by a given potential with certain restrictions. In the plane such potentials are
usually related with the logarithmic potential and this is connected with the
problem of determining the orthogonal polynomials for a particular measure
over the unit circle. A good summary of such situations can be found in
[18].
In [5], the authors show a correspondence between orthogonal polynomials
for some such measures and optimal approximants for a function in Dα. In
fact, in the Hardy space, the zeros of orthogonal polynomials are reflections
of the zeros of optimal approximants, and hence it may happen that sets
minimizing energies tied to some logarithmic potentials describe the zero sets
of the optimal approximants. A very ambitious program could be based on
the following problem:
Problem 3.6. Given f ∈ Dα. Determine whether there exists and describe
a potential for an energy which is minimized, for all n ∈ N, at the zero set
of the optimal approximant p∗n to 1/f in Dα.
A plausible reduction of this problem is that it could be enough to study
only 2 points on the zero set: on one hand, the interaction between any two
points of the zero set will minimize some energy described by the rest of the
points and the function f ; on the other, any two zeros z0, z1 of an optimal
approximant p of degree n ≥ 2 for a function f determine also the optimal
approximant of degree 2 to the function pf/(z− z0)(z− z1). Hence it could
be enough to solve for polynomials of degree 2 for all functions. This may
still be a large problem.
As an illustration of how to find a closed formula for the optimal ap-
proximants to a small collection of functions, we can look at the functions
fa = (1− z)a, a ∈ N and a ≥ 2, which has a root of multiplicity a at z = 1.
The optimal approximants to 1/fa may be computed explicitly with a closed
formula in the case of the Hardy space. In the present paper, we denote by
B the beta function, B(x, y) =
∫ 1
0 t
x−1(1− t)y−1dt.
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Proposition 3.7. Let a ∈ N. The nth-order optimal approximant to 1/(1−
z)a in D0 is given by
pn(z) =
n∑
k=0
((
k + a− 1
k
)
B(n+ a+ 1, a)
B(n− k + 1, a)
)
zk. (3.1)
Proof. Let us first compute the elements Mj,k of the matrix M (2.1) associ-
ated with fa = (1− z)a. Since the matrix in question is Hermitian, we can,
without loss of generality, take j ≥ k, and since multiplication by zk is an
isometry, we have that
Mj,k =
〈
zj−k(1− z)a, (1− z)a
〉
.
Substituting the Taylor coefficients of fa, we see that
Mj,k =
a∑
l=0
a∑
s=0
(
a
l
)(
a
s
)
(−1)l+s
〈
zl+j−k, zs
〉
.
By the orthogonality of the system of monomials, only the term in s =
l+ j− k is non-zero, and in view of basic properties of binomial coefficients,
Mj,k = (−1)j−k
a+k−j∑
l=0
(
a
l
)(
a
a− l + k − j
)
.
Now, applying the Chu-Vandermonde identity, we obtain
Mj,k = (−1)j−k
(
2a
a+ k − j
)
. (3.2)
We can, from now on, take this to be the definition of Mj,k, extending its
domain to all integers j and k. This will simplify notation.
Let ck,n be a proposed solution to the linear system, and, for fixed n ∈ N,
suppose that ck,n depends on k as a polynomial of degree less than or equal
to 2a− 1. Then we substitute the values of Mj,k from (3.2) into the linear
equations (2.1), and we obtain, for j = 0, . . . , n,
n∑
k=0
Mj,kck,n =
n∑
k=0
(−1)j−k
(
2a
a+ k − j
)
ck,n =: Aj . (3.3)
Suppose, firstly, that j ∈ {a, . . . , n − a} (and hence, that n ≥ 2a). Set
qn,a(s) = (−1)acj−a+s,n, which is a polynomial in s of the same degree as
ck,n in terms of k (that is, less or equal than 2a − 1). Then Aj may be
rewritten as
Aj =
2a∑
s=0
(−1)s
(
2a
s
)
qn,a(s). (3.4)
For any polynomial of degree 2a − 1 or less, the result of (3.4) is equal
to 0 by Newton’s theory of finite differences. Now we know that, for j =
a, . . . , n− a, we have
Aj = 0. (3.5)
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Define E := {1, . . . , a− 1} ∪ {n − a+ 1, . . . , n}, and suppose that we chose
any polynomial on k, ck,n, of degree less or equal to 2a− 1 = #E such that
ck,n = 0 for all k ∈ {1− a, . . . ,−1} ∪ {n+1, . . . , n+ a}. Then for all j ∈ E,
(3.3) can still be completed, by adding 0-terms, to the form (3.4). We have
seen that if ck,n is defined as
ck,n = tn
(
a−1∏
s=1
(k + s)
)(
a∏
r=1
(n+ r − k)
)
, (3.6)
for some tn ∈ C depending only on n, then (3.5) holds for all j = 1, . . . , n.
That is, the system (2.1) is satisfied, provided that A0 = 1, and we are
still free to choose tn. Clearly, since cs,n = 0 for s = 1− a, . . . ,−1, we know
that
A0 =
a∑
k=0
M0,kck,n =
a∑
k=1−a
M0,kck,n.
Newton differences tell us that
a∑
k=−a
M0,kck,n = 0,
and, hence, by the symmetry of the binomial coefficients,
A0 = −M0,ac−a,n = (−1)a+1c−a,n.
Therefore, it is enough to choose tn so that c−a,n = (−1)a+1. Evaluating
c−a,n in (3.6) gives
c−a,n = tn(−1)a−1Γ(a)Γ(n+ 2a+ 1)
Γ(n+ a+ 1)
.
Therefore, choosing
tn =
Γ(n+ a+ 1)
Γ(a)Γ(n + 2a+ 1)
,
we have the optimal approximants.
Multiplying all the different factors together and expressing everything in
terms of the gamma function, we find that
ck,n =
Γ(k + a)Γ(n+ a+ 1− k)Γ(n+ a+ 1)
Γ(k + 1)Γ(n − k + 1)Γ(a)Γ(n + 2a+ 1) . (3.7)
A simple expression for the same quantity in terms of binomial coefficients
and the beta function B is
ck,n =
(
k + a− 1
k
)
B(n+ a+ 1, a)
B(n− k + 1, a) . (3.8)
To see that (3.7) and (3.8) are equivalent, just substitute(
k + a− 1
k
)
=
Γ(k + a)
Γ(k + 1)Γ(a)
and B(x, y) =
Γ(x),Γ(y)
Γ(x+ y)
.

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The beginning of the previous method can be used in a general Dα space.
For the particular case of the Dirichlet space, we can go as far as in (3.2)
and show that the elements Mj,k of the matrix M are given by
Mj,k = (−1)j−k
(
2a
a+ k − j
)
k + j + a+ 2
2
.
For the functions fa in Proposition 3.7, it is in fact possible to check
explicitly that pn(0) converges to 1 = 1/f(0), and although we knew a
priori that the function fa is cyclic, this method may be of interest in itself.
By a ≈ b we will mean there exist universal nonzero constants C1 and C2
such that C1b ≤ a ≤ C2b.
Proposition 3.8. For the functions fa = (1− z)a, and the optimal approx-
imants p∗n of degree n to 1/f in D0,
‖p∗nfa − 1‖2 ≈ a2/(n + a+ 1). (3.9)
Proof. First, from the expression (3.7) it is easy to see that
pn(0) =
Γ(n+ a+ 1)2
Γ(n+ 1)Γ(n + 2a+ 1)
. (3.10)
Now we will use Euler’s formula for the gamma function:
Γ(t) =
1
t
∞∏
k=1
(1 + 1n)
t
1 + tn
Applied to (3.10), we arrive at
pn(0) =
∞∏
k=n+1
k(k + 2a)
(k + a)2
That is
pn(0) =
∞∏
k=n+1
(
1− a
2
(k + a)2
)
=: eCn
which tends to 1 as n goes to infinity since
Cn =
∞∑
k=n+1
log
(
1− a
2
(k + a)2
)
≈ −a2
∞∑
k=n+1
1
(k + a)2
= −a2
∞∑
t=n+a+1
t−2.
An elementary computation shows then that Cn is comparable to−a2/(n+
a+ 1).
Now we apply that pnf − 1 is orthogonal to Pnf , to see that
d2n = 〈pnf − 1, pnf − 1〉 = 〈1− pnf, 1〉 = 1− pn(0),
and, hence, the distance dn is approximated (in terms of absolute constants)
as
d2n ≈ 1− e−a
2/(n+a+1) ≈ a2/(n + a+ 1).

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With not much work we can solve the quadratic equation p2 = 0, to
obtain that
Z(p2) := {z0, z1} = {−1± i
√
2/a}. (3.11)
Therefore, one can obtain the distances between the zeros (2
√
2/a), the
distances between the zeros and the significant point z = 1 (
√
4 + 2/a), or
the modulus of the zeros (
√
1 + 2/a). It would be a starting step to identify
a corresponding family of potentials whose energies are minimized at these
distances. This is an inverse problem from that of identifying the points of
minimal energy, given the functional.
When we take a = 1, the optimal approximants may be given in more
general spaces than D0 (see [3, 12, 5]). Other natural quantities that may
influence the description of the potential are the distances between two zeros
of the function for which we compute the optimal approximants and the
multiplicities of these zeros. Adding a few degrees of generality, we expect
the problem to stay tractable:
Problem 3.9. Find a closed formula for logarithmic potentials with external
fields whose energy is minimized among sets of 2 points by Z(p∗2) where p
∗
2
is the optimal approximant of degree 2 to 1/f , and
f(z) = (1− z)β
[
(z − eiθ)(z − e−iθ)
]γ
(3.12)
for α ∈ R, β, γ ≥ 0, θ ∈ (0, pi].
3.4. An extremal problem in Bergman spaces. Zeros of optimal ap-
proximants are restricted as to their positions. The following result was
proved in [5]:
Theorem 3.10. Let f ∈ Dα not identically zero, p∗n the corresponding
optimal approximant, and z0 ∈ Z(p∗n). Then
|z0| > min(1, 2α/2). (3.13)
Moreover, 1 is sharp for all α ≥ 0 and for all α < 0, there exists a function
f ∈ Dα such that z0 ∈ D.
The proof is based on the fact that every zero of an optimal approximant
of degree n to some function 1/f is the zero of an optimal approximant of
degree 1 to a different function. This reduces the problem to approximants
of degree 1, to which the solution of the linear problem (2.1) becomes trivial.
The solution z0 is
z0 =
‖zf‖2
〈f, zf〉 . (3.14)
Applying Cauchy-Schwartz inequality and computing the norm of the shift
operator yields then the result.
Naturally, one can ask what is the sharp constant for each α < 0 (these
are often called Bergman spaces). A way to deal with this problem may be
to reformulate it in terms of an extremal problem. The theory of extremal
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problems in Bergman spaces has been often fruitful (see, for instance, [1])
and the variety of techniques may help solve the problem. We will concen-
trate on the case α = −1. In order to find the sharp constant for Theorem
3.10, we would like to find the infimum of the absolute values of the right-
hand side in (3.14), or equivalently,
sup
| 〈g, zg〉 |
‖zg‖2 , (3.15)
where the supremum is taken over all the functions g ∈ D−1.
Renaming f = zg/‖zg‖, we obtain any function in the unit sphere of D−1
with f(0) = 0. Using the integral expression of the norm of D−1, we arrive
to the following problem:
Problem 3.11. Compute
sup
{∣∣∣∣
∫
D
|f(z)|2
z
dA(z)
∣∣∣∣ : f(0) = 0, ‖f‖2−1 ≤ 1
}
.
By all of the above, the solution should be a number in the interval (1,
√
2].
4. Higher dimensional phenomena
Several articles have dealt already with cyclicity in more than 1 complex
variable. In the case of the bidisk, D2 = D × D, Dirichlet-type spaces are
usually defined with a product norm:
Definition 4.1. The Dirichlet-type space Dα(D
2), of parameter α over the
bidisk is defined as the space of functions f of two variables that are holo-
morphic on each variable at each point of the bidisk, defined by a Taylor
series f(z1, z2) =
∑
j,k∈N aj,kz
j
1z
k
2 that satisfies
‖f‖2α,D2 =
∑
j,k∈N
|aj,k|2((j + 1)(k + 1))α <∞. (4.1)
Some problems on cyclicity in this family of spaces have been tackled. See
[4, 6] and the references therein for background information on this topic.
A difficulty that arises when increasing the dimension to 2 is the lack of a
Fundamental Theorem of Algebra: the structure of irreducible polynomials
in 2 variables is much richer.
However, the approach in terms of optimal approximants follows the same
principles as in 1 variable: for each finite set of monomials X, one can find
the orthogonal projection of the constant function 1 onto Y = f spanX and
that will yield the optimal approximant within Y to 1/f . If we choose a
sequence of sets {Xn} with Xn ⊂ Xn+1 and
⋃
Xn = {zj1zk2 , (j, k) ∈ N2},
a function will be cyclic depending only on the behavior of these optimal
approximants.Natural choices for Xn are the monomials of degree less or
equal to n where the definition of the degree can be taken to be the maximum
or the sum of the degrees on each variable. In algebraic geometry, it is more
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often the latter while the first one is commonly used in analysis. Here we
will use the algebraic version.
Definition 4.2. By the optimal approximant of degree n to 1/f we denote
the optimal approximant to 1/f within f span{zj1zk2 : (j, k) ∈ N2, j+k ≤ n}.
Discrete sets of points that minimize some energy are often studied in
higher dimensions (for example, in sampling theory), but algebraic varieties,
of dimension greater or equal to 1, that minimize a functional are pointing in
a completely different direction. The typical pathologies of minimal currents
may occur only when taking limits.
Let us explore an example. Choose f(z1, z2) = 1− z1+z22 . We can compute
the optimal approximant of degree 1, p∗1: from the symmetry of the coeffi-
cients and the uniqueness of the orthogonal projection, one can see that p∗1
will be of the form p∗1(z1, z2) = a0(a1 + (z1 + z2)). The constants a0 and a1
will depend on the parameter α of the space, but a1 can be shown to be a
real number larger than 2. In particular, Z(p∗1) does not intersect the bidisk.
This example is in concordance with what happens in one dimension, at
least for α ≥ 0, although an analogous to Theorem 3.10 is not known yet.
A possible restriction could be that zero sets of optimal approximants can’t
intersect the bidisk when α ≥ 0. But this wouldn’t tell which irreducible
polynomials are feasible as optimal approximants (observe this is answered
by Theorem 3.10). When α < 0, the question retains some uncertainty
equivalent to solving the Problem 3.11. Describing all the irreducible poly-
nomials that appear as optimal approximants seems a difficult task, but
many subproblems may be of interest. We propose the following:
Problem 4.3. For each value of α ≥ 0, determine which algebraic curves
are zero sets of optimal approximants of degree 2 or less to 1/f , for some
f ∈ Dα(D2).
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