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IN HAMILTONIAN SYSTEMS 
1. INTRODUCTION 
A thorough investigation into the properties of a dynamical system, be it 
classical or quantum, requires knowledge of the Lyapunov exponents for that system. 
These exponents are a measure of the exponential divergence of nearby trajectories. 
The exponents for periodic orbits must be known for semi-classical quantization, 
and the exponents for ergodic regions are related to the metric and Komolgorov 
entropies. 
The traditional method of finding the Lyapunov exponents is from  a time 
series calculation; this process reveals information about the numeric value of the 
exponents, and little more. The methods are computation intensive, offering  no 
insight into the physics of the Lyapunov exponent. Some of the characteristics of 
the exponents which are found by traditional methods are artifacts of the techniques, 
and not actual properties of the exponents. 
A different method for the evaluation of Lyapunov exponents is presented 
here. The exponents are treated as aspects of phase space, and not as aspects of 
time. Evaluation of Lyapunov exponents by spatial means allows the process to be 
viewed as truly global, and not just a string of local phenomena. The techniques will 
be shown to produce results which converge more rapidly than traditional methods. 2 
The spatial techniques involve the introduction of a novel vector field on the 
phase space. The transition from a temporal calculation to  a spatial calculation 
requires the existence of the vector field, but it is not necessary to know anything 
about it other than that it is sufficiently smooth. With this information existence 
and sufficient smoothness one can numerically integrate to find the maximal Lya­
punov exponent. It is possible to learn more about the vector field analytically, and 
to apply this knowledge to the integration process. 
Variants on this vector field have been proposed before.  Here, however, 
the issues of smoothness and stability of this field are addressed for the first time. 
It is demonstrated how these vector fields are related to the underlying invariant 
structure of ergodic regions. It is also shown how these vector fields behave in the 
vicinity of regular regions. 
Analysis of this spatial technique reveals how the Lyapunov  exponents are 
related to the ergodic volume. This has been previously observed empirically, but 
here the spatial calculation has laid the foundation for a theoretical approach. 
The spatial calculation allows for computation of the derivative of the Lya­
punov exponents with respect to the coupling parameter of the perturbation which 
is the source of chaos. This derivative is shown to exist for ranges of the param­
eter which have no regular regions in the phase space. Arguments are presented 
that there are additional conditions for which this derivative should exist, despite 
a widespread belief that the Lyapunov exponents are not a continuous function of 
the coupling parameter. 3 
Although these techniques should be applicable to any system, they are par­
ticularly applicable to deterministic systems. Hamiltonian systems are a subset of 
deterministic systems, but provide an opportunity to highlight some of the subtleties 
of the spatial calculation that don't necessarily occur in non-Hamiltonian systems. 
The examples here will be restricted to time independent Hamiltonian systems. 
Numerical examples of the spatial averaging technique will be drawn from 
the Hamiltonian for a pair of coupled quartic oscillators (equation (6.1)).  This 
Hamiltonian is of the form H = Ho + aH', where 
1 1
Ho = 2 (237, + A) + 8(4 + 4)  (1.1) 
is integrable, and a is a coupling parameter to a perturbation 
/ H =  qi2 q22 .  (1.2)
4 
Part of the motivation for the choice of this potential is that it is scale invariant. A 
change in the energy will therefore not affect the chaotic nature of the solutions. 
The traditional method for finding the Lyapunov exponent is outlined in 
chapter 2, followed by the derivation of the expression which forms  a basis for 
spatial averaging. Chapter 3 reviews some of the important properties of periodic 
orbits. The vector field responsible for Lyapunov exponents is studied in chapter 4. 
The first chapters provide most of the theoretical framework required for application 
of the spatial averaging technique. 
The numerical procedures are developed in chapter 6. Additional numerical 
work is presented in the appendices, mostly in the form of Poincare surfaces of 4 
section. A conclusion in chapter 7 considers the usefulness of the spatial averaging 
technique and presents some suggestions for further work. 5 
2. THE LYAPUNOV EXPONENTS 
The Lyapunov exponents are a measure of the exponential divergence of 
nearby trajectories in a chaotic system. If y(t) is a vector that describes the  sepa­
ration of two infinitesimally close trajectories, then the largest Lyapunov exponent 
is the limit 
1  (y(T)Ty(T))
In  (2.1) T--oo 2T Too  y(0)Ty(0) ) ' 
The limit is independent of the initial separation y(0) except for a set of measure 
zero. 
The n-dimension vectors for position q and momentum p can be combined 
into a single vector u = { qi, q2, ... , qn, pi, p2, .  .  .  , pri} which specifies coordinates 
in phase space. For a Hamiltonian H(u), the equations of motion  are compactly 
written as 
. a u = JH(u)  (2.2) au ' 
I
[0 I] 
(2.3)
0 j 
The linearized equation of motion is constructed by keeping only the linear 
term in a Taylor series expansion about a particular trajectory u(t). y(t) is found 
by evaluating the linearized equation, 
Sr = JHy,  (2.4) 
52 
H =  (2.5) auTauH(u), 6 
which is complicated by the fact that H is a function of u(t), the coordinates in 
phase space. 
For a system with 2n coordinates in phase  space there will actually be 2n 
Lyapunov exponents. These will not necessarily be distinct: the symplectic nature 
of Hamiltonian systems ensures that the exponents are arranged in pairs differing 
only by a sign.  If the Hamiltonian is independent of the time, then at least two 
of the exponents are zero (a fact found in many introductory texts on chaos, for 
example [1]). This can be seen by taking the time derivative of ii(t), 
ciii = J--5 (-5 11(u)) --rdu  (2.6) dt  auT  au  aL ' 
= Jllii,  (2.7) 
which shows that 11(0 solves the linearized equation. For bounded motion, ii(t) is 
also bounded, and can't show exponential growth. This requires the presence of at 
least one zero Lyapunov exponent. Since the exponents are arranged in pairs, there 
will then be two or more null exponents. 
The above approach permits one to find the largest Lyapunov exponent. All 
of the exponents can be found by launching a ball of points around the reference 
trajectory, and evaluating the shape of the resulting ellipsoid. [2] 
The Lyapunov exponents are a property of a single trajectory, so only when 
the trajectory wanders ergodically through a stochastic region of phase space are 
the exponents a representative measure of the chaos of that stochastic region. This 
is a subtle fact that is often misunderstood, for any ergodic region is dense with 7 
periodic orbits that will have exponents which are different from that of a true 
ergodic trajectory. 
Periodic orbits of sufficiently short period will not fill an ergodic region, so 
the Lyapunov exponent for the orbit will not, in general, be equal to the Lyapunov 
exponent for the region. However, the Lyapunov exponents for a stochastic region 
will be some sort of weighted average of the Lyapunov exponents for all of  the 
periodic orbits in the stochastic region. This is also a strong hint that the Lyapunov 
exponents, although defined originally in terms of time, are best expressed in terms 
of spatial quantities. 
Often phase space is divided into several different stochastic regions, each 
of which has its own set of exponents.  It is improper to speak of the Lyapunov 
exponents for the system, because in a divided space there is no global exponent. 
A related quantity, the Komolgorov entropy, is defined over the entire energy shell, 
and is unique, despite the divisions of the space [1]. 
2.1. TIME SERIES EVALUATION OF LYAPUNOV EXPONENTS 
The most common method of finding the Lyapunov exponent is by a numeri­
cal time series computation. An initial position u(0) in phase space is chosen, and a 
random initial displacement y(0) is selected. The Hamiltonian equations of motion 
are numerically integrated simultaneously with the linearized equations.  If there 
are any positive Lyapunov exponents for the trajectory u(t), then the displacement 8 
y(t) will tend to grow exponentially with time. As a practical consequence, the 
displacement vector will need to be renormalized on a regular basis [3]. 
All of the exponents can be found by starting with a set of orthogonal vectors 
which span the linearized space. The individual vectors are numerically integrated 
as above, but when they are renormalized they are also re-orthogonalized [4]. 
Since the Lyapunov exponents measure the growth in the uncertainty of the 
initial position of the trajectory, it is expected that numerical inaccuracies will grow, 
so that the trajectory that is actually followed will not necessarily be the initial 
trajectory. The trajectory may change several times, but  as long as it remains in 
the same stochastic region, and does not fall into a periodic orbit which does not 
sample the entire region, then the resulting exponent will be the true exponent. 
Experience has shown, however, that numerical trajectories can fall into pe­
riodic orbits [5]. But this might happen only after very long times. Checking the 
trajectory to insure that it does not fall into such a trap requires careful analysis of 
its intersection with a Poincare surface of section. 
A noticeable difficulty with the time series approach occurs when a stochastic 
region of phase space is divided into two sets by cantori. Cantori are Cantor sets of 
regions which resemble invariant tori, but they have an infinite number of gaps [6,7]. 
Cantori were first proposed by Percival [8] and Aubrey [9]. Proof for the existence 
of cantori was given by Aubry and LeDaeron [10], Katok [11], and Mather [12]. A 
Cantorus will come into existence when the perturbation has caused  a KAM torus 
with an irrational winding number to dissolve. 9 
The division of a region of phase space into two sets by an invariant torus 
is absolute: trajectories on one side of the torus will not cross to the other. The 
cantorus is different, trajectories can cross, but the rate of diffusion is exponentially 
related to some critical parameter [6]. 
Since diffusion of trajectories through cantori is exponentially slow, any finite 
time process might only sample one set of the stochastic region, and not the other. 
Small changes in the perturbation will in general cause large changes in the diffusion 
rate through the cantorus, or even the creation of a new KAM surface. This gives 
a larger variation in the Lyapunov exponent than is really present [13]. 
Checking the Poincare surface of section can help identify when an orbit has 
entered a diffusion trap. Such an event would appear as varying densities of points 
in different regions of phase space. Unfortunately, knowing that an orbit has diffused 
through canton does not solve the problem, as the only solution is to allow t  -+ co. 
2.2. SPATIAL EVALUATION OF LYAPUNOV EXPONENTS 
It is possible to write the definition of the Lyapunov exponents in another 
form, focusing on the growth of the linear solution y(t), instead of the end result: 
A =  lim 1  ln (Y(TrY(T))  ,  (2.8) T r co 2T  y(0)Ty(0)
 
Sr(t)Ty(t) + y(t)TSr(t)

lim  1  I dt  (2.9) T-÷oo 2T  0  y(t)Ty(t) 
y(t)TH(u(t))TJTy(t) + y(t)TJ11(u(t))y(t)
lim  1 IT dt  (2.10) T--*oo 2T  0  y(t)Ty(t) 
. 10 
The two terms in the numerator of the integrand can be combined by  rec­
ognizing that the commutator [J, H] is equal to JH + HTJT.  y(t) is expressed as 
Ily(t)ils(t), with s(t) a unit vector parallel to y(t). The last expression now simplifies 
to 
T 
A  lim  dt s(t)T[J, H(t)]s(t).  (2.11) T>oo 2T Jo 
One of the more spectacular results is that in this expression the Lyapunov exponent, 
defined originally in terms of exponential growth, is not an average over a logarithm. 
The significance of the unit vectors s(t) must be emphasized. Applying the 
ergodic theorem to the above expression requires the variables in the integrand to 
be single valued functions of phase space position. Although this is clearly true for 
H, it is not true of y(t), which is expected to grow exponentially upon each return 
to the same region of phase space. Although s(t) does not grow with time, it is still 
necessary to show that the direction of s is the same (to within a sign) when the 
trajectory u(t) returns to a previously visited region of phase space. This is not true 
for any arbitrary s, but it will be shown below that there does exist a set of vectors 
fields si which are single valued functions of phase space position. Each vector field 
si will be associated with a non-zero Lyapunov exponent. 
A similar approach has been used by Froyland et al. [14]. Using Oseledee's 
multiplicative ergodic theorem [15], the authors of [14] have postulated the exis­
tence of related vector fields for a discrete automorphism. Their work is somewhat 
incomplete, in that the vector field is more a numeric entity than an analytic struc­
ture. In addition, some of the more important properties of the global growth fields 11 
are seen in the continuous diffeomorphism. Issues of smoothness, the topological 
structure of the fields in the vicinity of periodic orbits, as well as a nonlogarithmic 
approach to Lyapuonov exponents are aspects which are not easily addressed from 
their approach. 
The vector fields s, give the direction of global growth (contraction) associ­
ated with the positive (negative) Lyapunov exponents. This is not the direction of 
maximum local growth, but the direction of the adjacent trajectories which will, on 
average, depart most rapidly from the reference trajectory. 
Each Lyapunov exponent will be labeled A, and the corresponding unit vector 
field s,. A trajectory u(t) will wander through a set of points Ds in phase space. 
If the measure on the phase space is  then the ergodic theorem allows equation 
(2.11) to be written as 
1
A, =  s, (u)T[J, H(u)js, (u)  (2.12)
µ(D s)  Ds 
The relevant measure is the Liouville measure, d,u = duS(E  H(u)). The 
region of integration is restricted to those points which lie in the set Ds. The 
Lyapunov exponent can then be written as an average over phase space coordinates: 
= 
1  I du 6.(E  H(u)) s,(u)T[J, H(u)]s,(u),  (2.13)
P(Ds)  Ds 
it(Ds) = I du 8(E  H(u)).  (2.14) 
Ds 
This expression is more convenient than the time series expression, in that 
it explicitly samples all of the stochastic region, and does not rely on careful choice 
of the initial condition u(0). The difficulty with this expression is to find out in 12 
which direction the global growth unit vectors, si, point as a function of phase space 
coordinates u. 
The global growth vector fields will be seen to be composed of vectors tangent 
to invariant manifolds which are present in ergodic regions of phase space. These 
invariant manifolds are anchored in a skeleton of hyperbolic periodic orbits which fill 
the ergodic regions. Before proceeding further with the global growth vector fields 
it is first necessary to review some of the relevant properties of periodic orbits. 13 
3. PERIODIC ORBITS 
A periodic orbit has a solution of the form u(t  7-) = u(t). The linearized 
equation, 
Sr = JHy,  (3.1) 
is then periodic in JH. According to Floquet's theorem, the linearized equation of 
the periodic orbit has a solution of the form 
Y(t)  p(t)eRt,  (3.2) 
y(t) = Y(t)Y-1(0)y(0),  (3.3) 
= P(t)eruP-1(0)y(0)  (3.4) 
The matrix R is a constant matrix, while P(t) is periodic with period  T 
[16]. The quantity M(t)  p (t) eRtp 1 (0) is referred to as the monodromy matrix. 
There is some freedom in the choice of P and R. Two important options are either 
P(0) = I or to have R in Jordan block form. 
The equation for the trajectory of a periodic orbit, 
= u(t),  (3.5) 
can clearly be inverted for a time range of one period. The matrix P(t) can then 
also be written as a function of the phase space position P(u). This is more formal 
than practical, as there is rarely a closed form for periodic trajectories in chaotic 
regions. 14 
The characteristic exponents of the periodic orbit are the eigenvalues of RT. 
In Hamiltonian systems the characteristic exponents are paired; for each exponent 
Xi there exists another x3 = xi [17].  The orbit is called hyperbolic if it has 
real characteristic exponents, which are related to the Lyapunov exponents for that 
periodic orbit.  If the characteristic exponents are all zero or imaginary then the 
orbit is either parabolic or elliptic, respectively. 
3.1. ISOLATION AND STABILITY OF PERIODIC ORBITS 
A periodic orbit is not isolated if it can be continuously transformed into 
another periodic orbit. A periodic orbit is stable if small perturbations to the 
Hamiltonian do not cause the orbit to disappear. These two important properties 
of periodic orbits isolation and stability are determined by the the values of the 
characteristic exponents: 
A periodic orbit is isolated if and only if none of the characteristic 
exponents are zero. 
An isolated periodic orbit is stable under small perturbations in the 
Hamiltonian. 
The first property has been addressed in several texts, for example [7,17], but 
needs some clarification for Hamiltonian systems. Since at least two of the charac­
teristic exponents must be zero one by energy conservation and the other because 
of the symplectic nature of Hamilton's equations of motion it might appear that 
no periodic orbit can be isolated. 15 
The behavior of orbits near a reference periodic orbit is given by 
u(t) = uo(t) + ey(t),  E << 1,  (3.6) 
where y(t) is a solves from the linearized equation. u(t) will be periodic if y(t) is 
periodic with period T.  If R is defined so that P(0)  = I, the unit matrix, then 
the condition y(T) = y(0) requires that y(0) be  an eigenvector of R with zero 
eigenvalue. 
The pair of null characteristic exponents that exist for all conservative Hamil­
tonian systems are related to U., an eigenvector of R, and JU, the normal to the 
energy surface. Any periodic orbit can be continuously transformed into itself by 
a shift in the direction of the tangent to the orbit, U. Most periodic orbits can be 
transformed continuously into another periodic orbit by a change in the energy. 
If there are no other zero characteristic exponents, then the periodic orbit is 
isolated on the energy shell. If there are other zero exponents, then the corresponding 
eigenvectors of R give the directions in which the periodic orbit can be shifted, and 
still be periodic. In that case, the periodic orbit is not isolated on the energy shell. 
Since the interest here is on a single energy shell, it is useful to transform to 
a coordinate system where two of the coordinate axis are the normal to the energy 
shell and the tangent to the trajectory. Gutzwiller [18] and Eckhardt and Wintgen 
[19] have introduced such transformations. The net result of these transformations 
is a set of coordinates which are suitable for a Poincare surface of section, and a 
reduction in the dimension of vectors by two. These reduced vectors will be denoted 
by a subscript p. 16 
If FP is the automorphism that maps the Poincare surface of section onto 
itself, then a periodic trajectory is a fixed point of an integral power k of this 
mapping 
FP  ) u p  P = P.  (3.7) 
The monodromy matrix is transformed into a reduced (2n  2) x (2n  2) 
matrix called the Poincare return map, and will be written as Mp(up). The equations 
describing the evolution of phase space points in the vicinity of a periodic trajectory 
are then given in reduced notation by the mapping 
Fpic(11p + Eyp) = lip + EMpyp,  E << 1.  (3.8) 
Following the arguments of Reichl [7], it can be shown that isolated periodic 
orbits are stable against perturbations. Perturbations to the mapping Fik, require 
the substitutions 
Fk p  Fk (p,o) + er
197  (3.9) 
Up ---> 1.1.(p,o) + EYp,  (3.10) 
in equation (3.7). To first order in E, this gives 
(I  Mp(u(p,0)))yp = F;(u(p,o)).  (3.11) 
The matrix expression (I  MP) is invertible if none of the eigenvalues of the 
Poincare return map are unity. The logarithms of these eigenvalues are the char­
acteristic exponents, so the inverse exists if no more than two of the characteristic 17 
exponents vanish. In this case a perturbation on the equations of motion will only 
shift periodic orbits a finite distance in the phase space, but not destroy them. 
The stability of a periodic orbit under perturbations must not be confused 
with the stability of trajectories close to a hyperbolic periodic orbit.  Hyperbolic 
orbits are said to be unstable, in that nearby trajectories tend to diverge.  But 
the existence of the periodic orbit is stable, in that small perturbations  to the 
Hamiltonian which generated the equations of motion will not destroy the orbit. 
If  is sufficiently smooth, then closely located periodic points will be shifted 
by similar displacements. 
Only hyperbolic orbits exist in ergodic regions. Elliptic and parabolic orbits 
are found in the regular regions of phase space [17]. Elliptic periodic orbits exist in 
the center of the tori of regular regions while parabolic periodic orbits are found on 
tori with rational frequency ratios. These tori are the unstable structures which are 
first to dissolve under a perturbation according to the KAM theorem. The parabolic 
orbits then bifurcate into a finite number of elliptic and hyperbolic orbits [1] 
The immediate neighborhood of an elliptic periodic orbit can be expressed 
as a continuous twist map. The frequencies of the tori very close to the elliptic 
periodic orbit would be given by 
(3.12) 18 
3.2. HYPERBOLIC PERIODIC ORBITS 
Hyperbolic periodic orbits have important additional properties.  Not only is 
the orbit stable under perturbations to the Hamiltonian, but the local neighborhood 
of the periodic point is structurally stable. 
The Hadamard-Perron theorem states that the dynamics near a hyperbolic 
point are similar to the linear part of the diffeomorphism. The Hartman-Grobman 
theorem shows that a map is topologically conjugate to its linear part near a hy­
perbolic orbit. Consequently, any C' diffeomorphism is locally structurally stable 
in the neighborhood of a hyperbolic periodic orbit [20]. For a Hamiltonian of the 
form H = Ho + aH', it is then expected that the structure of the phase space in the 
vicinity of hyperbolic orbits varies linearly with small changes in the perturbation 
coupling a. 
It has been demonstrated by Parry and Pollicot [21] that the  number of 
hyperbolic periodic orbits with period greater than T in an ergodic region grows 
exponentially with T. Furthermore, Parry [22] showed that these orbits  are evenly 
distributed over the measure p. Despite the fact that the hyperbolic periodic orbits 
are dense in ergodic regions, they occupy a set of measure zero. 
The hyperbolic periodic orbits provide a skeleton for the structure of phase 
space in ergodic regions. They are dense, evenly distributed, and fix the behavior 
of phase space near the orbits. 19 
The Anosov Closing Lemma [20] can be used to show that any trajectory 
which returns to the neighborhood of the initial point is close to a periodic trajectory 
in hyperbolic regions. Katok has developed a corollary which is somewhat stronger 
than the original lemma 
For any ln(a) > max( Ai 1)  there exists a C, E > 0 such that if 
dist(Fk(x), x) < c for k = 0, .  .  . , n then there exists a periodic point 
y such that Fn(y) = y and 
dist(Fk(x), Fk (y)) < Camjn(k'n-k)dist(Fn (X) , x).  (3.13) 
Any trajectory will then follow a periodic orbit for  an arbitrary length of 
time. Any trajectory can be used to approximate a hyperbolic periodic orbit, and a 
hyperbolic periodic orbit can be found to approximate at least part ofany trajectory, 
even fully ergodic ones. The proliferation of hyperbolic periodic orbits allows one 
to conclude that the behavior of phase space in ergodic regions is smooth, despite 
appearances on larger scales. Structures that resemble points or cusps will appear 
smooth when viewed with a sufficient magnification. 20 
4. GLOBAL GROWTH VECTORS IN FOUR DIMENSIONAL 
PHASE SPACE 
The direction of global growth s, is not  a local phenomenon, but instead 
depends on the global properties of a trajectory. As such, it may be necessary to 
solve the equations of motion and the linearized equations in order to develop an 
analytic expression for the global growth vector fields. Nevertheless, there are some 
local properties that can be exploited. The direction of global growth is constrained 
to lie in a surface which is locally determined. The direction of global growth must 
be parallel to an invariant torus in the vicinity of that torus. The variation in the 
direction of the global growth as a function of phase space position is smooth, and 
somewhat predictable. 
4.1. THE EXPANDING MANIFOLDS IN FOUR DIMENSIONS 
Periodic orbits in ergodic regions are isolated and unstable:  most trajectories 
near the orbit move away exponentially fast. The set of trajectories in phase space 
which converge on the periodic orbit with increasing time belongs to the contracting 
manifold of the periodic orbit. For a four dimensional phase space, contracting man­
ifolds are two dimensional sheets. Many texts discuss properties of these manifolds, 
for example see [1] or [23]. 21 
There is also an expanding manifold. This is not the collection of trajectories 
which move away from the periodic orbit, but instead the smaller set of trajectories 
which converge on the periodic orbit as time approaches negative infinity. This is 
also a two-dimensional sheet. In contrast to the elliptical nature of the toroids of 
regular regions, the expanding and contracting manifolds are hyperbolic manifolds. 
Most trajectories in an ergodic region of phase space do not belong to the hyperbolic 
manifolds of any periodic orbit, but the trajectory will always be arbitrarily close 
to a hyperbolic manifold. These important, but often missed, facts are required if 
the system is to be ergodic. 
At any point u in phase space, smaz(u) and U span a two-dimensional surface 
which is parallel to the expanding manifold in the neighborhood of the periodic 
orbit. Similarly, smin(u) and U span a two dimensional surface which is parallel to 
the contracting manifold in the neighborhood of the periodic orbit. The directions of 
the hyperbolic manifolds of a periodic orbit depend on the properties of the phase 
space in the neighborhood of the periodic orbit, not the global properties of the 
entire ergodic region of phase space. 
Expanding manifolds can intersect with contracting manifolds, since  one is 
defined as time goes to positive infinity, and the other as time goes to negative 
infinity. A trajectory, however, can only converge on one periodic orbit in the limit 
that time goes to positive infinity, so two contracting manifolds will not intersect. 
Similarly, two expanding manifolds will not intersect. 22 
The hyperbolic manifolds of a four dimensional phase space appear as one 
dimensional curves where they intersect with  a Poincare surface of section. The 
intersection of an expanding manifold with  a contracting manifold on the surface 
of section appears as a point. This point is a homoclinic point if the two manifolds 
are from the same type of periodic orbit, otherwise the point is a heteroclinic point. 
In ergodic regions there is little distinction between the two types of points. The 
homoclinic point is most important in the discussions of the dissolving tori in KAM 
theory. The concern here is with ergodic regions, therefore  intersections between 
expanding and contracting manifolds will be referred to as heteroclinic points from 
here on. 
The automorphism Fp maps the surface of section  onto itself.  Repeated 
mappings bring heteroclinic points closer and closer to the periodic point on whose 
contracting manifold they lie.  Each heteroclinic point represents the intersection 
of the same expanding manifold with the same contracting manifold, so there are 
multiple intersections on the surface of section between these two curves. 
Plane Poincare maps are area preserving [2]. A tube of trajectories crossing 
a surface will trace out a closed curve F. Comparing two intersections of the tube 
with different surfaces, one has from the PoincareCartan Integral Theorem that 
the full action is constant 
[p dq  Hdt] =  p dq  Hdt].  (4.1) Jrl 
For a conservative system the trajectories in the tube F crossing a surface can be 23 
chosen to all have the same energy, so 
Jr' H dt --.-- E  dt = 0.  (4.2) 
r 
The surfaces of section used here are specified by q2 = constant = 0, so equation 
(4.1) simplifies to 
Pik =  Pidqi.  (4.3)
fri  r2 
The mapping Fp is therefore area preserving on a Poincare surface of section specified 
by q2=0. 
The area bounded by the curves between any two adjacent heteroclinic points 
will then be equal to any other bounded area between two adjacent heteroclinic 
points. As the heteroclinic points get closer, the loop of the expanding manifold 
must get longer, and thinner. 
As these points are mapped closer to the periodic point, they bring with 
them an expanding manifold, which must become more parallel to the expanding 
manifold of the approached periodic point.  In the neighborhood of a hyperbolic 
periodic orbit, all of the expanding manifolds from all of the other periodic points 
that pass by must be parallel.  Figure 4.1 shows the behavior of an expanding 
manifold intersecting with a surface of section. 
A similar effect is present in the contracting manifolds, as can be seen by 
reversing the direction of time. 
The expanding manifolds will not intersect, but they are squeezed together 
in the vicinity of periodic orbits. Periodic orbits are dense in ergodic regions, and so 24 
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Figure 4.1. The expanding manifold of a hyperbolic periodic orbit intersecting with 
a Poincare surface of section. The periodic orbit is at the origin. 
are the expanding manifolds, but both the periodic points and the manifolds occupy 
as set of measure zero. 
There are then three types of orbits in the chaotic region:  a true periodic 
orbit, an asymptotically periodic orbit, and an orbit which is neither. This last orbit 
might lie on an expanding manifold, but not a contracting one. 
Since periodic orbits in ergodic regions are hyperbolic and dense, any tra­
jectory is arbitrarily close to some hyperbolic periodic orbit at all times, although 
it may not be the same periodic orbit for all times. In addition, it is always possi­
ble to find a hyperbolic periodic orbit that is arbitrarily close to any trajectory for 
an arbitrary length of time. These are direct consequences of the Anosov Closing 
Lemma. The structure of the manifolds sufficiently close to any periodic orbit is 
determined by the linearized part of the equations of motion about the orbit, and 
this is known to be smooth. 25 
Although the above properties of the hyperbolic manifolds have been known 
for some time, the issues of smoothness have not been exploited to find the Lyapunov 
exponents. Using the hyperbolic manifolds as a foundation, and the periodic orbits 
as a skeleton, it is now possible to define directions for the global growth vector 
fields. 
Along trajectories which are on hyperbolic periodic orbits the Smax vector 
field has vectors which are tangent to the surface of the expanding manifolds.  Tra­
jectories which are not on hyperbolic periodic orbits are arbitrarily close to one, and 
the corresponding smax vector field must also lie parallel to the expanding mani­
folds of the nearby hyperbolic periodic orbit. The direction of the smax vector field 
must then vary smoothly over the phase space, whether the reference trajectory 
is embedded in an expanding manifold or is sandwiched between two expanding 
manifolds. 
The hyperbolic manifolds are stable against perturbations:  as long as the 
periodic orbit which is the source of the manifold is hyperbolic, the manifold will 
continue to exist. Perturbations which do not affect the hyperbolicity of the periodic 
orbit will only shove the manifold around. The shifting of the periodic orbits under 
a perturbation can be found by solving equation (3.11) for each surface of section. 
The shifting of the orientation of the manifolds is linear in the perturbation, and 
can be found from the eigenvalues of the perturbed monodromy matrix. 
A system with mixed chaotic and regular regions will be characterized by 
the invariant tori in the regular regions, and by the invariant hyperbolic manifolds 26 
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Figure 4.2. An expanding manifold which wraps around a regular region. The tori of 
the regular region are based on a strong elliptic periodic orbit crossing the surface of 
section at about {0.524, 0.00}; the expanding manifold is anchored on a hyperbolic 
periodic orbit crossing the surface of section at the origin. 
in the chaotic regions. The hyperbolic manifolds will not intersect with the tori of 
the regular region, but will instead become parallel to the tori. Figure 4.2 shows an 
expanding manifold which wraps around a regular region. 
A region which is sandwiched between two invariant tori appears as an an­
nulus on a surface of section.  If this region is chaotic then it will be filled with 
hyperbolic manifolds. Since these manifolds cannot  cross the regular tori they must 
instead wrap around the annulus. The expanding and contracting manifolds  are 
then effectively parallel to each other in this region in the limit as the area of the 
annulus goes to zero. That the global growth fields s must be parallel to the tori in 
these regions will have a profound effect on the spatial calculation, especially when 
one of the KAM tori has dissolved into a strong cantorus. 27 
4.2. THE DIRECTION OF GLOBAL GROWTH 
The direction of global growth is constrained by energy conservation to lie 
on the energy shell. This and other constraints follow from an important property 
of symplectic mappings: 
For any two vectors a(t) and b(t) which solve the linearized equation 
of motion, the quantity 
a A b  aTJb  (4.4) 
is a constant [2]. 
To examine the constraints arising from this, consider first a solution to the 
linearized problem Ymax which is tangent to the expanding submanifold of the largest 
characteristic exponent. Since U(t) is a solution to the linearized equation, 
YmT axJ11 = Ymax A  (4.5) 
is a constant of the motion. Along a periodic orbit, U is clearly periodic. After one 
period ymax(t + 7) = Y.(t)eAT. Consequently sTniaxJU must be identically  zero. 
The same is true for yram, the solution tangent to the contracting manifold. 
JU, which is the gradient of the energy surface, is not a solution to the 
linearized equation.  It does, however, form the fourth vector necessary to span 
the four dimensional tangent space, even though it is not an eigenvector of R. The 
evolution of a vector initially parallel to JU will then involve a mixing in the subspace 
spanned by the Jordan block of R containing JU and U. One can write 
MJU = JU + CA,  (4.6) 28 
with C some constant and M the monodromy matrix. The evolution of the constant 
sma, A RI after one period is then 
Srnax A Jill = smaxeAT A  Csrn,axekr A  (4.7) 
The last term has already been shown to vanish. Then exponential growth 
in the first term implies that is must also be identically zero. Consequently, smas 
must be orthogonal to u. The same is true for smin-
The smar(u) is then completely determined: it lies on the intersection of the 
plane orthogonal to 11 and Ju and the expanding manifold which passes through 
u.  Previous efforts to find the Lyapunov exponent by spatial means have failed 
to appreciate the fact that the global growth vector field is completely determined 
analytically, even though it must be found numerically. The ability to specify the 
field in this analytic method, however, will enable approximation approaches based 
on non numerically produced vector fields. 
4.3. THE EXPANDING MANIFOLDS IN HIGHER DIMENSIONS 
The points on a periodic orbit form an invariant set A = { u(t)lt E R }, which 
is one dimensional in phase space. 
The set of phase space points which converge on a periodic orbit belong to 
the contracting manifold of the orbit. This invariant set is 
WS(A) = {u(t)Itliau(t) E A }.  (4.8) 29 
There is also an expanding manifold, which is the invariant set 
Wu(A) --= fu(t)Itl,irnoo u(t) E A }.  (4.9) 
For Hamiltonian systems, both manifolds have the same dimension, which is no 
greater than n.  Again, periodic orbits in regular regions do not have stable and 
unstable manifolds. 
For two periodic orbits, A and B, 
Ws (A) n Ws (B) = 0,  (4.10) 
Wu(A) n Wu(B) = 0.  (4.11) 
This follows from the definitions of the invariant manifolds. 
R can still be chosen to be in Jordan block form without a transformation 
of the coordinate system. Then the columns of P(u) that correspond to positive 
characteristic exponents are vectors which span the space of the expanding manifold 
in the local vicinity of the periodic orbit. These eigenvectors also form the foundation 
for twodimensional submanifolds of the expanding manifolds. 
The two dimensional expanding submanifolds are invariant surfaces embed­
ded in the expanding manifold, which are tangent to the plane spanned by the 
column of P(u) which corresponds to a positive characteristic exponent and the 
tangent to the trajectory, ii(t). There are as many expanding submanifolds as there 
are positive characteristic exponents. 
There are similarly constructed contracting submanifolds, corresponding to 
the negative characteristic exponents. 30 
It has already been shown that the expanding manifolds do not intersect with 
other expanding manifolds. The same is true for the submanifolds. 
The si vector fields consist of unit vectors tangent to the surface of the 
expanding and contracting submanifolds on which they lie. As with the previous 
example in four dimensions, the si vector fields vary smoothly over phase space. 
The higher dimensional phase space is thus decomposed in a matter analogous 
to the four dimensional phase space. 
4.4. MORE PROPERTIES OF Smax 
It is useful to consider the following set of orthonormal vectors which spans 
the four dimensional tangent space: 
=  (4.12) 
e2 = Jel,  (4.13) 
e3 = smax,  (4.14) 
e4 = Jsmax.  (4.15) 
The last vector, e4, lies in the plane spanned by smai and smi. 31 
Also in the plane spanned by smax and s,,, ri  lies a unit vector v1 which 
maximizes the local quantity NTT [J, H]vi. This vector satisfies the condition for an 
extremum, 
vi [J,1-1]Jvi = 0,  (4.16) 
as well as being orthogonal to el and e2. There is a corresponding vector v2 = Jvi 
which represents the minimum. One can then express e3 as 
cos Ovi + sin 0v2.  (4.17) 
This leads to the following set of relations: 
VTl i 
1  v 1  (4.18) 
e3 [J, 1-1]e3 = cos 20,  (4.19) 
e3 [J, Re4 =  sin 20.  (4.20) 
The vector field vi is a local driving force for the global field smax.  An 
arbitrary vector y(t) will try to align itself with the field v1 as it evolves along a 
trajectory u(t). It will never line up permanently, as the field v1 is not a solution of 
the linearized problem, but y(t) will tend to oscillate about the field v1. The vector 
field v1 as projected onto a surface of section is shown in Figure 4.3 for a potential 
of coupled quartic oscillators. 
If the trajectory u(t) passes through a region of phase space where  vanishes, 
then the directions of v1 and v2 become undetermined, and may switch when 
becomes nonzero again.  Then the global growth field smax will not be aligned 32 
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Figure 4.3. The map of local maximal growth vectors v1 on the Poincare surface of 
section for a coupled quartic oscillator potential. a = 0.7 here. 33 
with the locally expanding direction, but instead the locally contracting direction. 
However, smax does not change from expanding to contracting manifolds in this 
region. 
Instead, the manifolds will reorient themselves to become more parallel to the 
field v1, and this shows up in the phase space as a fold in the expanding manifold. 34 
5. THE DERIVATIVE OF THE LYAPUNOV EXPONENT 
Perturbations to the Hamiltonian will result in changes of the Lyapunov 
exponent. For systems which are not scale invariant, the choice of energy will affect 
the Lyapunov exponents. For a system with a Hamiltonian of the form H = Ho + 
aH' ,  where H0 is integrable and H' a smooth perturbation, it might be possible to 
take the derivative of the spatial expression, equation (2.12). There are three terms 
of interest in the derivative of the Lyapunov exponent for this type of Hamiltonian 
dA  A aµ(D) 1  2  a +  dµ sT[J,  +  sT [J,  s. (5.1) da  it(D)  act  it(D)  D  bt(D)  I)  as 
The first term reflects the change in the volume of the ergodic region. The 
term is negative, so a decrease in the volume results in a positive contribution to 
the change in the Lyapunov exponent. Both theoretical arguments and computa­
tional results indicate that decreasing the volume should result in a decrease in the 
exponent; consequently, this term should be smaller in magnitude than the other 
two terms. Of the three terms, it is questionable whether or not this derivative ex­
ists. Since the dissolution of a KAM torus will allow previously unrelated stochastic 
regions to mix, it is expected that the derivative will be undefined at this point. 
This could be manifested as jumps in the Lyapunov exponent, but it is possible for 
the other terms to mask these jumps. Answers to this question require analysis of 
the behavior of the Lyapunov exponents for each of the separate stochastic regions 
prior to the mixing which happens when the KAM torus dissolves. 35 
For a system with two degrees of freedom, the energy shell of phase space will 
be divided by any KAM tori. Only in ranges of a where there are no regular regions 
would the derivative be guaranteed to exist.  For a Hamiltonian with a smooth 
potential wall the term should then be solvable analytically. 
According to the KAM theorem sufficiently irrational tori will not dissolve 
under a perturbation. If all of the regular regions are bounded by sufficiently irra­
tional tori, then a perturbation will not destroy any boundaries to the stochastic 
region in question, and the volume of the ergodic region will vary smoothly. The 
first term of the derivative will then exist for a finite range of the parameter a. 
The problem is somewhat simpler in higher dimensions. For a system with 
more than three degrees of freedom the KAM tori do not separate ergodic regions. 
The existence of the first term in equation (5.1) then depends on the smoothness at 
which the total volume occupied by the KAM tori varies with a. If it is supposed 
that this volume varies smoothly (for example, see [1]), then the first term will exist. 
The second term is a measure of the contribution of the perturbation to the 
global growth. For a finite Hamiltonian, this term is also finite. This term can be 
computed simultaneously with the computation of the Lyapunov exponent. 
The third term reflects the shifting of the invariant submanifolds under a 
perturbation.  It has been shown that the invariant manifolds are stable if the 
Poincare return map of the periodic orbit has no unity eigenvalues. The invariant 
manifolds then shift linearly with the perturbation, and this term is clearly finite. 36 
Since unity eigenvalues correspond to KAM tori which  are about to dissolve, the 
constraints on the existence of this term are the same as that for the first term. 
If the perturbation does not destroy  or create any regular regions then all 
three terms are finite, and vary smoothly with the perturbation.  In such instances 
the derivative of the Lyapunov exponent will exist. 37 
6. NUMERICAL EXAMPLE 
Coupled quartic oscillators will be used to illustrate the numerical techniques. 
The Hamiltonian is 
H = 2(p? +P2) + 1 (4t +42) 2  q2 2  (6.1) 8  4  1 27 
where a is a parameter that will vary between 0 and 1. The system is integrable 
for a = 0, has substantial ergodic regions with  nonzero Lyapunov exponents when 
a > .18-, and becomes unbounded for a > 1.  This Hamiltonian is scale invariant 
and has been widely studied in various equivalent forms as both a classical and a 
quantum problem. For numerous references see [24-27]. 
Figure 6.1 shows the variation of the positive Lyapunov exponent with the 
parameter in the range 0 < a < 1 as found from a time series calculation. This is 
a discrete calculation: the time series calculation provides no information into the 
validity of interpolation on this graph. 
The graph was produced using equation (2.11). The same initial conditions 
were used for all values of the coupling parameter a. Trajectories and growth vectors 
were computed with a fourth-order Runge-Kutta algorithm. 
This calculation has been done previously in the range of roughly 0 < a < 
0.5. Efforts have been made to explain the graph. Steeb et al. [27], using a slightly 
different Hamiltonian, shows coincidental similarities between the Kowaleski expo­
nents [28,29] and the maximal Lyapunov exponent, and uses this to specify the point 
at which the maximal Lyapunov exponent becomes non-zero. 38 
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Figure 6.1. Lyapunov exponent for coupled quartics: time series computation. One 
million iterations of a fourth-order Runge-Kutta algorithm were used to find each 
of the data points. 
The oscillatory behavior in the Lyapunov exponent for values of a > 0.60 
has apparently not been addressed in the literature. These oscillations are directly 
related to the oscillations in the volume of the regular regions of phase space sur­
rounding the diagonal periodic orbit. 
The isolated points in the graph at a = 0.712 and a = 0.869 are about 
30% below the average exponent in their respective neighborhoods. The values of 
the Lyapunov exponent at these two points are related to the existence of cantori 
dividing up the ergodic regions of phase space; it will be seen that these points 
do not appear in a spatial averaging. These points help to illustrate the inherent 
dangers in relying on a time series approach to find Lyapunov exponents. 39 
That these points are artifacts of the time series approach can be seen from 
a Poincare surface of section for two close values of a. In Figure 6.2 a trajectory 
which is launched from the middle of an ergodic region is trapped in a cantorus 
around a regular region; however, in Figure 6.3 the same initial coordinates for the 
trajectory do not result in a trapping by the cantorus. Given a sufficient number of 
intersections, both figures should look identical, with an even density of points. It is 
clear that the finite number of iterations causes an uneven weighting of phase space 
regions, but this effect will manifest itself in a somewhat random pattern. Small 
perturbations in a will allow a trajectory to get trapped or unstuck from a cantorus. 
That the fluctuations in the long time scale behavior of Lyapunov exponents 
might be a consequence of cantori was proposed by Cleary [13]. What is presented 
here is different, although related. It is seen that the discontinuities in the  values of 
the Lyapunov exponent as a function of a can be related to the existence of cantori. 
Cleary argues that his observation is not a numerical convergence problem; what is 
observed here is a numerical convergence problem. 
When there are no regular regions, it is expected that there will be no cantori, 
and in these cases this particular effect will be absent. Comparison of the time 
series results for the Lyapunov exponent in Figure 6.1 with the Poincare surfaces 
of section in the appendices will verify this.  For values of a where there are no 
regular regions, the time series computation of the Lyapunov exponent tends to be 
considerably smoother than for values of a where there are regular regions. 40 
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Figure 6.2. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.7121. One trajectory was launched from near the origin, and allowed to cross 
the surface of section 10,000 times. The high density of points  near the regular 
region is indicative of a trajectory trapped in a cantorus. This should be contrasted 
with Figure 6.3 41 
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Figure 6.3. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.7122. One trajectory was launched from near the origin, and allowed to cross 
the surface of section 10,000 times. Although the initial trajectory was launched 
from the same point as in Figure 6.2, the trajectory does not get trapped in the 
cantorus 42 
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Figure 6.4. Growth of a region of phase space for a = 0.70. Approximately ten thou­
sand trajectories originating near the center of the surface of section were allowed 
to intersect four times with the plane q2 = 0. 
6.1. THE EXPANDING MANIFOLDS 
A group of closely spaced points on the surface of section which  are re­
mapped several times will outline the general shape of the expanding manifolds. 
The regularity of these manifolds is in sharp contrast to the apparent randomness 
found when re-mapping a single point many times. The manifolds can be seen in 
Figure 6.4. 
The structure of the manifolds is stable under small changes in a. Regular 
regions appear and disappear with variation in a, but the structure of the hyperbolic 43 
manifolds just flows around the toroids. This can be seen by comparing the figures 
of the Poincare surface of section with the figures for the global growth. 
As a decreases, the structure of the hyperbolic expanding manifolds becomes 
more complex. Efforts to interpolate are more likely to involve regular regions, and 
thus to produce erroneous results. 
6.2. THE FIELD OF UNIT VECTORS, s, 
6.2.1.  srnar 
The computation of the field smax requires the use of a time series. A reference 
trajectory is chosen, and a value for s(0) is assumed. The trajectory and growth 
vector are then iterated through a number of steps, computed with a fourth order 
Runge-Kutta algorithm. The growth vectors are renormalized at every step. A 
randomly chosen s(0) will approach  Smax exponentially fast, on the average. After 
a suitable number of steps, the vectors s(u(t)) are saved as smax(u). 
Additional reference trajectories can be chosen, and the initial choice for s(0) 
is then based on interpolation from the previously computed set for smax (u). This 
step is not necessary, since the ergodic motion of the original trajectory should allow 
it to sample all of the ergodic region. 
For the example of the coupled quartic oscillator,  one reference trajectory 
was chosen, which intersects the surface of section q2 = 0 at the point {0.1, 0.1 }. 
This is the same trajectory that was used to find the Lyapunov exponent by time 44 
series. The trajectory was allowed to wander through one million steps of a Runge-
Kutta fourth order algorithm. This is computationally the  same procedure as is 
used to find the Lyapunov exponent by time series, except here the vector field smas 
is saved. 
The structural stability of the hyperbolic manifolds provides for some com­
putation shortcuts. For a quick approximation, the vector field for one value of a 
can be used to compute A for another value. For a better approximation, the vector 
field smai can be used as a seed. 
If an initial phase space position u falls inside of a regular region, then there 
will be no exponential growth in the vector y(t).  Although a sufficiently large 
number of steps will allow the vector y(t) to evolve until it is essentially  parallel 
to the tori of the regular region, this process is converges with some integral power 
of time, and not exponentially.  Identifying and removing the regular regions is 
therefore important. 
6.2.2.  smin
 
The computation of the field smin requires somewhat more effort. In the case 
of a periodic orbit, the result of Floquet's theorem can be exploited. If a unit vector 
v(0) is chosen to lie in the plane of Smax and smin, then one can write 
v(0) = asmax + bsmin,  (6.2) 45 
with a and b two constants.  It should be noted that since Smax and sm.,,, are not 
necessarily orthogonal, a2 + b2 is not necessarily unity. After one period, v(0) will 
evolve to give 
z. v(r) = ae+Arsmax + be-ATsmin.  (6.3) 
If v(0) is chosen, and v(y) then found by numerical integration, the constant 
a can be found by requiring 
v(T)  asmax  (6.4) 
to be parallel to 
v(r)  ae+ AT smax.  (6.5) 
This is a quadratic condition on a. There are two solutions because s, is equivalent 
to si; either solution is therefore acceptable. Once a is found, the vector described 
by expression (6.4) can be normalized to yield smia 
The method works even for trajectories which are not periodic orbits, as long 
as the trajectory returns to the neighborhood of the initial point. This is possible 
because the fields s, are sufficiently smooth, but it does require some modification to 
the above approach. The trajectory u(t) returns to the neighborhood of the initial 
point after some time T. V(0) will evolve to give 
V(T) = ae+XSmax + be-XSmtn,  (6.6) 
where x is found from the integrand of equation 2.11 to be 
=  I dt smax(u(t))T[J ,H(11(t))1smax(0)).  (6.7) XT
2 46 
For a trajectory which is sufficiently close to a periodic trajectory,  x ti AT, where A 
is the Lyapunov exponent of the periodic orbit. An approximation for sm,, is then 
found by setting AT = x, and then solving for the value of a which makes expression 
(6.4) parallel to expression (6.5). The rate of growth of smin  was never actually 
used. 
This technique can be generalized to find all of the global growth fields in 
a higher dimensional system, but on a practical level it is probably only useful for 
finding the global growth field si which corresponds to the second largest Lyapunov 
exponent. 
6.3. THE COMPUTATION OF A 
6.3.1. Finding the Ergodic Volume 
The Hamiltonian in equation (6.1) is substituted into equation (2.13). The 
two momentum components can be written in polar coordinates, {u3, u4} -÷ {p, 01. 
The momentum magnitude can be immediately integrated over to use up the *delta 
function, leaving 
1 
A =  dui dU2dOST  Hjs,  (6.8)
µ(Ds)  .1 Ds 
12(Ds)  = I duidu2c10.  (6.9) 
If the domain Ds of the ergodic region fills all of the energy shell domain 
DE, then the last integral can be done analytically. It is therefore easier to evaluate 47 
11(Ds) as µ(DE)  p(DE  Ds), where DE is the set of points that make up the 
energy shell of phase space, and DE Ds the set of points in the energy shell which 
are not in the ergodic region. 
This approach is computationally valuable. The volume of a domain D is 
approximated by dividing space up into a lattice, and then counting the number N 
of lattice hypercubes contained entirely within D, so that 
V  Nhd  (6.10) 
where d is the dimension of the space and h the length of the side of the hypercube. 
The error in this expression is given by the hypercubes which are on the boundary 
of D, so if S is the area of the boundary, 
5V  hS hvY  (6.11) 
The relative error in the volume is then given by 
,r5V  1 tiNa  (6.12)
V 
an expression known as the dimensional effect [34 
Even with 106 points, a three dimensional volume calculation will have an 
uncertainty on the order of 1%. By calculating the volume of the smaller regular 
regions, rather than the large ergodic region, the uncertainty in the ergodic volume 
can be decreased by an order of magnitude or more. In this case the interest is 
in finding the invariant tori. Kaasalainen [31] outlines such a scheme that can be 
applied to globally chaotic regions. 48 
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Figure 6.5. (a) Potential walls for coupled quartic oscillators. The thick solid curve 
corresponds to a = 0.5, while the dotted curve corresponds to a = 0. The coordinate 
space path of two important orbits are shown, the vertical and the diagonal orbits. 
(b) The intersection of the vertical and diagonal orbits with the Poincare surface of 
section. The cross corresponds to the diagonal orbit, and the circle at the center of 
the graph is the vertical orbit. 
For Hamiltonians of a pair of coupled generalized oscillators, it is possible 
to use some of the results of Yoshida [32] to predict at what values of the coupling 
large regular regions should appear.  Yoshida shows where some regular regions 
might appear in phase space; however, his work does not directly give an indication 
of the volume of the regular region. Each regular regions surrounds a periodic orbit; 
Yoshida showed how to calculate the trace of the monodromy matrix for some of the 
special periodic orbits. Figure 6.5 shows the diagonal orbit, which has an oscillating 
stability. 49 
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Figure 6.6. The characteristic exponent for the diagonal periodic orbit.  Note the 
change in the vertical scale at zero. Points above zero are real and positive; points 
below zero are imaginary. The graph oscillates rapidly as a  1, and significant 
regions of stability exist for a ,=-' 0.7, a ti 0.84, and a  0.90. 
For the diagonal orbit, where qi(t)  = q2(t), the trace of the monodromy 
matrix is 
Tr M = 2t cos (7 " + 7a	  (6.13)
4  1 a 
The periodic orbit is hyperbolic if lTr MI > 2 [17]. The characteristic exponents for 
the orbit are given by 
X1,2 = log (2(Tr M f -N/Tr M2  4)) .  (6.14) 
A plot of the characteristic exponents for the diagonal orbit is shown in Figure 6.6. 
The orbit oscillates rapidly between elliptic and hyperbolic as a  1. 50 
The diagonal periodic orbit has the largest imaginary values for the charac­
teristic exponent when 
16n2 + 16n  21  a =  (6.15) 16n2 + 16n + 11' 
where n is an integer. 
The appearance of regular regions around the diagonal orbit can be seen in 
an examination of the Poincare surface of sections. Figure 6.7 shows a pronounced 
regular region about the diagonal orbit for a = 0.7. These regular regions continue 
to exist for values of n > 20, although the area on the surface of section appears to 
steadily decrease with increasing n. 
It is relatively easy to find the volume of the energy shell for the coupled 
quartic potential. The integral over the coordinates bounded by the potential wall 
is a complete elliptic integral of the first kind: 
dq5
µ(DE) = 81/2-71- (6.16) 
(a + 1) sin2 
= 8\57rK a -4- 1 \ .  (6.17)
2 ) 
Figure 6.8 shows the variation of the energy shell volume with a. Note that the 
volume becomes infinite as a approaches unity. 
The volume of the regular regions can be approximated if the region is suffi­
ciently small. The expression for the volume of a domain D can be integrated over 51 
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Figure 6.7. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.70. About 30 initial conditions were allowed to cross the surface (q2  = 0) 
300 times. The initial condition were chosen to highlight the regular regions, and 
minimize the density of points in the ergodic regions. 52 
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Figure 6.8. Volume of the energy shell. The energy shell volume was found analyt­
ically in terms of complete elliptic integrals. 53 
the p2 coordinate to use up the delta function. Assuming the Hamiltonian has a 
kinetic energy term of the form 
p(D) = J dqdp8(E  H(q,p))  (6.18)
D 
1 = 2f  C/CIC/P1  (6.19) 
IP2(E C11 P1)1. 
For a classical trajectory p2 is equal to dq2I dt.  The integral over q2 is from a 
minimum value a to a maximum value b. One can change the path of integration 
a  b 0 
2f dq2 =f dq2 +f dq2 +f dq2,  (6.20) 
a  0 a 
which is not a closed path, because qi and pi might not return to their initial values. 
Changing variables from q2 to t, one has 
p,(D) = f dpidqidt,  (6.21) 
where the limits of integration on time are from t(q2 = 0) to t(q2 = 0) as followed 
by the path of the trajectory. 
Integrating over the time leaves an expression for the regular volume which 
is a weighted surface integral over the Poincare surface of section. The weighting 
factor is just the time r(pi, qi) required for a trajectory crossing the section to return 
to the section, and the surface a is the intersection of the regular domain D with 
the surface q2 = 0. The volume of a regular region domain D is then 
it(D) = f dpidgo- (pi, qi).  (6.22) 54 
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Figure 6.9. Regular volume associated with the diagonal periodic orbit. 
For sufficiently small regular regions the time of crossing r(pi, q1) can be 
approximated by its average. This yields 
/-t(D) = T(D)I dpldql  (6.23) 
a 
as the expression for the volume of a regular region. 
This approach has been used to find the volume of the regular region around 
the diagonal periodic orbits. Figure 6.9 shows the variation in this volume with a in 
the range 0.5 to 1. The results were generated by dividing the region of the surface 
of section near the periodic orbit into a 1000 x 1000 grid. The most significant 
source of inaccuracy is from the averaging over T. 
The severe volume dips at a = 0.716 and a = 0.849 appear to be conse­
quences of the integration algorithm. Examination of surface of sections reveals 
that regular regions which surround the satellite periodic orbits of the diagonal  pe­55 
a 
Figure 6.10. Lyapunov exponent for coupled quartics:  spatial averaging.  Points 
for lower values of a are unreliable, because the volume of the chosen ergodic  re­
gion is small compared to the volume of the energy shell. The spatial average was 
accomplished with about 64,000 points. 
riodic orbit are temporarily isolated by a thin ergodic strip. The algorithm used 
to find the regular region treats this ergodic strip as the boundary, and ignores the 
outlying regions. The total volume of the regular regions surrounding the diagonal 
periodic is probably a smoother function than Figure 6.9 implies. 
6.3.2. Integration of the Global Growth 
Once the s field has been mapped on on the energy shell, then it is a matter 
of interpolation to find the intermediate values of s(u) on noncalculated points. 56 
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Figure 6.11. Lyapunov exponent for a coupled quartic oscillator. The line  corre­
sponds to the spatial computation, the small dots are the time series computation. 
This has been done for the coupled quartic potential. The energy shell was 
divided into a lattice of 64,000 cells. The results are shown in Figure 6.10. The graph 
is considerably smoother than the corresponding graph for the time computation. 
The actual computation time was only slightly longer than required for  a time 
series computation alone, because the preparation of the global growth s map is 
almost equivalent. The numerical integration over 64,000 cells does not result in a 
significant increase in time. A trapezoidal rule was used for the integration. 
Figure 6.11 directly compares the results for the spatial computation to the 
time computation. It should be noted that the time series results were obtained 
with one million data points, while the spatial averaging was obtained from only 
64,000. 57 
6.4. SOURCES OF ERROR 
There are three main sources for error in the computation of the Lyapunov 
exponent by spatial averaging. All three sources are related to the division of the 
energy shell into discrete points for the evaluation of the integral. 
Contributions from regular regions occur when the size of a lattice cube is on 
the order of the size of the of regular region. The preparation of the global  growth 
vector field map will then assign vectors to a region which should have none, and 
the ergodic volume will be larger than it should. For small enough regions, these 
two factors should tend to cancel. The net effect will usually be in an increased 
weighting of the contributions from regions of phase space adjacent to the regular 
regions, regions which are expected to have lower local growth values. Consequently, 
this error will result in an underestimate of the Lyapunov exponent. 
The folds in the loops of invariant expanding manifolds produce small regions 
of phase space where vectors of the global growth field  are perpendicular to the 
average direction of the vectors in the neighborhood. The fine structure properties 
of the expanding manifolds will be lost in a coarse lattice approximation. The net 
contribution to the Lyapunov exponent from a sufficiently tight fold is always zero, 
but the numerical computation will assign a contribution similar to adjacent non-
fold regions. This fold will still have a contribution to the ergodic volume, so the 
result will be an overestimate of the Lyapun-ov exponent. 58 
An improperly constructed vector field smar can occur, but is not likely. An 
arbitrarily chosen initial vector is expected to approach  Smax exponentially fast, 
and will then latch on to the correct direction. The division of phase space into 
a lattice of hypercubes will necessitate an averaging of the vector field inside any 
one hypercube. The number of steps used in producing the s map will need to be 
larger than the number of hypercubes in the lattice, and some care must be taken 
to insure that each lattice point in the ergodic region is visited at least once. 59 
7. CONCLUSIONS 
A method has been presented here for finding the Lyapunov  exponents 
through the use of a spatial average. This technique exploits the introduction of  a 
novel set of vector fields. Analysis of the vector fields is done by considering the 
structure of hyperbolic periodic orbits in the ergodic regions. 
The use of spatial averaging has demonstrated that  some of the accepted 
properties of Lyapunov exponents are artifacts of the traditional computation tech­
niques, and not actual characteristics of the exponents. This may have an impact 
on efforts to interpret Lyapunov exponents physically. 
Additional work can be done to develop the spatial techniques. The global 
growth fields might be described by a hydrodynamic type equation. The numerical 
integration procedures can be refined to take advantage of the large regions of phase 
space where the global growth fields appear uniform. 
It is apparent that the spatial averaging technique outlined in this manuscript 
can be far superior to traditional methods of computing the Lyapunov exponents. 
In finding the largest exponent of low dimensional systems, there is not a significant 
increase in computational effort, and the results appear to be considerably smoother 
than was seen previously. 60 
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APPENDICES
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APPENDIX A: ENTROPY 
The metric entropy is another measure of the chaos in a system. It is defined 
in terms of the loss of information.  In a single connected ergodic region, it has 
been shown by Pesin that the metric entropy is the  sum of the positive Lyapunov 
exponents, 
h(D) E Ai.  (A.1) 
A; >0 
In the case where there is more than one ergodic region separated by invariant 
tori, the metric entropy needs to be generalized 
h = dp, E Ai.  (A.2) 
Ai>0 
If the energy shell of phase space E is divided into a set of disjoint ergodic 
regions pip, n Di = Of on  j;U,D, = E} then the metric entropy can be 
calculated from equation 2.13 directly 
h =  E  I dub(E  H)sT[J,  (A.3)
µ(E)
  {ilAi>0} 
Since the Komolgorov entropy is found from an integral over the entire energy 
shell, and the volume of this shell is expected to have  a derivative, it should be 
possible to find the variation for the Komolgorov entropy with respect to the coupling 
parameter. Figure A.1 shows the entropy for the coupled quartic. 65 
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Figure A.1. Komolgorov entropy h for coupled quartics: spatial averaging.  It is 
calculated from a spatial average using the  same approach as the technique for 
finding the Lyapunov exponent, but the volume used is that of the entire energy 
shell. 66 
APPENDIX B: POINCARE SURFACE OF SECTION
 
The Poincare surface of section serves as a valuable tool in the understanding 
of chaos. The following sections were prepared through a three step algorithm. This 
is done to highlight the structure of tori in regular regions and minimize the density 
of points in ergodic regions. The coupled quartic is used to create these surfaces. 
The surfaces are defined by E = 1, q2 = 0, and p2 > 0. The surfaces are symmetric 
about the axis q1 = 0 and pi = 0, so only the upper right hand quadrant of the 
surface of section is shown. 
In the first step a number of trajectories were launched and allowed to fill the 
surface of section. Regular regions were identified by either the presence of visible 
tori or an absense of trajectory intersections. The centers of the regular regions were 
estimated from these sections. 
In the second step a series of initial conditions in the vicinity of the identified 
regular regions were launched and allowed to cross the surface of section about 300 
times. The section was analysed for smoothness of the resulting tori. 
In the third step the tori which appear broken because the frequency ratio was 
too rational were perturbed slightly, and these new initial conditions were allowed 
to cross the surface of section 300 times. The resulting surface of sections show 
smooth tori and low density ergodic regions. 67 
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Figure B.1. Poincare surface of section for the coupled quartic in equation (6.1),
a = 0.0 
There is a fairly general trend towards global chaos as a varies from 0 to 
1. This can be seen from the growth of the ergodic regions, and the demise of the 
regular tori. 
When a = 0 the system is separable into two integrable quartic oscillators, 
and the surface of section is filled with simple layered tori centered on {0, 0 }, as 
shown in Figure B.1. 
As a increases slightly the vertical periodic orbit at {0, 0} becomes unstable, 
bifurcating into two stable periodic orbits passing through the surface ofsection on 
the q1 axis near the origin. The diagonal periodic orbit at {0, 1} becomes a center 68 
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Figure B.2. Poincare surface of section for the coupled quartic in equation (6.1),
= 0.10 
for a strong system of tori. A toroidal region also develops around a periodic V 
shaped orbit which passes through the neighborhood of {0.60, 0.35} on the surface 
of section. 
Figure B.2 shows three strong toroid regions embedded in the original toroid 
structure of the integrable system. These regions are around the diagonal orbit, the 
V orbit, and the bifurcated vertical orbit. Only the diagonal orbit can be trivially 
treated by Yoshida's work, although there may be similar approximations which can 69 
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Figure B.3. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.20 
be applied to the other two orbits. The structures around these three orbits are the 
dominant regular regions on the surface of section as a increases. 
When a has reached 0.2 it is apparent that widespread chaos has set in. This 
is clear from the surface of section. The differing densities of points in Figure B.3 
are a strong indication that some large hidden KAM tori have survived, and have 
divided phase space up into distinct ergodic regions. 
The three stable regions continue to exist for a  = 0.3, but there is now 
only one large ergodic region. The island chains of regular tori that surround the 
diagonal periodic orbit tori seen in Figure B.4 occur as the outer tori decompose. 70 
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Figure B.4. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.30 
This decomposition will be accompanied with the creation and dissolution of canton. 
This effect is noticeable as severe dips in the time series calculation of the Lyapunov 
exponents. 
The V periodic orbit region has disappeared when a = 0.4, as seen is Fig­
ure B.5. The bifurcated vertical orbit region continues on somewhat longer, but it 
bifurcates again as a approaches 0.5, as seen in Figure B.6. 
Only the regular region associated with the diagonal orbit occupies a signif­
icant part of the surface of section for values of a > 0.5. Figures B.7 through B.13 
chronicle the oscillations of the regular regions around the diagonal orbit. The val­71 
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Figure B.5. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.40 72 
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Figure B.6. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.50 73 
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Figure B.7. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.60 
ues for a for which the regular regions about the diagonal orbits are known to exist 
were given earlier. 74 
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Figure B.8. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.65 75 
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Figure B.9. Poincare surface of section for the coupled quartic in equation (6.1), 
a -= 0.70 76 
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Figure B.10. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.75 77 
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Figure B.11. Poincare surface of section for the coupled quartic in  equation (6.1), 
a = 0.80 78 
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Figure B.12. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.85 79 
P, 
Figure B.13. Poincare surface of section for the coupled quartic in equation (6.1), 
a = 0.90 80 
APPENDIX C: GLOBAL GROWTH VECTOR FIELDS 
The following diagrams are the global growth vector fields for the coupled 
quartic oscillator as projected onto the plane of the surface of section q2 = 0. Only 
the components smax,i and sm.,3 of the global growth vectors are shown; these 
components correspond to the direction q1 and pi respectively. These diagrams are 
symmetric about the origin, so only the part for pi > 0 needs to be shown. There 
are no heads drawn on the vectors because the direction is only significant to within 
a sign. 
The diagrams do not represent all of the global growth vector fields for the 
energy shell of phase space, but only those which are contained in the same ergodic 
region as the surface of section point 10.1, 0.11. The fields were constructed with 
a time series calculation; the trajectory through {0.1, 0.1} was followed through 
several hundred intersections with the surface of section. The trajectory and the 
global growth vector were integrated simultaneously using a fourth order Runge-
Kutta algorithm. 
Only for values of a larger than about 0.2 does the chosen ergodic region 
possess a significant fraction of the volume of the energy shell. Figure C.1 shows the 81 
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Figure C.1. Global growth vector fields for the coupled quartic oscillator in equation 
(6.1), a = 0.20 
large regular regions as blank spaces. The global growth vector fields wrap around 
these regular regions. 
As a increases the regular regions continue to decrease in size. In Figure C.2 
the global growth vector field is seen to occupy a major protion of the phase space. 
The smooth characteristics of the field are readily apparent, particularly the manner 
in which the vector field flows around regular regions. 
Figures C.3 through C.8 show the development of the global growth field as 
a approaches unity. Note the similarity between the figures for larger values of a. 
This reflects the fact that the hyperbolic manifolds are stable structures which do 
not change much with the coupling to the perturbation. 82 
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Figure C.2. Global growth vector fields for the coupled quartic oscillator in equation 
(6.1), a = 0.30 
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Figure C.3. Global growth vector fields for the coupled quartic oscillator in equation 
(6.1), a = 0.40 
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Figure C.4. Global growth vector fields for the coupled quartic oscillator in equation 
(6.1), a = 0.50 83 
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Figure C.5. Global growth vector fields for the coupled quartic oscillator in equation 
(6.1), a = 0.60 
P. 
Figure C.6. Global growth vector fields for the coupled quartic oscillator in equation 
(6.1), a = 0.70 
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Figure C.7. Global growth vector fields for the coupled quartic oscillator in equation 
(6.1), a = 0.80 84 
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Figure C.8. Global growth vector fields for the coupled quartic oscillator in equation 
(6.1), a = 0.90 