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Résumé
La modélisation et la simulation de la croissance racinaire des plantes en relation avec
l’eau et le transfert de nutriments dans le sol constituent un défi majeur permettant des
applications dans diverses thématiques de recherche. Les modèles de croissance racinaire
ont été classés en SM (Structural Models), FSM (Functional Structural Models) et DBM
(Density Based Models). Les modèles basés sur des représentations explicites de la struc-
ture du système racinaire simulent des systèmes de manière réaliste. Les modèles basés
sur des densités agrègent le développement racinaire et décrivent l’évolution de densités
racinaires dans l’espace et le temps. Le principal avantage de ce type de modèles basés
sur des formulations continues est le temps de calcul qui est indépendant du nombre
de racines, ce qui est particulièrement utile pour des applications à l’échelle d’une po-
pulation de plantes. De plus, l’utilisation de modèles continus facilite le couplage avec
d’autres modèles fonctionnels et physiques qui sont aussi basés sur des équations conti-
nues, tel que le transport de nutriments et d’eau dans le sol.
Le but de la thèse est de proposer un modèle continu générique (i.e. applicable à une
large diversité d’architectures racinaires) et minimal (i.e. avec le moins de paramètres
possibles), basé sur une équation aux dérivées partielles. Ce modèle est présenté en 3D
et considère le nombre d’apex par unité de volume comme étant la variable de sortie.
L’équation est composée de trois principaux phénomènes physiques, à savoir l’advection,
la diffusion et la réaction, qui agrègent différents processus racinaires de développement
et d’architecture, e.g. la croissance primaire, la ramification et la mortalité. Un schéma
numérique basé sur la méthode de splitting d’opérateurs est proposée afin de résoudre
l’équation en séparant les trois opérateurs physiques. C’est une méthode puissante et
numériquement consistante qui permet de choisir des schémas numériques appropriés
pour chaque opérateur.
Des données observées avec leur variabilité, qui sont codées en utilisant les modèles
architecturaux, permettent la calibration du modèle continu. Le modèle continu est donc
utilisé afin de simuler l’évolution spatio-temporelle de la densité moyenne du nombre
d’apex pour des systèmes racinaires dont les développements diffèrent. L’évaluation de
cette approche de modélisation est traitée sur : 1- des racines horizontales d’eucalyptus,
chacune contrôlée par un apex principal ; 2- des systèmes centralisés, e.g. les systèmes
du maïs, et 3- des systèmes décentralisés, e.g. les systèmes de chiendent. Les résultats de
la méthode de calibration sont satisfaisants et ont permis de définir et simuler diverses
stratégies de croissance racinaire.
Mots clés : advection, diffusion, réaction, méthode de splitting, calibration, eucalyptus,
systèmes racinaires centralisés/décentralisés
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Abstract
Modelling and simulating plant root growth in connection with soil water and nu-
trient transfer is an important challenge that finds applications in many fields of research.
Root growth models have been classified into SM (Structural Models), FSM (Functional
Structural Models) and DBM (Density Based Models). Models based on explicit repre-
sentations of root system structures simulate realistic patterns. Density based models
aggregate root development and describe the evolution of root densities in space and
time. The main advantage of this kind of models based on continuous formulation is
that the computational time is independent of the number of roots, which is especially
useful for applications at the plant stand scale. Moreover, the use of continuous models
facilitates coupling with other functional and physical models that are also based on
continuous equations such as water and nutrient transport.
The aim of the thesis is to propose a minimal (i.e. involving a minimum number
of parameters) and generic (i.e. applicable to a wide range of root architectures) conti-
nuous model based on a partial differential equation. This model is presented in a 3D
form and considers the number of apices per unit volume of soil as output variable.
The equation includes three main physical phenomena, namely advection, diffusion and
reaction, which aggregate different aspects of root architectural and developmental rules,
e.g. primary growth, branching and mortality. A numerical scheme based on an opera-
tor splitting method is proposed to solve the equation by separating the three different
processes. It is a powerful and consistent numerical method that allows the use of ap-
propriate numerical scheme for each operator.
Observed data with their variability, which are encoded using architectural models,
are used to calibrate the continuous model. The continuous model is then used to simu-
late the spatio-temporal evolution of the mean density of apex number for root systems
with different developmental rules. The evaluation of this modelling approach is carried
out on : 1- horizontal roots of eucalyptus that are controlled by a main apex ; 2- cen-
tralized systems, e.g. maize root systems, and 3- decentralized root systems, e.g. couch
grass root systems.
The results of the calibration method were satisfactory and allowed us to define and
simulate different root growth strategies.
Key words : advection, diffusion, reaction, splitting method, calibration, eucalyptus,
centralized/non-centralized root systems
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Introduction générale
La prédiction des interactions physiques entre le sol, la plante et l’air constitue un
enjeu scientifique majeur. L’évolution démographique étant en perpétuelle croissance,
la compréhension de ces interactions permettrait un meilleur contrôle des écosystèmes
et des ressources naturelles, notamment en eau, une meilleure maîtrise des impacts du
changement climatique sur l’environnement, et ainsi une gestion optimisée des tech-
niques agricoles suivant les zones géographiques.
La plante est à l’interface des interactions sol/air. En effet, la partie aérienne permet
principalement l’absorption du dioxyde de carbone et le rejet d’oxygène dans l’air (pho-
tosynthèse). Elle interagit avec les phénomènes abiotiques, tels que la lumière, la pluie,
la sècheresse, les vents, ainsi qu’avec des facteurs biotiques (compétitions inter et intra-
spécifiques, symbioses, etc.). Son système racinaire permet son ancrage dans le sol, l’ab-
sorption d’eau et de nutriments et assure le transport nutritif vers la partie aérienne.
De plus, il est au coeur des symbioses avec les bactéries et les champignons.
La rhizosphère est une composante importante du continuum sol/plante/atmosphère.
Elle constitue une zone de sol où se produisent de fortes interactions entre les organismes
y vivant et les systèmes racinaires des plantes. Le développement spatio-temporel d’un
système racinaire dépend de facteurs internes (propres à l’espèce), mais aussi de fac-
teurs externes liés à l’évolution de l’environnement dans lequel pousse la plante [65]. Le
système racinaire constitue un réseau organisé composé de différents types de racines se
ramifiant dans le sol [69, 80]. La stratégie de croissance et la réaction aux modifications
du milieu diffèrent selon les types racinaires. On peut considérer qu’un système racinaire
d’arbre est composé de deux grandes familles de racines (comportant chacune un certain
nombre de types racinaires) : les racines de structure jouant un rôle mécanique majeur
dans l’ancrage de la plante, et les racines fines permettant principalement l’absorption
d’eau et de nutriments. Dans ce rapport, On définit "l’architecture racinaire" comme
étant la structure d’un système racinaire (géométrie et topologie), dont la croissance et
le développement sont plastiques, et peuvent être modifiés par des facteurs édaphiques
[69].
La modélisation spatio-temporelle de la croissance aérienne des plantes intègre rarement
le développement du système racinaire. Il est souvent considéré comme un sous com-
partiment du système entier. Par exemple, le modèle Greenlab [112] fait partie de la
génération des modèles développant la structure de la plante en prenant en compte des
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réactions à des processus biologiques (modèle dit structure-fonction). Il intègre l’évolu-
tion de l’architecture d’une plante au cours du temps, et des fonctions d’allocation en
carbone. Dans ce modèle, la plante est en effet divisée en compartiments agissant comme
des source-puits en carbone. Cependant, le système racinaire est considéré comme un
puits et non comme une source. Certains modèles "plante entière", tels que les modèles
GRAAL [36] et SPACSYS [110] ont vu le jour afin de simuler la structure de la partie
aérienne et de la partie souterraine, répondant à des questions biologiques spécifiques.
De manière générale, la connaissance sur les systèmes racinaires dans un environnement
donné n’est pas encore suffisante pour avoir un modèle couplé, réagissant à des condi-
tions climatiques variables (forte précipitation, sècheresse) ou à des contraintes aériennes
significatives (vents forts, tempêtes). La simulation numérique des systèmes racinaires
en interaction avec le sol n’est pas explicitement prise en compte dans la modélisation
plante-entière et nécessite donc d’être développée.
La problématique de ce projet de thèse consiste à développer un modèle d’enracine-
ment à l’échelle individuelle agrégeant un maximum de connaissances sur le développe-
ment racinaire. Il doit pouvoir être adapté à des simulations de populations d’espèces,
et permettre le couplage avec les interactions du sol.
La modélisation de la croissance des systèmes racinaires basée sur la connaissance de
leur développement individuel permet le couplage avec l’évolution des conditions locales
du sol. Cette modélisation couplée peut être extrêmement utile à la compréhension du
fonctionnement de la plante entière dans son environnement, ainsi qu’ à l’étude des
effets de la compétition interspécifique pour l’acquisition des ressources, dans un envi-
ronnement modulé par des perturbations climatiques. D’autres applications prédictives
sont envisageables, comme par exemple en éco-ingénierie des pentes [26, 44]. En effet,
il est possible de stabiliser des sols en pente par la plantation d’arbres, afin d’éviter
l’érosion et les glissements de terrain. Pour cela, la simulation spatio-temporelle de la
croissance racinaire et notamment la localisation des zones les plus denses des racines
fines permettant le calcul de la cohésion du sol sont indispensables à la prédiction du
renforcement du sol par les racines.
Plusieurs types de modèles de croissance racinaire ont vu le jour depuis que l’outil
informatique a permis la simulation numérique. Les premiers modèles sont apparus dans
la littérature il y a moins d’un demi siècle, les pionniers étant Lungley [68], Diggle [33],
ainsi que Pagès et Aries [82]. C’est le début de la génération des modèles développant
la structure du système racinaire au cours du temps, en reconstruisant, segments raci-
naires par segments racinaires, le système tout entier [23, 43, 55, 70, 77, 87]. Certains
d’entre eux intègrent le fonctionnement et la réaction à des conditions de sol comme la
compaction, la présence de nutriments, etc [35, 99]. La modélisation de l’architecture
racinaire au cours du temps est la plus réaliste et peut permettre de détailler le dévelop-
pement du système par types de racines. Ceci nous permet d’observer et de comprendre
le fonctionnement de chacun des types racinaires dans un environnement donné. Cepen-
dant, il est très difficile d’observer un système racinaire dans sa totalité (des racines de
structures jusqu’aux racines les plus fines), sans modifier le comportement du système
8
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lui même [28, 67, 105]. Même si des protocoles relativement complexes permettent de
réaliser ces observations, l’inconvénient principal de cette approche de modélisation est
le temps de calcul pour créer l’architecture du système au cours du temps. En effet ces
modèles dépendent du nombre de racines du système que l’on veut simuler. La simula-
tion d’un nombre important de grosses racines de structure jusqu’aux racines les plus
fines, comme pour un système racinaire d’arbres forestiers, demande du temps et une
forte capacité de calcul informatique. La simulation à l’échelle du peuplement avec ce
type de modélisation devient donc compliquée, voire impossible.
Dans l’idée d’un modèle dont un des objectifs est de réaliser des simulations à grande
échelle, il est indispensable d’utiliser d’autres types de modélisations moins coûteuses
numériquement. Plusieurs approches ont été développées, allant de modèles fonctionnels
sans description spatiale du système [22, 95], simulant l’évolution temporelle de variables
racinaires telles que la longueur ou le nombre, à des descriptions spatio-temporelles de
densités racinaires [10, 42, 52, 75, 93]. Les modèles basés sur l’évolution spatio-temporelle
de densités racinaires (longueur, nombre d’apex, volume, aire des sections apicales, etc.),
sont la plupart du temps, modélisés à l’aide d’équations continues 1. Ces modèles ont
l’avantage non négligeable, d’être indépendants du nombre de racines présentes dans le
système, et sont donc plus rapides à simuler. De plus, il a été montré dans le cas du Pin
maritime [40], qu’une architecture racinaire à un instant donné, plongée dans un do-
maine discrétisé, permettait d’en extraire plusieurs informations de densités racinaires,
telles que la densité de longueur, de volume, du nombre d’apex et d’angle d’insertion.
Il est possible, à l’aide de la connaissance spatiale de ces densités, de reconstruire une
architecture racinaire. Ce type de modélisation semble donc bien adapté à la problé-
matique. Pour cela, ces équations doivent être testées à l’échelle individuelle dans un
premier temps, afin de comprendre l’influence des paramètres du modèle continu sur le
développement du système racinaire.
L’objectif de cette thèse consiste à développer et formaliser un modèle spatio-temporel
continu, rapide, simple, simulant différents types de systèmes racinaires dans un environ-
nement contrôlé. Le type de modélisation choisi doit permettre d’envisager le couplage
avec le sol et la simulation de systèmes racinaires à l’échelle du peuplement. Les modèles
continus basés sur les équations aux dérivées partielles répondent à ces caractéristiques,
mais il est nécessaire d’établir des liens entre les paramètres du modèle et les processus
racinaires qu’ils simulent.
Ce rapport a été scindé en deux parties. La première partie fait un état de l’art sur les
connaissances publiées à ce jour. Tout d’abord, une brève description du développement
biologique des racines et du système ramifié qu’elles développent, est présentée (Chapitre
1), afin de comprendre la complexité du développement racinaire. Ensuite, les princi-
paux processus de développement racinaire à modéliser sont détaillés. Une description
des différents modèles existant dans la littérature est donnée (Chapitre 2). Les diffé-
rents modèles de croissance racinaire recensés ont été classés en trois grandes familles
1. Dans la liste des modèles basés sur des densités, seul le modèle de Mulia et al. [75] n’est pas
formulé à l’aide d’équations continues (cf paragraphe 2.2).
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allant de modèles décrivant explicitement le développement topologique et géométrique
du système pas à pas, aux modèles agrégeant la structure du système en fournissant
des informations sur des densités racinaires. Enfin, un modèle de la littérature a été
choisi afin de tester ses capacités à simuler des stratégies de croissance (Chapitre 3). A
partir de ce modèle, des effets comme l’impédance du sol, une répartition hétérogène
des nutriments dans le sol, et des simulations multi-sources avec prise en compte de la
compétition, ont été ajoutés. Cette première partie permet de réaliser un bilan global de
la modélisation de la croissance racinaire dans la littérature et de comprendre les choix
effectués dans la formalisation du modèle proposé dans la seconde partie.
La deuxième partie présente un modèle continu de croissance basé sur trois opérateurs
physiques afin de répondre à la problématique principale (Chapitre 4). Il est suffisam-
ment flexible pour y intégrer les effets étudiés dans le chapitre 3. Des analogies biolo-
giques ont été établies entre ces opérateurs et les principaux processus racinaires. Une
méthode numérique stable et efficace est proposée afin de résoudre le problème continu.
Ensuite des résultats de calibration sur des données simulées basée sur des observations,
sont présentés et discutés (Chapitre 5). Pour cela, la méthode de calibration choisie et les
logiciels utilisés pour l’extraction des données simulées sont détaillés. Enfin, le modèle
continu est calibré afin de simuler trois cas d’études dont les stratégies de croissance
diffèrent, caractérisant ainsi la flexibilité d’un tel modèle. Il est voué à être intégré dans
un modèle de stabilité des pentes [59] et couplé à un modèle de transfert d’eau et de
nutriments dans le sol (par exemple dans le logiciel MIN3P [72]), dans le cadre d’un pro-
jet visant à regrouper les connaissances sur le développement biologique des systèmes
racinaires dans son milieu et leurs modélisations (projet Rhizopolis).
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Chapitre 1
Les racines
1.1 Les racines et leurs fonctionnements
En botanique, une racine est un organe souterrain d’une plante, même s’il existe
des racines aériennes chez les plantes épiphytes par exemple. Elle diffère de la tige par
plusieurs caractères : sa structure interne, son géotropisme positif, la présence d’une
coiffe terminale et de poils absorbants, l’absence de feuilles, de fleurs et de bourgeons,
même si des exceptions existent (cas des drageons).
Le système racinaire assure plusieurs fonctions essentielles au bon fonctionnement de
la plante : ancrage, transport et prélèvement de l’eau et des sels minéraux dans le sol,
transport et synthèses d’hormones, stockage et interactions avec des micro-organismes
symbiotiques. Il est toutefois difficile d’étudier le système racinaire à causes de plusieurs
obstacles méthodologiques : difficultés d’observation in situ, sensibilité aux variations
du milieu, forte variabilité inter-individuelle. Cette introduction s’inspire et synthétise
quelques notions énoncées dans la thèse de Claire Atger [7] et de celle de Yannick Le
Roux [65], permettant de donner les définitions nécessaires au développement de modèles
de croissance racinaire, pour les plantes.
1.1.1 Organisation de la racine
L’apex est la région terminale de la racine (non ramifiée). Elle porte souvent des
poils absorbants qui sont les prolongements des cellules de l’épiderme (Figure 1.1).
Le méristème se situe dans l’apex derrière la coiffe. Le méristème apical est le point de
croissance qui donne naissance aux cellules formant les tissus primaires construisant la
racine. Il est protégé par la coiffe qui constitue l’ensemble de cellules recouvrant l’extré-
mité de la racine. La coiffe protège donc l’extrémité de la racine lors de sa progression
dans le sol, sécrète un mucigel et intervient dans la définition de l’orientation de crois-
sance racinaire. Il existe certaines espèces comme le marronnier, dont les racines n’ont
pas de coiffe.
On appelle corps de la racine la zone où la racine s’allonge, se ramifie et s’épaissit. C’est
dans cette zone que les tissus primaires issus du fonctionnement du point de croissance
se différencient en prenant leur apparence et leur fonction (leur fonction est définitive
quand la racine atteint un état mature). Il y a par exemple les tissus conducteurs : le
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Figure 1.1 – Organisation du méristème racinaire (source : banque de schéma svt
académie de Dijon http ://svt.ac-dijon.fr)
xylème conducteur de la sève montante (ou sève brute transportant eau et éléments
minéraux) et le phloème conducteur de la sève descendante (ou sève élaborée transpor-
tant les produits synthétisés dans les feuilles). On trouve aussi des tissus de stockage
(parenchyme), des tissus protecteurs, etc. Différentes zones peuvent être considérées le
long d’une racine principale (figure 2.2 du paragraphe 2.1.1), comme notamment la zone
apicale non ramifiée, la zone basale non ramifiée et la zone de ramification. Ces zones
sont très souvent utilisées dans la modélisation de la dynamique de l’architecture du
système racinaire (voir paragraphe 2.1).
1.1.2 Croissance racinaire
On parle de croissance primaire pour considérer l’élongation de la racine et de crois-
sance secondaire pour l’augmentation en diamètre (croissance radiale) de la racine.
Dans le méristème, chaque cellule se divise en deux pour donner :
– vers l’extrémité de la racine (l’apex), une cellule regénérant la cellule qui lui donne
naissance et assurant le maintien du méristème.
– vers la base de la racine (le corps), une cellule s’ajoutant à un des tissus formant
le corps de la racine et participant à sa construction et son allongement.
La croissance primaire est le résultat de la division des cellules de son méristème et dé-
pend donc du nombre de divisions cellulaires. La formation et la création d’une nouvelle
racine est aussi fonction de son alimentation en substances élaborées par les feuilles de
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la plante la nourrissant (en sucres par exemple), ou régulant sa croissance (hormones
par exemple). La croissance de chaque racine se fait dans la zone apicale, et est donc
sous le contrôle de la plante dans son ensemble mais varie selon de nombreux paramètres
concernant l’environnement externe à la plante (facteurs exogènes) et à la plante elle-
même (facteurs endogènes).
La croissance secondaire permet la croissance radiale (en diamètre) des racines. Elle
est principalement, le résultat de l’activité du cambium vasculaire. En effet, le cambium
vasculaire correspond à un méristème se divisant, produisant les cellules secondaires du
xylème sur l’intérieur du méristème et les cellules secondaires du phloème sur l’extérieur.
De manière générale, au cours des années, le cambium vasculaire développant de nou-
velles cellules, les racines deviennent de plus en plus ligneuses, des anneaux se forment
dans le xylème secondaire et les tissus situés à l’extérieur du cambium constituent une
écorce épaisse et solide. La croissance secondaire n’est pas systématique selon les es-
pèces et le type de racines considéré. Elle n’intervient pas (ou très faiblement) dans les
systèmes racinaires de Monocotylédones 1.
1.1.3 Principe d’absorption
L’eau et les éléments nutritifs sont absorbés par la racine sous forme aqueuse et
circulent en direction du xylème. Les portions jeunes des racines (âgées de quelques se-
maines) sont les portions les plus absorbantes. L’efficacité de l’absorption des nutriments
répartis de manière hétérogène dans le sol dépend de caractéristiques morphologiques
(la ramification entraîne un développement de racines latérales augmentant l’efficacité
d’absorption) et structurelles telles que l’âge ou le diamètre des racines. Il est intéressant
de noter que le fonctionnement racinaire est faible dans des régions de sol extrêmement
sèches, mais aussi dans des zones saturées en eau. L’abondance des éléments minéraux
essentiels tels que l’azote stimule l’activité racinaire. La richesse du sol agit directement
sur l’allongement racinaire et la ramification. Cet effet peut influer sur la profondeur de
l’enracinement et la distribution des racines dans le sol. Les sols les plus riches en miné-
raux ont des racines plus courtes et plus densément ramifiées que dans les sols pauvres
où leur ramification est plus hétérogène. Identiquement à la teneur locale en eau, il y a
deux seuils de concentration en minéraux en deçà et au-delà desquels le fonctionnement
des racines n’est plus possible. La tolérance des racines aux différents éléments minéraux
et la valeur de ces seuils, différent selon les espèces [65].
L’absorption des nutriments et leur circulation dans la racine sont régulées par la phy-
siologie de la plante. La nutrition globale de la plante affecte la production et l’action
des hormones telles les auxines. Ces hormones ont un rôle régulateur sur le nombre et
la vigueur des racines.
Une modification de l’environnement externe induite par une hétérogénéité du sol ne
modifie ni la nature ni la succession des événements responsables du développement
racinaire. Elle bloque ou ralentit la vitesse de croissance des racines, leur ramification
1. Chez les angiospermes, on trouve les Dicotylédones et les Monocotylédones. Les Monocotylédones
présentent un seul cotylédon sur l’embryon. Ils se différencient des Dicotylédones qui en possèdent deux.
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et leur nombre.
1.1.4 Classification des racines
On considère deux types de racines : les grosses racines ligneuses d’établissement
et d’ancrage (les macrorhizes), et les fines racines fibreuses non ligneuses de nutrition
(brachyrhizes). Il existe cependant des racines intermédiaires entre courtes non ligneuses,
éphémères et longues ligneuses, pérennes. On peut parler aussi de racines adventives ;
il existe deux définitions pour définir ces dernières : ce sont des racines naissant de
la tige, ou ce sont des racines nées hors séquence normale de ramification. Le terme
adventif définit le lieu de génèse. Ces dernières peuvent être des racines aériennes mais
aussi des racines de systèmes dits fasciculés (système racinaire du maïs par exemple), ou
encore des racines pionnières. Une racine est dite séminale si elle est émise juste après
la germination à partir de la graine.
Caractéristiques des racines longues ligneuses
– Elles forment des axes longs élargissant le volume et la surface de sol couverte par
le système racinaire.
– Leur apex est long, large et recouvert d’une coiffe développée.
– Leur croissance en longueur est importante et rapide.
– Leur cambium fonctionne à une distance importante du méristème.
– Leur allongement peut cesser puis reprendre plusieurs fois au cours de la vie de la
plante.
– Même si le point de croissance meurt, l’allongement de la racine se poursuit grâce
à une racine latérale.
– Elles portent latéralement les racines courtes fibreuses non ligneuses.
– L’orientation de croissance est horizontale ou verticale.
– Elles ne se transforment jamais en ectomycorhizes 2.
Caractéristiques des racines courtes non ligneuses
– Ce sont des racines caduques qui assurent le prélèvement d’eau et de nutriments.
– Leur apex est court, rond, de petit diamètre et souvent dépourvu de coiffe.
– Les tissus primaires sont différenciés à une faible distance du méristème. Les sur-
faces occupées par les xylèmes et de phloèmes primaires sont plus petites que celles
des racines longues.
– Leur allongement est lent, limité dans le temps et leur cambium est peu ou pas
fonctionnel.
– Leur méristème peut avoir plusieurs cycles d’allongement mais quand il meurt, la
totalité de la racine meurt aussi.
– Leur durée de vie est courte.
– L’orientation de croissance est aléatoire.
– Elles peuvent se transformer en ectomycorhizes.
2. Les ectomycorhizes sont des associations entre champignons et racines.
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1.1.5 Diversité structurale et fonctionnelle
Les racines chez les conifères
– Les racines pionnières : elles ne sont pas ramifiées. Leur apex est long et volumi-
neux. Elles ont une large quantité de tissus conducteurs primaires et une croissance
rapide. Elles assurent l’exploration du milieu et l’extension du système racinaire.
– Les racines mères : elles sont ramifiées. Leur apex est moins long, moins volumi-
neux. Elles ont une plus faible quantité de tissus conducteurs primaires et une
croissance plus lente. Elles donnent naissance au troisième type de racines.
– Les racines mères subordonnées : leur vitesse de croissance est plus faible que les
précédentes. Elles ont un plus grand nombre de racines latérales. Ces racines ex-
ploitent le milieu en développant des chevelus (racines non ligneuses d’absorption),
éventuellement mycorhizés.
Les racines ligneuses coniques
Les racines ligneuses coniques sont volumineuses et donnent naissance à un système
latéral abondamment ramifié.
1. Les racines ligneuses coniques verticales :
– La racine pivotante : elle est le prolongement de la tige. Elle permet l’ancrage
de la plante dans le sol, au moins dans les premiers stades de développement.
Elle porte des racines latérales ligneuses horizontales, obliques ou verticales. Ces
dernières peuvent se développer et se comporter comme la racine pivotante, soit
pour la remplacer lors d’un traumatisme, soit pour renforcer la structure.
– La racine suçoir : elle naît du pivot ou des racines horizontales ligneuses et est
peu ou pas ramifiée. Son diamètre est inférieur à celui de la racine pivotante.
Elle stabilise l’arbre en l’alimentant en eau.
2. Les racines ligneuses coniques horizontales :
– Les racines charpentières : Elles ont une croissance horizontale. Elles constituent
les éléments les plus massifs et les plus étendus du système racinaire. Elles
peuvent atteindre un diamètre de 30cm. Elles permettent l’exploration du sol
en surface.
– Les racines aériennes : ce sont des racines adventives qui s’allongent en partie
dans l’air.
Les racines ligneuses cylindriques
Leur durée de vie est moins importante que celle des racines charpentières et ne
constituent pas les axes permanents du système racinaire. Elles accroissent le volume
du système en périphérie.
– Les racines ligneuses horizontales cylindriques : Elles ont une croissance prolongée
dans le temps mais finissent par s’élaguer à long terme. Leur rôle est la colonisation
du milieu.
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– Les racines ligneuses horizontales grêles : elles ont un diamètre constant et faible
(quelques millimètres), leur durée de vie et leur extension sont limitées. Elles par-
ticipent à l’exploitation du milieu.
Les racines courtes non ligneuses
Elles sont de faibles longueurs et dépourvues de tissus secondaires. Leur durée de vie
est faible et leur développement est limité en profondeur. Elles ont une surface absor-
bante accrue par une ramification dense, d’où le développement de radicelles latérales
courtes non ligneuses. Le rôle de ces racines non ligneuses ou chevelues est l’absorption
à l’interface du système avec le milieu extérieur. Les modifications qu’elles subissent
sont dues à différentes associations avec d’autres organismes, telles que les mycorhizes,
les symbioses bactériennes et les associations parasitaires, ceci modifiant la morphologie
des racines.
En résumé, les types racinaires majeurs (pivot, racine charpentière, racine de coloni-
sation, racines d’exploitation et chevelus absorbants) sont communs à un grand nombre
d’espèces. Les trois premiers types (racines pivotantes, charpentières et cylindriques)
sont les racines les plus longues, les plus volumineuses et ont une durée de vie impor-
tante. Les deux derniers types (racines grêles et racines non ligneuses) sont des racines
faiblement développées disparaissant à court ou moyen terme.
1.2 Développement du système racinaire
Le développement du système racinaire correspond à la mise en place d’un ensemble
de types racinaires suivant des relations d’ordre entre eux. Cette hiérarchie permet la
mise en place d’une architecture racinaire dépendant de l’espèce considérée, mais aussi
des conditions locales du sol.
1.2.1 Phases de développement
Voici différentes étapes générales du développement d’un système racinaire :
1. Phase d’ancrage : la racine principale pivotante ancre la jeune plante au sol. Elle
porte latéralement des chevelus ou des racines courtes non ligneuses assurant la
nutrition.
2. Phase d’exploitation du sol : tandis que la majorité des racines les plus anciennes
mises en place par la radicule disparaît à court terme, une partie d’entre elles,
présentes à la base du pivot, vont poursuivre leur croissance. Ces racines se trans-
forment en racines ligneuses grêles et exploitent le sol en surface à proximité de la
racine primaire en développant latéralement des racines courtes non ligneuses ou
chevelus absorbants assurant la nutrition.
3. Phase de colonisation du sol : Une partie de ces mêmes racines ligneuses grêles
poursuivent leur croissance et commencent à s’épaissir. Elles se transforment en
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racines ligneuses cylindriques de colonisation. La plupart de leurs racines laté-
rales courtes s’élaguent à l’exception des plus périphériques qui se transforment
en racines ligneuses grêles développant à leur tour des chevelus absorbants.
4. Phase d’exploration : une partie des racines de colonisation continue leur allon-
gement. Elles prennent ensuite une forme conique et évoluent en racines charpen-
tières. Elles développent latéralement des racines ligneuses de colonisation portant
des racines grêles développant des chevelus.
1.2.2 La réitération
La réitération correspond, du point de vue architectural, à la mise en place d’un
axe qui reprend la séquence de développement à un point antérieur. Dans la thèse [7],
l’auteur définit la réitération comme une rupture dans l’expression de la hiérarchie du
système ramifié et dans le déroulement de la séquence ramification, différenciation. Elle
correspond à la répétition d’un même motif racinaire. Elle est qualifiée de sylleptique si
elle s’inscrit dans le cours normal du développement d’un axe. A un moment donné, l’axe
va donner naissance à deux axes identiques qui vont former des structures similaires.
Cette réitération permet au système racinaire de coloniser plus efficacement le milieu.
Cette réitération peut intervenir lors d’une reprise de croissance après l’hiver ou après
un important stress hydrique.
La réitération proleptique correspond à la mise en place d’un axe sur une partie âgée
de la plante. C’est un moyen, par exemple, pour un système racinaire de recoloniser les
zones âgées proches du collet. La réitération permet aussi à un axe de survivre dans le
cas d’une contrainte forte du milieu. Elle est alors qualifiée de traumatique.
1.2.3 Stratégies de croissance
Distributions des types racinaires
Les différents types racinaires peuvent avoir des directions de croissance privilégiées.
Les racines plagiotropes sont des racines ayant des directions de croissance horizontales,
et se développent la plupart du temps, dans des zones proches de la surface du sol.
Les racines orthotropes sont soumises au géotropisme (gravitropisme) positif, à savoir
soumises à l’attraction terrestre. Ces dernières ont donc des directions de croissance ver-
ticales. Il existe aussi des racines dites exotropes qui gardent leur direction de croissance
au cours du temps, qui ne sont pas forcément verticales ou horizontales.
– Distribution horizontale des racines :
La distribution horizontale des racines dans le sol peut subir de nombreuses varia-
tions dues à l’espèce, l’âge de l’arbre et son développement, l’aménagement du sol,
aux paramètres du milieu (inclinaison du sol, perturbation du sol par des agents
externes ou vent), aux techniques de plantation et d’irrigation, à la compétition
et aux interactions racinaires.
– Distribution verticale des racines :
Les variations de la distribution verticale des racines dans le sol dépendent de la
compaction du sol, de la profondeur, de la présence des fissures, des apports en
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eau, des fluctuations du niveau d’eau, des caractéristiques de l’espèce, de l’âge de
la plante, de facteurs externes comme le climat (température et teneur en eau) ou
comme les pratiques culturales.
Diversité de formes de systèmes racinaires
Figure 1.2 – Exemples de systèmes racinaires se développant principalement en surface.
La figure 1.2.A provient de l’article [61]
Les systèmes racinaires développent un ensemble de types racinaires ayant leurs
propres caractéristiques de développement détaillées précédemment. Ils forment un ré-
seau complexe évoluant en fonction du développement ontogénique (propre à l’espèce)
mais aussi en fonction des conditions locales du milieu.
Certains systèmes racinaires se développent majoritairement en surface (figure 1.2). Ces
systèmes sont principalement composés de racines plagiotropes permettant l’exploration
de la surface du sol. Ce type de développement est possible quand les ressources sont
suffisantes sur toute la surface du sol, n’obligeant pas le système à aller chercher des
nutriments plus en profondeur.
Il existe aussi des systèmes racinaires d’arbres et de plantes dont les apex racinaires se
développent de manière homogène, dans toutes les directions, comme les plantes illus-
trées figure 1.3. La figure 1.4 présente des exemples de systèmes pivotants. Ces systèmes
consistent au développement d’une racine primaire orthotrope appelée pivot. Ce type de
système racinaire est fréquent chez les Dicotylédones. La racine primaire est orthotrope
à croissance indéfinie et porte des macrorhizes plagiotropes. Il existe une dominance
apicale importante du pivot sur le reste du système [109]. Cette racine principale a donc
sa propre vitesse de croissance primaire et sa propre direction, et est déterminante pour
le développement du système racinaire qu’elle porte.
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Figure 1.3 – Systèmes racinaires de plantes dont les apex ont des directions de crois-
sance isotropes. La figure A provient de la revue bibliographique [19]
Figure 1.4 – Deux systèmes pivotants. La figure A correspond à l’Hevea brasiliensis,
issue d’une présentation du logiciel Miniroot (Loïc Pagès). La figure B provient d’une
simulation d’AMAPsim [8], effectuée par C. Jourdan, H. Rey et J.F. Barczi.
Il est possible de trouver dans la littérature des classifications de types de systèmes
racinaires, combinant les stratégies de croissance décrites ci dessus. La figure 1.5 pré-
sente une classification parue dans l’article [39], de quatre types de systèmes racinaires
différents à un instant donné. La figure 1.5a présente un système coeur ("Heart root
system"), qui est un système racinaire ayant des racines occupant une large partie du
sol de manière uniforme. La figure 1.5b correspond au système pivotant ("Tap root sys-
tem"). La figure 1.5c caractérise les systèmes dits "Herringbone root system", ayant une
racine verticale principale et des racines latérales horizontales au collet. La figure 1.5d
est appelé "Plate like root system" qui n’a pas de racines pivots. Ce dernier système
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Figure 1.5 – Quatre types de systèmes racinaires idéalisés et simulés à l’aide du logiciel
SIMUL3R [39]
est celui qui s’ancre le moins en profondeur. Il est intéressant de préciser que tous ces
types de systèmes ne sont pas spécifiques. Chaque système racinaire a un développement
qui lui est propre, et peut donc s’apparenter à un de ces types définis précédemment.
Cependant une même espèce peut, selon les contraintes subies, avoir des systèmes diffé-
rents. Ces types de systèmes racinaires peuvent en effet être modifiés au cours du temps,
notamment en fonction des conditions locales du milieu.
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Les modèles de croissance racinaire
Plusieurs types de modélisation existent dans la littérature. Il existe des modèles
qui décrivent pas à pas, l’architecture racinaire de manière explicite. Ces modèles per-
mettent de donner des représentations réalistes de différents systèmes racinaires, dans
des conditions locales plus ou moins contrôlées. Ils ont néanmoins un inconvénient ma-
jeur à la modélisation : le temps de calcul augmente en fonction du nombre de racines.
Ils sont donc difficilement exploitables pour des systèmes racinaires très denses et à
l’échelle d’une population de plantes. D’autres types de modèle de croissance racinaire
ont fait leur apparition, notamment pour pouvoir contourner ce genre de problèmes. Ces
modèles ne décrivent pas explicitement l’évolution de la structure du système racinaire,
mais constituent des agrégations des modèles de structure. Ils décrivent des quantités
en fonction du temps, comme notamment l’évolution du nombre de racines. La plupart
d’entre eux sont spatialisés et décrivent des densités racinaires au cours du temps. C’est
le cas des modèles continus. Nous allons donc présenter dans ce chapitre, les principaux
modèles racinaires existant dans la littérature, allant des modèles décrivant l’architecture
racinaire aux modèles continus.
2.1 Modèles de structure
On appelle modèles de structure, les modèles, pas toujours dynamiques, simulant la
topologie et de la géométrie du système racinaire. Ils sont mis en place à l’aide d’obser-
vations, et intègrent explicitement les principaux processus racinaires : la croissance, la
mortalité et la ramification.
2.1.1 Processus racinaires principaux
Cette partie est principalement basée sur les travaux de Wu et al. [111]. Nous allons
en effet voir les principaux processus racinaires qui sont utilisés dans la modélisation de
la structure racinaire, et qui varient en fonction des propriétés locales du sol.
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La croissance
Il existe deux types de croissance racinaire. Tout d’abord, la croissance dite primaire
correspond à l’élongation de la racine par le principe de division cellulaire dans la zone
apicale, principe expliqué dans le chapitre précédent. Chaque racine a son propre taux de
croissance primaire. Au niveau de la modélisation, on peut considérer que chaque type
racinaire a un taux d’élongation. On parle de type racinaire pour désigner un ensemble de
racines ayant les mêmes caractéristiques (vitesse de croissance, direction de croissance,
etc.) et mêmes fonctions (absorption, ancrage, exploration, etc.). L’expression du taux
d’élongation racinaire Va utilisé dans les modèles de structure, peut s’écrire sous la forme
générale suivante :
Va = Vpf(T,W, S, U) (2.1)
Le taux réel de croissance racinaire primaire est égal au taux potentiel Vp qui peut
éventuellement être modulé en fonction d’autres facteurs comme l’indique la formule
(2.1), où f(T,W, S, U) est une fonction réponse à la température du sol T , à l’humidité
du sol W , à la résistance mécanique S et la concentration en nutriments. D’après [103],
Figure 2.1 – Vitesse de croissance en fonction du diamètre apical [103]
le taux de croissance potentiel est fonction du diamètre apical, comme l’indique la figure
2.1. Le diamètre apical semble en effet être un marqueur prépondérant sur la nature de
sa racine et de son rôle dans le système.
La croissance secondaire correspond à la croissance radiale de la racine. Ce processus
est souvent modélisé par la théorie du "pipe model" [77]. La théorie du "pipe model"
appliquée aux racines consiste à postuler que le diamètre d’une racine est proportionnel
aux aires des sections transversales des racines qu’elle porte. Plus une racine porte des
ramifications, plus elle s’épaissit.
La ramification
Chaque racine est composée d’un axe et de ses racines latérales. Les distances apicales
non ramifiées, basales non ramifiées et inter-ramification sont des paramètres utilisés
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pour construire la structure et pour l’émergence des racines latérales d’ordre supérieur
2.2. La distance inter-ramification est le paramètre le plus fréquemment utilisé pour
Figure 2.2 – Exemple d’une architecture racinaire avec définitions de zones caractéris-
tiques [111]
caractériser la position des racines latérales. Une fois la position de la future racine
connue, le paramètre suivant est l’orientation de cette dernière. La plupart du temps, les
modèles développant explicitement la structure racinaire considèrent un angle d’insertion
qui n’est autre que l’angle axial. Certains modèles considèrent un angle en plus qui n’est
autre que l’angle radial, relatif à l’axe horizontal. Cet angle radial est souvent déterminé
à l’aide du nombre total de pôles xylèmes.
La mortalité
La mortalité racinaire correspond à la sénescence de la racine. L’apex de celle ci
meurt, puis intervient souvent un temps entre la mort de l’apex et la nécrose de la racine.
Ce temps peut dépendre de l’activité des racines plus fines, d’ordre supérieur, portées par
la racine considérée. La mort de la racine considérée entraîne la disparition des racines
portées. On parle à ce moment là d’élagage racinaire naturel. En modélisation, on peut
considérer une durée de vie racinaire moyenne dépendant du type racinaire considéré.
2.1.2 Quelques modèles
Ce paragraphe donne une brève description des principaux modèles de structure exis-
tant dans la littérature. Ils donnent des représentations réalistes de systèmes racinaires
et peuvent permettre de mieux comprendre le développement de l’architecture racinaire.
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Modèle de Lungley
L’article de Lungley [68] présente le premier modèle numérique 2D de croissance ra-
cinaire, développé au "Waite Agriculture Research Institut". Les paramètres du modèle
sont constants tout au long de la simulation comme par exemple le taux d’élongation et
la distance inter-ramifications. Ce modèle permet le développement d’une racine princi-
pale orthotrope, type pivot, de ses ramifications latérales de premier et second ordre.
Le modèle :
Chaque racine est découpée en "segments racinaires". La longueur totale et le nombre de
segments de racines sont fonction du temps et de sept variables : les taux d’élongation
de l’axe, du premier et du second ordre, respectivement notés AXEL, FOLEL et SOLEL
(en cm par segment et par jour) ; les distances inter-ramifications le long de l’axe prin-
cipal et le long des racines latérales du premier ordre, respectivement notées FOLIBD
et SOLIBD (cm) ; les longueurs des zones apicales non ramifiées de l’axe et des laté-
rales du premier ordre respectivement notées AXANZ et FOLANZ (cm). La figure 2.2
aide à localiser ces zones et ces distances. Ces variables ont des valeurs définies à l’aide
d’observations sur différentes espèces de céréales. A chaque pas de temps, on construit
le système racinaire segment par segment suivant ces variables observées.
Il y a élongation de segments d’une racine jusqu’à ce que la longueur de la partie basale
non ramifiée soit supérieure ou égale à la somme des longueurs de la zone apicale non
ramifiée et de la distance inter-ramifications. Quand ce cas arrive, on a un arrêt tem-
poraire de la croissance primaire. On a ensuite ramification puis croissance primaire de
cette ramification. Une fois l’élongation de toutes les racines latérales terminée, le pro-
gramme incrémente la longueur de la racine d’ordre inférieur et on recommence jusqu’à
ce que toutes les racines latérales soient générées.
En ce qui concerne l’orientation des ramifications, le modèle suppose une distribution
racinaire symétrique par rapport au plan radial, et une direction attribuée à chaque
segment produit.
Les valeurs en sortie calculées par cet algorithme sont : AX, longueur de l’axe ; FOL(J),
longueur de la jème racine latérale du premier ordre ; SOL(J,K), longueur de la Kème
racine latérale du second ordre par rapport à la Jème latérale de premier ordre ; NTAX,
âge de la racine latérale de second ordre ; ND, âge du réseau racinaire.
On peut déduire la densité de longueur racinaire moyenne Lv (cm−2) qui est donnée par
la formule :
Lvi =
Lpiρ
zi+1 − zi
où Lpi (cm) est la longueur moyenne de racine par plante dans la ieme couche de sol, zi
est la profondeur en i (cm) et ρ (cm−2) est une densité de racines.
Les auteurs de l’article [3] ont utilisé ce modèle de croissance racinaire afin d’analyser les
effets de la densité de flux de photons photosynthétiques (PPFD) et de la température
du sol sur le taux d’élongation des systèmes racinaires de Tournesols (Helianthus annuus
L.). Le système racinaire est pivotant. Les données observées permettent de souligner
que l’élongation racinaire est principalement affectée par la PPFD. Par contre les effets
de la température sur la densité de ramification ou sur le taux d’élongation d’une racine
ont peu d’influence sur l’élongation totale du système racinaire. Deux processus cruciaux
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ne sont pas assez impliqués dans le modèle : le changement en longueur de la zone de la
racine pivot porteuse des nouvelles racines latérales, et la proportion de racines latérales
qui s’arrêtent de croître très rapidement.
Conclusion :
Le modèle de Lungley [68] est suffisamment flexible pour y insérer de l’information
sur des variations temporelles ou des variations locales des taux de croissance sous des
conditions non uniformes. Ce modèle a ouvert la voie à la modélisation de la croissance
de systèmes racinaires décrits ci dessous.
Modèle ROOTMAP
L’article de Diggle [33] a pour objectif de présenter ROOTMAP, modèle statique
3D permettant de générer la croissance de systèmes de racines fibreuses. Les données
utilisées sont issues du blé.
Le modèle :
Le modèle utilise un taux d’élongation pour chaque ordre de ramification (multiplié
par un paramètre de résistance du sol dépendant de la température), des densités de
ramification et la durée de la non ramification apicale indépendamment de l’ordre des
ramifications. En ce qui concerne la direction de croissance d’une racine, elle dépend
de celle calculée à l’instant précédent, d’un angle de déviation (qui dépend d’une pro-
babilité d’occurrence fonction d’un indice de déviation aléatoire), ainsi que d’un angle
d’orientation (qui dépend d’une probabilité d’occurrence fonction d’un indice de géotro-
pisme calculé pour chaque ordre de ramification).
La plupart des paramètres utilisés par ce modèle peuvent être directement mesurés expé-
rimentalement et les autres peuvent être calculés en comparant les profils de densité de
longueur racinaire réels et simulés. Ce modèle utilise une structure de données en arbre
binaire pour stocker l’information concernant le système racinaire. Dans cette structure,
chaque enregistrement d’extrémité racinaire et de ramification est traité dans un noeud.
Pour chaque enregistrement de ramification, il y a quatre pointeurs [33, 111].
Conclusion :
Ce modèle donne une bonne représentation du système racinaire du blé. Il est cependant
possible de l’améliorer en prenant en compte l’hétérogénéité du sol. En effet, les auteurs
de l’article [37] ont intégré dans ROOTMAP la variation et le prélèvement du contenu
en eau et en nutriments du sol et le transport de solutés, dans le développement du
système racinaire simulé.
Modèle York
Fitter et al. [43] présentent un modèle qui permet le développement de systèmes
racinaires 3D variant en fonction de caractéristiques architecturales différentes, incluant
la géométrie (longueurs et rayons racinaires et angles de ramification) et la topologie.
Le programme estime aussi l’efficacité d’exploitation de chaque système racinaire en
calculant le ratio entre le volume de sol occupé par les zones de déplétion (zones où les
ressources du sol sont épuisées) et le volume de tissu requis pour construire le système. Ce
modèle permet donc de simuler la croissance du système racinaire en prenant en compte
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son exploitation du sol, et de calculer la relation entre son efficacité d’exploitation et ses
caractéristiques architecturales.
Le modèle :
Un système racinaire est un ensemble de noeuds et de liens entre eux (segments). A
chaque noeud est imposée une probabilité de génération de racines p(ω) déterminée
par l’ordre dit développemental et un coefficient de ramification défini par l’utilisateur,
comme l’indique son expression :
p(ω) = e
−bcω∑ωmax
i=0 e
−bc(i+1)
où ω est l’ordre racinaire du noeud potentiel (ω = 0 pour l’axe) et bc est un coefficient
de ramification (si bc tend vers 0, les ramifications deviennent équiprobables à chaque
noeud). La figure 2.3 montre l’architecture du système racinaire où les segments sont
Figure 2.3 – Topologie du système racinaire [43]
définis par un couple de nombres. Le premier est l’ordre de grandeur (pour les segments
les plus extérieurs, cet ordre vaut 1 et il est plus grand pour les segments inter-noeuds)
et le second est l’ordre développemental (ordre chronologique d’apparition de racines).
L’angle de ramification est représenté par θ sur cette figure, angle déclinant progressi-
vement vers une valeur finale définie par l’utilisateur. L’angle horizontal, quant à lui,
dépend du nombre de pôles xylèmes et d’un entier aléatoire (cf l’angle φ du modèle
SARAH [82]). Le taux d’élongation Va est défini ci dessous :
Va(ω) =
{
V0/2 ω = 0
Va(0)/ω2 ω ≥ 1
où V0 est une constante.
En ce qui concerne le calcul des paramètres, on considère l’altitude a du système (valeur
indiquant le nombre de segments pour le chemin le plus long de l’origine aux segments
extérieurs) et la magnitude µ du système (nombre de segments extérieurs). Les segments
extérieurs représentent la distance apicale non ramifiée (extrémité racinaire croissante).
Les deux paramètres a et µ sont enregistrés à la fin de chaque jour de croissance. La
régression de log a sur log µ est calculée et utilisée comme un indice topologique. Le
rayon des segments dépend de la magnitude µ : r = 0.2 + 0.01µ.
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En ce qui concerne la déplétion, on calcule, pour chaque segment, le rayon de la zone
de déplétion rdz de la manière suivante :
rdz = rl + 2(Dt)
1
2 (2.2)
où rl est le rayon du segment (dépend de µ), D est le coefficient de diffusion d’une
ressource du sol définie par l’utilisateur et t est l’âge de la racine. Une fois ce rayon
calculé, le volume de la zone de déplétion est déterminé. Le modèle examine une série
de points dans ce volume autour de chaque segment et estime la proportion de points
d’échantillonnage. Cette valeur est multipliée par le volume de sol pour chacun des
points d’échantillonnage afin d’évaluer le volume total de sol exploité. Le quotient de ce
volume et du volume racinaire est l’indice d’efficacité d’exploitation.
L’algorithme s’arrête une fois le nombre de jours maximum atteint ou la magnitude
maximale atteinte. En sortie, on obtient la magnitude µ, l’altitude a, l’indice topologique
(pente de la régression de log a sur log µ), les longueurs moyennes des segments intérieurs
et extérieurs, ainsi que l’efficacité d’exploitation.
Conclusion :
Ce modèle permet d’obtenir un type de racines à savoir un système racinaire à chevrons
(système pivotant) avec des racines longues. Vu que l’indice topologique est élevé et les
segments racinaires longs, ce modèle décrit bien la réalité pour des plantes se développant
dans des sols pauvres en eau et nutriments, et dans des sols où les ressources limitent la
croissance racinaire. Les résultats numériques confirment que l’efficacité d’exploitation
du système est une fonction de l’architecture racinaire. Cependant ce modèle ne teste
qu’un aspect fonctionnel, à savoir l’efficacité d’exploration de sols uniformes.
Les notions d’exploitation racinaire et d’efficacité d’exploitation ont été reprises par
Bernston [14]. Ce dernier présente un modèle qui examine à partir de différentes tailles de
systèmes racinaires, les variations de l’exploitation racinaire et l’efficacité d’exploitation.
Le but principal est de montrer la corrélation entre ces deux quantités et la taille du
système sous différentes conditions environnementales. Les plantes utilisées pour tester
ce modèle sont les Senecio vulgaris L.. Il en conclut que quand la taille du système
est grande, on a une grande exploitation mais une faible efficacité d’exploitation, et
inversement. Le système est plus large sous des conditions élevées en CO2 atmosphérique
et en humidité du sol. Même si un système occupe un plus grand volume de sol qu’un
autre, il a cependant approximativement la même densité de longueur. Cependant, le
modèle ne décrit pas explicitement le fonctionnement des conditions environnementales
sur l’exploitation et l’efficacité.
Modèle Frac-Root
Dans l’article [77], les auteurs présentent un modèle 3D du système racinaire du
Gliricidia sepium, basé sur les hypothèses de théorie fractale (principe d’auto-similarité)
et de "pipe model", afin de prédire la ramification racinaire, la taille et la masse du
système à l’échelle de la plante et aussi de la parcelle (simulation avec Frac-Root). Ce
modèle a été construit à l’aide d’observations sur la topologie (lois de ramification,
longueur, diamètre et orientation racinaire). Cette approche semble être adaptée pour
les systèmes racinaires d’arbres adultes.
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Le modèle :
La longueur et le diamètre des racines dépendent de l’ordre des racines. La figure 2.4
indique l’ordre de la racine considérée (premier nombre du couple) et le nombre de
segments qu’elle a avec les autres (deuxième nombre du couple). On utilise un algorithme
Figure 2.4 – Représentation schématique de la topologie du système racinaire [77]
récursif jusqu’à ce que le diamètre minimal Dmin soit atteint pour toute les racines fines
[100]. A un noeud donné, le diamètre d’une racine du même ordre Dl et le diamètre Dh
pour un ordre h plus élevé, ont respectivement pour expression :
D2l =
q
α
D2bb, D
2
h = 1−q(n−1)αD
2
bb
où n est le nombre total de nouveaux segments générés au noeud considéré (la dis-
tribution de ce nombre de segments suit une loi uniforme), Dbb est le diamètre avant
ramification, α et q sont deux coefficients du modèle : α est un facteur de proportion-
nalité entre l’aire de la section transversale de racine avant et après la ramification
considérée ; q représente la répartition de la biomasse des nouvelles racines après la ra-
mification considérée. Le cas α = 1 caractérise un système auto-similaire et q = 0.5
correspond à un système dichotomique. La variation de ces deux coefficients a permis
de tester la sensibilité du modèle et de les optimiser. Les positions des ramifications
créés sont calculées en fonction de leur diamètre et ordre. La distance inter-ramification
moyenne L¯ib pour un ordre donné est calculée par la relation, avec d¯ diamètre moyen :
L¯ib = 6.5136 ln d¯+ 21.827. Ce modèle utilise les angles d’insertion et radiaux, ainsi que
la direction du nouveau segment, de manière identique au modèle SARAH [82].
Conclusion :
Le problème de ce modèle atemporel est la forte variabilité statistique de ses deux co-
efficients en fonction du diamètre, bien que la formule calculant ces deux paramètres
ne dépende pas du diamètre. La prédiction des propriétés racinaires (longueurs des
segments, nombre de segments et biomasse) est donc affectée par cette trop grande va-
riabilité à l’échelle du système racinaire global. Bien que ce modèle soit facile à utiliser,
il semble nécessiter des précautions quant à son utilisation.
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Approche stochastique de Jourdan et Rey
L’objectif de l’article [55] est de modéliser le système racinaire du "palmier à huile"
basé sur son "unité architecturale racinaire" et son développement séquentiel. Leur ap-
proche est basée sur la connaissance des notions sur le développement et l’architecture de
parties aériennes [9] adaptées aux systèmes racinaires. Cette modélisation est basée sur
une formalisation mathématique du système racinaire, dérivée de la théorie des graphes,
à partir d’outils probabilistes et statistiques. Le graphe du système racinaire consiste
à définir des "noeuds" sur des axes représentant les racines et des "unités de longueur
élémentaire " comprises entre les noeuds comme l’indique la figure 2.5.
Figure 2.5 – système racinaire discrétisé par des unités de longueur élémentaire [55]
Le modèle :
Des observations sur différents types de racines fournissent des mesures sur les variables
caractérisant les processus de croissance et de mortalité des racines. Le modèle combine
les outils statistiques et probabilistes suivants :
– Modèle binomial avec estimation statistique pour le processus de croissance :
Le fonctionnement des méristèmes peut être assimilé à une succession de tirages
aléatoires indépendants ayant la même probabilité p de produire une nouvelle unité
de longueur élémentaire. Le nombreN d’unités de longueur élémentaire observé sur
les axes suit une loi binomiale de paramètres (N ,p) de moyenne m et de variance
v. On utilise la relation d’une loi binomiale v = (1 − p)m, puis on estime p à
partir d’une régression linéaire entre la moyenne et la variance empiriques sur les
longueurs de 12 racines.
– Modèle de survie pour le processus de mortalité :
Pour des classes de racines de différentes longueurs (classe i), on définit des pro-
babilités de mortalité pm(i) et de survie ps(i) d’une unité de longueur élémentaire
pour chaque classe i, dépendant de la proportion fi de racines mortes dans i par
rapport à la population initiale et du rang de la dernière unité de longueur dans i.
On a, avec Ni le nombre d’unités de longueurs élémentaires de la base de la racine
à la catégorie i :
ps(i) = 1− pm(i) =
(
1− fi
1−∑i−1j=1 fi
)1/(Ni−Ni−1)
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Ces " probabilités de survie " sont calculées à partir des estimations de la " proba-
bilité de mortalité " par un polynôme de degré 3 et des proportions de mortalité
des longueurs des racines.
– Chaînes de Markov pour caractériser le processus de ramification :
On utilise des chaînes de Markov homogènes du premier ordre pour modéliser les
processus de ramification de la radicule (chaîne à deux états), ensuite liés à la
succession de différents types de racines portées par le radicule (chaîne à quatre
états), puis liés aux autres types de racines (chaîne à deux états). Après avoir
défini les matrices de transition, on peut calculer les différentes probabilités de
ramification pour les différents types de racines à partir d’observations sur des
palmiers âgés de 10 ans. Pour plus d’informations sur la modélisation des processus
de ramification à l’aide de chaines de Markov, se référer à l’article Jourdan et al.
[57].
– Angles aléatoires :
En ce qui concerne les paramètres géométriques, on considère deux types d’angles
d’émission racinaire : l’angle radial, choisit aléatoirement entre [0, 2pi] et l’angle
d’insertion, déterminé à l’aide de la moyenne et variance obtenues grâce aux ob-
servations.
Conclusion :
Ce modèle est un modèle descriptif. Il fournit des mesures spécifiques pour les palmiers
à huile. Il permet de donner des estimations numériques pour les différents types de
racines, des caractéristiques morphologiques, géométriques et topologiques, ainsi que les
probabilités de changer de type. Etant basé sur les connaissances de l’architecture raci-
naire, il reproduit bien le développement de ce système dans un environnement donné.
Cette approche a été simulée dans le logiciel AMAPsim [8], qui décrit l’architecture de
la partie aérienne et souterraine d’une plante ou d’un arbre. Ce modèle est suffisamment
flexible pour simuler des structures différentes.
Modèle SimRoot
Dans l’article [70], les auteurs décrivent un modèle géométrique de croissance raci-
naire, SimRoot. La connaissance de la direction de croissance et de la longueur de l’axe
des racines est indispensable à l’établissement de ce modèle géométrique. Il est néces-
saire de connaître le rayon de la racine, cette dernière étant approximée par un cône.
Ce rayon dépend donc de la position sur l’axe de la racine, de l’ordre de la racine, de la
concentration en nutriments, et éventuellement d’autres données empiriques.
Le modèle :
On considère deux paramètres pour la géométrie racinaire : l’angle axial β et l’angle
radial α définis sur les figures 2.6 et 2.7 (calculés de manière identique à ceux du modèle
SARAH [82]). Les auteurs utilisent une structure de données qui est un objet conceptuel
dans lequel des données sont stockées de manière organisée. En effet, un arbre extensible
de structure de données peut être créé, composé de noeuds (racines) et de pointeurs (les
enfants pointent sur leurs parents et les enfants pointent sur leurs frères/soeurs situés
à leur gauche et droite sur l’arbre), comme l’indique la figure 2.8. Cette approche ex-
tensible permet de mieux gérer la visualisation de l’architecture et les opérations de
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Figure 2.6 – Direction de la nouvelle
racine ~u′′ à l’aide de β et α [70]
Figure 2.7 – Rotation d’angle β du vec-
teur directeur ~u de la racine mère autour
du plan vertical pour former ~u′ [70]
la base de données (contrairement au modèle ROOTMAP [33]). Pour la création d’une
Figure 2.8 – Arbre extensible type [70]
racine, on ajoute un nouveau noeud qui pointe sur son père et on stocke les informations
nécessaires (direction de croissance et longueur de la nouvelle racine).
Remarque : Le rayon r de la racine n’est pas stocké vu qu’il dépend de la position le
long de l’axe de la racine (approximée par un cône tronqué). Il est calculé d’après la
fonction définie dans [45], comme l’indique l’expression suivante : r = aL−2, où a est
un coefficient de croissance du rayon et L est la longueur du segment racinaire. Il faut
savoir aussi qu’un facteur aléatoire est rajouté dans le modèle au niveau des directions
des racines, afin de prendre en compte la présence éventuelle d’obstacles.
A cette approche géométrique de la croissance racinaire, on peut ajouter une approche
cinématique pour insérer la dynamique spatio-temporelle des racines sous différentes
conditions environnementales. Etant donné que l’arbre extensible permet de calculer
l’âge des racines et la vitesse théorique le long de l’axe racinaire, on peut décrire le taux
total d’effort L (mm3.mm−1.h−1) à l’aide d’une équation continue simple qui représente
en fait le taux relatif local d’évolution du volume racinaire le long d’un axe. Le pre-
mier terme du membre de droite de cette équation (équation 8 dans [70]) correspond au
taux d’élongation relatif local et le second terme correspond aux composantes radiales
et tangentielles du taux de croissance relatif. Ils définissent aussi une EDP pour décrire
le taux local D (mol.mm−1) d’absorption de nutriments, la respiration, l’exsudation et
le dépôt d’hydrates de carbone. Le modèle a été modifié afin de prendre en compte des
facteurs impliqués dans la compétition pour de multiples systèmes racinaires [96]. Ils
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prennent en compte la zone de déplétion et l’expriment identiquement au modèle York
[43].
Conclusion :
Ce modèle géométrique décrit la variation des fonctions racinaires en fonction de la
variation spatiale des caractéristiques physiologiques le long des axes. Différentes ap-
plications numériques sont possibles avec SimRoot. On peut obtenir des architectures
racinaires très diverses (motifs à chevrons, système racinaire d’haricots, ramifications
dichotomiques,...), faire des estimations de consommation en carbone, analyse de la
géométrie fractale, etc. Ce modèle permet de décrire la forme du système racinaire ainsi
que ses propriétés fonctionnelles. Cependant, ce modèle requiert plusieurs informations
pour chaque classe de racines, ce qui nécessite des protocoles expérimentaux significatifs,
et réalisés par des experts en architecture racinaire.
Modèle RootTyp
Le modèle RootTyp [87] est une amélioration du modèle d’architecture 3D SARAH
[82] qui est basé sur des observations in situ sur la morphogénèse du système racinaire.
SARAH est basé sur trois processus : l’émergence des axes, l’extension racinaire et la
ramification [84]. Le modèle RootTyp est plus générique et traite la réitération syllep-
tique et la mortalité.
Le modèle :
En ce qui concerne le processus d’émergence des axes, il a été montré dans le cas des
céréales, que les racines primaires sont émises jusqu’à ce que la plante fleurisse. De plus,
il y a une relation linéaire entre le nombre de racines primaires et la somme des tempé-
ratures de l’air depuis l’ensemencement.
La longueur et la direction de chaque axe racinaire doivent être évaluées. Pour cela, les
variables utilisées sont l’ordre, le rang des inter-noeuds, l’âge et la position de l’apex
de l’axe racinaire considéré. A chaque pas de temps, un méristème apical croît d’une
distance qui dépend de son type, de son âge et des conditions locales du sol. La crois-
sance potentielle lpot dépend de l’âge du méristème suivant une loi monomoléculaire dont
les paramètres dépendent du type d’axe. [107] ont estimé la longueur des racines et les
variations en diamètre à l’aide d’observations quantitatives afin de définir une formule
d’allongement définie en (2.3) et une formule d’évolution en diamètre définie en (2.4),
intégrées dans RootTyp :
lpot = A(1− e−btA ) (2.3)
où A est la longueur racinaire asymptotique et b est une constante dépendant de la
vitesse de croissance racinaire. Cette croissance potentielle est modulée par une fonction
dépendant de l’état du sol qui prend en compte l’état hydrique, la compaction,... La dimi-
nution de croissance se réalise dans des couches de sol relativement profondes.L’étendue
de la croissance radiale dépendant des variations en diamètre le long des racines utilise
le "pipe model", qui peut être exprimé ainsi :
SM = α
n∑
i=1
Si (2.4)
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où SM est l’aire de la section de l’axe principal, Si est l’aire de la section de la branche
i, α est une constante proportionnelle entre l’aire de la section de l’axe principal et la
somme des aires des sections de tous les axes. L’augmentation en diamètre racinaire
peut être liée à l’apparence de racines ramifiées. Les paramètres A, b, α sont estimés
à l’aide de mesures sur le terrain. Avec les notations issues de [83], on s’intéresse à la
Figure 2.9 – Direction de croissance
[87] Figure 2.10 – Position des ramifications
le long de l’axe racinaire [87]
direction de croissance D que va prendre la racine (figure 2.9). Cette direction dépend
de la direction précédente D−1, d’un vecteur de contrainte mécanique du sol M (on le
considère isotropique donc aléatoire dans certaines parties du sol et dans les autres il a
une direction donnée d’où une valeur fixée) et du vecteur de géotropisme G (sa norme
est proportionnelle à l’élongation), ces deux derniers vecteurs dépendant de la position,
de l’ordre et de l’inter-noeud.
En ce qui concerne la ramification racinaire, on définit des paramètres de longueur des
zones représentées figure 2.10 (c’est le seul modèle à prendre en compte la longueur
basale non ramifiée en tant que paramètre). La ramification intervient lorsque le méris-
tème est suffisamment âgé et que la longueur de la portion de racine mise en place par
le méristème apical dépasse un seuil qui dépend du type d’axe édifié. Ce seuil est mo-
dulé par l’intermédiaire d’une fonction qui représente les conditions locales du sol telle
que la présence de nutriments par exemple. Les auteurs définissent des probabilités de
ramification pour chaque type de racines. La figure 2.11 illustre l’orientation racinaire.
Figure 2.11 – Orientation de la ramification avec dans ce cas X = 6 [87]
En effet, l’angle d’orientation de la ramification considérée dépend de l’angle d’insertion
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φI (angle entre la racine mère et sa ramification dans le plan formé par ces deux axes ; il
est défini par l’utilisateur) et de l’angle radial φR (angle entre une direction donnée et la
direction de ramification dans le plan perpendiculaire à la racine mère). φR est calculé
en fonction du nombre de pôles xylèmes X et d’un entier aléatoire N compris entre 1
et X. On a φR = 2piN/X.
La réitération sylleptique est prise en compte dans le modèle. Le système racinaire ré-
itère par vague. A des dates prédéfinies, un test, paramétré par le type d’axe, est effectué
afin de déterminer les axes suffisamment âgés qui doivent réitérer. Dans le cas positif, le
nombre de complexes réitérés est tiré uniformément dans l’intervalle défini par le type
d’axe. Cette réitération peut intervenir lors d’une reprise de croissance après l’hiver ou
après un important stress hydrique.
Un méristème apical meurt lorsque sa vitesse de développement descend en dessous d’un
seuil prédéfini. Il entre alors dans une période de sénescence. Après une durée de nécrose
associée au type d’axe, la racine est élaguée à condition de ne plus porter de racines
vivantes.
Conclusion :
Les simulations peuvent donner des architectures racinaires très différentes d’où cette
généricité du modèle RootTyp. On peut obtenir des formes dichotomiques, "herring-
bone", différents systèmes pivotants et fasciculés avec ou sans réitération, des systèmes
isotropes, anisotropes,... La porosité du sol est un facteur important. A cause de leurs
variations en diamètre, les racines ont différentes sensibilités et différents comportements
à la porosité du sol. Le modèle peut être couplé avec d’autres approches. En effet, la
simulation du prélèvement de l’eau a été intégré dans ce modèle par Doussan et al. [35],
afin de modéliser l’architecture hydraulique de systèmes racinaires.
Modèle Davis
L’article [23] présente le modèle Davis qui est un modèle 3D simulant simultanément
la croissance racinaire et la dynamique du mouvement de l’eau dans le sol. L’objectif
est de simuler l’interaction entre les variations d’eau et de résistance du sol avec la
croissance racinaire et les processus d’extraction d’eau, afin d’avoir une meilleure com-
préhension des interactions sol-racines. Les simulations sont réalisées pour trois niveaux
de complexité différents, dépendant de l’information disponible au sujet de la plante : le
premier considère la résistance du sol ; le second prend en compte en plus du premier, le
taux de transpiration potentiel (fonction du temps, i.e. l’âge racinaire) et le prélèvement
d’eau ; le dernier considère, en plus du deuxième, la croissance aérienne de la tige de la
plante.
Le modèle :
Afin de rendre réalisable la simulation des interactions dynamiques, le modèle de crois-
sance racinaire a été couplé avec un modèle de transport d’eau dans le sol basé sur une
méthode d’éléments finis (FEM). Le domaine représentant le sol est discrétisé par une
grille cubique d’éléments finis comme l’indique la figure 2.12. Des valeurs de résistance
de sol et de température sont attribuées dans des régions du domaine. La résistance du
sol augmente avec la profondeur. Les racines sont représentées par des segments. Pour
chacun d’eux, la longueur et la masse du segment, ainsi que ses coordonnées spatiales
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Figure 2.12 – Discrétisation du sol [23] Figure 2.13 – Vecteur de direction de
croissance [23]
sont enregistrées à chaque pas de temps. La croissance des segments racinaires est une
fonction des conditions locales du domaine pour chaque ordre de ramification.
La figure 2.13 illustre la direction de croissance d’un apex obtenue en ajoutant le vec-
teur de la direction précédente modifiée par une déviation aléatoire (afin de prendre
en compte l’exploration de l’espace du système racinaire en croissance), le vecteur de
géotropisme (défini par l’utilisateur pour chaque groupe d’axes et des racines latérales
principales) et le vecteur du gradient de résistance locale du sol.
Le taux d’élongation Va dépend de facteurs environnementaux comme la température
du sol (impt), la résistance du sol (imps) et la concentration de soluté (impc), tels que
Va = Vp · impt · imps · impc. Ces facteurs sont définis dans les annexes de l’article [23].
Le flux d’eau dans le sol est représenté par l’équation de transport de Richards donnant
l’évolution du contenu volumétrique en eau dans le sol. Cette équation dépend d’un
tenseur du second ordre représentant la conductivité hydraulique du sol non saturée et
d’un terme source caractérisant le prélèvement d’eau par les racines et dépendant du
taux de prélèvement racinaire, de la distribution spatiale du site de prélèvement et du
taux potentiel de transpiration.
Conclusion :
Le modèle utilise une représentation discrétisée du sol afin de simuler la croissance des
racines individuellement, conditionnées par l’état du sol. Le prélèvement dynamique de
l’eau par les racines affecte le potentiel d’eau du sol et ainsi la résistance mécanique du
sol. Ce modèle intègre des aspects physiques importants dans les relations d’interactions
sol-plante. Par contre, il est limité à l’échelle de la plante, ceci étant dû à la discrétisa-
tion qui ne peut être effectuée que pour des domaines spatiaux petits. Le transport de
soluté, le prélèvement de nutriments et l’interaction entre la croissance de la plante et
la concentration en nutriments ont été modélisés à l’aide d’équations aux dérivées par-
tielles et ajoutées à ce modèle [99]. D’autres ajouts à ce modèle ont vu le jour, comme
par exemple l’absorption de l’eau par les racines, présentés dans l’article de Javaux et
al. [54].
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Méthode numérique adaptative de Wilderotter
L’article [108] présente un modèle numérique simulant simultanément le flux d’eau
dans le sol et la croissance racinaire de la plante. Un inconvénient majeur de tous
les modèles basés sur la structure et les processus vus précédemment est le temps de
calcul qui devient très long pour des simulations de mouvement d’eau en considérant
les systèmes racinaires complets. Cet article montre que la méthode d’éléments finis
adaptative est une nouvelle technique de calcul pour surmonter cette difficulté. Cette
méthode est idéale pour des problèmes à deux échelles : l’idée essentielle est d’utiliser
une résolution fine le long des racines individuellement (échelle microscopique), tandis
qu’une résolution plus grossière est appliquée aux régions sans racines dans le sol (échelle
macroscopique). Elle combine un modèle de flux d’eau 2D (équation de Richards) avec
un modèle de croissance racinaire architectural 2D, basé sur des automates cellulaires
et prenant en compte l’absorption d’eau dans le sol.
Le modèle mathématique :
Pour le modèle de flux d’eau dans le sol, l’équation de Richards est considérée :
∂tΘ(h)− div(K(h)∇(h+ z)) = F (h) (2.5)
où h est la pression inconnue (m), Θ est le contenu volumétrique en eau dans le sol
(m3.m−3), K est la conductivité hydraulique du sol (m.d−1), z la profondeur (m) et
F le terme source prenant en compte le prélèvement d’eau par les racines. Après une
paramétrisation de Van Genuchten entre le contenu en eau et la pression, et après celle
de Mualem entre la conductivité hydraulique et la pression, l’équation (2.5) peut être
résolue en utilisant le schéma de Jäger-Kacur qui est un nouvel algorithme efficace pour
résoudre des équations paraboliques. La fonction F est choisie sous la forme suivante :
F (x, y, t, h) = h− hω
Rs +Rr
l−1ρ(x, y, t)
où hω est la pression de l’eau dans la racine (m), Rs est la résistance du sol (d), Rr est
la résistance de la racine (d), l est la longueur d’un côté du cube représentant la cellule
(m) et ρ est une fonction indicatrice sans dimension égale à 4 dans les cellules et vaut
0 sinon.
En ce qui concerne l’architecture racinaire, on utilise des automates cellulaires. Géomé-
triquement, le système racinaire est un ensemble de cellules formant des axes d’ordres
différents (la morphologie est varie pour des ordres différents). L’extension du système ra-
cinaire est simulée en réalisant trois processus développementaux formalisés : l’émission
(génération de nouveaux axes de la tige), la croissance (élongation des axes existants)
qui est fonction des conditions locales, et la ramification (développement de nouveaux
axes latéraux). Différents pas de temps sont utilisés pour la simulation développementale
racinaire (la longueur du pas est constante) et le modèle de flux d’eau (longueur du pas
variable). Les lois de croissance primaire sont similaires à celles du modèle SARAH [82].
Pour définir la direction de croissance et le taux d’élongation, on utilise les données sur
le contenu local en eau calculé à l’aide du modèle de flux d’eau dans le sol.
La direction de croissance et la longueur de chaque axe sont définies pour chaque pas de
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temps. Il y a cinq possibilités de croissance, comme l’indique la figure 2.14 où s est la
position actuelle. Pour les axes d’ordre 1, la direction est verticale et pour ceux d’ordre
2 et 3 on choisit un angle de 45 degrés par rapport à la racine mère (cf figure 2.15). Le
Figure 2.14 – Directions possibles de
croissance [108]
Figure 2.15 – Orientation de croissance
modèle permet tout de même de pouvoir dévier des directions choisies vers des zones du
sol à plus fort contenu en eau.
Afin de calculer le taux d’élongation, deux facteurs sont utilisés : le contenu en eau et
l’ordre de la racine (la température et le contenu en nutriments ne sont pas pris en
compte).
La ramification est contrôlée par la distance inter-ramification le long de l’axe considéré
(IBD) et de la longueur de la zone apicale non ramifiée (LAZ). Si la distance entre le
sommet de l’axe considéré et le dernier axe latéral est supérieure à la somme entre IBD
et LAZ, alors une nouvelle racine est créée (la formation de racines latérales est équita-
blement répartie du côté droit et gauche de l’axe principal).
L’"adaptativité" est utilisée dans ce modèle afin de calculer l’efficacité de la solution
numérique pour faire face aux complexités du système racinaire. La stratégie adaptative
introduit trois estimateurs d’erreur : l’estimateur d’erreur initiale, l’estimateur d’erreur
de temps et l’estimateur d’erreur de la discrétisation spatiale. Tout ceci n’est possible
que si l’on connaît la solution numérique et si l’on a des données.
Conclusion :
Une nouvelle méthode de représentation de l’évolution spatio-temporelle de l’architec-
ture racinaire dépendant du flux d’eau dans le sol et de la résistance du sol a été déve-
loppée. Le maillage de discrétisation est adaptatif dynamiquement. L’avantage principal
de cette approche est la flexibilité du modèle et le temps de calcul fortement réduit. Un
éventuel inconvénient à cette approche, serait la représentation géométrique du sys-
tème qui est moins réaliste que la plupart des précédents modèles de structure présentés
précédemment.
2.2 Modèles de densités
Les modèles présentés dans cette partie ne décrivent pas explicitement la structure
du système racinaire. Certains d’entre eux intègrent des notions de processus racinaires
tels que la croissance primaire, la ramification et la mortalité. Ils peuvent être de di-
verses approches, mais sont principalement formalisés par des équations continues aux
équations aux dérivées partielles.
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2.2.1 Approches diverses
Modèle de Gerwitz et Page
Dans l’article [46], les auteurs présentent un modèle mathématique simple décrivant
le pourcentage de racines en fonction de la profondeur et dépendant de paramètres
variant suivant les espèces et déterminés à partir de données.
Le modèle mathématique :
La relation entre le pourcentage de racines dP et l’épaisseur dx (x étant la profondeur
en cm) est :
dP
dx
= e−fx+C (2.6)
où f et C sont des constantes. A partir de cette équation, on peut calculer le pourcentage
de racines entre la surface et une profondeur x de la manière suivante :
∫ x
0
dp = e
C
f
(1− e−fx)
Si on prend le log de l’équation (2.6), on obtient une droite de pente f et d’ordonnée à
l’origine C. On peut calculer ces deux constantes par une méthode de régression, à l’aide
de données expérimentales qui prennent en compte des facteurs comme par exemple la
fertilité du sol et l’âge de la plante.
Conclusion :
Sur les 101 ensembles de données testées, 61 sont validés de manière très satisfaisante
par ce modèle. Ce dernier est tout de même limité vu qu’il décrit uniquement de manière
statique, un pourcentage de racines en fonction de la profondeur.
Modèle WHTROOT
L’objectif des travaux de Porter et al. [91] était de décrire un modèle de croissance
racinaire du blé qui génère des axes de racines séminales et adventives par couche de sol.
Ce modèle donne en sortie l’évolution de la densité de longueur racinaire en fonction
de la profondeur et du temps thermique. Il est destiné à être couplé à un modèle de
développement de la tige de la plante.
Le modèle :
La figure 2.16 illustre le concept de base de ce modèle. La croissance des axes principaux
se fait de manière verticale à un taux constant Va (cm.SDD−1), où SDD (Soil Degree
Days) est le temps thermique mesuré comme la moyenne quotidienne de la température
du sol cumulée pour chaque couche de sol. Le sol est en effet partitionné en couches de
10cm. SDD est distingué de ADD (Air Day Degree) qui est la somme des températures
moyennes de l’air. Chaque segment d’axes produit un nombre nf (nombre par unité de
longueur) de racines latérales de premier ordre et chacun d’eux produit un nombre ns
(nombre par unité de longueur) de segments racinaires de second ordre. Les latérales de
premier et de second ordre ont des taux de croissance constants notés respectivement
Vf et Vs (cm.SDD−1). La densité de racines est donc calculée pour chaque couche de
sol. Ce modèle ne prend pas en compte la détérioration et la mort des racines.
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Figure 2.16 – Axe principal (0◦) avec le développement de racines latérales de premier
et de second ordre (1◦ et 2◦ resp.) [91]
L’article [11] ajoute à ce modèle l’absorption d’eau Si par les racines dans la couche de
sol i. Cette quantité dépend du taux de transpiration Ea (déterminé à partir du taux
d’évapotranspiration), de l’indice de stress αi dans cette couche i, et peut se formuler
de la manière suivante :
Si =
Ea
∆zi
Riαi
αw
où αw =
∑
Riαi est un poids de stress, Ri est la longueur totale dans chaque couche i
et ∆zi est la profondeur de chaque couche.
La conductivité hydraulique est estimée en fonction du potentiel d’air entrant et des
contenus volumétriques en eau à saturation et à non saturation.
Ce modèle soulève l’importance de prendre en compte la résistance du sol dans le modèle,
qui est inversement proportionnel au contenu d’eau dans le sol. En effet la résistance du
sol est une entrée indispensable au modèle car elle limite la pénétration des racines dans
le sol. Il faut tout de même préciser que les conditions pour que cette résistance limite la
croissance, sont déterminées par la quantité et la distribution d’eau (venant des pluies),
par le taux d’évapotranspiration potentiel mais aussi par l’altération des sols souvent
due à des pratiques de cultures humaines.
Conclusion :
Le modèle WHTROOT [91] utilise comme variables d’entrée des températures
moyennes et des dates de semailles afin de générer en sortie des profils de densité de lon-
gueur. Le fait d’utiliser le temps thermique à la place du temps usuel, permet d’intégrer
le facteur environnemental de température dans la prédiction temporelle de l’apparition
et la pénétration des racines dans le sol. Un autre avantage de ce modèle est la possibilité
de prédire la distribution de longueur et l’âge de racines par catégories d’axe (axe prin-
cipal, premier et second ordre,...) dans chaque couche de sol. Par contre, l’inconvénient
est le calcul des températures moyennes du sol qui est réalisé par un algorithme simple
et peu précis. L’auteur de l’article [11] a prouvé que la résistance du sol était indispen-
sable au modèle, car un sol sec entraîne une augmentation de la résistance du sol et une
diminution du taux d’élongation racinaire. Un autre inconvénient du modèle est que la
direction de croissance est influencée par une résistance du sol supposée uniforme dans
le sol et ne prend pas en compte le gravitropisme. De plus, les auteurs ne disent pas si
ce modèle est applicable à des systèmes racines autres que des systèmes pivotants
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Dans les articles [47, 48], l’auteur s’inspire du modèle WHTROOT [91] et intègre les
effets de transport d’O2, du contenu en eau dans le sol , les concentrations en nutriments
et d’autres aspects de l’activité biologique de la plante. Ces variables permettent no-
tamment de réguler la croissance primaire des racines. La limitation de cette approche
est dans le nombre important de variables d’états du modèle et de paramètres (plus de
120), rendant le modèle difficilement utilisable et rend la calibration impossible.
Modèle d’automates cellulaires
L’objectif de l’article [75], est de présenter un modèle 3D de croissance de systèmes
racinaires d’arbres, à l’aide d’automates cellulaires. Il permet de simuler la densité de
racines fines, la topologie des racines de structure, et la biomasse présente dans le sys-
tème. Ce modèle prend en compte l’absorption d’eau par les racines et l’allocation en
carbone. Il a été calibré sur des données d’un noyer (Juglansnigra × regia) et d’un mé-
risier (Prunus avium L.).
Le modèle mathématique :
Un automate cellulaire est utilisé afin de gérer localement la croissance du système. La
demande journalière en matière sèche de racines fines permet de gérer la colonisation
(déplacement vers un autre voxel) ou la prolifération (croissance interne au voxel) des
racines de structure dans chaque voxel. La colonisation se fait quand la densité de lon-
gueur de racines dans le voxel dépasse un certain seuil, avec tout de même une certaine
probabilité de proliférer malgré ce dépassement. La prolifération est systématique tant
que la densité de longueur des racines dans le voxel ne dépasse pas ce seuil. Les au-
teurs définissent des taux de colonisation pour chaque voxel, dépendant de paramètres
gérant le géotropisme et le plagiotropisme. En ce qui concerne la topologie, l’allocation
en matières sèches de racines de structure est proportionnel au flux de suc dépendant
de l’absorption locale d’eau.
Conclusion :
Les résultats permettent de calibrer et de comparer les profils de densité de longueur
de racines fines entre un système se déplaçant fortement en profondeur (exemple du
noyer) et un système plus en surface (le mérisier). Cette approche est intéressante pour
la compréhension des interactions locales et globales entre l’eau et la croissance racinaire
chez les arbres.
Approche statistique non paramétrique
Pour une architecture racinaire donnée, on obtient plusieurs informations sur la den-
sité racinaire, telle que la densité de longueur, de volume, du nombre d’apex, etc. Dans
l’article [40], les auteurs ont mis en place une approche statistique non paramétrique
basée sur des fonctions de densité généralisée, décrivant l’évolution spatio-temporelle
du nombre, du diamètre et de l’angle d’orientation des racines. Il est testé à l’aide de
données sur le Pin maritime. Ce modèle donne l’architecture racinaire du Pin maritime
à un instant donné.
Le modèle mathématique :
Soit S(t) le système racinaire à l’instant t, composé de l’ensemble des racines Rk (keme
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racine de S(t)), connectées ensemble par un ensemble de relations τ qui représente la
topologie. On a :
S(t) =
⋃
1≤k≤N(t)
Rk(t)
où N(t) est le nombre de racine à l’instant t, et Rk(t) = {fk(u) ∈ Rs/u ∈ [tk, t]},
où tk est le temps d’apparition de la keme racine et fk(u) est une fonction continue à
définir (linéaire pour approximer les racines en droites). Les points de ramification sont
caractérisés par les propriétés de la racine mère et celles de la fille (coordonnées spatiales
et variables morphologiques).
L’estimation non paramétrique de la densité généralisée utilise la fonction kernel gaussien
(méthode du noyau). On a, pour x ∈ Rb :
K(x) = 1(2piv)b/2 exp(−
‖ x ‖2
2v )
La densité est alors définie comme la somme sur les fonctions kernel centrées en chaque
point xk de la base de données :
dˆ(x) =
∑
1≤k≤N(t)
K(x− xk)
Afin de choisir une variance v correcte de la densité normale, on utilise la méthode de
maximum de vraisemblance. On choisit la variance maximale qui maximise la fonction
du log de vraisemblance.
L’idée ensuite est de minimiser l’erreur entre la densité simulée dˆ et observée d∗. Les
caractéristiques de la racine Rˆk+1 sont calculées tel que l’erreur Ek+1 = supx∈Rb(|d∗ −
dˆk+1|) soit minimisée. Les propriétés de la nouvelle branche xk+1 sont choisies telles que :
Ek+1(xk+1) = min
x∈Rb
(Ek+1(x))
Une fois le point de ramification optimal déterminé, la nouvelle racine est ajoutée au
système racinaire qui devient :
Sk+1 = Sk
⋃
Rk+1
En ce qui concerne les résultats numériques, les quantités de racines diminuent avec
la distance à la tige, dans le cas réel et simulé. Les systèmes racinaires de ces deux
cas ne présentent pas de différences significatives au niveau de la distance radiale, la
profondeur, l’angle et l’ordre de ramification.
Conclusion :
Cette méthode donne des résultats réalistes et montre la capacité des fonctions de densité
généralisée à représenter la complexité du système racinaire en utilisant un nombre li-
mité de variables morphologiques. Si on utilisait des trajectoires racinaires plus réalistes,
cela reviendrait à prendre en compte le géotropisme, ce qui améliorerait probablement
les résultats numériques. Ce modèle souligne un point essentiel dans la représentation
du développement racinaire par des densités racinaires. En effet, la connaissance des
densités de ramification, de longueur et de biomasse, permettent de reconstruire de ma-
nière approchée l’architecture du système du Pin maritime, légitimant ainsi l’utilisation
de modèles basés sur des équations continues.
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2.2.2 Modèles d’équations continues
Il existe des approches continues à l’échelle de la racine, comme dans les articles
[21] et [97]. Cependant, les modèles présentés dans ce paragraphe, sont considérés à
l’échelle du système racinaire dans son ensemble. Ils sont généralement basés sur un ou
plusieurs opérateurs décrivant des phénomènes physiques, comme par exemple l’advec-
tion, la diffusion et la réaction. L’advection d’une densité correspond au déplacement de
celle-ci dans une direction donnée. La diffusion caractérise la dispersion d’une densité
dans différentes directions du domaine dans lequel pousse le système. La réaction cor-
respond généralement à la production de densité. Pour plus d’informations concernant
l’interprétation de ces phénomènes, on peut se référer au paragraphe 4.1 dans lequel des
analogies entre ces opérateurs physiques et des processus biologiques ont été établies
pour une variable de sortie correspondant au nombre d’apex par unité de volume.
Modèle d’Adiku et al. [2]
Dans l’article [2], les auteurs ont pour but de simuler un modèle simple de croissance
racinaire en prenant en compte les conditions variables du sol. Ce modèle assure que la
croissance latérale des racines à une profondeur donnée est gouvernée par deux facteurs :
la masse racinaire ou densité de longueur racinaire et un facteur environnemental qui
limite la croissance racinaire.
Le modèle mathématique :
Le taux d’augmentation en croissance racinaire local est gouverné par trois principaux
facteurs : la longueur racinaire RL(z, t) en z (profondeur), la longueur racinaire maximale
RLmax et le facteur environnemental Ef (z, t).
L’équation de croissance racinaire est donnée par :
∂RL(z, t)
∂t
= RL(z, t)Pr
(
1− RL(z, t)
RLmax
)
Ef (z, t)
où Pr est le taux de croissance relative. Cette équation s’intègre relativement facilement
si Ef (z, t) et RLmax ne dépendent pas du temps. Supposons que le facteur environne-
mental dépende du contenu en eau, on peut considèrer l’expression sans dimension de
Ef (z, t) suivante :
Ef =

1 θc < θ < θu
θ−θL
θc−θL θL ≤ θ < θc
0 θ < θL
où θu est le contenu maximal en eau dans le sol, θc est le contenu d’eau en dessous
duquel le facteur environnemental décline linéairement jusqu’à atteindre 0 en θL.
Le contenu d’eau dans le sol θ(z, t) est obtenu en sortie d’un modèle d’équilibre d’eau.
L’équation de ce modèle de circulation d’eau est :
∂θ
∂t
= −∂Jw
∂z
− S(z, t)
où Jw est le flux d’eau (m.s−1). L’extraction d’eau par les racines est représentée par
le terme source S(z, t) (m3.m−3.s−1), déterminé à partir de la longueur locale racinaire
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RL, l’absorption par unité de longueur racinaire qr (m3.m−1.s−1) et un facteur de stress
de l’eau exprimé par Ef (z, t). On a :
S(z, t) = RLEf (z, t)qr
Conclusion :
En ce qui concerne les résultats numériques, les densités de longueur observées sont
cohérentes avec la réalité (données sur les racines de cowpea, une espèce d’haricot).
Cette approche permet d’atteindre le maximum de densité de longueur à chaque niveau
de profondeur. Quand le sol en surface est pauvre en eau, on constate une croissance
plus en profondeur. Le seul facteur environnemental utilisé est le contenu d’eau dans
le sol. La prise en compte de ce facteur entraine une distribution racinaire qui décroît
exponentiellement avec la profondeur. C’est un modèle flexible dans le sens où il est
possible d’y insérer d’autres facteurs comme la nutrition, la salinité et la résistance du
sol.
Modèle de diffusion-réaction d’Hayhoe [51]
L’article [51] présente un modèle de croissance racinaire basé sur une équation de
diffusion non linéaire. Des données sur le maïs sont utilisées afin d’évaluer la sensibilité
du modèle et d’estimer la diffusivité racinaire. L’absorption de l’eau du sol par les
racines est exprimée par un terme source volumétrique (la distribution de racines doit
être estimée afin de quantifier le terme source). Le modèle est simulé à l’aide de la
méthode des éléments finis.
Le modèle mathématique :
L’auteur s’appuie sur les travaux réalisés par Page et Gerwitz [78], qui ont considéré
un modèle mathématique de diffusion mono-dimensionnel afin de générer des cartes de
densité racinaire au cours du temps. Ces derniers suggèrent que l’équation de diffusion
avec un coefficient de diffusion constant peut décrire de manière cohérente plusieurs
plantes de culture. Hayhoe, quant à lui, a généralisé ce modèle avec un coefficient variable
en fonction de plusieurs paramètres.
Soit W (x, t) la masse volumique racinaire (g.cm−3), x la distance verticale de la surface
du sol en cm (0 ≤ x ≤ L) et t le temps en minutes (0 ≤ t ≤ T ) et DR(x, t,W ) la
fonction de diffusion racinaire. On considère l’équation suivante :
∂W
∂t
= ∂
∂x
(
DR
∂W
∂x
)
(2.7)
La condition initiale est W (x, 0) = 0 et la condition limite est W (L, t) = 0. La diffusion
est un paramètre qui regroupe plusieurs facteurs caractérisant les conditions favorables,
dans une zone considérée, à la pénétration racinaire. DR est donc nul tant que la racine
ne se trouve pas dans une zone fertile (entre 0 et un temps observé t1(x)). Ensuite ce
coefficient prend une valeur plus ou moins significative dans une zone fertile (entre t1(x)
et t2(x)), spécifique aux conditions du sol à la profondeur considérée. Finalement il faut
considérer une phase de décroissance de la diffusion avec le temps, correspondant aux
racines qui pénètrent difficilement dans des zones profondes. DR est donc défini de la
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manière suivante :
DR(x, t,W ) =

0 0 < t ≤ t1(x)
Dmax(x) t1(x) < t ≤ t2(x)
Dmax(x)A(t−t2(x)) t2(x) < t ≤ T
où t2(x) est le temps observé pour lequel la croissance de nouvelles racines à la profon-
deur x commence à décroître, A est une constante inférieure ou égale à 1 et Dmax(x) est
la diffusion maximale à la profondeur x liée au type de sols et aux conditions favorables
pour la pénétration des racines.
La difficulté pour résoudre l’équation de diffusion (2.7) vient du fait que l’on doit
connaître la distribution racinaire pour chaque x afin d’évaluer t1(x) et t2(x).
En ce qui concerne le mouvement de l’eau dans le sol et son absorption par le système
racinaire, voici l’équation considérée :
∂θ
∂t
= ∂
∂x
(
D(θ)∂θ
∂x
−K(θ)
)
− S(θ, x, t)
où θ est le contenu volumétrique d’eau en cm3 d’eau par cm3 de sol, K(θ) est la conduc-
tivité hydraulique du sol en cm.min−1, S(θ, x, t) est l’absorption d’eau par les racines
en cm3 d’eau par cm3 de sol par min et D(θ) est la fonction de diffusion de l’eau dans
le sol, définie par D(θ) = −dψ
dθ
K(θ), où ψ(θ) est le potentiel hydrique dans le sol.
On a aussi S(θ, x, t) = cK(θ)(ψr−ψ(θ))W (x), où ψr est le potentiel hydrique des racines
et c est un paramètre d’ajustement de l’efficacité des racines pour l’absorption. Un des
obstacles est de bien définir les fonctions ψ(θ) et K(θ). Dans cet article l’auteur propose
de les faire varier en fonction d’un contenu en eau saturé θs. La transpiration par les
plantes est controlée par le terme source S(θ, x, t) qui dépend de ψr.
Conclusion :
Les résultats numériques confirment la capacité du modèle de diffusion à approximer
la croissance racinaire. Le modèle non-linéaire est plus précis que le modèle avec un
coefficient de diffusion constant. Afin d’améliorer l’efficacité de l’extraction de l’eau par
les racines, on pourrait imaginer que le terme c soit une fonction de l’âge de la racine,
ce qui permettrait de prendre en compte l’efficacité décroissante des racines en fonction
de leur âge.
Modèle de diffusion-réaction d’Heinen et al. [52]
Les auteurs de l’article [52] propose un modèle de réaction diffusion pour simuler
la croissance racinaire en coordonnées cartésiennes (la suite peut être aussi écrite en
coordonnées cylindriques). Ils comparent les résultats du modèle avec ceux obtenus à
l’aide d’une solution analytique (cf annexe 1 dans l’article [30]) et avec des données sur
les racines de maïs, d’une espèce particulière de glaïeul , le cèdre blanc Thuja occidentalis
et de la tomate.
Le modèle mathématique :
Voici l’équation de diffusion appliquée à la densité de longueur racinaire C(cm.cm−3) :
∂C
∂T
= ∂
∂X
(DX
∂C
∂X
) + ∂
∂Z
(DZ
∂C
∂Z
)− ΛC +Q (2.8)
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où T le temps (d), X et Z sont les coordonnées horizontales et verticales (cm), DX et
DZ sont les coefficients de diffusion dans les directions respectives X et Z (cm2.d−1), Λ
est le taux de détérioration racinaire (d−1), et Q est la fonction de production de densité
de longueur racinaire (cm.cm−3.d−1). Les paramètres DX , DZ , Λ et Q sont optimisés
des données observées de longueur racinaire. Les paramètres sont constants dans la
calibration, mais on peut imaginer un coefficient de diffusion dépendant d’une fonction
dite de réduction D = fh, dans le but d’introduire des conditions environnementales (on
peut empêcher des racines à se développer dans certaines régions à définir suivant les
conditions du sol). Il suffit de définr l’allure de fh qui prendra des valeurs en fonction
de la profondeur par exemple.
Pour résoudre numériquement l’équation (2.8), on utilise une méthode d’éléments finis.
On divise la zone racinaire en volumes de contrôle (CV). Chaque CV est représenté par
un noeud, localisé par la colonne I et la ligne J . Les interfaces entre deux CV sont
localisées par les indices i et j, comme l’indique la figure 2.17.
Figure 2.17 – Volume de controle autour de (I,J), figure issue de l’article [52]
Conclusion :
En ce qui concerne les résultats numériques observés, ils sont cohérents avec la réalité.
Les auteurs définissent un ratio entre le coefficient de diffusion horizontale et verticale
qui diffère suivant les espèces. Un système plagiotrope aura un coefficient horizontal
supérieur au vertical, et inversement pour un système orthotrope. Par contre, la fonction
de production de densité de longueur est considérée comme une condition aux limites,
une zone bien spécifique à la surface du sol. Ce choix est limité pour des systèmes
racinaires dont les sources ne sont pas "centralisées", i.e. pour des systèmes dont les
sources se situent à plusieurs endroits au niveau de la surface du sol, comme par exemple
un système qui développe des rhizomes sur une grande partie de la surface, développant
eux-mêmes des racines orthotropes (comme pour le système racinaire du chiendent par
exemple).
Modèle d’advection-diffusion-réaction [93]
L’objectif de l’article de Reddy et Pachepsky [93] est de présenter et de tester un
modèle de réaction diffusion de croissance racinaire, en utilisant des taux de croissance
et de dispersion. Des tests d’hypothèses statistiques sont testés sur la dépendance entre
ces taux et des variables racinaires et du sol. Trois hypothèses sont testées dans cet
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article : la diffusion racinaire (colonisation de nouvelles zones du sol) ne dépend pas
de la concentration racinaire (h1), le taux potentiel de croissance racinaire augmente
linéairement avec la concentration racinaire (h2) et il n’y a pas de tendance géotropique
pour le développement racinaire dans le sol (h3). Le modèle numérique de diffusion est
ensuite testé dans le cas du maïs se développant dans des pots de 24cm de haut et 12cm
de diamètre, à l’aide du simulateur 2DSOIL, utilisant une méthode d’éléments finis.
Le modèle mathématique :
Identiquement à l’article [1], le modèle de réaction-diffusion est le suivant :
Soit Y la concentration massique des racines filles et M celle des mères (kg.m−3), x
l’axe horizontal et z l’axe vertical de profondeur. L’équation de conservation de masse
racinaire (croissance axisymétrique) est de la forme :
∂Y
∂t
= ∂
∂x
(D∂Y
∂x
) + ∂
∂z
(D∂Y
∂z
− gY ) +R− dY − TY→M
∂M
∂t
= TY→M − dM
(2.9)
où g est le vecteur de transport convectif de matière lié au géotropisme, D est le coeffi-
cient de diffusion (m2.d−1), R est le taux de croissance des jeunes racines (kg.m−3.d−1),
dY et dM sont respectivement les taux de détérioration des jeunes racines et des racines
mères (kg.m−3.d−1) et TY→M est le taux de transformation de jeunes racines en racines
mères (kg.m−3.d−1). Ces quatre taux et le coefficient de diffusion sont les variables pou-
vant dépendre de la concentration racinaire.
Les conditions limites du système (2.9) sont : le flux est nul en z = 0, z = −Lz et
x = Lx ; le flux horizontal est nul en x = 0 ; il y a un axe de symétrie.
On considère l’expression du taux de croissance réel R :
R = Rpot
dW
dt∫ Lx
0
∫ 0
−Lz Rpotxdxdz
où Rpot est le taux potentiel de croissance racinaire local et W est la masse racinaire
totale en fonction du temps.
Après avoir défini des expressions de D et de Rpot en fonction de Y et de paramètres
régulant la dépendance avec Y , des tests d’hypothèses statistiques ont été réalisés sur
les trois hypothèses définies avant le modèle. L’hypothèse h1 a été rejetée. Les résul-
tats numériques confirment le fait que la performance du modèle est améliorée avec la
dépendance entre D et la concentration racinaire. Les hypothèses h2 et h3 ne sont pas
rejetées.
Conclusion :
Même si des erreurs se produisent dans quelques sections du sol, le modèle décrit de
manière acceptable les données expérimentales. Cependant, le taux de transformation
de racines filles en mères semble difficile à estimer. De plus, les plants de maïs poussent
dans des pots de petite dimension. Ceci peut modifier le comportement ontogénique
du système. Les hypothèses non rejetées devraient être re-testées dans des conditions
expérimentales moins limitantes.
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Modèle d’advection réaction [42]
Le modèle décrit dans les articles [41, 42], basé sur des équations d’advection-
réaction, simule le mouvement spatio-temporel des méristèmes dans le sol. Il est illustré
par des systèmes conceptuels type système dichotomique et système herringbone et ca-
libré sur des données d’orge.
Le modèle mathématique :
Le modèle est composé de i équations de transport avec un terme source, chacune dé-
pendant d’un ordre de ramification i. Les i équations d’advection-réaction, caractérisent
le développement d’un ensemble de racines étant du type i associé. Le transport est
caractérisé par un taux d’élongation ei pour chacune des équations, par un angle de
direction de croissance α, et par un terme lié au gravitropisme gi. Soit ρia la densité de
méristèmes dans le sol. Voici l’équation générale pour un ordre de ramification i :
∂ρia
∂t
+ ∂ρiagi
∂α
+ ∂ρiaei cos(α)
∂x
+ ∂ρiaei sin(α)
∂z
= bi (2.10)
où le terme de ramification bi est une fonction de ramification à l’ordre i − 1. C’est
ce terme qui permet de coupler les différentes équations associées aux différents ordres
de ramification. A partir de la densité de méristèmes ρia, on peut facilement retrouver
les densités de longueur ρin et de ramification ρib respectivement à l’aide des formules
suivantes :
ρin
∂t
= eρia
∂ρib
∂t
= bi
Ces trois densités permettent la reconstruction de l’architecture du système considéré
[40]. Avec différentes fonctions de ramification b, on peut obtenir des vagues de méris-
tèmes se déplaçant différemment dans le sol grâce à l’angle de ramification. Les auteurs
obtiennent un système herringbone avec un angle de ramification pour les racines laté-
rales, égale à pi/2 :
b = b0
ρa(x, z, α + pi/2, t) + ρa(x, z, α− pi/2, t)
2
Un système dichotomique est obtenu avec un angle de ramification égale à pi/6, pour
une fonction de ramification de la forme :
b = b0
ρa(x, z, α + pi/6, t) + ρa(x, z, α− pi/6, t)
2 − ρa(x, z, t, α)
Conclusion :
Ce modèle est très intéressant d’un point de vue architectural car il est basé sur des
notions de types racinaires. Il est bien adapté pour des systèmes avec peu de types de
racines. En effet, pour des systèmes racinaires d’arbres forestiers, le nombre de types
racinaires est plus important et fait même débat dans la communauté des botanistes et
des agronomes, spécialisés dans le développement racinaire.
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Modèle de Bastian [10]
L’article [10] s’intéresse à des racines chevelues des Ophiorrhiza mungos qui sont
génétiquement modifiées par les rhizogènes Agrobacterium. L’objectif de cet article est
de présenter un modèle quantitatif de croissance de ces réseaux racinaires, basé sur une
description continue utilisant des densités de l’extrémité et de volume racinaire. Les
équations du modèle sont couplées avec la distribution de concentration en nutriments
dans le milieu et à l’intérieur du réseau. Le modèle est résolu par la méthode de volumes
finis et utilisent une méthode de splitting d’opérateurs.
Le modèle mathématique :
Deux densités suffisent pour décrire la croissance du réseau de racines chevelues. La
première est ρ(~x, t), volume racinaire par unité de volume (en mm3mm−3 ; 0 ≤ ρ ≤ 1).
L’autre est n(~x, t), aire de la section des extrémités des racines par unité de volume (en
mm2mm−3). Le volume total de racines vaut Vr(t) =
∫
Ω ρ(x, t)dx.
1. Equation décrivant l’évolution spatio-temporelle de n :
∂tn+∇.(n~v) = f, dans (0, T )× Ω (2.11)
où 0 < T <∞, ~v est la vitesse de croissance des extrémités définie en (2.16) et f
est la fonction de ramification définie en (2.14).
La condition limite de cette équation est qu’il n’y a pas de flux à la surface :
n~v.~ν = 0, sur ∂Ω (2.12)
où ~ν est la normale extérieure aux frontières du domaine.
2. Equation décrivant l’évolution spatio-temporelle de ρ :
∂tρ = n ‖ ~v ‖ +q, dans (0, T )× Ω (2.13)
où q est la fonction de croissance secondaire définie en (2.15).
3. Fonction de ramification f :
La concentration en nutriments dans le milieu c(~x, t) influe positivement sur la
ramification racinaire. De plus la ramification entraîne un coût d’énergie et de
ressources fourni par le réseau racinaire. f dépend donc aussi de la concentration
en nutriments interne au réseau σ(~x, t). Plus précisément, le modèle dépend de la
moyenne de concentration en nutriments interne i.e.,
s(t) = V −1r (t)
∫
Ω
σ(~x, t)ρ(~x, t)dx
De plus, on veut qu’il n’y ait pas de ramification possible si on atteint la densité
maximale ρmax. Voici l’expression de f utilisée dans ce modèle :
f = βcsρ(ρmax − ρ) (2.14)
où β est une constante caractérisant la sensibilité du taux de ramification par
rapport aux concentrations en nutriments internes et externes.
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4. Fonction de croissance secondaire q :
Cette fonction est composée de deux parties : l’une concernant l’augmentation de
masse due à la fluctuation de la vitesse, et l’autre concernant l’épaississement de
la racine. Voici l’expression de q :
q = Rsn(ρmax − ρ)ατ + ξSρ(ρmax − ρ) (2.15)
où R est une constante caractérisant le coefficient de taux de croissance, ατ est
une constante phénoménologique caractérisant la fluctuation de vitesse et ξ est un
taux d’épaississement secondaire.
5. Vitesse de croissance ~v :
L’expression de la vitesse est inspirée des principes de la thermodynamique irré-
versible. On a :
~v = Rs(ρmax − ρ)(αc∇c− αρ∇ρ− αn∇n) (2.16)
où αc, αρ et αn sont des constantes phénoménologiques qui représentent des poids
pour chaque stratégie de croissance. En effet, respectivement, la première constante
est la tendance des racines à croître vers des concentrations en nutriments élevées,
la deuxième correspond à la croissance vers un espace libre et la troisième carac-
térise la tendance des extrémités à se diffuser dans le sol.
6. Equation décrivant l’évolution de la concentration externe en nutriments :
A l’aide de l’équation intégrale et de la loi de Fick, on a :
∂t((1− ρ)c)−∇.(Dc(ρ)∇c) = −g, dans (0, T )× Ω (2.17)
où Dc(ρ) = Dc(1 − ρ) est un coefficient de dispersion non constant et Dc est
une constante. g(c, n, ρ, s) est la fonction d’absorption qui est proportionnelle à
la densité de volume racinaire et la densité d’extrémités de racines. Deux sortes
de transport de nutriments sont possibles : le transport actif qui est supposé être
unidirectionnel dans le réseau racinaire et dépendant de la concentration locale en
nutriments c ; le transport passif dépend du gradient en nutriments entre le milieu
et les racines et de la différence c− s. D’où l’expression de g :
g(c, n, ρ, s) = 2λn
r
ρ(Km(s)c+ P (c− s)) (2.18)
où λ est la longueur caractéristique du tissu d’absorption active autour d’une
extrémité de racines (2λn/r est la densité de surface d’absorption, où r est le
rayon racinaire supposé constant dans ce modèle), Km(s) est le taux d’absorption
et P la perméabilité.
En ce qui concerne la condition limite de l’équation (2.17), on choisit :
∇c.~v = 0, sur ∂Ω (2.19)
7. Equation décrivant l’évolution de la concentration interne en nutriments :
Quatre processus changeant la concentration interne sont considérés : l’absorption,
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la croissance, la ramification et le métabolisme. Pour la concentration interne totale
S = sVr =
∫
Ω σ(~x, t)ρ(~x, t)dx, on considère l’équation suivante :
dS
dt
=
∫
Ω
gdx− γg
∫
Ω
(n ‖ ~v ‖ +q)dx− γr
∫
Ω
fdx− γmS (2.20)
où γg, γr et γm sont des constantes décrivant respectivement la proportion de
métabolites utilisées pour la croissance, la ramification et le métabolisme.
Les équations (2.11), (2.13), (2.17), (2.20) forment le modèle complet de croissance du
réseau dense racinaire. Il faut rajouter les conditions aux limites (2.12) et (2.19), ainsi
que les conditions initiales suivantes : S(0) = S0, et dans Ω on a ρ(~x, 0) = ρ0φ(~x),
n(~x, 0) = n0φ(~x), c(~x, 0) = c0, où φ est une distribution spatiale initiale définie par la
fonction :
φ(~x) =
(
1− tanh(||~x− ~x0|| − rmax)/2
)
/2 (2.21)
Conclusion :
Après avoir comparé les résultats numériques et les donnéess, les auteurs ont conclu que
le modèle décrivait parfaitement l’augmentation de la masse racinaire et l’absorption de
nutriments. Ce modèle est un bon départ pour modéliser la production de métabolites et
ouvre aussi la possibilité de tester plusieurs hypothèses et de déterminer quels processus
de croissance peuvent être optimisés.
2.3 Conclusion de la synthèse
Le tableau 2.1 répertorie la majorité des modèles de croissance racinaire existants
dans la littérature. Les modèles de structure, i.e. développant le système racinaire seg-
ment par segment, regroupent les "Structural Models" (SM) développant uniquement
la structure à partir d’observations, et les "Functional Structural Models" (FSM) inté-
grant la structure en réaction avec du fonctionnement (absorption d’eau, des nutriments,
résistance du sol, etc.). Ces modèles donnent des représentations réalistes du système
considéré. Même si quelques approches utilisent des astuces numériques afin de diminuer
le temps de calcul de ces types de modèles, la simulation de systèmes à l’échelle d’un
peuplement semble difficile. En ce qui concerne les "Density Based Models" (DBM), plu-
sieurs formalismes sont proposés. Ces modèles étant indépendants du nombre de racines,
ils semblent plus adaptés à grande échelle. Cependant ils nécessitent d’être formalisés
avec des hypothèses biologiques, ce qui est rarement le cas. Désirant un modèle rapide,
simple d’utilisation, facilement couplable avec des modèles de transfert d’eau et de nutri-
ments, les modèles basés sur des équations continues semblent adaptés. Dans le chapitre
suivant, on va tester le modèle de Bastian [10]. C’est un modèle général qui prend en
compte deux variables de sortie (densité de volume et densité des airs apicales), plusieurs
processus racinaires tels que la ramification, la vitesse de croissance, la production de
biomasse, et il est couplé avec d’autres phénomènes physiques, notamment une équation
de transfert d’eau et de nutriments.
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Référence Type Plante considée Variables de sortie Interaction Limites du modèle
Modèle avec l’environnement
Lungley 1973 SM Céréales structure 2D PPFD(1) [3] Sol homogène
densité de longueur construction pas à pas
Hayhoe 1981 DBM (2) masse volumique racinaire contenu en eau masse conservative
contenu en eau unidirectionnel
Rose 1983 FM Blé/orge nombre de racines non non spatialisé
longueurs racinaires
Porter et al 1986 DBM Blé densité de longueur résistance sol [11] calcul de ToC sol
WHTROOT contenu en eau [11] unidirectionnel
Diggle 1988 SM Blé structure 3D contenu en eau construction pas à pas
ROOTMAP concentration nutriments
Fitter et al. 1991 SM Systèmes structure 3D ressources sol construction pas à pas
pivotants EE (3)
Bernston 1994 SM Snenecio vulgaris Structure 2D C02 atmosphérique -
EE et EP (3) humidité sol
Clausnitzer et FSM Orge structure 3D ToC, résistance sol échelle plante
Hopmans 1994 nutriments, soluté [99]
Adiku et al. DBM Haricots densité longueur contenu eau unidirectionel
1996 contenu en eau
Jourdan et Rey SM Palmier à huile structure 3D non tps calcul fonction
1996 du nb de types
Lynch et al. Haricots, systèmes nutriments tps calcul fonction
1997 FSM dichotomiques structure 3D respiration du nb de types
SimRoot et pivotants exsudation
Ozier-Lafontaine structure 3D statique
et al. 1999 SM Gliricidia sepium taille et masse non variabilité coeff
Frac-Root du système
Reddy et DBM Maïs densité de masse non systèmes
Pachepksy 2001 hierarchisés
Wilderotter FSM nc structure 2D contenu eau représentations
2003 résistance sol peu réalistes
Heinen et al. Maïs, glaïeul résistance sol systèmes
2003 DBM cèdre blanc densité de longueur décentralisés
tomate
Pagès et al. 2004 FSM structure 3D résistance sol tps calcul fonction
RootTyp (4) profils de longueur contenu en eau [35] du nb de types
Bastian et al. DBM Ophiorrhiza mungos densité volume, nutriments complexe
2008 et aires apicales
Dupuy et al. Orge, systèmes densité nb d’apex, fonction du nb
2010 DBM herringbones densité longueur non de types
et dichotomiques densité ramification
Mulia et al. Juglansnigra × regia densité racines fines pas de
2010 DBM Prunus avium L. topologie grosses racines contenu eau géométrie
biomasse
Table 2.1 – Tableau de synthèse des modèles de croissance à l’échelle du système racinaire,
existants dans la littérature.
(1) : flux de photons photosynthétiques
(2) : Carote, salade, choux, oignon, céleri-rave, persil, poireau, tomate, endive, pois, gesse,
orge, blé, sorgho, maïs, ivraie.
(3) : Efficacité d’Exploitation (EE) et Potentiel d’Exploitation (EP)
(4) :Arabidopsis thaliana, Lolium multiforum, Achillea millefolium, Rumex crispus, Euphorbia
helioscopa, Anchusa officinalis, Cerinthe minor, Chondrilla juncea.
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Chapitre 3
Premières simulations
Dans ce chapitre, on simule une partie du modèle de Bastian [10], issu de la littéra-
ture. Ce modèle semble suffisamment général pour simuler des stratégies de croissance
différentes. De plus, il est couplé à une équation de transfert d’eau et de nutriments dans
le sol. Plusieurs notions biologiques comme la ramification, l’élongation, l’absorption des
nutriments, les relations entre densités des aires des sections transversales des apex et
densités volumiques, y sont intégrées. Une fois le modèle simplifié, quelques modifications
ont été effectuées afin de prendre en compte l’impédance du sol et un sol hétérogène,
et de réaliser des simulations conceptuelles avec plusieurs sources de systèmes, afin de
tester les capacités du modèle.
3.1 Le modèle simplifié
Le modèle de Bastian [10] et ses fonctions sont explicités au paragraphe 2.2.2. Dans
un souci de simplicité, on va tester la dynamique de ce modèle en prenant en compte le
couplage avec la concentration en eau et en nutriments (sans l’équation de concentra-
tion en nutriments interne aux racines définie en (2.20)). On va aussi réaliser quelques
modifications sur les fonctions du modèle. Voici donc le modèle général que l’on veut
simuler :
∂tρ = n ‖~v‖+ q, dans (0, T )× Ω (3.1)
∂tn+∇.(n~v) = f, dans (0, T )× Ω (3.2)
∂t((1− ρ)c)−∇.(Dc(ρ)∇c) = −g, dans (0, T )× Ω (3.3)
ρ(~x, 0) = ρ0φ(~x), dans Ω (3.4)
n(~x, 0) = n0φ(~x), dans Ω (3.5)
n~v.~ν = 0, sur ∂Ω (3.6)
où n(x, z, t) est l’aire des sections des extrémités racinaires (apex) par unité de volume
(cm2.cm−3), ρ(x, z, t) est le volume racinaire par unité de volume (cm3.cm−3), c(x, y, t)
est la concentration locale en nutriments (mg.cm−3), f(ρ) est la fonction de ramifica-
tion, q(n, ρ) est la fonction de production de volume (biomasse), Dc(ρ) = Dc(1− ρ) est
un coefficient de dispersion non constant où Dc est constante, g(c, n, ρ, s) est la fonction
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d’absorption racinaire, ~v(n, ρ) est la vitesse de croissance globale des apex, φ(x, z) est
la distribution spatiale initiale, et ~ν est la normale extérieure à ω (volume élémentaire
inclus dans Ω). Les fonctions q(n, ρ), ~v(n, ρ), f(ρ) et g(c, n, ρ, s) sont respectivement
définies par (3.10), (3.11), (3.9), (2.18).
Il est possible de déduire la densité du nombre d’apex N(x, z, t) si l’on connaît la dis-
tribution du rayon racinaire. La formule nous permettant de déduire cette quantité est
définie par :
N = n
pir2
(3.7)
où r est le rayon apical moyen ou la distribution des rayons apicaux.
3.2 Modification du modèle de Bastian
On a utilisé ce modèle afin de réaliser les premières simulations d’un modèle continu
complet. On a cependant intégré dans les fonctions du modèle, un paramètre d’impé-
dance du sol, afin de prendre en compte de manière théorique, la résistance à la péné-
tration dans le sol des racines. De plus, on a formalisé un modèle à plusieurs sources,
où chaque source représente un modèle continu (3.1)-(3.6). Cette dernière amélioration
nous permet de simuler, soit plusieurs systèmes racinaires en compétition, soit plusieurs
sources de racines fines au sein d’une même espèce, ce qui pourrait notamment être utile
pour simuler les systèmes racinaires d’arbres forestiers où l’on peut distinguer les racines
de structure et les racines fines [105].
3.2.1 Impédance mécanique du sol
Il est possible de prendre en compte la résistance du sol, qui augmente avec la
profondeur. On peut choisir une fonction IR caractérisant l’impédance du sol de telle
manière (figure 3.1 gauche) :
IR(z) = exp(−z/zseuil) (3.8)
Cette fonction permet de faire tendre vers 0 les fonctions f et v avec la profondeur. Les
fonctions du modèle que l’on veut simuler sont les suivantes :
– Fonction de ramification :
f(ρ) = γfρ(ρmax − ρ)IR (3.9)
où Le coefficient γf est fonction de la concentration des nutriments et du volume
de racines présents localement. On écrit : γf = c(1− ρ), avec c qui est la variable
représentant la concentration en nutriments. Le terme (1−ρ) correspond au volume
local non occupé par les racines. Plus la densité de volume racinaire ρ tend vers la
densité de volume racinaire maximal ρmax, plus l’effet de la ramification diminue
localement (figure 3.1 droite). De plus, le coefficient IR permet de diminuer l’effet
de la ramification quand ce coefficient diminue, à savoir quand l’impédance du sol
augmente.
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Figure 3.1 – Fonction caractérisant l’impédance du sol en fonction de j = z/∆z et
∆z = 0.1cm, définie en (3.8) avec zseuil = 8cm (gauche) ; fonction de ramification en
fonction de la densité ρ, avec ρmax = 0.8cm3.cm−3, IR = 1 (droite)
– Fonction de production de biomasse :
q(n, ρ) = γq1n(ρmax − ρ)IR + γq2ρ(ρmax − ρ) (3.10)
où γq1 est une constante caractérisant l’effet local de la croissance primaire sur la
production en biomasse racinaire. γq2 est un coefficient caractérisant l’augmenta-
tion de la biomasse racinaire en fonction de la croissance secondaire. Dans cette
fonction, on diminue l’effet de la croissance primaire avec la diminution de IR, à
savoir avec l’augmentation de l’impédance du sol. Le deuxième terme de la fonction
q(n, ρ) n’est pas affecté par l’impédance du sol, même s’il semblerait que le dia-
mètre racinaire aurait tendance à augmenter avec l’augmentation de l’impédance
du sol pour les racines à diamètres importants.
– Vitesse de croissance globale :
~v(n, ρ) = −γv(ρmax − ρ)(αρ∇ρ+ αn∇n− αc∇c)IR (3.11)
où γv est une constante de croissance. αc, αρ et αn sont des constantes dont leurs
valeurs déterminent des stratégies de croissance qui peuvent être bien différentes.
En effet, respectivement, la première constante caractérise la tendance des racines
à croître vers des concentrations en nutriments élevées, la deuxième correspond
à la croissance vers un espace libre et la troisième caractérise la tendance des
extrémités racinaires à s’éloigner les unes des autres. Le poids donné à chacune de
ces constantes permet de générer des systèmes de densité différents, du système
peu étalé en espace mais très dense, au système dont sa densité est spatialement
dispersée.
De plus, la vitesse de croissance globale du système diminue avec l’augmentation
en ρ (3.11). En effet plus le volume racinaire est important localement, proche
du volume local maximal, moins les racines peuvent se déplacer dans des zones
voisines.
55
CHAPITRE 3. PREMIÈRES SIMULATIONS
3.2.2 Modélisation multi-sources
Il est possible de faire des simulations avec plusieurs sources de ce modèle continu,
chaque source représentant un modèle de Bastian [10]. L’idée est de voir comment on
pourrait prendre en compte la compétition racinaire à différentes échelles, au sein d’un
même individu ou entre plusieurs individus. Afin de prendre en compte la compétition
au sein d’un même système racinaire, on peut distinguer racines de structure et racines
fines. Les racines de structures peuvent être modélisées par un domaine (une structure)
dans le domaine sol et les racines fines sont prises en compte par le modèle continu. On
peut formaliser ces concepts à l’aide de termes de pénalisation. Le formalisme présenté
dans ce paragraphe est défini dans le cas où les nutriments sont répartis de manière
homogène dans le sol (∇c = 0).
Compétition racinaire
Il est possible de simuler plusieurs systèmes racinaires à l’aide de plusieurs sources
de modèles continus. Nous allons formaliser ici la compétition racinaire entre plusieurs
sources de racines. Pour cela, la condition sur la densité de volume racinaire maximale
est modifiée afin de considérer la compétition entre différentes sources. Si s = 1..N sont
les N sources (points rouges sur la figure 3.2 pour la compétition au sein d’un même
individu), les équations (3.9), (3.10) and (3.11) s’écrivent respectivement :
fs = c(1− ρ¯)ρs(ρmax − ρ¯)IR (3.12)
~vs = −γv(ρmax − ρ¯)(αρ∇ρs + αn∇ns)IR (3.13)
qs = (ρmax − ρ¯)(γq1nsIR + γq2ρs) (3.14)
avec
ρ¯ =
N∑
s=1
ρs
Cette modification permet d’éviter l’accumulation de la densité volumique localement
et évite ainsi de dépasser une valeur ρmax localement. Il est donc possible de simuler
différents systèmes racinaires avec pour chacun, des paramètres caractéristiques et de
gérer la compétition racinaire entre les individus.
Terme de pénalisation
Le sol en 2D peut être représenté par un carré et est noté Ω. L’idée est de distinguer
le domaine des grosses racines et celui des racines fines. La structure des grosses racines
est l’ensemble Ωc qui est un domaine fixe de Ω. Le complémentaire de ce domaine
inclus dans Ω n’est autre que Ωf représentant le domaine où les racines fines peuvent se
développer, comme l’illustre la figure 3.2. On a Ω = Ωc ∪ Ωf . On considère le domaine
Ωc fixe par rapport au développement des racines fines simulées par les sources , car
ces deux types de racines ont des pas de temps différents en terme de renouvellement,
ramification et durée de vie par exemple [7, 105]. On ajoute aux équations un terme de
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Figure 3.2 – Schéma d’une structure Ωc dans un domaine Ω avec des points sources
en rouge. Cet exemple illustre de manière conceptuelle un système composé d’un en-
semble de racines de structure modélisé par le domaine Ωc portant des points sources
de racinaires fines
pénalisation [5] pour chaque équation représentant un solide caractérisant la structure
des grosses racines. On écrit :
∂tn+∇.(n~v) = f(ρ)− k11 Ωcn, dans (0, T )× Ω
∂tρ = n ‖~v‖+ q(n, ρ)− k21 Ωcρ, dans (0, T )× Ω
n~v.~ν = 0, sur ∂Ω ∪ Σ
(3.15)
où Σ est la frontière entre Ωc et Ωf , frontière où l’on positionne les points sources afin
de développer le modèle de racines fines. k1 et k2 sont des constantes à fortes valeurs.
En effet, dans Ωc, les termes de croissance sont négligeables devant ces deux constantes.
Dans Ωc, la solution se comporte donc comme une exponentielle décroissante :
n ∝ n0e−k1t, ρ ∝ ρ0e−k2t dans Ωc
Il est intéressant de noter que le domaine Ωc peut aussi éventuellement simuler un ou
plusieurs obstacles dans le sol, tels que des roches.
3.3 Discrétisation 2D
3.3.1 Schémas numériques
On discrétise en 2D le modèle simplifié de Bastian (3.1)-(3.6), à l’aide de schémas
aux différences finies. On a utilisé une méthode numérique "intuitive" et non optimale,
vu notre volonté de tester rapidement ce modèle et les effets de ses paramètres. Soit
un maillage réalisé par des noeuds. Chaque noeud a deux coordonnées i = 1..Nx et
j = 1..Ny, correspondant respectivement à l’axe horizontal x = i∆x et vertical z = j∆z,
∆x et ∆z étant les pas d’espace. Soient les variables ρki,j, cki,j et nki,j discrétisées à l’instant
k à la maille (i, j). Voici les étapes de la discrétisation, avec un pas de temps noté ∆t :
1. On discrétise l’équation (3.1), de la manière suivante, à l’instant suivant k + 1 :
ρk+1i,j = ρki,j + nki,j
√
(vkx,i,j)2 + (vkz,i,j)2∆t+ qki,j∆t (3.16)
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où
qki,j = γq1nki,j(ρmax − ρki,j)IR(j∆z) + γq2ρki,j(ρmax − ρki,j)
2. Ensuite on discrétise l’équation concernant le transfert de nutriments dans le sol
(3.3). Vu que l’on a h(ρ, c) = ∇.(Dc(1 − ρ)∇c) = Dc(1 − ρ)∆c −Dc∇ρ.∇c, voici
la discrétisation de l’équation (3.3) :
ck+1i,j =
1
1− ρki,j
(
(1− ρki,j)cki,j + hki,j∆t− gki,j∆t
)
(3.17)
avec hki,j correspondant à la discrétisation du terme diffusif h(ρ, c) et ayant pour
discrétisation :
hki,j = Dc(1− ρki,j)
(
cki+1,j − 2cki,j + cki−1,j
∆x2 +
cki,j+1 − 2cki,j + cki,j−1
∆z2
)
−Dc
((ρki,j − ρki−1,j
∆x
)(cki,j − cki−1,j
∆x
)
+
(ρki,j − ρki,j−1
∆z
)(cki,j − cki,j−1
∆z
))
Le terme d’absorption racinaire gki,j peut se discrétiser de la manière suivante :
gki,j = −
2λK
r
nki,jρ
k
i,jc
k
i,j
3. Ensuite on calcule la densité nk+1i,j à l’aide d’une méthode upwind décentrée [66] :
nk+1i,j = nki,j −
∆t
∆xD
x
i,j(nk)−
∆t
∆zD
z
i,j(nk) + f(ρk+1i,j )∆t (3.18)
où le schéma est décentré à gauche ou à droite suivant la valeur de la vitesse :
Dxi,j(nk) =
{
vkx,i,jn
k
i,j − vkx,i−1,jnki−1,j if vkx,i,j > 0
vkx,i+1,jn
k
i+1,j − vkx,i,jnki,j if vkx,i,j < 0
Dzi,j(nk) =
{
vkz,i,jn
k
i,j − vkz,i,j−1nki,j−1 if vkz,i,j > 0
vkz,i,j+1n
k
i,j+1 − vkz,i,jnki,j if vkz,i,j < 0
et le terme de ramification est discrétisé de la manière suivante :
fk+1i,j = γfck+1i,j ρk+1i,j (ρmax − ρk+1i,j )IR(j∆z)
4. Enfin, la vitesse de déplacement du système est calculé à l’instant k + 1 :
vk+1x,i,j = V kx
(
αρ
ρk+1i+1,j − ρk+1i−1,j
2∆x + αn
nk+1i+1,j − nk+1i−1,j
2∆x − αc
ck+1i+1,j − ck+1i−1,j
2∆x
)
vk+1z,i,j = V kz
(
αρ
ρk+1i,j+1 − ρk+1i,j−1
2∆z + αn
nk+1i,j+1 − nk+1i,j−1
2∆z − αc
ck+1i,j+1 − ck+1i,j−1
2∆z
)
où
V k+1x = −γvx(ρmax − ρk+1i,j )IR(j∆z)
V k+1z = −γvz(ρmax − ρk+1i,j )IR(j∆z)
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3.3.2 Positivité de la variable n
Nous allons ici brièvement nous intéresser à la positivité de la variable principale
n. Intéressons nous à l’équation (3.2). Afin d’obtenir la discrétisation de cette équation
donnée par l’équation (3.18), on aurait pu écrire une étape intermédiaire à la méthode
dite "méthode des lignes" donnant une équation discrétisée uniquement en espace :
dn
dt
= An+ f
Après discrétisation en temps, on obtient l’équation discrète suivante :
nk+1 = (I + ∆tA)nk + fk+1∆t (3.19)
Démontrons que la matrice A est de Metzler, c’est à dire que les termes hors diagonaux
de A sont positifs ou nuls.
Preuve :
D’après l’équation (3.18), on peut connaître la forme générale de la matrice A (figure
3.3). Différents cas se posent :
Figure 3.3 – Forme de la matrice A
– Cas 1 : Si vkx,i,j > 0 et vkz,i,j > 0
Dans ce cas là, on obtient : b2 = c2 = 0, et :
a = −v
k
x,i,j
∆x −
vkz,i,j
∆z < 0, b1 =
vkx,i−1,j
∆x > 0, c1 =
vkz,i,j−1
∆z > 0
– Cas 2 : Si vkx,i,j < 0 et vkz,i,j < 0
Dans ce cas là, on obtient : b1 = c1 = 0, et :
a =
vkx,i,j
∆x +
vkz,i,j
∆z < 0, b2 = −
vkx,i+1,j
∆x > 0, c2 = −
vkz,i,j+1
∆z > 0
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domain length (cm× cm) 10×10 ρ0 (cm3.cm−3) 0.1
Niter 300 γf (cm−1.d−1) 1
Ni and Nj 101 γvx (cm−1.d−1) 1
∆x and ∆z (cm) 0.1 γvz (cm−1.d−1) 1
∆t (d) 0.01 γq1 (cm.d−1) 1
ρmax (cm3.cm−3) 0.8 Dc 0.1
γq1 (cm.d−1) 1 γq2 (d−1) 0
Table 3.1 – Valeurs des paramètres
– Cas 3 : Si vkx,i,j > 0 et vkz,i,j < 0
Dans ce cas là, on obtient : b2 = c1 = 0, et :
a = −v
k
x,i,j
∆x +
vkz,i,j
∆z < 0, b1 =
vkx,i−1,j
∆x > 0, c2 = −
vkz,i,j+1
∆z > 0
– Cas 4 : Si vkx,i,j < 0 et vkz,i,j > 0
Dans ce cas là, on obtient : b1 = c2 = 0, et :
a =
vkx,i,j
∆x −
vkz,i,j
∆z < 0, b2 = −
vkx,i+1,j
∆x > 0, c1 =
vkz,i,j−1
∆z > 0
La matrice A est donc bien une matrice de Metzler.
De plus, si on a 0 ≤ ρ ≤ ρmax et c ≥ 0, alors la fonction f est positive ou nulle quelque
soit ρ. Par conséquent, on a bien, d’après l’équation (3.19) et la nature de A, que n ≥ 0.
En ce qui concerne la positivité des variables ρ et c, ces dernières sont positives sous
certaines conditions liées aux valeurs des paramètres du modèle.
3.4 Résultats numériques
Les résultats numériques présentés ici correspondent à des résultats "conceptuels".
Les simulations ne sont pas confrontées à des données réelles mais présentent les capacités
d’un tel modèle. On va regarder l’influence du choix de la condition initiale, des valeurs
des paramètres, de la compétition et de la réaction avec le sol. Quand ce n’est pas précisé,
les simulations qui suivent ont été réalisées avec la prise en compte de l’impédance du
sol dont l’évolution en fonction de z est décrite sur la figure 3.1 (gauche)
3.4.1 Influence des paramètres de croissance
On suppose que les racines fines n’ont pas de croissance secondaire (γq2 = 0). Ce
coefficient a pour effet (quand sa valeur augmente) de croître la densité de volume
racinaire et de diminuer l’intensité locale de la densification du nombre d’apex racinaire
(diminution de la densité n). Dans ce qui suit, les profils de n et de ρ ont été réalisés à
l’aide d’une coupe pour une profondeur z fixée (z = 1.5cm).
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Dans cette partie, les nutriments sont répartis de manière uniforme : c0 = 15mg/l sur
tout le domaine Ω. On choisit la condition initiale lisse définie par la fonction définie plus
loin dans le document (voir équation (3.20)). Dans la table 3.1, on trouve les paramètres
utilisés pour les simulations qui suivent. Dans ce paragraphe, on teste l’influence des
paramètres Kmλ (définis dans le modèle de Bastian détaillé dans le paragraphe 2.2.2),
αρ, αn et αc. On définit différents jeux de valeurs de paramètres pour comparer les
différentes simulations :
Cas 1 : αρ = 0, αn = 1 ou αn = 0.1 , αc = 0 et Kmλ = 0.5.
Cas 2 : αρ = 0.1 , αn = 0, αc = 0 et Kmλ = 0.5.
Cas 3 : αρ = 0, αn = 0, αc = 0.1 et Kmλ = 0.5.
Cas 4 : αρ = 0, αn = 1, αc = 0.1 et Kmλ = 5 .
Le cas 1 consiste à regarder la stratégie de croissance due à la variation du coefficient αn.
Ce coefficient caractérise la tendance des apex à se diffuser dans l’espace. Ensuite le cas 2
consiste à simuler la vitesse avec uniquement le paramètre αρ qui caractérise la tendance
des apex à occuper les espaces libres (les espaces peu denses en volume racinaire). Le cas
3 permet de simuler l’effet du paramètre αc correspondant à la tendance des apex à se
développer et à croître plus rapidement dans des zones où le gradient en concentration en
nutriments est important. Finalement le cas 4 permet de tester le paramètre d’efficacité
d’absorption racinaire.
Cas 1 : tendance à la diffusion des apex
On se place tout d’abord dans le cas 1. Plus le coefficient αn est élevé, plus on observe
le phénomène de diffusion des apex avec une densification moins importante mais une
occupation plus marquée, notamment en volume (figure 3.4 et figure 3.5). La vitesse de
croissance globale y est en effet plus importante dans le cas où αn = 1. αn caractérise bien
la tendance des apex à s’éloigner les uns des autres, pouvant éventuellement caractériser
un système racinaire exploitant le sol de manière isotrope.
Cas 2 : tendance à occuper les espaces vides
Le coefficient αρ caractérise la tendance des apex à occuper les espaces libres. On
observe en effet une forte densification à l’intérieur du système racinaire (figure 3.6).
Par contre, la valeur de n dépasse la valeur 1, ceci étant dû aux conditions de stabilité
et par conséquent, à la valeur du coefficient de ramification γf . En effet, le choix des
schémas numériques montrent qu’il est possible de dépasser la borne théoriquement
supérieure et égale à 1. Plus αρ augmente, plus on observe des rayures, dues à des
instabilités numériques.
Cas 3 : tendance à croître vers des zones riches en nutriments
Enfin nous allons tester le paramètre αc. On se place dans le cas 3. On peut observer
les cartographies de densité et les profils associés (figure 3.7). αc est un coefficient carac-
térisant la tendance des apex à se développer et à croître vers des zones de concentrations
en nutriments plus élevées. On constate bien que les apex se trouvent majoritairement
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Figure 3.4 – Cartographies 2D (unités du domaine en cm) et profils de densité de
n pour le cas 1 où αn = 0.1 (gauche) et αn = 1 (droite). Les profils sont capturés à
différents instants : La courbe magenta est capturée pour Niter = 75, la courbe noire
pour Niter = 150 et la courbe bleue pour Niter = 300
au front apical, vu que le gradient de concentration à cet endroit est le plus élevé. Ce-
pendant une valeur trop élevée de ce paramètre peut entraîner l’explosion du schéma
numérique. Il semblerait que certains types racinaires pourraient avoir tendance à suivre
des gradients progressifs de forte concentration en nutriments dans le sol, mais la plupart
des racines ne sont globalement pas attirées vers une zone fertile. Elles auraient en effet
tendance à suivre leur direction "prédéfinie" puis à fortement ramifier et à ralentir dans
ces zones [94].
Cas 4 : efficacité d’absorption
On se place dans le cas 4. Le paramètre Kmλ est un paramètre caractérisant l’effica-
cité d’absorption des racines. Plus sa valeur est élevée, plus la fonction d’absorption est
importante. On voit bien que l’augmentation du paramètre Kmλ augmente l’efficacité
d’absorption et diminue la densification apicale (figure 3.8). On voit bien que l’évolution
du profil de la concentration en nutriments dans le milieu c est logiquement opposée au
profil de ρ (figure 3.9). Ceci peut être mieux observé sur la figure 3.10, où les profils
de c ont été capturés sur une abscisse fixée au milieu de l’axe horizontal (x = 5cm).
La concentration totale en nutriments présents dans le milieu diminue plus rapidement
dans le cas 4 que dans le cas 2, confirmant l’influence du paramètre Kmλ sur l’efficacité
d’absorption. D’un point de vue biologique, ce paramètre dépendrait du type de racines
que l’on simule [65].
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Figure 3.5 – Cartographies 2D (unités du domaine en cm) et profils de densité de
ρ pour le cas 1 où αn = 0.1 (gauche) et αn = 1 (droite). Les profils sont capturés à
différents instants : La courbe magenta est capturée pour Niter = 75, la courbe noire
pour Niter = 150 et la courbe bleue pour Niter = 300
Figure 3.6 – Cartographie 2D (unités du domaine en cm) de densité n (gauche) et
maximum de densité n en fonction du nombre d’itérations dans le cas 2
3.4.2 Hétérogénéité du sol
Les équations (3.1)-(3.6) permettent de simuler l’hétérogénéité du sol en terme d’eau
et de nutriments dans le sol et la réaction du système racinaire à cette répartition
spatiale de la fertilité locale du milieu. La simulation présentée sur la figure 3.11 montre
des nutriments répartis en couches à l’instant initial, avant la croissance du système
racinaire. A l’instant final, on peut observer la zone d’absorption racinaire en haut à
droite, ainsi que les densités n et ρ respectivement à gauche et à droite sur la deuxième
ligne (figure 3.11). Les fonctions de ramification et de vitesse de croissance globale
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Figure 3.7 – Cartographies 2D (unités du domaine en cm) et profils de densité n
(cm2.cm−3) (gauche) et de densité ρ (cm3.cm−3) (droite). Les profils sont capturés pour
différentes itérations : Niter = 75 (courbe magenta), Niter = 150 (courbe en noir) et
Niter = 300 (courbe en bleu)
Figure 3.8 – Cartographies 2D (unités du domaine en cm) de densité n (gauche) et de
densité ρ (droite)
ont réagi à la présence des nutriments avec des intensités différentes en fonction de la
concentration locale. Le système a tendance à se diriger et à augmenter sa vitesse de
croissance globale à l’approche des zones où le gradient de la concentration en nutriments
est élevé. De plus, le système intensifie sa ramification dans les zones locales où la
concentration en nutriments est élevée.
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Figure 3.9 – Profils de ρ (gauche) et de c (droite) à différents instants en fonction dec
i (coupe j = 15)
Figure 3.10 – courbe de la concentration totale en nutriments présents dans le milieu
en fonction du nombre d’itération dans le cas 3 (gauche) et dans le cas 4 (droite)
3.4.3 Influence de la condition initiale
Nous allons maintenant tester l’influence du choix de la condition initiale. Le premier
cas est simulé avec la fonction initiale lisse définie par :
φ(x, z) = 1− tanh(
√
(x− x0)2 + z2) (3.20)
Dans le modèle de Bastian [10], la fonction initiale étant proche de cette distribution,
il est intéressant de tester dans un deuxième cas, une fonction créneau. Une fonction
créneau est une fonction à support compact, i.e. définie sur un intervalle d’espace et
nulle sur tout le reste du domaine. Dans ce paragraphe on considère l’influence du sol
définie par la courbe de la figure 3.1.
Cas 1 : fonction initiale lisse
Dans ce paragraphe, on choisit la fonction définie en (3.20) et illustrée par la figure
3.12. Les valeurs des paramètres du modèle utilisées pour les résultats numériques pré-
sentés ici sont définies table 3.2. Le nombre maximal d’itérations est de 1000 (ce qui
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Figure 3.11 – Sur la première ligne on trouve la répartition de la concentration en eau
et nutriments dans le domaine sol en 2D, à l’instant initial (gauche) et à l’instant final
(droite) de la simulation ; sur la deuxième ligne, les simulations de la densité n (gauche)
et ρ à l’instant final. Les unités du domaine sont en cm
dimensions (cm× cm) 20×20 c (cm−2.d−1) 5
Nx et Ny 201 γvx (cm−1.d−1) 1
∆x et ∆z (cm) 0.01 γvz (cm−1.d−1) 100
∆t (d) 0.01 γq1 (cm.d−1) 1
ρmax (cm3.cm−3) 0.8 γq2 (d−1) 1
n0 (cm3.cm−3) 0.1 αρ (cm) 0.0001
ρ0 (cm3.cm−3) 0.1 αn (cm2) 0.01
Table 3.2 – Valeurs des paramètres dans le cas 1
correspondrait à 10 jours si l’unité du pas de temps est en jours).
En ce qui concerne les profils, on peut observer l’évolution des cartographies de densités
de n et de ρ au cours de la simulation (figure 3.13). On peut aussi obtenir les profils
racinaires de n et de ρ en fonction de la profondeur à différents instants, comme l’in-
dique la figure 3.14. Ces profils ont été tracés à l’aide d’une coupe verticale en i = 51.
On voit bien que les profils sont amplifiés au cours du temps. Au cours de la simulation,
on constate que la densité en volume ne dépasse pas la valeur ρmax et que la densité des
aires apicales est inférieure à 1 (figure 3.15). Si on s’intéresse à la CFL numérique (la
condition de Courant-Fredrichs-Lewy [24]), on constate, grâce à la figure 3.16 (gauche),
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Figure 3.12 – Exemple de la fonction initiale φ(x, .) (gauche) et valeurs de φ(., z)
(droite)
Figure 3.13 – Cartographies de densité respectivement de n et de ρ pour Niter = 300
(figures de gauche) et pour Niter = 1000 (figures de droite)
que la valeur maximale de la vitesse ne dépasse pas 0.3 pour Niter = 1000. S’il l’on
suppose f négligeable pour le calcul de la CFL, la condition de stabilité est respectée.
Sur le profil de ρ (figure 3.14 droite), on peut extraire à chaque instant les abscisses de
la courbe (correspondant à la profondeur) pour une valeur ρ = ρmax/2. L’idée est de
tracer les valeurs des abscisses obtenues, correspondant aux valeurs de profondeur z, en
fonction du temps, afin de connaître la vitesse de propagation de l’onde, c’est à dire la
vitesse de croissance de l’onde racinaire. La notion d’onde racinaire a été définie dans
le modèle de Dupuy [42]. On obtient la figure 3.16 (droite). A des temps relativement
longs (t > 10jours), on s’attend à ce que la courbe z(t) tende vers une droite. On voit
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Figure 3.14 – profils de n (gauche) et de ρ (droite) en fonction de la profondeur, à
différents instants : courbes de couleurs magenta pour Niter = 300, noire pour Niter =
500, bleue pour Niter = 800 et rouge pour Niter = 1000
Figure 3.15 – Courbes de la valeur maximale de n (gauche) et de ρ (droite) à chaque
instant
qu’il est possible pour Niter > 600 de faire une régression linéaire afin d’avoir une droite
minimisant l’écart des points à celle-ci (droite en rouge sur la figure 3.16 de droite).
Le coefficient directeur de cette droite nous donne la vitesse de propagation de l’onde
racinaire et vaut dans ce cas a = 3.6cm.d−1.
On va maintenant regarder que deviennent ces résultats si l’on prend une fonction cré-
neau en fonction φ initiale.
Cas 2 : fonction initiale créneau
On choisit comme fonction de répartition initiale, une fonction créneau définie par :
φ(x, z) =
{
n0 si x ∈ [x0 ± ]
0 sinon
Les valeurs des paramètres du modèle pour ce cas sont listées table 3.3. Les cartographies
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Figure 3.16 – Evolution de la vitesse maximale (noir) et minimale (rouge) en fonction
du temps (gauche) ; Profondeur z en fonction du temps (droite)
dimensions (cm× cm) 10×10 c (cm−2.d−1) 5
Nx et Ny 101 γvx (cm−1.d−1) 10
∆x et ∆z (cm) 0.01 γvz (cm−1.d−1) 100
∆t (d) 0.01 γq1 (cm.d−1) 1
ρmax (cm3.cm−3) 0.8 γq2 (d−1) 1
n0 (cm3.cm−3) 0.1 αρ (cm) 0.0001
ρ0 (cm3.cm−3) 0.1 αn (cm2) 0.01
Table 3.3 – Valeurs des paramètres dans le cas 2
de densités sont données par la figure 3.17. On constate qu’elles ont logiquement des
formes différentes à celles dans le cas de la fonction lisse. A l’instant initial, les densités
ont une forme carrée puis sont déformées au cours du temps sous l’effet des paramètres du
modèle (figure 3.18). Le paramètre γvz est 10 fois plus grand que le paramètre γvx , d’où
une croissance en profondeur du système plus importante que la croissance verticale.
Identiquement au paragraphe précédent, il est possible d’extraire les abscisses de la
courbe du profil de ρ (figure 3.18 droite), correspondant aux valeurs de profondeur du
sol pour une valeur de ρmax/2, à chaque instant. Cette courbe est présentée figure 3.19
(droite). On voit bien qu’à partir de 200 itérations environ, les points sont situés autour
d’une droite qu’il est possible de tracer par régression linéaire. Contrairement au cas 1,
les points semblent se stabiliser plus vite autour d’une droite, ceci étant dû à la forme
de la fonction initiale. Dans ce cas l’onde se propage de manière plus régulière à une
vitesse a = 4.1cm.d−1.
Problème d’oscillations
Les schémas numériques présentés au paragraphe 3.3 sont très sensibles aux para-
mètres. C’est pourquoi, dans les deux cas précédents, on peut observer des oscillations
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Figure 3.17 – Cartographies de densité respectivement de n et de ρ pour Niter = 300
(figures de gauche) et pour Niter = 1000 (figures de droite)
Figure 3.18 – profils de n (gauche) et de ρ (droite) en fonction de la profondeur, à
différents instants : courbes de couleurs cyan pour Niter = 100 magenta pour Niter = 300,
noire pour Niter = 500, bleue pour Niter = 800 et rouge pour Niter = 1000
numériques dues principalement aux schémas numériques qui ont des conditions de sta-
bilités numériques restreintes. Le cas 1 peut avoir des oscillations numériques pour des
valeurs de αρ
αn
≥ 1. Les oscillations les plus marquées sont tout de même observées
dans le cas d’une condition initiale créneau. On peut remarquer que dans ce cas, les
valeurs initiales n(x, z, 0) et ρ(x, z, 0) peuvent être proches de 0.8, sans que des oscilla-
tions n’apparaissent (figure 3.20). Par contre si l’on impose une valeur 0.5 au créneau,
on observe de fortes oscillations numériques, notamment pour les profils de n (figure
3.21). Ces exemples montrent l’importance de choisir des méthodes numériques stables
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Figure 3.19 – Evolution de la vitesse maximale (noir) et minimale (rouge) en fonction
du temps (gauche) ; Profondeur z en fonction du temps (droite)
Figure 3.20 – profils de n (gauche) et de ρ (droite) en fonction de la profondeur pour
n(x, z, 0) = ρ(x, z, 0) = 0.5 (idem pour une valeur de 0.75), à différents instants : courbes
de couleurs cyan pour Niter = 100 magenta pour Niter = 300, noire pour Niter = 500,
bleue pour Niter = 800 et rouge pour Niter = 1000
et consistantes où l’on contrôle les différentes conditions de stabilité. Intéressons nous
maintenant à l’influence des paramètres de croissance afin de voir notamment quels sont
les phénomènes physiques qui seraient biologiquement cohérents.
Nous allons maintenant tester les modifications apportées au modèle, à savoir la prise
en compte de l’impédance du sol et de plusieurs sources de racines.
3.4.4 Impédance du sol
Les valeurs des paramètres utilisés sont issues de la table 3.2. On choisit la condition
initiale lisse définie par la fonction (3.20). Dans ce paragraphe, on va simuler l’effet de
l’impédance du sol défini par l’expression (3.8). La figure 3.13 a été simulée avec la prise
en compte de l’impédance du sol dont l’évolution en fonction de z est décrite sur la figure
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Figure 3.21 – profils de n (gauche) et de ρ (droite) en fonction de la profondeur z = j∆z
pour une valeur initiale de la fonction créneau égale à 0.5, à différents instants : courbes
de couleurs cyan pour Niter = 100 magenta pour Niter = 300, noire pour Niter = 500,
bleue pour Niter = 800 et rouge pour Niter = 1000
3.1 (gauche). Si on impose IR(z) = 1, on obtient la figure 3.22. On distingue aisément la
Figure 3.22 – Sur la première ligne, cartographies 2D (unités du domaine en cm) de
densité de n (gauche) et de ρ (droite) pour Niter = 1000 ; sur la seconde ligne, profils de
n (gauche) et de ρ (droite), les différentes lignes correspondant à différentes itérations :
la courbe pointillée correspond à Niter = 100, avec des tirets pour Niter = 400, pleine
pour Niter = 700 et tiret-pointillé pour Niter = 1000.
différence entre les figures prenant en compte l’impédance (figures 3.13 (gauche) et 3.14)
et celle sans impédance 3.22. L’impédance du sol affecte bien la vitesse de croissance
globale du système en fonction de la profondeur. De plus, il est possible de déduire de
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Figure 3.23 – Nombre total d’apex par itération avec r = 1mm (gauche) et courbe
de la densité maximale n (cm2.cm−3) par itération (droite). les courbes en pointillés
correspondent au cas sans effet d’impédance du sol et les courbes pleines avec prise en
compte de l’impédance.
la variable n, le nombre total d’apex racinaires par la formule (3.7). Sur la figure 3.23,
on peut voir que la quantité d’apex produits au cours du temps est plus faible avec la
prise en compte de la résistance du sol. Ceci est logiquement dû à l’ajout du coefficient
IR(z) dans l’expression de la fonction de ramification définie en (3.9).
Si on connaît les valeurs paramètres du modèle, caractéristiques pour une espèce donnée
dont la croissance racinaire est non contrainte en profondeur, il est possible d’estimer
ce coefficient d’impédance du sol.
3.4.5 Simulation multi-sources
Les valeurs des paramètres utilisés sont issues de la table 3.2 et la fonction initiale est
définie par (3.20). On considère ici le cas où deux sources simulant deux modèles conti-
nus, sont positionnées sur l’axe horizontal en surface. Le maximum local de la densité
n de ρ dépasse leur valeur maximale, respectivement 1 et ρmax, si on considère chaque
source indépendamment. En effet, les deux réseaux de racines fines de chaque source se
rencontrent après 420 itérations environ, les valeurs des densités s’ajoutant localement,
comme l’illustre la figure 3.24. Par contre, si on prend en compte la compétition racinaire
formalisée dans les expressions (3.12), (3.13) et (3.14), on obtient la figure 3.25. Dans
ce cas, on considère toutes les sources de manière locale, i.e. en prenant en compte la
somme des densités volumiques de toutes les sources dans chaque volume élémentaire.
On constate bien que les densités maximales de n et de ρ de chacune des sources ne
dépassent pas leur valeur maximale.
Ce formalisme de compétition est plutôt simpliste mais pose tout de même des questions
biologiques majeures : comment réagit un système racinaire lorsqu’il est en compétition
avec une autre plante ? Toute la biomasse racinaire qui aurait due être créée dans la zone
de compétition ne devrait-elle pas s’exprimer ailleurs ou autrement dans le système ?
Il est possible de considérer les sources de racines fines comme sous-parties d’un seul
individu. En effet, cette caractérisation a un sens pour des systèmes racinaires d’arbres
dans lesquels il est intéressant de distinguer deux principales familles de racines : d’une
part, les racines de structure à forts diamètres permettant l’ancrage racinaire de l’indi-
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Figure 3.24 – Cartographies de densité de n et évolution du maximum de n au cours
du temps (gauche) ; Cartes de densité de ρ et évolution du maximum de ρ au cours du
temps (droite)
Figure 3.25 – Cartographies de n et évolution du maximum de n au cours du temps
(gauche) ; cartographies de ρ et évolution du maximum de ρ au cours du temps (droite)
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Figure 3.26 – Cartographies 2D de la densité n (cm2.cm−3) (gauche) et celles de la
variable ρ (cm3.cm−3) (droite), pour Niter = 800 et tc = Niter/2
vidu et l’exploration spatiale du sol ; d’autre part les racines fines à faibles diamètres,
ayant des durées de vie plus courtes mais possédant une forte capacité d’absorption
d’eau et de nutriments dans le sol, permettant d’alimenter ses racines porteuses. On
considère donc une structure fixe dans le sol sur laquelle on positionne des sources de
racines fines, ceci étant formalisé par les équations (3.15) et illustré par la figure 3.2.
La figure 3.26 présente les résultats numériques pour deux sources positionnées sur un
axe horizontal de la structure des racines fines en rouge. Afin de rendre biologiquement
cohérent la simulation, la source la plus proche de la base de la structure racinaire, a
commencé sa croissance avant la suivante. Cette croissance déphasée est considérée à
l’aide d’un temps caractéristique entre les deux sources. La compétition racinaire entre
les sources, au sein d’un même individu, a été prise en compte. La diversité des sys-
tèmes racinaires d’arbres forestiers dépend du développement des racines de structure,
en terme de direction de croissance et de la position des sources sur leur porteuse. En
conséquence, en ce qui concerne la simulation de systèmes racinaires d’arbres forestiers
pour des questions d’éco-ingénierie (stabilité des pentes par la plantation), il serait inté-
ressant de développer un modèle hybride entre modèle de structure et modèles continus.
Le modèle de structure donnerait l’évolution et la représentation des racines de structure
dans le sol et les modèles continus permettraient de simuler les densités des réseaux de
racines fines portées par ces racines d’ancrage. Cependant, avant de pouvoir réaliser ce
type de modélisation, il est nécessaire de développer un modèle continu de croissance
racinaire dont le développement biologique est agrégé.
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Pour les raisons évoquées dans la conclusion de la synthèse, notre choix de mo-
délisation s’est porté sur les modèles continus simulant des densités racinaires. Dans la
littérature, il existe différents types de modèles continus. Les trois phénomènes classiques
utilisés dans la plupart des modèles continus sont : l’advection, la diffusion et la réaction.
Le premier modèle de croissance racinaire basé sur des équations aux dérivées par-
tielles est apparu dans la littérature en 1974 [78]. Ce modèle a été par la suite adapté
et couplé avec une équation, également de type diffusion-réaction, simulant le transfert
d’eau par unité de volume [51]. Ce modèle a été calibré sur des données de maïs. Ce
modèle est intéressant du point de vue couplage avec le sol, mais le fait d’optimiser le
système en 1D contourne le problème de son développement spatial dans la direction
horizontale, direction importante dans le développement du système racinaire du maïs
(paragraphe 5.4). Ce modèle est uniquement conservatif, ce qui semble biologiquement
incorrect, vu que la masse volumique racinaire change au cours du temps, phénomène
dû à la production et la mortalité racinaires.
Le modèle de [52] simule des densités de longueur et est calibré sur des systèmes ra-
cinaires de différentes espèces, à savoir le maïs, d’une espèce particulière de glaïeul, le
cèdre blanc Thuja occidentalis et de tomate. Ils montrent les différents ratios entre le
coefficient de diffusion horizontal versus vertical. Ce ratio permet de caractériser des sys-
tèmes racinaires dont le développement est plus horizontal que vertical et inversement.
A mon sens cet article est très important dans la mesure où il définit implicitement
l’angle global d’insertion des racines dans le sol. Le terme de ramification est spatialisé
et intervient comme une condition aux limites (en un point précis). Pour ce type de
plantes, cette hypothèse est tout à fait satisfaisante. Cependant, la source d’émission
des racines n’est pas toujours localisée dans une zone limitée, comme on le verra plus loin
dans le cas des systèmes décentralisés (Chapitre 5). De plus, la variable de sortie étant
une densité de longueur, il manque dans ce modèle une explication sur le phénomène
de diffusion de longueurs racinaires. Ce type de modélisation est donc très intéressant
mais n’est pas suffisamment générique en terme de développement.
Ensuite il existe un modèle d’advection-réaction permettant le développement de la
densité de méristèmes dans le sol [41, 42]. Cette variable de sortie permet d’en déduire
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d’autres, comme par exemple la densité de longueur. Dans ce modèle, le mouvement
spatial des méristèmes au cours du temps est décrit à l’aide de plusieurs équations
d’advection-réaction, chacune d’entre elles correspondant à un type racinaire avec ses
propres paramètres. Chaque équation simule des "vagues de méristèmes" ayant leurs
propres vitesses de croissance correspondant aux différents types, et des coefficients de
ramifications propres. Ce coefficient de ramification dépend de l’angle de ramification.
Ce modèle permet la simulation de systèmes racinaires différents comme les systèmes
"herringbone", les systèmes dichotomiques, et les systèmes de l’orge. Cette approche
de modélisation d’équations par type de racines est très intéressante du point de vue
architectural. Cependant, ce modèle demande un minimum de connaissances sur l’archi-
tecture du système considéré et de savoir combien de types sont présents dans le système.
Cela devient compliqué pour des systèmes à architecture complexe. En effet, un système
racinaire d’arbre peut avoir beaucoup de types racinaires différents. Par exemple, le
système racinaire d’eucalyptus observé sur le terrain [104] et simulé à l’aide du logiciel
d’AMAPsim [8], est composé de 5 types racinaires différents avec leurs propres caracté-
ristiques (vitesse de croissance primaire, la distance inter-ramifications, probabilité de
ramification, etc.).
Il existe un modèle d’advection-diffusion-réaction simulant l’évolution spatio-
temporelle de la masse racinaire [93]. Cette équation concerne la masse racinaire de
racines fines, dépendant d’un taux de transformation de racines filles en racines mères.
Une équation de masse des racines mères est donc couplée à la première. Ce modèle
considère les trois opérateurs dans la même équation. Il semble donc très intéressant
d’un point de vue modélisation, afin de caractériser plusieurs processus. Par contre, ce
taux de transformation fille/mère semble trop "subjectif" et délicat à estimer. Les résul-
tats numériques concernant le maïs sont discutés dans le paragraphe (6.2.3).
Un modèle de croissance racinaire basé sur des équations paraboliques dégénérées hy-
perboliques, couple deux équations sur deux variables racinaires (densité de volume et
densité d’aires des sections apicales), avec une équation de transfert d’eau et de nutri-
ments dans le sol [10]. Nous avons adapté et modifié ce dernier modèle, afin de com-
prendre les différentes stratégies de croissance que l’on pouvait simuler, afin de voir de
manière conceptuelle le couplage avec des nutriments, l’ajout d’une impédance de sol,
et des simulations multi-sources afin de simuler la compétition racinaire interspécifique
[18]. Ce modèle continu de croissance racinaire est en effet le plus complexe de ceux
issus de la littérature, et prend en compte plusieurs processus racinaires en interaction
avec l’évolution de l’environnement. Cependant ce modèle est difficilement utilisable.
Les questions d’existence et d’unicité de ce modèle continu sont délicates, et ne sont pas
mentionnées dans l’article [10]. Ce modèle est relativement complexe et est composé de
beaucoup de paramètres difficiles à interpréter.
77
CONCLUSION DE LA PARTIE I
Nous avons donc décidé de présenter un modèle prenant en compte les trois opé-
rateurs d’advection-diffusion-réaction formulé par une équation aux dérivées partielles.
L’étude de la littérature a montré que ces opérateurs pouvaient générer des profils dif-
férents. Ce modèle doit être suffisamment flexible pour le coupler à une équation de
transfert d’eau et de nutriments, et d’y insérer les améliorations formalisées dans le
chapitre 3. Des analogies biologiques à ces opérateurs physiques vont être établies. La
variable de sortie choisie est le nombre d’apex par unité de volume. Cette variable de
sortie permet d’en déduire d’autres comme la densité de longueur [42] ou encore la den-
sité de volume racinaire [10]. De plus, elle permet la localisation des zones denses de
racines fines, caractérisant les zones où l’activité d’absorption d’eau et de nutriments
est significative.
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Deuxième partie
Développement d’un modèle continu
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Chapitre 4
Proposition d’un modèle continu
général
Ce chapitre présente un modèle continu simple sous la forme d’une équation d’ad-
vection - diffusion - réaction dont la variable de sortie u(x, y, z, t) est le nombre d’apex
par unité de volume. A l’aide de la connaissance de la distribution ou de la moyenne
des rayons racinaires du système considéré, il est possible de déduire de cette variable
de sortie, la densité des aires des sections transversales des apex racinaires par unité de
volume, calculée par la formule (3.7) . Les phénomènes physiques du modèle permettent
le développement de densités au cours du temps, issues de systèmes racinaires différents
en terme d’architecture. L’équation est en effet composée des trois opérateurs physiques
d’advection-diffusion-réaction, dépendant de leurs propres paramètres. Ces paramètres
peuvent être des fonctions variables en espace et en temps, très diverses suivant le sys-
tème que l’on veut décrire et suivant les conditions locales du sol. Nous verrons tout
d’abord que des analogies entre des phénomènes biologiques et les effets des opérateurs
physiques peuvent être établies. Ensuite nous présenterons le modèle général, ainsi que
les méthodes numériques utilisées afin de simuler l’équation.
4.1 Analogies biologiques des opérateurs physiques
Dans la littérature, plusieurs modèles continus utilisent explicitement les opérateurs
d’advection [41] et/ou de diffusion et réaction [10, 51, 52, 78, 93]. Dans ces références,
les opérateurs physiques ont été peu voire nullement discutés, notamment en ce qui
concerne leur signification biologique au niveau du développement du système. Ces ré-
férences montrent essentiellement la capacité des modèles continus à décrire différentes
densités racinaires, de manière statique ou dynamique, à différentes échelles, pour diffé-
rents systèmes racinaires. Dans l’article [17], nous avons proposé des analogies entre les
effets des opérateurs physiques du modèle et les phénomènes biologiques sous-jacents,
que nous présentons dans ce paragraphe.
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4.1.1 L’advection
Phénomène physique
L’advection correspond au transport d’une quantité u(x, y, z, t), qu’elle soit scalaire
ou vectorielle. Cette quantité est conservée par un champ vectoriel v(x, y, z, t). Cette
équation conservative fait partie des problèmes dits hyperboliques et peut s’écrire sous
la forme suivante :
∂tu+∇.(uv) = 0 (4.1)
La solution de cette équation conservative correspond à la solution initiale u0(x, y, z)
transportée à la vitesse v = (vx, vy, vz)T à chaque instant t :
u(t) = u0(x− vxt, y − vyt, z − vzt)
La résolution de l’équation (4.1) provient de la méthode des caractéristiques [66]. La
Figure 4.1 – Exemple d’un phénomène de transport d’une fonction suivant l’axe x
figure 4.1 illustre le phénomène physique du transport constant d’une fonction gaussienne
dans la direction x. Cette fonction est conservée au cours du temps et se déplace dans
cette direction à la vitesse v.
Analogies biologiques
La figure 4.2 présente deux systèmes racinaires à deux instants de développement. Le
système de la figure 4.2A peut caractériser un système fasciculé comme par exemple le
système racinaire du maïs. Le second 4.2B correspond quant à lui, à un système dominé
par un apex principal, pouvant correspondre par exemple, à un système pivotant. Si
u(x, y, z, t) correspond au nombre de racines par unité de volume dans l’équation (4.1),
plusieurs interprétations biologiques du phénomène d’advection sont possibles :
- La figure 4.2A présente un système où les racines sont orientées verticalement en t1.
Elles subissent ensuite une croissance orthotrope entre t1 et t2. Ce phénomène corres-
pond à l’élongation des racines dans la même direction et avec la même norme. Dans
l’article [41], les auteurs ont utilisé des plantes comme l’orge pour valider un modèle
de plusieurs équations d’advection, chacune correspondant à un type de racines, ayant
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Figure 4.2 – Schémas conceptuels de systèmes racinaires à deux instants t1 et t2, pour
un système fasciculé (A) et un système dominé par un apex principal (B). Ces sché-
mas illustrent le phénomène d’advection constante appliqué à deux types de systèmes
différents.
chacun leur propre norme et direction de croissance. Ce modèle requiert tout de même
une bonne connaissance de l’architecture du système considéré.
- Sur la figure 4.2B, on peut observer entre t1 et t2, le transport d’une quantité d’apex
d’un système dominé par un apex principal. Physiquement, on retrouve la même géo-
métrie et la même quantité de racines en t1 (racines en marron) et t2 (racines en jaune)
mais transporté le long de la racine principale. Cependant, étant donné que la croissance
primaire de la racine principale se situe dans la zone apicale et non basale (paragraphe
1.2.1), les racines jaunes en t2 ne sont pas les mêmes que les racines marrons en t1. En
effet, l’ensemble des racines latérales en t1 se sont allongées jusqu’à ce que leur durée de
vie soit atteinte. Après un certain temps, leurs apex meurent, entraînant l’élagage des
racines latérales et de celles qu’elles portent. Les racines en t2 sont les nouvelles racines
latérales qui n’ont pas encore atteint leur durée de vie maximale. Ces dernières sont dif-
férentes des racines latérales en t1, même si elles sont dans le même état "physiologique"
qu’elles. Dans cette interprétation, le temps t2 est relativement bien supérieur à t1, vu
que plusieurs phases architecturales se sont produites sans qu’on les observe. En effet,
plusieurs étapes de développement ont été implicitement intégrées dans ce cas, à savoir
la ramification, la croissance primaire des premières racines émises, la mortalité ainsi
que l’élagage.
En conclusion, on peut considérer l’advection comme étant l’opérateur de croissance
primaire pour des racines d’un même type, avec un comportement de croissance iden-
tique. Il peut donc par exemple caractériser le géotropisme avec une advection dans la
direction verticale. En plus de gérer la croissance primaire, il peut permettre aussi, avec
un champ d’advection variable le long de la racine principale, de simuler la répartition de
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la quantité d’apex dans différentes zones le long de la principale, assurant ainsi l’élagage
racinaire dans ces zones.
4.1.2 La diffusion
Phénomène physique
La diffusion est un phénomène qui tend à homogénéiser des densités ou des concen-
trations dans un milieu. Ce phénomène caractérise la migration et la dispersion d’une
quantité dans toutes les directions. L’équation de diffusion est basée sur les lois de Fick,
dont le flux de diffusion est proportionnel au gradient de concentration ou de densité.
L’équation conservative de la diffusion d’une quantité u(x, y, z, t) peut s’écrire de la
manière suivante :
∂tu−∇.(D∇u) = 0 (4.2)
Elle appartient aux problèmes dits paraboliques. Intéressons nous à la solution exacte
de cette équation dans le cas 1D avec un coefficient de diffusion constant D¯, afin de
simplifier les calculs. On considère donc l’équation de diffusion en 1D suivante :
∂u
∂t
= D¯∂
2u
∂x2
u(0, t) = 0 et u(L, t) = 0
u(x, 0) = u0(x)
A l’aide de la méthode de séparation des variables u(x, t) = X(x)T (t), on obtient :
∂u
∂t
= X(x)∂T (t)
∂t
= D¯∂
2u
∂2x
= D¯T (t)∂
2X(x)
∂x2
On a donc :
1
D¯T (t)
∂T
∂t
= 1
X(x)
∂2X(x)
∂x2
Le membre de gauche de l’équation précédente est uniquement en temps et le second
membre uniquement en espace. Pour avoir l’égalité, ces deux membres doivent être égaux
à la même constante, que l’on choisit ici égale à −λ2 (choix qui simplifie la solution).
On obtient donc les deux EDO suivantes à résoudre :
1
D¯T (t)
dT
dt
= −λ2 (4.3)
1
X(x)
d2X(x)
dx2
= −λ2 (4.4)
La solution de l’équation (4.3) est de la forme T (t) = C1e−λ
2D¯t, tandis que celle de
l’équation (4.4) est de la forme X(x) = B sin(λx) + C cos(λx). La solution générale
devient, pour u(x, t) = X(x)T (t) :
u(x, t) = e−λ2D¯t
(
C1 sin(λx) + C2 cos(λx)
)
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Or on a u(0, t) = 0 = C2e−λ
2Dt, d’où C2 = 0. De plus, on a u(L, t) = 0 = C1e−λ
2D¯t sin(λL).
L’idée est d’annuler le sinus. Si k ∈ N, on a :
λk =
kpi
L
k donne une solution de l’équation différentielle avec la condition de Dirichlet homogène.
L’équation la plus générale est la somme de toutes les solutions possibles. Cette solution
générale peut s’écrire comme suit :
u(x, t) =
∞∑
k=1
Cke
−λ2kD¯t sin(λkx) (4.5)
La condition initiale u(x, 0) = u0(x) devient donc :
u0(x) =
∞∑
k=1
Ck sin(λkx) (4.6)
L’EDO de X(x) (4.4) est un problème de Sturm-Liouville. Chaque terme Ck sin(λkx)
sont les solutions aux valeurs propres. On multiplie les membres de l’équation (4.6)
par sin(λmx), afin d’obtenir un produit de deux fonctions sinus qui est nul pour deux
fréquences différentes (k 6= m), reflétant l’orthogonalité des fonctions sinus. On a :
∫ L
0
u0(x) sin(λmx)dx =
∫ L
0
∞∑
k=1
Ck sin(λmx) sin(λkx)dx = Cm
∫ L
0
sin2(λmx)dx
On en déduit le coefficient Cm :
Cm =
2
L
∫ L
0
u0(x) sin(λmx)dx
L’expression de la distribution initiale u0(x) nous permet de calculer Cm que l’on injecte
dans l’équation (4.5) afin d’avoir la solution de l’équation de diffusion en 1D.
La figure 4.3 illustre le phénomène physique de diffusion constante pour une fonction
sinus. Cette fonction s’aplatit au cours du temps, suivant l’axe x. L’aire sous la courbe
reste la même au cours du temps, illustrant le caractère conservatif de ce phénomène.
Si le temps de la simulation tend vers l’infini, l’aire sous la courbe tend vers 0 pour des
conditions de Dirichlet homogène sur les bords du domaine.
Analogies biologiques
Biologiquement, le phénomène de diffusion peut caractériser la tendance des apex
à se diffuser suivant un ou plusieurs axes. Cet effet a été observé dans les simulations
préliminaires du chapitre 3. La figure 4.4 présente deux schémas avec, pour le premier,
un effet diffusif dans toutes les directions et vertical pour le second. Le premier schéma
montre un système colonisant de manière homogène le sol en t1, pouvant être appelé
système coeur [39]. La diffusion est isotrope mais les apex ont des vitesses de croissance
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Figure 4.3 – Exemple d’un phénomène de diffusion suivant l’axe x d’une fonction sinus
Figure 4.4 – Schémas conceptuels de systèmes racinaires à deux instants t1 et t2, pour
un système avec des racines dans toutes les directions (A) et pour un système avec
racines horizontales (B). Ces schémas illustrent le phénomène de diffusion d’apex pour
deux systèmes différents.
primaire différentes, soulignant le caractère aléatoire dont est issu le phénomène de dif-
fusion en physique.
Le deuxième schéma peut éventuellement correspondre à un système "herringbone". Le
système est plus allongé horizontalement en t2. En effet la diffusion caractérise dans
ce cas l’allongement des racines latérales. Les apex ont tendance à s’éloigner horizon-
talement les uns des autres. La distance inter-ramification sur l’axe horizontal est plus
grande en t2 qu’en t1. Il manque l’effet de ramification racinaire pour que ce système
soit biologiquement cohérent. Cependant, on peut supposer qu’en t2, il y a eu croissance
primaire des latérales avec certaines petites racines portées qui sont mortes entre t1 et
t2. La quantité totale d’apex en t1 et t2 est identique, même si les racines portées par
les latérales ne sont physiquement pas les mêmes.
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L’effet entrainé par la diffusion semble donc être lié à la cinétique intrinsèque d’élonga-
tion des racines principales mais le problème est qu’il est difficile de donner une valeur
"biologique" aux coefficients de diffusion qui correspond à un déplacement d’une surface
par unité de temps.
4.1.3 Phénomène de réaction
Forme générale
La modélisation de systèmes biologiques, à l’aide d’équations continues, a souvent
fait appel à des fonctions dites de réaction. En biologie elles sont fréquemment définies
par des formes logistiques [76]. Dans notre cas, le phénomène de réaction permet la
gestion de la production et de la mortalité des apex racinaires. C’est le phénomène qui
permettra de gérer le couplage avec la concentration de nutriments et le transfert d’eau
dans le sol. On peut définir l’équation de réaction pour une quantité u(t) par une forme
logistique très générale de la forme suivante :
dtu = βuα(1− γu)− µu (4.7)
où β(.) et µ(.) correspondent respectivement au coefficient de ramification et de mortalité
par unité de temps. Le coefficient α permet de définir la vitesse de croissance de la courbe
logistique, contrôlant ainsi l’intensité de la croissance des apex au cours du temps. Le
coefficient γ est un paramètre dépendant de l’aire maximale des sections racinaires.
Calculons la solution exacte de l’équation de réaction (4.7), avec u(0) = u0, β = cste 6= 0,
µ = cste 6= 0, γ = cste 6= 0 et on pose α = 0. On peut récrire l’équation 4.7 sous la
forme suivante :
du
βu(1− γu)− µu = dt
Après séparation en fractions partielles, pour u 6= 0, l’équation précédente est équivalente
à :
1
β − µ
du
u
+ βγ
β − µ
du
β(1− γu)− µ = dt
On intègre chacun des termes de l’équation précédente et on obtient, avec c1, c2 et c3
constantes :
1
β − µ ln(u) + c1 −
1
β − µ ln(β(1− γu)− µ) + c2 = t+ c3
ce qui entraîne :
u
β(1− γu)− µ = Λ exp((β − µ)t)
avec Λ constante. En t = 0, on trouve la constante Λ = u0
β(1−γu0)−µ .
La solution de l’équation (4.7) est donc :
u(t) = (β − µ)u0 exp((β − µ)t)
β − µ+ βγu0(exp((β − µ)t)− 1) (4.8)
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Analogies biologiques
Si on considère la fonction u(t), correspondant au nombre d’apex par unité de temps,
l’équation (4.7) caractérise l’évolution temporelle de la quantité totale d’apex du système
racinaire considéré. Les coefficients β(.) et µ(.) gèrent respectivement la ramification
(production d’apex) et la mortalité racinaire au cours du temps. Si aucune information
spécifique sur la vitesse de croissance de la production d’apex et sur l’aire des sections
racinaires du système n’est disponible, on peut simplifier l’équation (4.7) en posant
α = 0 et γ = 1. Dans ce cas là, et en considérant l’effet de la réaction dans un système
spatialisé, les fréquences de ramification β(.) et de mortalité µ(.) sont proportionnelles
au nombre d’apex par unité de volume. En effet, les phénomènes de ramification et de
mortalité sont à ce moment là, appliqués dans les zones locales où la quantité d’apex
u(x, y, z, t) est présente. Si la répartition des nutriments c(x, y, z, t) est localement connue
dans le sol, il est possible de définir le coefficient de ramification comme étant le produit
d’un coefficient de ramification b (unité de longueur par unité de temps et par unité de
concentration) et de la concentration en nutriments c (unité de concentration par unité
de volume) :
β(t) = b(t)c(x, y, z, t)
Avec cette formulation, il est possible de simuler l’effet de la répartition spatiale des
nutriments dans le sol sur la ramification racinaire au cours du temps. Plus le sol est
fertile localement, plus l’activité racinaire s’intensifie, et inversement. Le fait de connaître
les valeurs des coefficients de la réaction d’un système racinaire poussant dans un sol
homogène (après calibration par exemple), peut nous permettre de tester des hypothèses
sur l’effet des nutriments sur le système, dans un milieu hétérogène dont on contrôle la
fertilité locale.
4.2 Présentation du modèle général
Cette partie présente l’équation générale continue de croissance racinaire, ainsi que
la méthode de splitting d’opérateurs. Cette méthode numérique permet la résolution
d’une telle équation et est présentée à l’ordre 1 et 2.
4.2.1 Modèle général
Soit Ω ⊂ RN avec N = 1, 2, 3, le domaine de sol où le système racinaire se développe.
Γ est la frontière du domaine. On va étudier l’équation générale non linéaire d’advection-
diffusion-réaction suivant :
∂tu = A(u) +D(u) +R(u) dans Ω× [0, T ] (4.9)
u(., ., ., 0) = u0(x, y, z) dans Ω (4.10)
+Condition limite sur Γ× [0, T ] (4.11)
où u(x, y, z, t) est la variable de sortie et u0(x, y, z) la fonction spatiale de répartition
initiale de la quantité u(x, y, z, 0). A l’aide de la connaissance de la densité du nombre
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d’apex u(x, y, z, t), il est possible de déduire d’autres variables telles que la densité des
aires des sections racinaires, de volume racinaire [10] et de longueur racinaire [41].
L’existence et l’unicité d’une équation de ce type a été étudiée dans la littérature [4,
16, 32]. L’équation (4.9) est composée des trois opérateurs physiques définis dans le
paragraphe précédent 4.1 :
- l’opérateur d’advection
A(u) = −∇.(uv) (4.12)
permettant au système de se déplacer suivant la direction et la norme de la vitesse
d’advection v(x, y, z, t). On choisira une advection dans une seule direction, direction
globale de croissance du système.
- l’opérateur de diffusion
D(u) = ∇.(D∇u) (4.13)
entraînant la diffusion du système dans plusieurs directions, dépendant du coefficient de
diffusion D(x, y, z, t).
- l’opérateur de réaction
R(u) = β(t)u− µ(t)u (4.14)
dépendant d’un coefficient de ramification β(t) et d’un taux moyen de mortalité µ(t).
Afin d’utiliser un modèle le plus simple possible, on a choisi de simplifier l’équation (4.7)
en posant α = 0 et γ = 1. Cette simplification rend le terme de réaction linéaire par
rapport à u.
Ces trois opérateurs se combinent au cours du temps afin de générer des systèmes ra-
cinaires diverses en terme d’architecture et de développement. L’opérateur de réaction
est l’opérateur permettant au cours du temps la création et la mortalité d’apex. A cet
opérateur, on associe les opérateurs conservatifs d’advection et de diffusion avec dif-
férents poids suivant le type de système que l’on veut simuler. En effet, un système
racinaire dominé par un apex principal, type pivotant, pourra être simulé par l’opé-
rateur d’advection permettant la croissance du système dans la direction de cet apex
principal. Dans un tel système la diffusion, notamment horizontale, pourra être utilisée
pour simuler la croissance primaire des racines latérales. Au début du développement
du système dominé par un apex principal, une advection faible dans la zone basale de la
racine principale caractérisera un faible transport des apex, correspondant à une forte
ramification dans cette zone. Une forte advection dans la partie basale de la racine prin-
cipale peut correspondre à l’élagage des racines latérales présentent dans cette zone.
En ce qui concerne la plupart des monocotylédones, notamment les systèmes dits fasci-
culés, les racines sont émises dans toutes les directions, phénomène pouvant être simulé
par l’opérateur de diffusion. Dans ces systèmes, l’advection permet de gérer les effets
de géotropisme et d’orthotropisme des racines. Le rapport entre diffusion horizontale et
diffusion verticale permet de générer des systèmes en surface ou en profondeur suivant
les valeurs affectées à ce coefficient.
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4.2.2 Méthode de splitting d’opérateurs
La présence des trois opérateurs dans l’équation (4.9) entraîne souvent des difficultés
lors de sa résolution. En effet, une même méthode numérique n’est pas nécessairement
efficace pour la discrétisation de ces trois opérateurs simultanément. Les méthodes nu-
mériques stables et consistantes permettant la discrétisation des trois opérateurs simul-
tanément, sont généralement basées sur des méthodes non standards, afin d’approxi-
mer des équations linéaires d’advection-diffusion-réaction (voir chapitre 2 du livre [74]),
même avec des réactions non linéaires [58]. Afin de rester le plus général possible, de
laisser la possibilité d’introduire des paramètres du modèle dépendant de la densité u
rendant l’équation non linéaire, et étant donné que le couplage de cette équation avec
une autre équation doit être rendu possible (couplage avec le transfert des nutriments
dans le sol), on va préférer une méthode dite de "splitting" d’opérateurs [53, 63, 66, 102]
ou encore appelée méthode à pas fractionnaires. Cette méthode de splitting permet de
découpler une équation et d’associer un schéma numérique adapté à chaque phénomène
physique. Cette méthode apporte deux intérêts majeurs. Elle permet de résoudre exacte-
ment ou numériquement chacune des sous équations. De plus, elle permet de traiter des
variables ou des opérateurs correspondant à des échelles très différentes. L’idée est donc
de découpler l’équation d’advection-diffusion-réaction (4.9) afin d’avoir un bon schéma
numérique (en terme de stabilité et de convergence) associé aux différents phénomènes
traités séparément. On va brièvement donner l’algorithme formel pour la méthode de
splitting d’ordre 1 et 2. Soit un l’approximation de la solution u à l’instant tn. L’algo-
rithme formel à l’ordre 1 associé à cette méthode est décrit ci dessous [53] :
Algorithme 1 : Méthode de splitting du 1er ordre
Pour n = 0 :T
1. On résout duA
dt
= A(uA) pour t ∈]tn, tn+1], avec la donnée uA(tn) = un ;
2. On résout duD
dt
= D(uD) pour t ∈]tn, tn+1], avec la donnée uD(tn) = uA(tn+1) ;
3. On résout duR
dt
= R(uR) pour t ∈]tn, tn+1], avec la donnée uR(tn) = uD(tn+1) ;
4. On en déduit un+1 = uR(tn+1).
fin
Les quantités uA, uD et uR correspondent respectivement aux solutions des problèmes
d’équations d’advection, de diffusion et de réaction, dans les différentes étapes de la
méthode du splitting.
Remarque : une méthode ADI ("Alternative Direction Implicit") aurait pu être utilisée
dans le cas où les paramètres des opérateurs sont constants en espace [53]. Cependant,
la calibration sur des données a montré que les paramètres d’advection et de diffusion
étaient dépendants de zones spatiales (voir Chapitre 5).
L’erreur de troncature locale ρ1n dans le cas du splitting du 1er ordre s’écrit [53] :
ρ1n =
∆t
2 ([A,R] + [A,D] + [D,R])u+O(∆t
2) (4.15)
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où ∆t est le pas de temps et
[X, Y ] = ∂Y
∂u
X − Y ∂X
∂u
L’erreur de troncature est nulle quand tous les opérateurs commutent [63]. Cependant,
quand ce n’est pas le cas, l’erreur de splitting s’accumule et peut conduire à une approxi-
mation de la solution s’éloignant de la solution continue. Dans ce cas, il est préférable
d’utiliser l’opérateur le plus "raide" en dernier dans l’algorithme 1 [101]. Afin de diminuer
l’erreur de splitting avec des pas de temps relativement petits, Strang [102] et Marchuk
[71] ont proposé une méthode de splitting à l’ordre 2 dont l’algorithme formel pourrait
éventuellement s’écrire [53] :
Algorithme 2 : Méthode de splitting d’ordre 2
Pour n = 0 :T
1. On résout duA
dt
= A(uA) pour t ∈]tn, tn+1/2], avec la donnée uA(tn) = un ;
2. On résout duD
dt
= D(uD) pour t ∈]tn, tn+1/2], avec la donnée uD(tn) = uA(tn+1/2) ;
3. On résout duR
dt
= R(uR) pour t ∈]tn, tn+1], avec la donnée uR(tn) = uD(tn+1/2) ;
4. On résout duD
dt
= D(uD) pour t ∈]tn+1/2, tn+1], avec la donnée uD(tn+1/2) = uR(tn+1) ;
5. On résout duA
dt
= A(uA) pour t ∈]tn+1/2, tn+1], avec la donnée uA(tn+1/2) = uD(tn+1) ;
6. On en déduit un+1 = uA(tk+1).
fin
L’erreur de troncature locale ρ2n dans le cas du splitting du 2nd ordre s’écrit :
ρ2n =
∆t2
24
(
2([A,A,R] + [D,D,R] + [D,D,A] + [D,A,R] + [A,D,R])
−([R,R,A] + [R,R,D] + [A,A,R])
)
u+O(∆t4) (4.16)
où [X, Y, Z] = [X, [Y, Z]].
Les opérateurs physiques peuvent éventuellement commuter sous certaines conditions.
Les auteurs de l’article [63] énoncent le théorème suivant :
Théorème : [63]
(a) L’advection commute avec la diffusion si v et D sont indépendants de l’espace.
(b) L’advection commute avec la réaction si ∇.v = 0 et R est indépendant de l’espace.
(c) La diffusion commute avec la réaction si la réaction est linéaire par rapport à u et
indépendante de l’espace.
(d) Avec une intégration exacte, il n’y a pas d’erreur de splitting si la réaction est linéaire
par rapport à u, et si v, D et la réaction sont indépendants de l’espace.
Dans notre modèle, on peut déjà affirmer que (a) et (d) du théorème 1 ne sont pas
respectés si les paramètres ne sont pas constants en espace. L’opérateur de réaction
R(u) étant linéaire (4.14), on peut déjà dire que le (c) du théorème est respecté. Quant
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au (b), la condition de la divergence nulle n’est pas respectée, mais vu l’hypothèse de
linéarité faite pour la réaction dans le modèle proposé au paragraphe 4.2.1, cette condi-
tion n’est pas nécessaire pour la commutativité entre l’advection et la réaction. En effet,
on va démontrer que les opérateurs d’advection et de réaction dans notre modèle, dé-
finis respectivement par les formules (4.12) et (4.14) commutent. Ce résultat est aussi
démontré dans le livre d’Hundsdorfer et Verwer [53].
Proposition :
Si l’opérateur de réaction est linéaire par rapport à u et indépendant de l’espace, alors
l’advection et la réaction commutent.
Démonstration :
On suppose que la réaction est de forme linéaire. On pose donc :
f(u) = −∇.(uv), g(u) = R(u) = Cu
où u(x, y, z, t) est la fonction de sortie du modèle, v est un vecteur ayant un nombre
de composantes égal au nombre de dimensions et C est constant en espace. Dans cette
démonstration, le signe ’ désigne la dérivée par rapport à u. Montrons que l’advection
commute avec la réaction dans notre modèle, i.e. montrons que g′(u)f(u) = f ′(u)g(u) :
On a
g′(u)f(u) = −R′(u)∇.(uv) = −R′(u)∇u.v −R′(u)u∇.v = −C∇u.v − Cu∇.v
Pour n’importe quel opérateur s, f ′(u)s ≡ f(s) = −∇(sv) où f est l’opérateur d’advec-
tion. On a donc :
f ′(u)g(u) = −∇.(vR(u)) = −(∇R(u)).v −R(u)(∇.v) = −C∇u.v − Cu∇.v
On a donc f ′(u)g(u) = g′(u)f(u). 
Avec un opérateur de réaction linéaire, on a bien commutation entre l’advection et la
réaction (sans avoir besoin de condition de divergence nulle pour la vitesse d’advection).
Remarque : La convergence et l’ordre global des méthodes de splitting est donnée
directement dans les cas où les opérateurs sont bornés et linéaires [53]. Par contre, pour
des cas plus complexes (opérateurs non bornés et non linéaires), l’étude de la conver-
gence est plus délicate [29, 63].
Remarque : L’ordre usuel de la résolution des opérateurs est Advection-Diffusion-
Réaction [53]. Cet ordre peut être bouleversé quand les opérateurs commutent. De plus,
on utilise généralement l’opérateur le plus raide en dernier [101].
Dans notre modèle, l’advection et la diffusion commutent avec la réaction. Ces deux
conditions sont importantes pour la suite car l’ordre du splitting énoncé dans l’algo-
rithme 1 peut changer, permettant de traiter la réaction dans la première étape de
l’algorithme, ce qui permet de simplifier la calibration du modèle sur des données. Il est
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aussi possible d’utiliser la méthode de splitting à l’ordre 2 (algorithme 2), pour résoudre
numériquement le modèle [102]. Cependant quand on désire calibrer les paramètres de
notre modèle, il semble plus facile d’utiliser une méthode d’ordre 1. En effet, l’advection
et la diffusion étant des phénomènes conservatifs, il est nécessaire d’appliquer la réac-
tion avant ces opérateurs conservatifs. Cela nous permet d’avoir dès la fin de la première
étape de l’algorithme 1, le même nombre d’apex total entre notre modèle et les données
que l’on veut fitter. Ces questions sont abordées plus en détail dans le chapitre 5.
4.3 Schémas numériques
La méthode numérique présentée précédemment permet de choisir un schéma nu-
mérique stable, robuste et consistant pour chacun des phénomènes. Les méthodes nu-
mériques efficaces pour résoudre ces phénomènes physiques sont de natures différentes :
explicite pour l’advection (avec possibilité d’ajout d’un limiteur de flux) et semi-implicite
pour la diffusion. Quant au terme de réaction, nous allons calculer la solution exacte afin
d’écrire le schéma numérique exacte associé. L’advection est considérée unidirectionnelle.
Les schémas sont présentés pour une discrétisation 3D.
4.3.1 Maillage du domaine
Le domaine sol est considéré comme un cube de longueur Lx × Ly × Lz. Le pas de
maillage équivaut à ∆x = Lx
Nx
, ∆y = Ly
Ny
et ∆z = Lz
Nz
, où Nx, Ny et Nz sont le nombre de
noeuds qui découpent les longueurs suivant l’axe x, y et z, respectivement. Le domaine
Figure 4.5 – Partie du domaine maillé. Les maillés sont localisées par les noeuds (i, j, k).
Les 4 points en rouge correspondent à l’instant initial, i.e. il existe 1 chance sur 4 de
trouver le premier apex dans une de ces mailles.
est donc composé de noeuds indicés (i, j, k), avec i = 1..Nx, j = 1..Ny et k = 1..Nz
(figure 4.5). La variable continue u(x, y, z, t) calculée aux noeuds du maillage est notée
uni,j,k à l’instant n. Dans la première couche verticale k = 1, on impose une condition de
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dirichlet homogène. Ce choix a été fait pour les trois cas d’études du chapitre 5. En effet,
dans ces trois systèmes différents, l’extraction des données utilisées pour la calibration,
montre qu’il y a une première couche vide en k = 1, couche étant l’interface entre la
graine et la surface du sol. Le premier apex racinaire apparaît dans la seconde couche
en k = 2. Durant la croissance des systèmes racinaires, plusieurs apex apparaissent dans
la couche k = 1, mais en nombre négligeable par rapport au nombre d’apex total dans
le système. Pour les autres côtés du domaine, on peut aussi choisir la même condition
ou bien la condition de Neumann homogène. Dans les résultats présentés au chapitre 5,
en 1D, la condition initiale correspond au premier apex qui apparaît dans la couche de
sol k = 2. En 2D, à l’instant initial, la quantité u0i,2sur les deux noeuds centraux notés
i = Nx/2 et i = (Nx/2) + 1 (sur l’axe x), vaut 1/2 sur ces deux noeuds. Cela correspond
à avoir une chance sur deux d’avoir le premier apex dans un de ces noeuds. De même,
en 3D, la quantité u0i,j,k pour i = {Nx/2, (Nx/2) + 1}, j = {Ny/2, (Ny/2) + 1} et k = 2
vaut 1/4. Dans ces trois cas, la quantité est nulle partout ailleurs dans le domaine,
confirmant le choix d’une condition initiale à support compact. Le fait de choisir une
fonction à support compact permet de tester la stabilité des schémas numériques que l’on
va utiliser, comme on a pu le constater dans les tests numériques des fonctions initiales
du paragraphe 3.4.3. De plus, ce choix pour les dimensions deux et trois, permettent de
développer des profils symétriques au cours du temps, assurant ainsi une des hypothèses
du modèle, à savoir que le milieu est contrôlé (homogène dans le domaine).
4.3.2 Discrétisation de l’advection
L’advection s’effectue dans une seule direction de l’espace. Dans les schémas qui
suivent on a choisi la direction z (axe vertical). Le schéma s’écrit de la même manière
pour une advection unidirectionnelle dans un autre axe x ou y (i ou j pour les noeuds
correspondants). On désire discrétiser l’équation de réaction de l’étape 1 de l’algorithme
1. Pour cela, nous avons mis en place un schéma upwind à l’ordre 1, avec la prise en
compte d’un limiteur de flux numérique [53, 66].
Schéma upwind
On peut approximer, à l’instant n, l’opérateur d’advection A(u) de l’équation (4.9)
pour une vitesse dépendant de l’axe z et du temps t, à l’aide d’un schéma du 1er ordre
appelé "upwind method", identiquement à [53, 66] :
A(u) = −∇.(uv) ≈ −
(V +,n
i,j,k+ 12
uni,j,k − V +,ni,j,k− 12u
n
i,j,k−1
∆z +
V −,n
i,j,k+ 12
uni,j,k+1 − V −,ni,j,k− 12u
n
i,j,k
∆z
)
(4.17)
où
V +,n
i,j,k± 12
= max(0, V ni,j,k± 12 )
et
V −,n
i,j,k± 12
= min(0, V ni,j,k± 12 )
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On décentre en amont ou en aval suivant le signe du coefficient d’advection. Le coefficient
d’advection aux interfaces k± 12 est la moyenne des coefficients d’advections aux noeuds
(i, j, k) et (i, j, k ± 1) :
V ni,j,k± 12 =
1
2(V
n
i,j,k + V ni,j,k±1)
On calcule ensuite la solution de l’équation d’ advection (4.1), discrétisée à l’instant
n+ 1 :
un+1A = unA + ∆tA(unA) (4.18)
avec unA = un. La condition de stabilité est la CFL (condition de Courant-Friedrichs-
Lewy) :
|max Vz|∆t∆z < 1
Les paramètres Vz, ∆t et ∆z doivent respecter la condition précédente afin d’assurer la
stabilité du schéma d’advection.
Ajout d’un limiteur de flux
Réécrivons l’équation d’advection (4.1) suivant l’axe z :
∂tu+ ∂z(vzu) = 0
Cette équation peut s’écrire sous la forme :
∂tu+ (f(u))z = 0
On discrétise l’équation précédente sous la forme :
un+1i,j,k = uni,j,k + ∆t
(
1
∆z (F
n
i,j,k−1/2 − F ni,j,k+1/2)
)
(4.19)
Où F peut être associé à un flux suivant l’axe z. Avec un schéma upwind du 1er ordre,
certes on contrôle la stabilité à l’aide des pas de temps et d’espace, mais cette méthode
n’est pas toujours efficace pour préserver la monotonie, la positivité et éviter des fausses
oscillations (agitations), dues aux chocs et aux discontinuités par exemple. L’idée d’in-
troduire un limiteur de flux noté ψ(θn
i,j,k± 12
) avec
θni,j,k+ 12
=
uni,j,k − uni,j,k−1
uni,j,k+1 − uni,j,k
(4.20)
Ceci permet d’ajouter une correction au niveau du flux pour limiter les chocs ou les
discontinuités de gradient de la solution. En effet le schéma upwind du 1er ordre génère
une diffusion numérique si on ne le corrige pas, d’où l’utilité d’un correcteur de flux.
Voici les expressions du flux F à l’aide d’un limiteur [53] :
- Si V ni,j,k+ 12 ≥ 0, F
n
i,j,k+ 12
= V n
i,j,k+ 12
(
uni,j,k + ψ
(
θn
i,j,k+ 12
)(
uni,j,k+1 − uni,j,k
))
- Si V ni,j,k+ 12 ≤ 0, F
n
i,j,k+ 12
= V n
i,j,k+ 12
(
uni,j,k+1 + ψ
(
1
θn
i,j,k+ 12
)(
uni,j,k − uni,j,k+1
))
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Remarque : Si θ = 0, i.e. on a de forts gradients, des pentes opposées ou des gradients
nuls, alors on utilise un schéma de résolution d’ordre faible. Si θ = 1, la solution est
lisse, on utilise un schéma de résolution d’ordre élevé afin d’éviter la diffusion numérique.
Plusieurs choix de limiteur sont possibles [66, 98], dont voici quelques exemples :
- Le limiteur "minmod" :
ψ(θ) = minmod(1, θ) (4.21)
où la fonction minmod est définie de la manière suivante :
minmod(a, b) =

a si |a| < |b| et ab > 0
b si |a| > |b| et ab > 0
0 si ab ≤ 0
- Le limiteur de Van Leer :
ψ(θ) = θ + |θ|1 + θ (4.22)
- le limiteur superbee :
ψ(θ) = max(0,min(1, 2θ),min(2, θ)) (4.23)
- le limiteur superbee "modifié" peut être utilisé afin de limiter la correction qui peut
être trop importante suivant les fonctions initiales choisies :
ψ(θ) = max(0,min(1/2, θ),min(1, θ/2)) (4.24)
Ces limiteurs corrigent plus ou moins intensément la diffusion numérique générée par le
schéma upwind du 1er ordre. On verra dans la partie 4.4.1., quelques tests numériques
sur ces limiteurs.
Préservation de la positivité
Le raisonnement étant identique, on se place dans le cas où le coefficient d’advection
est positif, i.e. V ni,j,k±1/2 ≥ 0. On pose νni,j,k±1/2 = V ni,j,k±1/2 ∆t∆z . D’après l’expression (4.20),
l’équation (4.19) peut s’écrire sous la forme suivante :
un+1i,j,k = uni,j,k
1 + νni,j,k− 12ψ(θni,j,k− 12 )− νni,j,k+ 12
(
1 +
ψ(θn
i,j,k+ 12
)
θn
i,j,k+ 12
)+
uni,j,k−1
νni,j,k− 12
(
1− ψ(θni,j,k− 12 )
)
+ νi,j,k+ 12
ψ(θn
i,j,k+ 12
)
θn
i,j,k+ 12

A partir de cette expression et si la CFL est respectée, on remarque que si on a les
conditions suivantes :
0 ≤ ψ(θ) ≤ 1 0 ≤ ψ(θ)
θ
≤ 1 ∀θ ∈ R, (4.25)
alors la positivité est conservée, condition énoncée dans [53, 66].
Remarque : La méthode numérique avec la prise en compte du limiteur de flux est TVD
(Total Variation Diminishing). Elle préserve donc la monotonie, i.e. uni,j,k ≥ uni,j,k+1 ⇒
un+1i,j,k ≥ un+1i,j,k+1, pour tout k.
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4.3.3 Discrétisation de la diffusion
Plusieurs schémas numériques sont possibles pour discrétiser l’équation de diffusion
de l’étape 2 de l’algorithme 1. Nous allons voir une méthode explicite puis deux méthodes
semi-implicites appelées schéma de Crank-Nicholson et la méthode TR-BDFγ.
Schéma explicite
L’opérateur de diffusion D(u) peut se discrétiser de manière explicite :
D(u) = ∇.(D∇u) ≈
Dn
i+ 12 ,j,k
(uni+1,j,k − uni,j,k)−Dni− 12 ,j,k(u
n
i,j,k − uni−1,j,k)
∆x2 +
Dn
i,j+ 12 ,k
(uni,j+1,k − uni,j,k)−Dni,j− 12 ,k(u
n
i,j,k − uni,j−1,k)
∆y2 +
Dn
i,j,k+ 12
(uni,j,k+1 − uni,j,k)−Dni,j,k− 12 (u
n
i,j,k − uni,j,k−1)
∆z2 (4.26)
où les termes de diffusion aux interfaces Dn
i± 12 ,j,k
, Dn
i,j± 12 ,k
et Dn
i,j,k± 12
sont calculés à l’aide
des moyennes harmoniques, respectivement données par les formules suivantes :
Dni± 12 ,j,k =
2Dni,j,kDni±1,j,k
Dni,j,k +Dni±1,j,k
Dni,j± 12 ,k =
2Dni,j,kDni,j±1,k
Dni,j,k +Dni,j±1,k
Dni,j,k± 12 =
2Dni,j,kDni,j,k±1
Dni,j,k +Dni,j,k±1
On peut donc calculer la solution de l’équation de diffusion (4.2) à l’instant n+ 1 :
un+1D = unD + ∆tD(unD) (4.27)
où unD = un+1A en considérant le splitting d’opérateur.
Afin d’obtenir les conditions de stabilité de ce schéma, on utilise l’analyse de stabi-
lité au sens de Von Neumann consistant à développer la solution numérique en ondes
élémentaires encore appelées modes de Fourier. On se place dans le cas 1D avec un
coefficient de diffusion constant. On définit les vecteurs de la base de Fourier :
wp = (exp(ipxj/L))j=0..N pour p ∈ Z
où L est la longueur maximale du domaine suivant x. La solution numérique u s’écrit
dans la base wn, avec uˆ la transformée de Fourier de u :
u =
N∑
p=0
uˆpw
p
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Figure 4.6 – Forme de la matrice de diffusion Dn
Si l’on remplace l’expression précédente de u dans l’expression (4.27) en 1D avec un
coefficient constant, le schéma de différence finie devient en Fourier, en posant α = D ∆t∆x2
et h = ∆x :
uˆn+1 exp(ipxi) = uˆn exp(ipxi)[1 + α(exp(−iph)− 2 + exp(iph))]
ceci peut s’écrire sous la forme :
Uˆn+1 = ApUˆn
avec Ap = 1 − 2α(1 − cos(ph)) = 1 − 4C sin2(ph/2) appelé le facteur d’amplification
de l’onde élémentaire de fréquence fp = p/L. Pour assurer la stabilité, on doit avoir
|Ap| < 1, i.e. α < 12 d’où la condition de stabilité suivante :
D∆t
∆x2 <
1
2
Si cette dernière n’est pas respectée, on observe des instabilités numériques. Ce schéma
est donc très instable et trop contraint par rapport aux valeurs des paramètres de dif-
fusion et des pas de discrétisation. On va s’intéresser à des schémas plus stables numé-
riquement.
Schéma de Crank-Nicholson
Le schéma de Crank Nicholson correspond à un θ-schéma pour θ = 1/2 (cf annexe),
i.e. l’équation (4.2) se ramène donc dans ce cas là, à l’équation matricielle suivante, à
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l’instant n :
un+1D = unD +
∆t
2 (D
nun+1D +DnunD)
où Dn est la matrice symétrique de diffusion associée à l’instant n, dont la forme est
présentée figure 4.6. Les différents termes de la matrice Dn sont formulés dans l’algo-
rithme de remplissage de cette matrice, à l’étape n, donné par l’algorithme 3 qui suit.
Si la matrice (I −∆tDn) est inversible (I est la matrice identité), ce système se ramène
au système matriciel suivant :
un+1D = (I −
∆t
2 D
n)−1(I + ∆t2 D
n)unD (4.28)
avec unD = un+1A en considérant le splitting d’opérateurs.
Avec les notations de l’analyse au sens Von Neumann définies précédemment, on peut
montrer avec un raisonnement identique, que le facteur d’amplification vaut dans ce
cas :
Ap =
1− 2α sin2(ph/2)
1 + 2α sin2(ph/2)
La condition |Ap| < 1 est donc toujours respectée, c’est pourquoi on parle de schéma
inconditionnellement stable (en norme quadratique), quelque soit les pas d’espace et
de temps. On peut montrer que ce schéma est A-stable. En effet, avec les notations de
l’annexe sur les θ-schémas, pour λ ∈]−∞, 0], |G(λ∆t)| = |(1+λ∆t/2)/(1−λ∆t/2)| ≤ 1.
On gagne donc en stabilité par rapport au schéma explicite. Cependant des oscillations
numériques peuvent intervenir. Pour éviter cela, il faut choisir un pas de temps ∆t et
un pas d’espace ∆x tel que ∆t < ∆x2/2. Pour des pas de temps larges ou pour une
résolution spatiale fine, on préfèrera une autre méthode afin d’éviter les oscillations. Si
les pas de temps et d’espace sont "imposés" pour des raisons pratiques et de prédiction
et que cette condition n’est pas respectée, on peut choisir la méthode TR-BDFγ.
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Algorithme 3 : calcul des termes de la matrice de diffusion Dn
%%%% Remplissage des termes dépendant de ∆x2 %%%%
for (i = 1..N − 1)
for (j = 1..N)
for (k = 1..N)
I = (k − 1)N2 + (j − 1)N + i
Diag1(I) = Diag1(I)− D
n
i+1/2,j,k+D
n
i−1/2,j,k
∆x2
Diag2(I) = Di+1/2,j,k∆x2
end
end
end
%%%% Remplissage des termes dépendant de ∆y2 %%%%
for (i = 1..N)
for (j = 1..N − 1)
for (k = 1..N)
I = (k − 1)N2 + (j − 1)N + i
Diag1(I) = Diag1(I)− D
n
i,j+1/2,k+D
n
i,j−1/2,k
∆y2
Diag3(I) = Di,j+1/2,k∆y2
end
end
end
%%%% Remplissage des termes dépendant de ∆z2 %%%%
for (i = 1..N)
for (j = 1..N)
for (k = 1..N − 1)
I = (k − 1)N2 + (j − 1)N + i
Diag1(I) = Diag1(I)− D
n
i,j,k+1/2+D
n
i,j,k−1/2
∆z2
Diag4(I) = Di,j,k+1/2∆z2
end
end
end
%%%% Remplissage des bords %%%%
i = N
for (j = 1..N)
for (k = 1..N)
I = (k − 1)N2 + (j − 1)N + i
Diag1(I) = Diag1(I)− 2D
n
i,j,k
+Dn
i−1/2,j,k
∆x2
end
end
j = N
for (i = 1..N)
for (k = 1..N)
I = (k − 1)N2 + (j − 1)N + i
Diag1(I) = Diag1(I)− 2D
n
i,j,k
+Dn
i,j−1/2,k
∆y2
end
end
k = N
for (i = 1..N)
for (j = 1..N)
I = (k − 1)N2 + (j − 1)N + i
Diag1(I) = Diag1(I)− 2D
n
i,j,k
+Dn
i,j,k−1/2
∆z2
end
end
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La Méthode TR-BDFγ
La Méthode TR-BDFγ est une méthode du second ordre décomposée en deux équa-
tions discrètes dont la première correspond à la règle trapézoïdale et la seconde à l’ap-
proximation implicite BDFγ [31] :
TR : un+γD = unD + γ∆t2 (D
nunD +Dnu
n+γ
D ) (4.29)
BDFγ : Aun+1D −Bun+γD + CunD = (1− γ)∆tDnun+1D (4.30)
où A = 2 − γ, B = 1/γ, C = (1 − γ)2/γ, la matrice Dn est représentée figure 4.6 et
unD = un+1A en considérant le splitting.
La fonction d’amplification ou encore de stabilité a été calculée et vaut pour un para-
mètre γ quelconque :
Gγ(z) =
2γ − 4− (2− 2γ + γ2)z
γ(γ − 1)z2 + (2− γ2)z + 2γ − 4
Pour z ≤ 0, |Gγ(z)| ≤ 1 [31], prouvant ainsi la A-stabilité du schéma. De plus on voit
aisément que G(∞) = 0, ce qui montre que le schéma TR-BDF est L-stable. Le choix
standard le plus connu est γ = 1/2. Cependant, il a été prouvé qu’en terme de stabilité
et de rapidité numérique, qu’il valait mieux choisir γ = 2 −√2, valeur appelée "magic
choice" [31]. Avec ce choix, la région de stabilité est la plus grande. Contrairement au
choix standard, le "magic choice" permet d’effectuer une inversion matricielle en moins.
En effet avec γ = 2−√2, les deux étapes combinées (4.29) et (4.30) donne :
un+1D =
1
2M
−1
(
1√
2− 1M
−1(I + (1− √22 )∆tDn
)
− (√2− 1)I
)
unD (4.31)
où M = I + (1−
√
2
2 )∆tD
n. Choix permet d’inverser une seule fois la matrice M−1 car
elle se retrouve deux fois dans l’expression.
Ce schéma est donc très intéressant en terme de stabilité et permet d’éviter les oscil-
lations générées par le schéma de Crank Nicholson. De plus les valeurs que peuvent
prendre les coefficients de diffusion ne sont pas contraints par les différents paramètres
du modèle, ce qui peut être extrêmement utile pour la calibration du modèle sur des
données biologiques. Cependant, l’inconvénient de cette méthode est qu’elle augmente le
temps de calcul pour des domaines de très grande dimension car il faut calculer plusieurs
fois la matrice Dn et faire plusieurs inversions matricielles. Il existe toutefois des astuces
numériques afin de réduire ce temps de calcul, notamment en utilisant une factorisation
de Cholesky, permettant d’utiliser la symétrie de la matrice pour les inversions.
4.3.4 Discrétisation de la réaction
En ce qui concerne la discrétisation de l’équation de réaction définie à l’étape 3
de l’algorithme 1, on va utiliser un schéma exact, schéma numérique non standard. Le
splitting d’opérateur permet en effet de calculer de manière triviale la solution exacte de
l’équation de réaction, afin d’obtenir un schéma exact pour cet opérateur, dont la stabi-
lité est indépendante du pas de temps et d’espace. En considérant l’équation de réaction
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définie à l’étape 3 de l’algorithme 1, avec un opérateur de réaction dont l’expression est
définie par la formule (4.14), la solution exacte a pour expression :
u(t) = u0 exp
(
(β − µ)t
)
(4.32)
A partir de cette expression on déduit le schéma exact de l’opérateur de réaction. En
posant u(t) = un+1R et u0 = un+1D , le schéma exact a pour expression :
un+1R − unR
φ(∆t) = (β − µ)u
n
R
où φ(∆t) = exp((β−µ)∆t)−1
β−µ . Ce schéma n’est pas contraint par des conditions de stabilité
et est donc indépendant du pas de temps. Si on choisit d’utiliser la fonction de réaction
(4.7), on trouve, de la même manière, le schéma exact associé à sa solution définie par
la fonction (4.8).
4.4 Simulations conceptuelles
Dans ce paragraphe, nous allons effectuer des simulations numériques des schémas dé-
finis précédemment. On va effectuer des tests numériques de l’advection et de la diffusion.
Ensuite des stratégies de croissance racinaire seront simulées de manière conceptuelle,
afin de montrer quels sont les opérateurs "dominants" pour les décrire.
4.4.1 Tests numériques 1D
On va effectuer brièvement des tests numériques sur les schémas d’advection et de
diffusion, et comparer un schéma d’advection-diffusion non "splitté" avec la méthode de
splitting.
Advection
On va tester ici les limiteurs de flux du schéma d’advection définis dans le paragraphe
4.3.1. Les valeurs utilisées dans les simulations des schémas d’advection sont :
∆t = 5, ∆z = 5, vz = 0.5
Si l’on simule une fonction initiale carrée, on voit que le schéma sans limiteur propage
une diffusion numérique de plus en plus importante au cours de la simulation (figure
4.7). Ceci souligne le caractère indispensable de la prise en compte d’un limiteur de
flux pour un schéma upwind à l’ordre 1. Le schéma avec les différents limiteurs de
flux de la figure 4.8 reproduit bien la dynamique de la solution exacte. Si maintenant
on s’intéresse à une fonction initiale plus lisse, le schéma sans limiteur est toujours
aussi diffusif (figure 4.9), et avec la prise en compte des limiteurs (figure 4.10), seul le
limiteur minmod permet de limiter la diffusion numérique du schéma. En effet, les trois
autres limiteurs corrigent excessivement cette diffusion, générant des valeurs négatives en
amont et en aval du profil de la fonction. Ces valeurs négatives s’amplifient au cours de la
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Figure 4.7 – Simulation de l’advection suivant l’axe z d’une fonction initiale carrée.
Comparaison entre la solution exacte et le schéma numérique sans limiteurs de flux à
différents instants.
Figure 4.8 – Simulation de l’advection suivant l’axe z d’une fonction initiale carrée.
Comparaison entre la solution exacte et le schéma numérique avec différents limiteurs
de flux à différents instants.
simulation, rendant l’approximation de plus en plus mauvaise. Cependant les profils sont
mieux approximés avec la prise en compte de ces limiteurs si on diminue le pas de temps
(∆t < 0.1). Vu que le modèle doit être utilisable pour les biologistes avec la possibilité
d’imposer des contraintes de pas de temps et d’espace, il est nécessaire de choisir un
limiteur de flux qui marche pour des pas de temps relativement grands, de l’ordre de
la semaine (∆t prenant des valeurs de 5 à 7 jours). D’après l’article [98], le choix du
limiteur Superbee est un bon compromis entre la préservation de la forme des fonctions
et le temps de calcul numérique. Cependant le limiteur Superbee peut être modifié afin
102
CHAPITRE 4. PROPOSITION D’UN MODÈLE CONTINU GÉNÉRAL
Figure 4.9 – Simulation de l’advection suivant l’axe z d’une fonction initiale lisse.
Comparaison entre la solution exacte et le schéma numérique sans limiteurs de flux à
différents instants.
Figure 4.10 – Simulation de l’advection suivant l’axe z d’une fonction initiale lisse.
Comparaison entre la solution exacte et le schéma numérique avec différents limiteurs
de flux à différents instants.
d’éviter les valeurs négatives observées sur la figure 4.10. On peut utiliser le limiteur
Superbee modifié défini dans le paragraphe 4.3.1, afin d’avoir une bonne approximation
de fonctions relativement lisses, comme l’indique la figure 4.11. Les limiteurs minmod et
superbee modifié donnent des approximations à peu près similaires. Cependant, vu que
le limiteur minmod semble toutefois corriger un peu trop le flux numérique en amont
et en aval du profil lisse (figure 4.10) et vu que le temps de calcul est plus élevé dans le
cas du minmod, on va choisir dans les simulations qui suivent le superbee modifié.
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Figure 4.11 – Simulation de l’advection suivant l’axe z d’une fonction initiale lisse.
Comparaison entre la solution exacte et le schéma numérique avec le limiteur de flux
Superbee modifié à différents instants.
Diffusion
Figure 4.12 – Simulation de la diffusion suivant l’axe x d’une fonction initiale sinusoï-
dale. Comparaison entre la solution exacte et le schéma numérique TR-BDF à différentes
itérations.
En ce qui concerne la diffusion, les résultats entre le schéma Crank-Nicholson et la
méthode TR-BDFγ sont similaires si la condition D∆t/∆x2 < 1/2 est respectée. Afin
104
CHAPITRE 4. PROPOSITION D’UN MODÈLE CONTINU GÉNÉRAL
de ne pas être contraint par cette condition, on va directement s’intéresser au schéma
TR-BDFγ avec le "magic choice" (cf partie 4.3.2.). La figure 4.12 montre un exemple
d’une fonction sinus diffusée au cours du temps par un coefficient Dx = 0.5. La solution
exacte est simulée à l’aide de la formule (4.5). On voit bien que la fonction sinusoïdale
se diffuse le long de l’axe x. Le schéma numérique reproduit de manière précise cette
dynamique au cours du temps.
Advection-Diffusion
On peut comparer les schémas d’advection et de diffusion dans la méthode de split-
ting, à un schéma d’advection-diffusion non "splitté", afin de voir l’effet du splitting entre
la diffusion et l’advection. Le terme de réaction est nul dans ce paragraphe. Le schéma
Figure 4.13 – Différents profils en fonction de la profondeur z à 4 instants de la si-
mulation. La courbe en pointillés correspond au schéma de référence (∆t = 0.01 et
∆z = 0.05), celle en trait plein au schéma avec splitting et les cercles au schéma non
splitté, ces deux derniers étant simulés pour ∆t = 1 et ∆z = 5.
sans splitting est un schéma TRBDFγ décrit dans l’annexe B, avec une approximation
décentrée pour le terme d’advection. On va comparer ce schéma, en 1D, aux schémas
d’advection sans limiteur de flux et de diffusion dans la méthode de splitting. Afin d’y
parvenir, on utilise une solution numérique de référence. Cette solution numérique de
référence est obtenue pour la méthode de splitting avec des pas de temps et d’espace
relativement petits. En effet, plus le pas de temps diminue, plus l’erreur de splitting
est faible (voir équations (4.15) et (4.16)). De plus, des pas de temps et d’espace rela-
tivement faibles, rendent la solution numérique proche de la solution continue. On va
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Figure 4.14 – A gauche : norme L2 entre le schéma de référence et le schéma de splitting
avec un pas de temps grand (trait plein), et norme L2 entre le scéma de référence et le
schéma sans splitting. A droite : norme L2 entre le schéma de splitting de référence et
le schéma sans splitting de référence (∆t = 0.01 et ∆z = 0.05).
donc choisir un schéma de référence en prenant en compte le splitting d’opérateur avec
∆t = 0.01 et ∆z = 0.05. Pour une fonction créneau initiale, on obtient les profils au
cours du temps présentés figure 4.13. L’erreur entre le schéma de référence et les deux
autres diminuent légèrement au cours du temps (figure 4.14 gauche). De plus, on peut
constater une faible différence entre les schémas avec et sans splitting pour ∆t = 1 et
∆z = 5 (figure 4.13), mais aussi pour ∆t = 0.01 et ∆z = 0.05 (figure 4.14 droite).
Ceci caractérise le fait que séparer ou non l’advection et la diffusion entraîne une erreur
de splitting, certes augmentant au cours du temps, mais qui est relativement faible.
Ces tests montrent aussi que prendre un pas de temps cent fois plus élevé, n’a pas une
influence significative sur l’approximation du schéma.
4.4.2 Différents types de systèmes racinaires
Figure 4.15 – Trois types de systèmes racinaires d’arbres forestiers (figure de droite
provenant de l’article [59])
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Il existe plusieurs types de systèmes racinaires dépendant de leur ontogénèse. La
structure de ces systèmes peut être modifiée en fonction des conditions locales du sol.
Dans ce paragraphe, l’idée est d’identifier les opérateurs nécessaires au développement
de systèmes divers illustrés figure 4.15 et par les figures du paragraphe 1.2.3., comme les
systèmes à croissance uniquement en surface, à croissance isotrope et les systèmes pivo-
tants. Ceci montre la généricité d’un tel modèle continu suivant les opérateurs que l’on
favorise pour la simulation. Dans les simulations qui suivent, nous avons volontairement
omis les unités des paramètres car ces simulations sont conceptuelles et sont valables
pour différentes échelles spatiales et temporelles. De plus, à l’instant initial, on a choisi
une fonction à support compact de forme cubique dont les valeurs sont égales à 1/4 dans
chacune des quatre mailles de la couche superficielle, i.e. en (mx,my, 1), (mx+ 1,my, 1),
(mx,my+1, 1), (mx+1,my+1, 1), où mx et my correspondent respectivement au milieu
des côtés des longueurs Lx et Ly, longueurs du domaine en x et en y. Cette condition
permet de définir, à l’instant initial, une zone dont la probabilité de trouver le premier
apex racinaire émis est d’une chance sur quatre. Ceci permet de générer une fonction
à support compact en entrée. Cette fonction se déforme et se développe en système sy-
métrique au cours du temps, si les paramètres du modèle sont spatialement répartis de
manière homogène.
Systèmes en surface
Plusieurs plantes et arbres forestiers ont un fort développement racinaire en surface.
Deux exemples sont présentés dans le chapitre 1, figure 1.2. L’opérateur de diffusion
permet de simuler cet effet de croissance en surface dans notre modèle. L’idée est d’im-
poser une diffusion horizontale plus forte que la diffusion verticale. La prise en compte
de l’advection verticale n’est pas nécessaire dans ce cas. L’opérateur de réaction est
considéré afin de produire, proportionnellement au nombre d’apex présents localement,
des ramifications racinaires à chaque instant. On peut par exemple considérer le jeu de
paramètre suivant :
Dx = Dy = 0.75, Dz = 0.15,
vz = 0, (4.33)
β(t)− µ(t) = 0.1
Des exemples de simulation du modèle illustrés sur les figures 4.16 et 4.17, sont obtenus
avec la prise en compte des valeurs des paramètres définis précédemment en (4.33). Ce
choix de paramètres permet de simuler l’effet d’une croissance en surface plus forte que
celle en profondeur et peut correspondre au schéma conceptuel décrit figure 4.4B, avec
en plus, la prise en compte de l’opérateur de réaction. On a choisi dans ces exemples,
une réaction constante au cours du temps où la création d’apex est toujours supérieure à
la mortalité. L’échelle spatiale et temporelle sont à définir, suivant si l’on désire simuler
un système racinaire d’arbres ou de plantes, et suivant la fréquence à laquelle on veut
l’observer.
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Figure 4.16 – Visualisation 3D du nombre d’apex par unité de volume avec les valeurs
de paramètres définis en (4.33), à deux itérations différentes.
Figure 4.17 – Visualisation à deux itérations différentes, des densités d’apex projetées
en 2D dans le plan XY (gauche) et dans le plan XZ (droite), des résultats du modèle
avec les paramètres (4.33).
Systèmes à croissance isotrope
Contrairement aux systèmes pivotants, il n’existe généralement pas, dans les sys-
tèmes à croissance isotrope, de dominance apicale forte (figure 1.3). Cet effet de crois-
sance peut être caractérisé par les opérateurs de diffusion. Le rapport entre les valeurs
des coefficients de diffusion horizontaux (Dx et Dy considérés identiques) et la valeur du
coefficient de diffusion vertical, détermine si le système se propage plus vite dans une
direction privilégiée. En effet, dans l’article [52], les auteurs ont étudié ce rapport pour
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différentes plantes données, à l’aide d’une équation de diffusion-réaction (leur modèle
est expliqué dans le paragraphe 2.2.2.). On peut simuler un système dont les coefficients
de diffusion sont identiques afin de reproduire un système se développant de manière
homogène dans le sol. On choisit le jeu de paramètres suivant :
Dx = Dy = Dz = 0.75,
vz = 0, (4.34)
β(t)− µ(t) = 0.1
Les figures 4.18 et 4.19 sont issues des simulations du modèle avec les valeurs des
Figure 4.18 – Visualisation 3D du nombre d’apex par unité de volume avec les valeurs
de paramètres définis en (4.34), à deux itérations différentes.
paramètres définis précédemment en (4.34). On voit bien qu’au cours du temps, la
croissance du profil de densité du nombre d’apex se développe de manière isotrope au
cours du temps, illustrant par exemple la croissance de plusieurs monocotylédones dans
des sols dont la richesse nutritive est suffisante dans toutes les directions.
Systèmes pivotants
La figure 1.4 présente des exemples de systèmes pivotants. Ces systèmes peuvent
aussi bien être présents chez des plantes que chez des arbres. Ils sont caractérisés par
le développement d’une racine primaire orthotrope appelée pivot. Il existe une forte
dominance apicale du pivot. Il développe des racines latérales ayant des croissances
primaires variables. La croissance de ce type de systèmes est fortement dépendante de
celle du pivot. Cette racine principale a sa propre vitesse de croissance primaire et sa
propre direction. Afin de simuler ce type de développement, on va privilégier l’advection
dans la direction verticale. En effet, l’advection va permettre de déplacer les apex dans
une direction donnée avec une norme donnée liée à la croissance primaire du pivot. On
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Figure 4.19 – Visualisation à deux itérations différentes, des densités d’apex projetées
en 2D dans le plan XY (gauche) et dans le plan XZ (droite), des résultats du modèle
avec les paramètres (4.34).
peut par exemple choisir le jeu de paramètre suivant :
Dx = Dy = 0.15, Dz = 0
vz est définie figure 4.22 (4.35)
β(t)− µ(t) = 0.075
Les résultats du modèle avec ce jeu de paramètres, présentés figures 4.20 et 4.21,
Figure 4.20 – Visualisation 3D du nombre d’apex par unité de volume avec les valeurs
de paramètres définis en (4.35), à deux itérations différentes.
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Figure 4.21 – Visualisation à deux itérations différentes, des densités d’apex projetées
en 2D dans le plan XY (gauche) et dans le plan XZ (droite), des résultats du modèle
avec les paramètres (4.34).
Figure 4.22 – Paramètre d’advection Vz (noté Vi,j,k+1/2 aux interfaces k + 1/2 dans le
cas discrétisé), suivant l’axe vertical z
montrent un système évoluant principalement dans la direction verticale. Les coefficients
de diffusion dans les directions horizontales x et y sont plus ou moins élevés suivant l’in-
tensité de la croissance primaire des racines latérales. On voit dans cet exemple, que la
diffusion dans la direction verticale est nulle et peut donc être négligée par rapport à
l’advection dans cette même direction. La densification la plus forte du profil est proche
de la surface. Ceci est rendu possible par la forme du paramètre d’advection en fonction
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de z (figure 4.22). Au niveau de la surface du sol, le paramètre d’advection est faible,
ce qui entraîne un faible flux d’apex dans cette zone. Les apex étant plus nombreux au
niveau des mailles proches de la surface, ils ramifient plus, le coefficient de ramification
étant proportionnel au nombre d’apex dans la formule (4.14). Plus on se situe en pro-
fondeur, plus la vitesse de croissance est forte, caractérisant la croissance primaire de
l’apex de la racine principale. Un fort flux au niveau de la surface du sol caractériserait
un fort déplacement des apex en profondeur, à savoir, correspondrait à l’élagage des
apex présents à la surface.
Le modèle continu permet donc de simuler différentes stratégies de croissance. On va
donc confronter notre modèle à des données issues de la connaissance de l’architecture
racinaire.
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Résultats numériques
Les résultats numériques présentés dans ce chapitre correspondent à des systèmes
racinaires différents en terme d’architecture et de développement. Tout d’abord nous
allons décrire la méthode de calibration utilisée pour optimiser les paramètres du mo-
dèle. Ensuite nous étudierons le premier cas d’étude qui consiste à reproduire la densité
du nombre d’apex des racines horizontales d’Eucalyptus au cours du temps. Le modèle
est confronté aux données architecturales issues du logiciel AMAPsim [8]. Ensuite nous
étudierons deux cas d’étude concernant deux systèmes racinaires dits système centralisé
(type maïs) et système décentralisé (type chiendent). Ces données architecturales pro-
viennent du logiciel RootTyp [87]. Ces trois cas d’étude sont caractéristiques de trois
développements architecturaux différents. Il est possible d’extrapoler le fonctionnement
de ces systèmes à d’autres systèmes racinaires à développements similaires (système en
surface, diffus, pivotant, etc.), mais n’ayant pas la même échelle de développement. Dans
tous ces résultats numériques, les conditions aux limites sont celles de Dirichlet homo-
gène, i.e. n = 0 sur les frontières du domaine, le domaine discrétisé étant suffisamment
large et peu d’apex étant présent à la base des systèmes (premières mailles en k = 1).
De plus, afin de simplifier la calibration, on choisira le même pas de temps et les mêmes
pas d’espace que ceux des données architecturales que l’on veut simuler.
5.1 Méthode de calibration
Nous allons présenter dans cette partie, deux possibilités de calibration du modèle. Il
est possible d’utiliser d’autres méthodes, voire de les améliorer. Les méthodes présentées
sont relativement triviales et donnent des résultats dans des délais de courte durée.
5.1.1 Ordre du splitting pour l’optimisation
Le splitting d’opérateurs devient intéressant pour la méthode de calibration du mo-
dèle. En effet, il est ainsi possible d’utiliser des méthodes d’optimisation différentes pour
chacun des opérateurs tout en respectant l’ordre du splitting. Etant donné que l’opé-
rateur de réaction commute avec la diffusion et l’advection (cf paragraphe 4.2.2.), on
utilise pour la méthode de calibration, l’ordre de splitting énoncé dans l’algorithme for-
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mel suivant :
Algorithme 4 : Méthode de splitting après commutation
Pour n = 0 :T
1. On résout duR
dt
= R(uR), avec la donnée uR(tn) = un sur [tn, tn+1] ;
2. On résout duA
dt
= A(uA), avec la donnée uA(tn) = uR(tn+1) sur [tn, tn+1] ;
3. On résout duD
dt
= D(uD), avec la donnée uD(tn) = uA(tn+1) sur [tn, tn+1] ;
4. On en déduit un+1 = uD(tn+1).
end
Il est indispensable de calibrer l’opérateur de réaction en premier. En effet les opérateurs
d’advection et de diffusion étant conservatifs, il est nécessaire d’avoir le même nombre
total d’apex entre le modèle continu et les données architecturales avant la calibration de
ces opérateurs. Ceci explique notamment le choix d’une méthode de splitting à l’ordre 1
dans la méthode de calibration. La simplicité de l’expression de l’opérateur de réaction
permet d’avoir facilement la solution de l’équation de réaction calculée à l’étape 1 de
l’algorithme 4. Les paramètres du schéma exact de la réaction sont donc optimisés de
manière directe en résolvant un problème aux moindres carrés à l’aide d’une méthode de
simplex [62] (une méthode de descente type gradient fonctionne aussi très bien et donne
exactement les mêmes résultats). La méthode de simplex est bien définie pour des fonc-
tions analytiques lisses et des problèmes unimodaux. La question de la calibration des
opérateurs conservatifs est un peu plus délicate. On pourrait les optimiser individuelle-
ment, mais cela signifierait que l’on connaît l’opérateur dominant par rapport à l’autre.
En effet, sans connaissance à priori en terme d’architecture et de développement, on va
préférer les optimiser ensemble. L’idée est d’utiliser une méthode heuristique type recuit
simulé [15], afin d’optimiser les paramètres de l’advection et de la diffusion de manière
simultanée. Dans ce cas la norme L2 de la différence entre les données architecturales et
la densité du modèle est minimisée.
5.1.2 Deux possibilités de calibration
Il est possible de calibrer le modèle sur des intervalles de temps ou à chaque pas
de temps. Tout dépend de la connaissance du développement architectural du système
racinaire que l’on a, mais aussi de la précision des résultats du modèle que l’on veut.
Calibration par intervalles de temps
Si le biologiste a une notion de phases de développement du système racinaire consi-
déré, on va préférer une calibration par intervalles de temps. Dans ce cas, il faut définir
différents intervalles de temps [np0;npf ] où p = 1..Np correspond à la phase p (Np est
le nombre maximal de phases considérées dans le système). On va donc tout d’abord
effectuer une étude temporelle où l’on optimise les paramètres de la réaction à chaque
itération, car la réaction est indépendante de l’espace. L’idée est donc de minimiser la
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différence entre le nombre total d’apex issu des données undata et celui du modèle unnum :
min
β,µ
nf∑
n=n0
(
undata − unnum
)2
(5.1)
La méthode de simplex nous donne donc les paramètres β(.) et µ(.) pour chaque inter-
valle n ∈ [np0;npf ]. Une fois les paramètres de la réaction obtenus à chaque pas de temps,
on optimise les paramètres des opérateurs d’advection et de diffusion en minimisant la
norme L2 de la différence entre la densité d’apex locale issue des données undata,i,j,k et
celle du modèle unnum,i,j,k sur chaque intervalle de temps [n
p
0;npf ] :
np
f∑
n=np0
√√√√√ Ni∑
i=1
Nj∑
j=1
Nk∑
k=1
(
undata,i,j,k − unnum,i,j,k
)2
La méthode de recuit simulé est donc utilisée afin d’obtenir des paramètres d’advection
et de diffusion constants sur chaque intervalle de temps [np0;npf ], défini auparavant.
Calibration par pas de temps
Quand aucune connaissance biologique n’est disponible sur le système racinaire que
l’on veut simuler, on peut effectuer une calibration par pas de temps. En effet à chaque
pas de temps, on effectue la calibration par étape de calcul du splitting d’opérateurs
définis par l’algorithme 4. On calibre tout d’abord la réaction à chaque itération, en
résolvant le problème aux moindres carrés à l’aide d’une méthode de simplex :
min
β,µ
(
undata − unnum
)2
(5.2)
Ensuite, si on n’a aucune connaissance sur l’opérateur conservatif dominant du système
que l’on veut simuler, il est préférable de calibrer les opérateurs conservatifs de manière
simultanée comme l’illustre l’algorithme formel ci dessous :
Algorithme 5 : Méthode de calibration par pas de temps
Pour n = 0 : ∆t : nf
1. Méthode de simplex : calibration de R(uR).
⇒ βn et µn ⇒ un+1R ;
2. Méthode de recuit simulé : calibration de A(uA) et de D(uD)
⇒ V ni,j,k et Dni,j,k ⇒ un+1A et un+1D .
3. On en déduit un+1 = un+1D .
end
Une fois les paramètres de la réaction obtenus pour une itération donnée, on optimise
les paramètres des opérateurs d’advection et de diffusion en minimisant la norme L2 de
la différence entre la densité d’apex locale issue des données undata,i,j,k et celle du modèle
unnum,i,j,k à chaque itération n :√√√√√ Ni∑
i=1
Nj∑
j=1
Nk∑
k=1
(
undata,i,j,k − unnum,i,j,k
)2
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On réitère ce processus d’optimisation jusqu’à atteindre l’itération maximale nf (algo-
rithme 5).
5.2 Logiciels pour l’extraction de données
5.2.1 AMAPsim
Le logiciel AMAPsim implémente un modèle stochastique d’architecture, basé sur la
notion d’axe de référence [8]. Ce logiciel permet la simulation de la morphogénèse, afin de
Figure 5.1 – Simulation à un instant donné, de l’architecture aérienne et racinaire
d’une population de palmier (gauche) et de l’architecture racinaire d’un système pivotant
(droite)
produire des architectures complexes et réelles d’arbres et de plantes de manière précise
et détaillée dans l’espace. AMAPsim a été adapté pour simuler, en plus de la croissance
aérienne, la croissance architecturale des racines du système. La figure 5.1 illustre un
exemple d’une simulation de ce logiciel, montrant l’architecture aérienne et racinaire
d’une population de Palmiers. Le développement de l’architecture racinaire est basé sur
le modèle statistique et markovien de Christophe Jourdan et Hervé Rey, explicité dans
le paragraphe 2.1.2. et dans l’article [55]. La méthode consiste en effet à déterminer
la croissance potentielle de chacune des racines en fonction de l’âge physiologique de
chacun des apex [9]. Un ensemble fini d’âges physiologiques est représenté sur un axe dit
"de référence" associant des paramètres de croissance, de ramification et de mortalité.
L’activité de chacun des apex est modulée suivant des processus stochastiques. Ceci
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permet de construire l’architecture d’un système notamment racinaire en 3D, à chaque
pas de temps. L’outil RACINES [56] permet d’utiliser les données architecturales 3D et
de les intégrer dans un domaine en 3D appelé scène. Dans cette scène, on peut définir des
couches ou des voxels qui permettent la discrétisation du domaine. Dans chaque maille,
plusieurs informations agrégées sur les valeurs de variables racinaires (la longueur, le
nombre d’apex, le volume, la biomasse, etc.), sont disponibles dans les fichiers de sortie.
On va utiliser la sortie concernant le nombre d’apex afin de calibrer notre modèle, avec
un pas de temps ∆t = 1mois et des pas d’espace ∆x = ∆y = ∆z = 0.75m.
5.2.2 RootTyp
Le logiciel RootTyp [87] simule la croissance racinaire d’arbres et de plantes. Le
modèle de croissance de ce logiciel est détaillé dans le paragraphe 2.1.2. Similairement
au logiciel AMAPsim, RootTyp est basé sur la définition de types racinaires et associe les
paramètres de croissance, de ramification et de mortalité détaillés dans ce paragraphe.
Ceci permet de simuler le développement spatio-temporel en 3D de l’architecture d’un
Figure 5.2 – Exemple d’un système racinaire plongé dans un domaine discrétisé
système racinaire de maïs. RootTyp permet en effet de plonger le système architectural
dans un cube dont le maillage est composé de cubes élémentaires, comme l’illustre
la figure 5.2.2. Dans chaque cube élémentaire, on a directement diverses informations,
notamment la variable qui nous intéresse, à savoir le nombre d’apex par unité de volume.
Dans les cas d’étude 2 et 3, on utilise RootTyp afin d’extraire les informations 3D sur
le nombre d’apex moyen de ces systèmes par unité de volume. Les pas d’espace utilisés
sont ∆x = ∆y = ∆z = 5cm et le pas de temps est de ∆t = 6j.
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5.3 Cas d’étude 1 : les racines horizontales d’Euca-
lyptus
On va s’intéresser dans ce premier cas d’étude, aux racines horizontales d’Eucalyptus.
Elles ont la spécificité d’être chacune dominée par une racine principale. Nous allons tout
d’abord nous intéresser à l’architecture de ces racines horizontales. Ensuite, nous effec-
tuerons une étude temporelle afin d’optimiser les coefficients de la réaction sur plusieurs
intervalles de temps. Finalement, nous présenterons la calibration spatio-temporelle du
modèle par intervalle de temps. Les résultats de cette étude ont été soumis dans l’article
[17].
5.3.1 Données architecturales et simplifications du modèle
Ce premier cas d’étude correspond à des données d’architecture racinaire d’Euca-
lyptus, mesurées sur le terrain. La croissance des différents eucalyptus s’est effectuée
sous des conditions contrôlées, dans des plaines de Pointe-Noire au Congo [104]. On
s’intéresse uniquement dans ce cas d’étude, aux racines horizontales des systèmes raci-
naires des eucalyptus. Chaque racine horizontale a un rôle d’exploration en surface, et
est composée d’un réseau de racines fines se développant autour d’elle. On peut consi-
dérer le plan horizontal en 2D de ce système permettant de restreindre l’extraction des
données simulées dans le cas 2D (figure 5.3B). Le système racinaire que l’on étudie ici
est composé de cinq types de racines, dont l’axe de référence est présenté sur la figure
5.3C. Chaque racine horizontale R1-PL porte en effet des racines de type R2-FS et R2-
FL, correspondant respectivement aux racines latérales fines courtes et fines longues.
Ensuite le type R2 porte des racines courtes de type R3-FS, elles mêmes portant le type
R4-FS. La durée de vie des racines les plus fines (R4-FS) est de 9 mois environ. Celle des
types R3-FS et R2-FS se situe aux alentours de 12 mois. A partir de 16 mois, la morta-
lité des racines latérales de type R2-FL commence, entraînant la disparition de tous les
types qu’elles portent. Ces données architecturales ont été statistiquement analysées et
intégrées dans le formalisme d’AMAPsim. Après avoir intégré les paramètres architec-
turaux du système dans le logiciel AMAPsim, des simulations architecturales en 3D ont
été générées dans le but de reproduire, in silico, des systèmes racinaires d’eucalyptus à
différents stades de croissance, en prenant en compte la variabilité spatiale observée en
terme de distance d’entre-noeuds, de vitesse de croissance primaire et de probabilité de
ramification. La figure 5.3A présente un exemple des racines de structure (sans racine
fine), du système racinaire d’un eucalyptus.
On a simulé des données dynamiques de 15 racines horizontales différentes avec leur
variabilité spatio-temporelle observée afin de calibrer notre modèle continu. Le plan où
s’effectue la croissance de la racine principale en 2D correspond au plan XY. Le domaine
du sol peut être discrétisé en 2D, avec ∆x = ∆y = 0.75m (figure 5.3D, y représentant
l’axe de la racine horizontal). Des cartographies en 2D du nombre d’apex par unité de
volume ont pu être simulées à l’aide de l’outil RACINES [56], avec un pas de temps
∆t = 1month (figure 5.8). Etant donné que l’on a une connaissance architecturale du
système, à savoir on a des phases de développement correspondant à la mortalité des
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Figure 5.3 – (A) Racines primaires d’un système d’eucalyptus basé sur des données
réelles et simulées par AMAPsim ; (B) Vue de dessus d’une racine horizontale portant
son réseau de racines fines à 11 mois de croissance ; (C) Types racinaires définis sur un
axe de référence ; (D) Maillage 1D effectué par l’outil RACINES, pour la calibration du
modèle ;
types racinaires, notamment du type R2, on va effectuer une calibration par intervalles
de temps (cf paragraphe 5.1.2 pour la méthode).
Chaque racine horizontale contrôle le réseau qu’elle porte. Ces systèmes sont fortement
dominés par l’apex principal de cette racine horizontale. La racine principale a en effet
un taux d’élongation élevé. Elle peut mesurer jusqu’à 12m de long et a principalement
un rôle d’exploration. Par contre, les racines latérales ne mesurent pas plus de 75cm
(distance entre deux mailles). De plus, on suppose dans notre modèle que le réseau de
racines fines porté par la racine horizontale est distribué de manière uniforme et sy-
métrique autour de l’axe principal. Une calibration en 1D dans la direction y est donc
suffisante dans ce cas d’étude. Dans un premier temps, on va considérer tous les opé-
rateurs du modèle et voir si on peut en négliger un. L’opérateur d’advection va évoluer
dans la direction y. Ceci revient à changer z par y et k par j dans les expressions du
paragraphe 4.3.2. L’opérateur de réaction nous donne l’évolution temporelle du nombre
d’apex total produit au cours du temps, tandis que les opérateurs d’advection et de dif-
fusion permettent de répartir la quantité d’apex le long de l’axe principal. La condition
initiale est fixée à 1 apex correspondant à l’apparition de l’apex de la racine principale.
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5.3.2 Simulations numériques
Les outils des logiciels AMAPSim et RACINES nous ont permis de simuler 15 racines
horizontales différentes, avec leurs réseaux de racines fines. On a stocké, à chaque pas de
temps et dans chaque couche de sol j, le nombre d’apex moyen, maximum et minimum
entre ces 15 systèmes. On va effectuer une calibration du modèle continu par intervalles
de temps (cf paragraphe 5.1.2) pour les profils maximum, moyen et minimum, à savoir
une calibration de l’opérateur de réaction à chaque pas de temps suivi d’une calibration
des opérateurs d’advection et de diffusion sur différents intervalles de temps. Le critère
utilisé pour estimer la qualité de la calibration des paramètres de la réaction est l’erreur
E(n) définie par :
E(n) = |u
n
data − unnum|
maxn(undata)
(5.3)
où undata et unnum sont respectivement le nombre total d’apex issu des données et celui
du modèle. En ce qui concerne la calibration de l’opérateur d’advection et celui de la
diffusion, on va utiliser l’erreur E(j, n) par itération n et par maille j, j = 1..12 définie
par la formule suivante :
E(j, n) =
|undata,j − unnum,j|
maxj,n(undata,j)
(5.4)
où undata,j et unnum,j correspondent respectivement à la densité du nombre d’apex issu des
données architecturales et celle du modèle.
Etude temporelle
Vu que la mortalité des racines les plus fines débute aux alentours de 9 mois, le para-
mètre de mortalité µ est nul avant cette date et vaut 1/3 (mois−1) après celle ci. Cette
valeur provient des experts après analyses statistiques et reste donc constante après 9
mois. Seul le coefficient de ramification β est optimisé en utilisant la méthode de simplex
en résolvant le problème aux moindres carrés (5.1). Vu que le coefficient de mortalité
est fixé, le coefficient de ramification optimisé est unique et a un sens biologique. Les
valeurs de β optimisées sont données par la table 5.1. Les données architecturales ont été
extraites tous les mois sur l’intervalle de temps [1, 25]. On a séparé cet intervalle en sous-
intervalles en fonction des temps relatifs au début de la mortalité des différents types,
ainsi que de la précision désirée pour la calibration de l’opérateur de réaction. Dans
le but d’accélérer le processus d’extraction de données, les pas de temps utilisés pour
l’étude temporelle pour les intervalles ]25, 40] et ]40, 160], valent respectivement 15 et 20
mois. Ce choix donne des résultats très satisfaisants (figure 5.4). Les courbes du nombre
total d’apex au cours du temps, simulées par le modèle après calibration, s’ajustent bien
aux données. On constate que, durant les premiers stades de croissance, la courbe du
nombre d’apex évolue de manière exponentielle jusqu’à atteindre une valeur maximale
aux alentours de n = 17 mois, correspondant approximativement au début de la morta-
lité des racines latérales de type R2. Après cette période, la mortalité racinaire excède
la production, i.e. la quantité βn − µn devient négative. Ceci explique la décroissance
observée de la courbe du nombre d’apex (figure 5.4A). Il est intéressant de noter qu’un
seul coefficient de ramification est nécessaire pour reproduire les données sur l’intervalle
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Iteration (mois) βnmax βnmean βnmin βmax − µn βnmean − µn βnmin − µn
n ∈]1, 5] 1.6388 1.5891 1.4296 1.6388 1.5891 1.4296
n ∈]5, 8] 0.5672 0.5605 0.6435 0.5672 0.5605 0.6435
n ∈]8, 11] 0.6239 0.6006 0.6116 0.2906 0.2673 0.2783
n ∈]11, 15] 0.4468 0.4384 0.4213 0.1135 0.1051 0.0880
n ∈]15, 17] 0.3338 0.3478 0.3154 0.0005 0.0145 −0.0180
n ∈]17, 20] 0.2692 0.2692 0.2632 −0.0641 −0.0641 −0.0701
n ∈]20, 25] 0.2515 0.2175 0.2270 −0.0818 −0.1158 −0.1063
n ∈]25, 40] 0.2719 0.2824 0.2907 −0.0614 −0.0509 −0.0426
n ∈]40, 160] 0.3236 0.3233 0.3205 −0.0097 −0.0100 −0.0128
Table 5.1 – Coefficients de ramification calibré βnmax, βnmean et βnmin (en mois−1) par in-
tervalle de temps, respectivement pour le nombre maximum, moyen et minimum d’apex.
Les quantités βn − µn entre les taux de ramification et de mortalité sont aussi données
en mois−1.
de temps ]40, 160]. On peut aussi constater que les paramètres de ramification sont plus
dispersés dans les premiers mois du développement.
Etant donné que l’eucalyptus a grandi dans des conditions contrôlées, on peut supposer
que la courbe du nombre total d’apex peut varier fortement en fonction de conditions
du sol non favorables au développement. D’un point de vue agronomique, les racines ho-
rizontales d’eucalyptus sous des conditions favorables, ont un développement similaire
en terme d’évolution du nombre d’apex, même en prenant en compte leur variabilité
spatio-temporelle. Le temps CPU de cette étude temporelle vaut environ 0.15s (Intel
Corel2Duo CPU P8600 @ 2,40Ghz).
Calibration spatio-temporelle
Après la calibration de l’opérateur de réaction, les paramètres d’advection et de dif-
fusion V n.,j,. et Dn sur l’axe y sont optimisés sur une période de 25 mois. Il nous est
difficile d’obtenir les données spatialisées sur une période plus longue, à cause du temps
de calcul nécessaire à l’extraction. Trois phases de développement sont considérées du-
rant cette période, i.e. ]1, 11], ]11, 15] et ]15, 25] (en mois). La première correspond à la
phase avant le début de la mortalité des types R3-FS et R2-FS (début d’élagage de ces
types portant des racines R4-FS), la seconde à celle avant le début de la mortalité des
premières racines de type R2-FL émises en début de croissance. La dernière de ces trois
phases correspond donc à l’élagage des racines latérales à la racine principale, entraî-
nant une dynamique particulière. Pour la première et la troisième phase, on a considéré
deux sous intervalles où le paramètre d’advection change de forme spatiale suivant y.
Les paramètres de la réaction calibrés précédemment (voir table 5.1), sont directement
utilisés. Les paramètres de diffusion obtenus pour la calibration du profil moyen sont
donnés table 5.2. Les paramètres d’advection calibrés avec et sans prise en compte de
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Figure 5.4 – (A) Nombre total d’apex par itération simulé par le modèle (lignes pleines)
et issu des données architecturales (symboles). Les cercles, triangles et étoiles corres-
pondent respectivement aux points extraits des profils maximum, moyen et minimum.
(B) Erreur en pourcentage entre les données et la simulation du modèle calibré par
itération (voir équation (5.3)). Les lignes en pointillés, solides et tirés, correspondent
à la simulation du modèle (A) et à l’erreur (B) pour les profils maximaum, moyen et
minimum, respectivement.
Itération (en mois) n ∈]0, 5] n ∈]5, 11] n ∈]11, 15] n ∈]16, 20] n ∈]20, 25]
Valeurs de Dnj 0.0066 0.0314 0.0671 0.0386 0.0044
Table 5.2 – Coefficients de diffusion calibrés Dkj (en m2.mois−1), dans chaque sous-
intervalle
l’opérateur de diffusion dans le processus de calibration, sont respectivement illustrés
par les fonctions des figures 5.5 et 5.6. On a choisi entre un et trois paramètres le long de
l’axe y. On aurait pu en choisir plus pour affiner la calibration mais l’idée est de dégager
des fonctions générales avec le minimum de paramètres. La connaissance architecturale
nous a permis de définir trois phases de développement du système :
-Phase I : ]1, 11] mois
Cette phase correspond à la mise en place de tous les ordres racinaires du système,
avant la mortalité des types 2 et 3. Dans un premier sous-intervalle ]2, 5], le paramètre
d’advection calibré à l’aide du profil moyen est constant le long de l’axe y et vaut
0.0082m.mois−1. Dans le cas sans prise en compte de la diffusion dans le processus
de calibration, le paramètre d’advection calculé pour les profils minimum, moyen et
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Figure 5.5 – Distribution spatiale des paramètres d’advection aux interfaces V n.,j+1/2,.
(en m.mois−1), avec la prise en compte de l’opérateur de diffusion dans le processus
de calibration , pour les intervalles de temps n ∈]5, 11] (A), n ∈]11, 15] (B), n ∈]15, 20]
(C) et n ∈]20, 25] (D). Ces paramètres sont variables le long de la direction de l’apex
dominant, i.e. l’axe y (en m).
maximum vaut respectivement 0, 0131, 0, 0240 et 0, 0322. Avec diffusion, le paramètre
d’advection est moins important car l’opérateur de diffusion joue aussi dans ce sous-
intervalle, le rôle de croissance primaire. Dans le sous-intervalle ]5, 11], le paramètre
d’advection varie le long de l’axe de la racine principale comme l’indique les figures 5.5A
et 5.6A. L’erreur spatiale exprimée par la formule (5.4) est globalement faible, inférieure
à 3% en moyenne (figure 5.7 dans le cas sans diffusion, même ordre de grandeur que
dans le cas avec diffusion). Le paramètre d’advection est faible dans les premiers mètres
proches de la base de la racine horizontale et augmente ensuite avec l’axe y. Ceci en-
traîne une forte densification à la base de la racine principale et un plus fort déplacement
des apex situés plus loin le long de l’axe y. En effet, la ramification est proportionnelle
au nombre d’apex localement, et vu qu’il y en a plus dans la zone basale de la racine
horizontale (ceci étant dû à un faible coefficient d’advection dans cette zone), l’effet de
densification est plus fort. Cette fonction d’advection caractérise donc la mise en place
des ordres racinaires (ramification basale de la racine horizontale), ainsi que la croissance
de la racine principale.
-Phase II : ]11, 15] mois
Lors de cette phase, les valeurs du paramètre de l’advection sont plus élevées que précé-
demment (figures 5.5B et 5.6B). La mortalité des types racinaires R3FC et R2FS débute
dans cette phase. En effet, les premiers apex de ces types émis durant la première phase
commencent à mourir, entraînant l’élagage des racines de ces types, portant des types
supérieurs R4, dans la zone proche de la base de la principale. Ceci explique les valeurs
123
CHAPITRE 5. RÉSULTATS NUMÉRIQUES
Figure 5.6 – Distribution spatiale des paramètres d’advection aux interfaces V n.,j+1/2,.
(en m.mois−1), pour les intervalles de temps n ∈]5, 11] (A), n ∈]11, 15] (B), n ∈]15, 20]
(C) et n ∈]20, 25] (D). Ces paramètres sont variables le long de la direction de l’apex do-
minant, i.e. l’axe y (enm). Les Cercles, triangles et étoiles correspondent aux paramètres
de l’advection pour les profils maximum, moyen et minimum, respectivement.
plus élevées dans les premiers mètres, proches de la zone basale. Les profils maximum,
moyen et minimum, ainsi que les erreurs spatiales associées, sont présentés dans la troi-
sième ligne de la figure 5.7, dans le cas sans diffusion.
-Phase III : ]15, 25] mois
Durant cette phase, on distingue deux fonctions d’advection différentes suivant y (figures
5.5C-D, et figures 5.6C-D). Le premier sous intervalle est ]15, 20]. Durant cette période,
la mortalité des racines latérales de type R2FL débute. Ces racines portes les types R3 et
R4, ce qui explique les valeurs élevées du coefficient d’advection dans les premiers mètres
(figure 5.5C et figure 5.6C). De plus, la croissance primaire de l’apex principal ralentit
aux alentours d’une distance de 5 mètres par rapport à la base, phénomène caractérisé
par des valeurs du paramètre d’advection proche de 0 aux environs de 5 mètres. La zone
la plus dense du profil du nombre d’apex se déplace le long de l’axe y. La quatrième
ligne de la figure 5.7 donne un exemple des profils maximum, moyen et minimum , et de
l’erreur spatiale entre les données et le modèle à 20 mois de croissance, dans le cas sans
diffusion. La mortalité des apex continue dans l’intervalle suivant ]20, 25], expliquant
des valeurs toujours élevées dans les premiers mètres de la base de la racine horizontale
(figure 5.5D et figure 5.6D). La zone la plus dense du profil du nombre d’apex "rattrape"
la zone apicale de la racine principale, confirmant le ralentissement de la croissance de
la racine principale durant cette phase (dernière ligne de la figure 5.7). Cependant, les
valeurs dans la zone basale de la racine principale sont plus élevées à cause de la mor-
talité des apex des racines latérales, générant un fort élagage racinaire dans cette zone.
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Figure 5.7 – Gauche : nombre d’apex simulé par le modèle (lignes) et issu des don-
nées architecturales simulées (symboles), dans chaque couche j, à différents instants.
Les Cercles, triangles et étoiles correspondent aux paramètres de l’advection pour les
profils maximum, moyen et minimum, respectivement. Droite : erreur spatiale entre la
simulation du modèle calibré et les données d’AMAPsim (profils de gauche), definie par
(5.4). Les lignes en pointillés, solides et tirets, correspondent à la simulation du modèle
(gauche) et à l’erreur (droite) pour les profils maximum, moyen et minimum, respec-
tivement. Ces figures sont réalisées sans la prise en compte de l’opérateur de diffusion
dans le processus de calibration
Il est intéressant de noter que les valeurs de l’advection dans la partie basale sont plus
élevées avec la prise en compte de l’opérateur de diffusion (figure 5.5D) que sans (5.6D).
Ceci est logiquement dû au fait que l’opérateur de diffusion s’applique sur tout l’axe, ce
qui entraîne la présence d’apex dans la zone basale de la racine principale. Vu qu’à la
fin de la simulation, peu voire pas du tout d’apex sont présents dans cette zone, il faut
les "déplacer", d’où un effet advectif plus significatif.
Les erreurs spatiales sont relativement faibles en moyenne tout au long des simulations
(moins de 4% avec et sans diffusion). L’approximation du modèle est satisfaisante afin
de simuler le développement et les processus liés aux racines horizontales d’eucalyptus,
même si localement, on peut trouver des erreurs significatives. Des cartographies 2D
dynamiques peuvent être reconstruites à partir de cette calibration 1D, en supposant
dans notre modèle que le réseau de racines fines se répartit de manière homogène et
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Figure 5.8 – Un exemple d’architecture d’une racine horizontale et de son réseau de ra-
cines fines simulé par AMAPsim est présenté (A), à différents instants t = {10, 15, 20, 25}
en mois. Cartographies 2D de la densité du nombre d’apex moyen des 15 systèmes raci-
naires extraits à l’aide de RACINES (B), celle du nombre d’apex simulée par le modèle
avec diffusion (C), et sans diffusion (D), aux différents instants t. L’unité du domaine
est en mètres.
symétrique autour de la racine horizontale (figure 5.8). Le temps de calcul pour la si-
mulation des profils 2D, indépendant du nombre de racines, est très court dans ce cas
d’étude avec un temps CPU de l’ordre de 0.7340 secondes (Intel Corel2Duo CPU P8600
@ 2,40Ghz). Le modèle décrit bien l’évolution des zones les plus denses au cours des
différents stades de développement, sans reproduire exactement l’architecture racinaire
avec sa variabilité intrinsèque. L’hétérogénéité observée dans le profil moyen, extrait des
15 systèmes simulés, est due au fait que l’apex principal apparaît le plus souvent à l’ins-
tant initial, dans la maille de droite de l’axe de symétrie considéré dans notre modèle
2D. Il est possible de symétriser ce profil extrait en considérant, comme le modèle 2D,
qu’on a 1/2 apex dans les deux mailles centrales, ce qui signifie qu’on a une chance sur
2 de trouver l’apex dans une de ces mailles. On constate dans ces simulations qu’entre
le modèles calibrés sans et avec diffusion, sont assez similaires. Cependant l’erreur entre
le modèle avec diffusion et les données simulées est en moyenne meilleure de 13% (figure
5.9A). La diffusion joue dans ce cas un rôle d’ajustement des profils le long de l’axe de la
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Figure 5.9 – (A) Norme L2 de la différence entre le modèle calibré sans diffusion et les
données simulées (trait plein), et entre le modèle avec diffusion et les données simulées
(traits en pointillés). Différences entre les profils 2D avec diffusion et celui sans diffusion,
pour t = 20mois (B) et t = 25mois (C)
racine principale, i.e. il permet d’ajuster les distances entre noeuds des racines latérales.
Cependant ce coefficient de diffusion (relativement faible) tendrait vers 0 si on rajoutait
un plus grand nombre de paramètres d’advection. Il vient donc compenser notre choix
de prendre un minimum de paramètres d’advection (on a choisi jusqu’à 3 paramètres
maximum le long de l’axe). Si on effectue la différence entre les profils 2D avec diffusion
et ceux sans diffusion, on constate que les zones où l’on trouve plus d’apex dans le cas
avec diffusion, se situent au niveau de la base de la racine principale (figure 5.9B) et au
niveau de la zone apicale de l’apex principal (figrue 5.9C). On voit bien qu’avec l’opé-
rateur de diffusion, on ne reproduit pas exactement l’arrêt de croissance observé par le
profil moyen extrait (figure 5.8, dernière ligne) et simulé par les fonctions d’advection
(figures 5.5C-D, et figures 5.6C-D).
Conclusion
Ce cas d’étude confirme une des hypothèses du modèle illustrée par la figure 4.2,
à savoir que l’advection est l’opérateur permettant de gérer la croissance et l’élagage
racinaire d’un système dominé par un apex principal. En effet, on a montré que la diffu-
sion n’était pas forcément négligeable, ceci étant dû au fait qu’on s’est limité en nombre
de paramètres d’advection. Notre modèle continu doit suivre le principe de parcimo-
nie (peu de paramètres dans un modèle prédictif) et être facilement utilisable par des
scientifiques autre que numériciens. Les résultats sans diffusion sont très satisfaisants
et permettent de caractériser toutes les phases de développement d’un tel système dé-
pendant de l’état physiologique d’un apex principal. De plus, cette étude a permis de
caractériser la forme de l’advection suivant l’axe de la racine principale (figure 5.10).
La courbe en cloche caractérise une forte activité de production de racines dans la zone
basale de la racine principale (courbe de gauche), et la courbe de droite présente une
forte advection dans cette même zone, assurant l’effet spatial de l’élagage des premières
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Figure 5.10 – Fonctions caractéristiques de l’advection en fonction de l’axe de la racine
principale, pour un système dominé par un apex (ou un ensemble d’apex poussant dans
une même direction). Ces fonctions illustrent des phases de développement du système :
la mise en place de tous les ordres racinaires (gauche), puis l’élagage des premières
racines latérales émises.
racines latérales émises. Enfin, il est intéressant de préciser que dans ce cas d’étude,
avec uniquement la prise en compte des opérateurs d’advection et de réaction, l’erreur
de splitting est nulle, du fait de la commutation de ces opérateurs entre eux.
5.4 Cas d’étude 2 : Système racinaire du maïs
Ce cas d’étude concerne un système centralisé, c’est à dire un système composé de
racines adventives émises depuis une même zone. Cette zone se situe autour de la partie
basale de la tige dans le sol. Ces racines se déplacent dans l’espace tout en étant influen-
cées par le phénomène de géotropisme, et en développant des ramifications. Dans ce
paragraphe, le système racinaire du maïs illustrera un exemple parmi les systèmes cen-
tralisés. Nous allons donc nous intéresser au développement architectural d’un système
centralisé type maïs dans une première partie. Ensuite nous présenterons les résultats de
la calibration du modèle en 2D et en 3D, en précisant les différents choix des paramètres
des opérateurs physiques composant notre modèle.
5.4.1 Données architecturales
Description du système
On dispose du logiciel RootTyp [87], qui permet des simulations de systèmes centrali-
sés dont le maïs en est l’exemple. Les données concernant le développement architectural
d’un système centralisé, et plus particulièrement du maïs [83, 85, 86, 89, 90], ont permis
de calculer les valeurs moyennes des paramètres de RootTyp, avec les écart-types propres
à chacun. Ceci permet de simuler la variabilité observée des différentes données issues de
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la littérature sur la croissance du système racinaire de maïs. Au début de sa croissance,
le maïs développe un système racinaire à la base de la tige dans le sol (zone proche de la
surface du sol). Les racines adventives sont émises depuis cette zone jusqu’à la période
de fin de floraison de la partie aérienne du maïs. Ces racines subissent un géotropisme
marqué et développent au cours de leur croissance des ordres de ramification supérieurs.
Les simulations issues de RootTyp considèrent trois principaux types de racines. En
effet, à la base de la tige, sont émises des racines primaires adventives, développant des
longues racines latérales ramifiées. Ces deux précédents types racinaires produisent le
type 3 correspondant aux racines latérales courtes non ramifiées. La figure 5.11 présente
Figure 5.11 – Exemple d’une simulation, à 72 jours de croissance, de l’architecture
racinaire d’un maïs à l’aide de RootTyp. On visualise les projections du système racinaire
dans le plan XZ (gauche) et le plan YZ (droite), les unités étant le cm.
un système racinaire de maïs, simulé par RootTyp après 72 jours de croissance, dans
les projections des plans XZ et YZ. Chaque simulation génère des systèmes assez hété-
rogènes, en terme de répartition spatiale de racines dans l’espace, même s’ils ont tous
le même type de développement. En effet, on a pu constater que, dans chaque système
simulé, la zone la plus dense en terme de nombre d’apex se situe au niveau de la base
de la tige, proche de la surface du sol (caractéristique d’un système dit centralisé). De
là, les racines se dispersent dans le sol avec une profondeur caractéristique de 110cm et
une envergure de 80 cm environ. Le modèle continu doit permettre de localiser les zones
plus denses d’apex et de décrire de manière satisfaisante, le développement du système
dans le sol avec un nombre d’apex local relativement précis, de l’ordre de grandeur de
ceux du profil observé. On a donc effectué une moyenne de 35 systèmes de maïs afin
d’homogénéiser les profils des densités racinaires. RootTyp permet d’extraire plusieurs
informations spatialisées à différents instants de croissance, dans un système racinaire
donné. On peut donc obtenir le nombre d’apex du système par unité de volume au
cours du temps. Après avoir stocké le nombre d’apex par unité de volume des 35 sys-
tèmes architecturaux simulés, tous les 6 jours, on peut simuler le nombre d’apex total
du système au cours du temps, ainsi que la dérivée en temps de cette quantité (figure
5.12). La simulation s’arrête à 90 jours car la phase qui suit cette date, correspond
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Figure 5.12 – Nombre d’apex du système (A) et gradient de cette quantité (B) au
cours du temps. Les courbes vertes correspondent aux 35 systèmes et la courbe rouge à
la moyenne de ces systèmes.
à la nécrose totale du système, correspondant à la fin de floraison du maïs. La figure
5.12A présente le nombre d’apex total au cours du temps des 35 systèmes simulés par
RootTyp (courbes en vert), ainsi que la moyenne de ces systèmes (courbe rouge). On
remarque qu’il existe une première phase de croissance exponentielle suivie d’une phase
qui semble se stabiliser. Si on observe la figure 5.12B, les deux phases observées précé-
demment sont confirmées par la variation de la quantité d’apex entre deux instants. En
effet, on constate qu’il y a bien une phase de croissance exponentielle jusqu’à environ
40-45 jours et on observe ensuite une phase où la vitesse de croissance du nombre total
d’apex diminue. Ces dates semblent correspondre au début de la mortalité du type 2,
portant le type 3, le type 1 commençant sa mortalité à la fin de floraison du système
(> 90j environ). Ces deux phases observées vont être déterminantes dans le choix des
paramètres des opérateurs d’advection et de diffusion.
Estimation du taux de mortalité
A l’aide de la connaissance des paramètres du logiciel RootTyp, il est possible d’esti-
mer le nombre d’apex théorique sans prise en compte de la mortalité racinaire. En effet,
on peut obtenir le nombre d’apex total théorique, uth(t), au cours du temps, d’après la
relation suivante :
uth(t) = 1 + utype1(t) + utype2(t) + utype3(t) (5.5)
Cette expression dépend du nombre d’apex total des 3 types composant le système. Le
nombre d’apex du type 1 s’écrit, à l’aide des paramètres du simulateur :
utype1(t) = 0.56(t− 6)
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Le type 2 se calcule à l’aide de la formule suivante :
utype2(t) = 150utype1(t)
(
1− e−3(t−16)/150
)
/2
L’expression du membre de droite prend en compte la longueur des racines de type 1
(formule définie en (2.3) dans le paragraphe 2.1.2), ainsi que la densité du type racinaire
1 (dépendant du paramètre de la distance inter-ramifications). Le type 1 et le type 2
produisent des racines de type 3, d’où l’expression du nombre d’apex de type 3 :
utype3(t) = 150utype1(t)
(
1− e−3(t−16)/150
)
4.5 + 10utype2(t)
(
1− e−0.7(t−18)/10
)
2.5
La courbe en noir de la figure 5.13 correspond au nombre d’apex théorique défini par la
Figure 5.13 – Nombre d’apex théorique (courbe en pointillés), défini par la formule
5.5, et moyenne du nombre d’apex des 35 systèmes (courbe pleine), au cours du temps.
formule (5.5). L’écart entre la courbe théorique (ne prenant pas en compte la mortalité)
et la courbe moyenne du nombre d’apex des 35 systèmes simulés, permet d’estimer un
taux moyen de mortalité racinaire µ. Soit n = 1..T par pas de ∆t, on note unth et unmoy le
nombre d’apex théorique et le nombre moyen d’apex, à l’instant n. Le taux de mortalité
peut être défini de la manière suivante :
µn =
unth − unmoy
∆t
1
unth
(5.6)
où µn est le taux de mortalité à l’instant n. Pour un pas de temps ∆t = 6j, on obtient
les valeurs de µn définies table 5.3. On va donc utiliser ces valeurs pour la calibration
du système, afin d’estimer de manière unique le coefficient de ramification.
131
CHAPITRE 5. RÉSULTATS NUMÉRIQUES
Instants n (en j) µn (en j−1) βn (en j−1) βn − µn (en j−1)
6 0 0 0
12 0.0128 0.2438 0.2310
18 0.0203 0.6535 0.6332
24 0.1091 0.3387 0.2296
30 0.1178 0.2658 0.1480
36 0.1184 0.2277 0.1093
42 0.1175 0.1998 0.0823
48 0.1162 0.1802 0.0640
54 0.1153 0.1659 0.0506
60 0.1149 0.1549 0.0400
66 0.1152 0.1472 0.0320
72 0.1158 0.1417 0.0259
78 0.1168 0.1378 0.0210
84 0.1180 0.1353 0.0173
90 0.1193 0.1337 0.0144
Table 5.3 – Taux de mortalité µn, estimé à partir des données ramification, taux de
ramification βn calibré, et la différence βn − µn, en fonction des différents instants n
5.4.2 Simulations numériques
On a effectué une première calibration du modèle en 2D. Le temps de calcul étant
considérablement réduit dans le cas 2D, on a commencé par optimiser nos paramètres
en 2D, et réalisé quelques tests numériques. On se place dans ce cas là, dans le plan
YZ, toutes les données en x étant projetées sur ce plan. Ensuite nous présenterons les
résultats du modèle calibré en 3D.
Choix des paramètres
Dans ce paragraphe, on va présenter les résultats de la calibration du modèle, en
utilisant la moyenne des 35 systèmes racinaires. On utilise RootTyp afin d’extraire les
informations 3D sur le nombre d’apex moyen de ces systèmes par unité de volume. Les
pas d’espace utilisés en 3D sont ∆x = ∆y = ∆z = 5cm, et on choisit un pas de temps
∆t = 6j. Ce choix vient du fait que le temps d’extraction des systèmes dans RootTyp
est dépendant du pas de temps et des pas d’espace choisis. De plus, un pas d’espace trop
petit entraîne des profils extraits trop hétérogènes. Le choix de ces pas de temps sont
biologiquement acceptables du fait que l’observation sur le terrain pour des systèmes de
plantes comme le maïs, peut s’effectuer toutes les semaines environ et dans des cubes
de 5cm de côté.
En ce qui concerne le système centralisé, on peut identifier deux phases principales à
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partir de la courbe de la dérivée du nombre d’apex au cours du temps présentée figure
5.12. Avec le pas de temps choisi, ces deux phases peuvent être respectivement définies
par les intervalles [6, 48[ et ]48, 90]. Il faut préciser que le premier apex racinaire apparaît
en moyenne à partir de 6 jours, temps moyen nécessaire à la germination de la graine.
De plus, la mortalité racinaire des premières racines du type 2 émises, commence aux
environs de 48j, ce qui confirme le changement de dynamique du système observé à
partir de cette date. En effet, la mortalité du type 3 débute plus tôt (aux alentours de
20j), mais étant donné que les types 2 portent des types 3, l’effet entraîné par la mort
des racines de type 2 est plus significatif.
Les phénomènes biologiques sous jacents associés à ce type de développement centralisé
avec un fort géotropisme sont illustrés par l’association des deux figures 4.4A et 4.2A, la
première correspondant à un système centralisé diffusant des apex dans toutes les direc-
tions et la deuxième présentant ce même type centralisé mais avec une forte tendance à
croître verticalement. Afin d’avoir le modèle le plus simple possible, on va définir deux
formes spatiales caractéristiques pour les coefficients d’advection et de diffusion, pour
chacune des deux phases de développement. Il s’agit en effet de découper notre domaine
en sous domaines dans lesquels on va définir des paramètres différents suivant l’effet de
croissance que l’on veut simuler. Jusqu’à atteindre la fin du stade de floraison, le maïs
développe un système racinaire composé d’une source locale émettant en continu des
racines, dans la partie centrale au niveau de la surface du sol. On doit considérer une
advection et une diffusion faibles dans cette zone, afin de créer la forte densification.
Les fonctions d’advection et de diffusion sont définies pour les deux phases, en 2D (plan
YZ), sur la figure 5.30 (gauche). Les coefficients a1 et d1 permettent de gérer la densité
de la zone correspondant à la source d’émission de racines. Le paramètre a1 est défini
dans une zone de dimension ∆x×∆y×∆z dans la première phase et de 3∆x×3∆y×∆z
dans la deuxième phase. Les paramètres d1 pour la diffusion verticale, sont de dimension
∆x×∆y × 2∆z et 3∆x× 3∆y × 2∆z, respectivement dans la première et la deuxième
phase. Ces coefficients permettent de gérer numériquement la zone dense d’émission des
racines (à la surface au centre du domaine, zone autour de la graine), caractéristique
d’un système centralisé. Ensuite nous avons de la diffusion verticale d2v et horizontale
d2h dans tout le reste du domaine (figure 5.30 (gauche)). Dans la couche k = 2, on a
une diffusion horizontale différente du reste du domaine (paramètres d1), ceci étant dû
au fait qu’il y peu de racines émises horizontalement dans cette couche de sol. Il y a en
effet un certain angle d’insertion des racines émises. Le paramètre a2 permet de gérer
l’effet du géotropisme sur les apex qui ont tendance à se diriger horizontalement. Si ce
coefficient est faible, on a une densification qui se situe dans les zones où il est défini. Par
contre, si les valeurs de ce coefficient sont importantes au cours du temps, ceci permet
d’introduire une forte tendance au géotropisme des racines émises proches de la surface
du sol. Le paramètre a3 joue un rôle global de croissance primaire des apex subissant
le géotropisme à partir d’une certaine profondeur, profondeur à partir de laquelle les
racines primaires advectives sont toutes orientées verticalement.
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Résultats 2D
Afin de comparer les résultats du modèle calibré et les données de RootTyp, on
définit l’erreur en 2D suivante :
E2D(n) =
||undata,j,k − unnum,j,k||L2∑
j,k u
n
data,j,k
(5.7)
Dans un premier temps, on a calibré les coefficients de réaction tous les ∆t = 6j. Cette
opération prend très peu de temps (moins de 0.1s CPU (Intel Corel2Duo CPU P8600
652 @ 2,40Ghz)). Les valeurs du coefficient de mortalité étant estimées auparavant, les
valeurs du paramètre de ramification β et de la quantité produite β−µ à chaque instant,
sont données table 5.3. On constate que les valeurs du coefficient de ramification les plus
élevées se situent au début de la simulation, lors de la mise en place de tous les ordres
racinaires. Ce constat est similaire au cas de l’étude 1. Ceci caractérise la croissance
exponentielle du nombre total d’apex présents dans le système en début de simulation
(courbe de la figure 5.14). Ensuite, à partir du début de la deuxième phase (48jours
Figure 5.14 – Nombre total d’apex simulé par le modèle après calibration (courbe) et
issu des données extraites de RootTyp (points rouges)
environ), la vitesse de croissance de la courbe du nombre d’apex du système diminue
au cours du temps. La quantité βn − µn tend vers 0 à la fin de la simulation (voir table
5.3), aux alentours de 90j, date à laquelle débute la nécrose totale du système.
Après avoir optimisé les paramètres de ramification au cours du temps, on peut utiliser
ces valeurs pour optimiser les coefficients moyens des opérateurs d’advection et de dif-
fusion sur chacune des deux phases. Il est éventuellement possible d’optimiser un seul
coefficient de réaction pour chacune des deux phases, mais dans un souci de précision,
on se sert des coefficients de réaction calibrés précédemment tous les 6 jours. Ceci nous
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Phases (en j) a1 a2 a3 d1 d2v d2h
n ∈ [6, 48[ 0.0333 0.5473 0.2284 0.5922 4.0779 2.3448
n ∈ [48, 90] 0.0738 0.6637 0.3240 0.2920 9.4687 1.5928
Table 5.4 – Coefficients d’advection a1, a2, a3 (en cm.j−1), et coefficients de diffusion
d1, d2v, d2h (en cm2.j−1), pour chacune des deux phases.
permet de réduire le nombre de solutions possibles pour l’optimisation des paramètres
des opérateurs d’advection et de diffusion, car on compare ces opérateurs avec le même
nombre total d’apex dans la calibration du modèle et dans les données de RootTyp.
Ces deux opérateurs sont calibrés de manière simultanée à l’aide d’une méthode de re-
cuit simulé, méthode détaillée dans le paragraphe 5.1.2. On va utiliser les paramètres
d’advection et de diffusion définis figure 5.30 (gauche). Les paramètres obtenus pour
cette calibration, pour chacune des deux phases sont présentés table 5.4. Les deux pa-
ramètres d’advection a1 gérant la zone la plus dense (source d’émission racinaire), sont
négligeables et du même ordre de grandeur 10−2cm.j−1. La zone spatiale où est défini
a2, correspond à la croissance primaire des racines orientées verticalement. On constate
une diminution du paramètre a2 entre les deux phases. Il faut savoir que les vitesses
de croissance du type 1 sont fortes au départ et diminuent au cours du temps. Ensuite
les paramètres a3 permettent de gérer l’effet du géotropisme dans les zones spatiales
où ils sont appliqués. Ces zones correspondent à l’espace où le peu d’apex s’y trouvant,
vont avoir tendance à être déplacées verticalement dans les mailles plus profondes (effet
visible dans l’exemple de l’architecture racinaire simulée figure 5.11). On constate que
ce paramètre augmente dans la deuxième phase. L’effet du géotropisme semble plus si-
gnificatif, notamment dû au fait qu’il y a un nombre d’apex total plus important dans
le système. Les deux paramètres de diffusion d1 sont faibles par rapport aux paramètres
de diffusion verticale d2v et horizontale d2h. Le paramètre d1 permet la diffusion hori-
zontale et verticale des racines émises de la zone centrale. Ensuite le rapport entre la
diffusion verticale d2v et horizontale d2h permet de définir la direction globale de l’ex-
ploration spatiale du domaine par les racines. Il intègre implicitement un angle global
d’insertion des racines. Dans la première phase, les valeurs de ces deux paramètres sont à
peu près du même ordre avec une tendance légèrement plus forte des apex à se déplacer
verticalement. Les apex exploitent globalement le système dans toutes les directions.
Par contre, dans la deuxième phase, le coefficient d2v est environ sept fois plus élevé
que d2h. Dans cette phase, les apex ont tendance à exploiter verticalement le sol.
La figure 5.15 présente les profils obtenus par le modèle calibré et les données de Root-
Typ, à différents instants de la simulation. On voit bien que l’on reproduit la dynamique
globale du système centralisé en moyenne. On localise la zone centrale émettant des
vagues d’apex dans toutes les directions, avec un poids plus significatif concernant la
direction de croissance verticale.
L’erreur entre les profils du modèle calibré et ceux de RootTyp augmente au cours du
temps de manière absolue, mais si on ramène l’erreur au nombre d’apex total du système
à l’instant n (formule (5.7)), on voit que celle-ci diminue relativement au nombre total
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Figure 5.15 – Cartes de densité du nombre d’apex (.cm−3) issues des données simulées
par RootTyp (gauche) et des résultats du modèle calibré (droite) à différents instants t
(en jours), pour la moyenne de 35 systèmes racinaires de maïs.
(figure 5.16). Le but de notre modèle étant de simuler les zones les plus denses dans le
système, ces résultats sont satisfaisants. En effet, cette simulation reproduit globalement
la croissance d’un système centralisé avec pour caractéristique une zone dense localisée
émettant jusqu’à nécrose du système des racines subissant un géotropisme marqué. Le
temps de simulation des 90 jours de croissance est de l’ordre de 2s CPU (Intel Corel2Duo
CPU P8600 652 @ 2,40Ghz).
Remarque : Nous avons testé la méthode de calibration pas à pas. Ceci donne des
coefficients a1, a2, a3, d1, d2v et d2h à chaque pas de temps ∆t. Les résultats sont plus
précis que dans le cas à calibration par phase, mais cette méthode est beaucoup moins
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Figure 5.16 – Erreur en pourcentage donné par la formule (5.7) à différents instants.
intéressante du point de vue utilisation. En effet, avoir le moins de paramètres possibles
est une des priorités dans la modélisation de la croissance racinaire, c’est pourquoi, si
l’expertise de botanistes détermine des phases de développement du système racinaire,
il est plus intéressant de les intégrer dans la méthode de calibration. Par contre, sans
connaissance à priori de stades de développement, il est indispensable de réaliser une ca-
libration pas à pas afin de tenter de déterminer numériquement ces phases. Dans ce cas,
le changement de phases se caractérise par une augmentation de l’erreur locale, entraî-
nant donc un changement de la répartition spatiale des paramètres d’advection et/ou de
diffusion afin de minimiser cette erreur. Cette méthode, avec un minimum d’intuition,
peut permettre d’identifier des phases de développement par le calcul numérique.
Tests numériques 2D
On s’intéresse tout d’abord à la sensibilité des paramètres du modèle calibré 2D. Il
n’est pas nécessaire de tester la sensibilité des paramètres de l’opérateur de réaction,
étant donné que cet opérateur donne la quantité du nombre d’apex au cours du temps
et s’applique spatialement de manière proportionnelle au nombre local d’apex. On se
focalise donc sur les paramètres des opérateurs conservatifs permettant la répartition
spatiale des apex, à savoir les opérateurs d’advection et de diffusion. On fixe les coef-
ficients calibrés d’advection, on augmente les valeurs des paramètres de diffusion d’un
paramètre  = −40..40%. On effectue de même sur l’advection avec les paramètres de
diffusion fixés. On obtient la figure 5.17. On constate logiquement que plus on augmente
ou on diminue un des paramètres des deux opérateurs, plus l’erreur entre le modèle et les
données est importante. De plus, l’opérateur de diffusion est plus sensible aux variations
de ses paramètres que celui d’advection. Plus on diminue les valeurs des paramètres,
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Figure 5.17 – Courbe d’augmentation en % de l’erreur en fonction de l’augmentation
des paramètres de diffusion en fixant les paramètres calibrés d’advection (tirets) et en
fonction de l’augmentation des paramètres d’advection en fixant les paramètres calibrés
de diffusion (trait plein). Les paramètres sont augmentés de  = −40..40%. Le cas
(A) correspond à l’augmentation de tous les paramètres. Le profil de densité du haut
correspond à la différence entre le profil avec augmentation de 40% du paramètre de
diffusion et sans augmentation, et celui du bas correspond à la différence entre le profil
avec augmentation de 40% du paramètre d’advection et sans augmentation. Le cas (B)
correspond à l’augmentation des paramètres sauf ceux définissant la zone centrale, i.e.
sauf les paramètres a1 et d1 définis par la figure 5.30 à gauche.
moins on déplace les apex dans l’espace, notamment au niveau de la zone la plus dense,
zone d’émission des racines. Inversement, une augmentation des paramètres du modèle
entraîne un déplacement plus marqué des apex dans l’espace. L’erreur spatiale la plus
significative se situe bien dans la zone centrale du système, qui dans ce cas, devient peu
dense avec cette augmentation (voir profils de densité figure 5.17). De plus, si on fixe
les valeurs optimisées gérant spatialement la zone centrale (a1 pour l’advection et d1
pour la diffusion), on constate que l’augmentation de l’erreur pour le même pourcentage
d’augmentation des paramètres, est inférieure (figure 5.17B). Ceci confirme l’importance
des paramètres définis dans la zone centrale afin de simuler un système centralisé (ce
qui est logique). Dans les deux cas, les paramètres ont une sensibilité aux variations
relativement faible jusqu’à 10%.
On peut s’interroger sur l’erreur de splitting dans le cas du maïs. On va utiliser les
paramètres d’advection et de diffusion calibrés (sans prise en compte de la réaction),
pour un pas de temps ∆t = 6j, sans limiteur de flux, et simuler le modèle sans limiteur
avec ces mêmes paramètres pour un pas de temps ∆t = 0.01j. On va de plus simuler
avec ces mêmes paramètres le schéma prenant en compte l’advection et la diffusion de
manière simultanée (schéma défini dans l’annexe B). Le schéma que l’on va appeler
par la suite "schéma de référence", correspond à la méthode de splitting avec un pas
de temps ∆t = 0.01j, solution numérique réduisant fortement l’erreur de splitting. Les
normes L2 relatives (c.a.d divisées par le nombre total d’apex à l’itération considérée)
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Figure 5.18 – Norme L2 relative entre le schéma de référence avec ∆t = 0.01j et le
schéma avec splitting avec ∆t = 6j (trait plein), le schéma de référence avec ∆t = 0.01j
et le schéma sans splitting avec ∆t = 6j (ronds), le schéma sans splitting et le schéma
avec splitting pour ∆t = 6j (étoiles)
entre, d’une part, le schéma de référence et le schéma avec splitting pour ∆t = 6j,
d’autre part le schéma de référence et le schéma sans splitting avec ∆t = 6j, et enfin
entre le schéma sans splitting et avec splitting pour ∆t = 6j, sont présentées sur la figure
5.18. On constate que l’erreur (de splitting et d’approximation des schémas) diminue
avec le temps. De plus, il existe une erreur entre le schéma avec et sans splitting pour
∆t = 6j, mais relativement faible. On en déduit que l’erreur de splitting effectuée entre
l’advection et la diffusion n’est pas significative. Ceci justifie l’utilisation de la méthode
de splitting, même si en théorie, les opérateurs ne commutent pas dans des cas où les
paramètres d’advection et de diffusion varient spatialement et temporellement.
Résultats 3D
Afin de comparer les résultats du modèle calibré et les données de RootTyp, on
définit l’erreur en 3D suivante :
E3D(n) =
||undata,i,j,k − unnum,i,j,k||L2∑
i,j,k u
n
data,i,j,k
(5.8)
On peut effectuer la calibration du modèle 3D. Pour cela on choisit, comme dans le
cas 2D, les paramètres d’advection et de diffusion définis par la figure 5.30 (gauche),
avec Dni±1/2,j,k = Dni,j±1/2,k. En effet, on suppose dans notre modèle que les profils de
densité racinaire dans un milieu contrôlé sont homogènes en terme de développement.
Ceci entraîne des profils axisymétriques où les projections dans les plans XZ et YZ
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sont identiques, justifiant le fait d’utiliser des moyennes de systèmes racinaires issus de
RootTyp afin d’homogénéiser les profils. L’optimisation du coefficient de ramification
de l’opérateur de réaction donne logiquement les mêmes valeurs βn définies table 5.3.
Figure 5.19 – Nombre d’apex par unité de volume (cm−3), issu des données extraites
de RootTyp (gauche) et issu de la simulation du modèle continu 3D (droite). L’unité du
domaine est le cm.
Les valeurs moyennes sur les deux phases pour les coefficients d’advection et de diffusion
calibrés, sont présentés table 5.5. Les valeurs trouvées sont certes différentes des va-
leurs du cas 2D, mais les ordres de grandeur sont en moyenne proches. On peut en effet
réaliser le même constat que dans la calibration 2D. On observe une forte densification
caractérisée par un effet faible des paramètres de diffusion d1 et d’advection a1 dans la
zone d’émission racinaire, tout au long de la simulation.
Phase I : [6, 48[
A l’instant initial, on a choisi une fonction à support compact comme indiquée sur la fi-
gure 5.19 (droite), à t = 6jours. Ceci correspond au fait que l’on a une chance sur quatre
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Figure 5.20 – Nombre d’apex par unité de volume (cm−3), issu des données extraites
de RootTyp (gauche) et issu de la simulation du modèle continu 3D (droite). Les cartes
de densité présentent les résultats projetés sur le plan XY (vue de dessus). L’unité du
domaine est le cm.
Phases (en j) a1 a2 a3 d1 d2v d2h
n ∈ [6, 48[ 0.0711 0.2247 0.4541 0.3350 3.6285 2.3455
n ∈ [48, 90] 0.0692 0.6618 0.1233 0.3028 9.51867 1.7849
Table 5.5 – Coefficients d’advection a1, a2, a3 (en cm.j−1), et coefficients de diffusion
d1, d2v, d2h (en cm2.j−1), pour chacune des deux phases.
de trouver le premier apex émis dans cette zone (i = {mx,mx + 1}, j = {my,my + 1},
k = 2). L’effet de diffusion verticale et horizontale étant quasiment identiques, cette
première phase correspond à la mise en place et l’exploitation homogène du système
racinaire dans toutes les directions. Le paramètre a3 est relativement faible par rapport
à sa valeur dans le cas 2D ou dans la phase suivante. L’effet du géotropisme dans les
premières couches de sol proches de la surfaces, est existant mais relativement peu mar-
qué. Le paramètre a2 assure la direction verticale de croissance des racines atteignant
une certaine profondeur (environ 15cm).
141
CHAPITRE 5. RÉSULTATS NUMÉRIQUES
Figure 5.21 – Nombre d’apex par unité de volume (cm−3), issu des données extraites
de RootTyp (2 premières colonnes de gauche) et issu de la simulation du modèle continu
3D (droite). Les cartes de densité présentent les résultats projetés sur les plans XZ et
YZ (vues de côté). L’unité du domaine est le cm.
Phase II : [48, 90]
Lors de cette deuxième phase, on assiste à une exploitation en profondeur du système
plus prononcée. Ceci est simulé par une valeur du coefficient de diffusion verticale d2v,
environ 7-8 fois plus élevée que celle du coefficient de diffusion horizontale. De plus,
on assiste à un ralentissement de la croissance primaire des apex (notamment ceux des
racines de type 1), se situant dans la zone où est défini le paramètre a2, d’où sa valeur
inférieure à 0.2. L’effet du géotropisme simulé par le paramètre a3 est plus marqué dans
cette deuxième phase, caractérisé numériquement par le déplacement des apex dans les
mailles plus profondes.
La figure 5.22 présente l’erreur commise au cours du temps, calculée par la formule
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Figure 5.22 – Erreur en pourcentage donné par la formule (5.8) à différents instants.
(5.8). On constate qu’au début de la simulation l’erreur est importante. Ceci est dû au
fait que peu d’apex sont présents dans le système, et qu’on a, à l’instant initial, une
probabilité de trouver un apex dans quatre mailles différentes, alors qu’en réalité, on a
un apex dans une maille définie. On a choisi cette condition initiale afin de développer
un profil symétrique à partir d’une distribution à support compact à l’instant initial. A
partir de 18 jours, la courbe de l’erreur tend vers 0.
Le temps CPU pour la simulation de la densité 3D à l’aide de la méthode de splitting est
de l’ordre de 116s dans le cas de notre modèle continu (Intel Corel2Duo CPU P8600 652
@ 2,40Ghz). Si on décide de choisir un schéma sans splitting, i.e. prenant en compte la
discrétisation de l’advection et de la diffusion simultanément (schéma défini en annexe),
le temps CPU de la simulation, avec les mêmes paramètres, est de 460s environ. Ceci
confirme l’avantage, en temps de calcul, d’utiliser la méthode de splitting pour notre
modèle continu, en séparant advection et diffusion.
Conclusion
L’erreur de splitting entre les deux opérateurs conservatifs est relativement peu im-
portante. De plus, le splitting d’opérateurs permet d’utiliser les propriétés intéressantes
de chacun des schémas approximant chacun des phénomènes. En effet, la matrice de
diffusion étant symétrique, il est possible d’utiliser des astuces numériques telles que la
factorisation de Cholesky et le choix du "magic choice" afin d’accélérer le temps de cal-
cul, notamment intéressant pour les simulations 3D. Ce cas d’étude donne des résultats
satisfaisants et confirme les hypothèses du modèle concernant l’advection et la diffusion
pour des systèmes fasciculés, illustrées par la combinaison entre la figure 4.2 et la figure
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4.4, respectivement.
5.5 Cas d’étude 3 : Système décentralisé
Ce cas d’étude concerne les systèmes dits "décentralisés", en opposition aux systèmes
centralisés type maïs [87]. Ces systèmes caractérisent par exemple le développement de
la plante Achillea millefolium ou du chiendent. Dans le sol, les systèmes racinaires de
ces plantes développent des rhizomes développant eux mêmes des systèmes plongeant en
profondeur. Dans ces systèmes, deux stratégies principales de croissance sont simulées,
un effet en surface dans la couche au niveau de la graine (effet dû aux rhizomes) et un effet
orthotrope des racines plongeant en profondeur. Ces notions sont extrapolables à des
systèmes racinaires d’arbres forestiers ayant deux grands types de racines de structure
(comme le palmier de la figure 5.1 et l’eucalyptus de la figure 5.3A). Le premier type
correspond à un développement plagiotrope dû à des racines horizontales et le deuxième
à un développement orthototrope. Nous allons calibrer notre modèle 3D sur des données
simulées issues de RootTyp.
5.5.1 Données architecturales
Le système décentralisé simulé par RootTyp [87] est basé sur des observations qua-
litatives des images du livre de Kutchera [60]. Ce système développe des rhizomes dans
le sol, dans une couche horizontale, au niveau de la graine. A partir de ces rhizomes,
des racines primaires orthotropes de type 1 sont créées. Ces racines plongent verticale-
ment dans le sol, comme des pivots, et développent des racines latérales vigoureuses de
type 2. Les types 1 et 2 peuvent donner des racines fines de type 3 et 4 qui sont des
brachyrhizes. Un exemple de simulation de l’architecture d’un système décentralisé est
Figure 5.23 – Exemple d’un système racinaire décentralisé au bout de 72 jours de
croissance.
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présenté figure 5.23. Identiquement au cas du système centralisé, RootTyp intègre de la
variabilité spatio-temporelle dans les différentes simulations. On a simulé 35 systèmes
racinaires différents et effectué la moyenne des profils de ces 35 systèmes, à chaque pas
de temps ∆t = 6j. On effectue cette moyenne afin d’homogénéiser le profil racinaire
obtenu. Tous les 6 jours, on peut simuler le nombre d’apex total du système au cours
Figure 5.24 – Nombre d’apex du système (A) et gradient de cette quantité (B) au
cours du temps. Les courbes vertes correspondent aux 35 systèmes et la courbe rouge à
la moyenne de ces systèmes.
du temps, ainsi que la dérivée en temps de cette quantité. La figure 5.24 présente le
nombre moyen d’apex dans le système (courbe rouge), ainsi que le nombre total d’apex
pour chacun des 35 systèmes (courbes en vert). La variabilité observée des courbes en
vert sur cette figure, est due aux écarts types des différentes paramètres introduits dans
RootTyp. En ce qui concerne le nombre d’apex pour l’ensemble de ces courbes, on ob-
serve, identiquement aux deux cas d’étude précédents, une croissance exponentielle du
nombre d’apex en début de simulation. A partir d’un certain temps (environ 60 jours),
la courbe moyenne semble adopter une croissance approximativement linéaire (figure
5.24A). Ce constat est confirmé par l’étude de la dérivée de cette courbe (figure 5.24B)
où l’on observe une stabilisation de la dérivée aux alentours de t ≥ 60j. N’ayant pas de
connaissance à priori, on va utiliser cette observation afin de définir les paramètres d’ad-
vection et de diffusion, sur deux phases de développement, correspondant aux intervalles
[6, 60[ et [60, 90].
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5.5.2 Choix des paramètres
Pour les mêmes raisons que dans le cas d’étude 2 concernant les systèmes décentrali-
sés, on va utiliser un pas de temps ∆t = 6j et des pas d’espaces ∆x = ∆y = ∆z = 5cm.
Les longueurs du domaines sont aussi identiques : Lx = Ly = Lz = 150cm et Nx =
Ny = Nz. La formule du nombre d’apex théorique étant trop complexe et le système
simulé par RootTyp n’étant pas basé sur des données de terrain, on ne peut estimer un
taux de mortalité, contrairement au cas du système centralisé. On va donc optimiser
directement la quantité produite qn = βn − µn à chaque instant. En ce qui concerne
l’advection et la diffusion, les opérateurs dominants sont la diffusion dans la couche
horizontale où se trouve la graine, afin de caractériser les déplacements des rhizomes
en surface, et l’advection verticale afin de simuler les pivots orthotropes qui plongent
dans le sol à partir de ces rhizomes. On a choisi dans ce cas, des découpages d’espace
pour les paramètres d’advection et de diffusion assez simples 5.30 (droite). Ceci est dû
au fait que dans ce cas d’étude, on cherche à caractériser deux stratégies de croissance
différentes dans un même système, à savoir le phénomène de croissance horizontale en
surface dû aux déplacements des rhizomes et la croissance verticale des pivots proximaux
et distaux.
5.5.3 Calibration du modèle 3D
On effectue l’optimisation de la quantité qn = βn − µn produite à chaque pas de
temps. On obtient les valeurs de la table 5.6. Avec ces valeurs des coefficients de ré-
Figure 5.25 – Nombre total d’apex simulé par le modèle après calibration (courbe) et
issu des données extraites de RootTyp (étoiles)
action au cours du temps, on obtient la figure 5.25, présentant la courbe moyenne du
nombre d’apex au cours du temps. Le temps CPU pour le calcul de ces coefficients ne
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Instants n (en j) βn − µn (en j−1)
6 0.3720
12 0.2184
18 0.3809
24 0.3908
30 0.2671
36 0.1853
42 0.2174
48 0.1634
54 0.1497
60 0.1395
66 0.1328
72 0.1274
78 0.1233
84 0.1204
90 0.1176
Table 5.6 – Différence βn − µn, en fonction des différents instants n
Phases (en j) a1 a2 a3 d1 d2v d2h
n ∈ [6, 60[ 0.2770 0.1069 0 1.7673 0.7065 0.4915
n ∈ [60, 90] 0.8293 0.0574 0.0780 4.8734 1.0530 2.8775
Table 5.7 – Coefficients d’advection a1, a2, a3 (en cm.j−1), et coefficients de diffusion
d1, d2v, d2h (en cm2.j−1), pour chacune des deux phases.
prend que 0.15s CPU (Intel Corel2Duo CPU P8600 652 @ 2,40Ghz). Une fois cette
étude temporelle réalisée, on injecte les coefficients de réaction qn déjà calibrés à chaque
pas de temps, dans le processus d’optimisation des paramètres de diffusion et d’advec-
tion. Les valeurs moyennes sur les deux phases pour les coefficients d’advection et de
diffusion calibrés, sont présentés table 5.7. On constate que les valeurs les plus fortes
de l’advection sont les paramètres a1 définis dans la colonne centrale de la figure 5.30
(droite). Les valeurs d’advection pour le reste du domaine sont plus faibles. Ceci est
dû au fait qu’à un instant donné dans cette première phase, les racines dans la colonne
centrale ont été émises avant les racines orthotropes à l’extérieur de cette zone. En ce
qui concerne la diffusion, le paramètre d1 est défini dans la zone où les rhizomes se
déplacent créant des apex racinaires de type 1 plongeant à leur tour en profondeur. ce
paramètre est plus élevé que les autres paramètres de diffusion d2v et d2h. Le coefficient
de diffusion horizontale d2h est un terme permettant l’ajustement du profil aux données.
Le coefficient de diffusion verticale d2v est légèrement plus élevé que le précédent. Le
147
CHAPITRE 5. RÉSULTATS NUMÉRIQUES
Figure 5.26 – Nombre d’apex par unité de volume (cm−3), issu des données extraites
de RootTyp (gauche) et issu de la simulation du modèle continu 3D (droite). L’unité du
domaine est le cm.
ratio entre ces deux derniers coefficients d2h et d2v permet d’avoir une idée de l’angle
d’insertion global des racines latérales aux racines de type 1.
Dans la deuxième phase, la colonne centrale est plus grande que dans la première phase
(voir figure de droite 5.30). Dans cette zone, le paramètre a1 a une valeur élevée, proche
de la valeur maximale que le coefficient d’advection peut atteindre à cause de la condi-
tion CFL. Cette forte valeur caractérise l’élagage racinaire des racines latérales (type 2),
déplaçant la zone la plus dense en profondeur. Cet effet est observé dans les profils 2D
de densité dans les plans XZ et YZ (figure 5.27). Les autres valeurs d’advection a2 et
a3 définies dans le reste du domaine sont du même ordre et ont un effet très faible. Ces
valeurs montrent qu’il n’y a pas encore d’effet d’élagage pour les racines de type 2 dans
la zone extérieure à la colonne centrale (figure 5.30). Ce résultat est logique vu que dans
cette zone, les racines orthotropes de type 1 sont apparues plus tard. Le paramètre a3
étant faible, les racines orthotropes semblent donc ralentir en fonction de la profondeur.
On observe sur le profil moyen extrait, des arrêts de croissance significatifs des racines
de type 1. Notre modèle continu peut difficilement reproduire plus précisément cet ef-
fet. Ce système semble agir comme une frontière libre en surface et en profondeur, le
système se densifiant à l’intérieur. La diffusion horizontale en surface correspondant au
développement des rhizomes (paramètre d1), est plus significative dans cette deuxième
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Figure 5.27 – Nombre d’apex par unité de volume (cm−3), issu des données extraites
de RootTyp (2 premères colconnes de gauche) et issu de la simulation du modèle continu
3D (droite). Les cartes de densité présentent les résultats projetés sur les plans XZ et
YZ (vues de côté). L’unité du domaine est le cm.
phase. Les valeurs de diffusion verticale d2v et horizontale d2h sont aussi plus élevées. Le
coefficient de diffusion verticale est sûrement plus élevé que dans la phase précédente,
afin de compenser la perte d’advection verticale dans la zone centrale dont sa valeur
atteint la valeur maximale possible. Si on s’intéresse au plan XY en surface, on voit que
dans la colonne centrale se trouvent moins d’apex dans notre modèle que dans le cas
du profil moyen extrait (figure 5.28). Ceci est dû au fait que la diffusion horizontale est
quasiment uniforme dans tout le domaine. Les apex de la colonne centrale sont donc
diffusés horizontalement expliquant la différence entre les profils extraits et simulés.
L’erreur définie par la formule (5.8), est présentée figure 5.29 et est relativement faible
(environ 8.5% en moyenne). Les résultats sur ce cas d’étude sont satisfaisants. Le décou-
page spatial des paramètres d’advection et de diffusion est plus simple que dans le cas
d’étude précédent mais il permet la simulation de différentes stratégies de croissance au
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Figure 5.28 – Nombre d’apex par unité de volume (cm−3), issu des données extraites
de RootTyp (gauche) et issu de la simulation du modèle continu 3D (droite). Les cartes
de densité présentent les résultats projetés sur le plan XY (vue de dessus). L’unité du
domaine est le cm.
sein d’un même système racinaire. De plus, le phénomène d’élagage observé dans le cas
d’étude 1 est considéré dans le cas présent, et est caractérisé par le déplacement vertical
de la zone la plus dense.
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Figure 5.29 – Erreur en pourcentage donnée par la formule (5.8) à différents instants.
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Figure 5.30 – Paramètres spatiaux d’advection et de diffusion pour les systèmes cen-
tralisés (gauche) et décentralisés (droite).
- Système centralisé : en 3D, pour la diffusion verticale, la zone centrale où est défini
le paramètre d1 a une dimension de ∆x × ∆y × 2∆z(cm3) dans la phase I, et une di-
mension de 3∆x× 3∆y × 2∆z(cm3) dans la phase II ; en 3D, pour l’advection, la zone
centrale où est défini le paramètre a1 a une dimension de ∆x×∆y ×∆z(cm3) dans la
phase I, et une dimension de 3∆x× 3∆y ×∆z(cm3) dans la phase II.
- Systèmes décentralisé : en 3D, pour l’advection, la zone centrale où est défini le
paramètre a1 a une dimension de ∆x×∆y×150(cm3) dans la phase I, et une dimension
de 3∆x× 3∆y × 7∆z(cm3) dans la phase II.
Pour ces deux systèmes, les zones où sont définis les paramètres de diffusion horizon-
tale sont similaires : le paramètre d1 est défini dans la couche horizontale k = 2 et le
paramètre d2h partout ailleurs.
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Figure 5.31 – Grille spatiale générale de coefficients Pi, i = 1..4 à optimiser en 2D
La deuxième partie de ce document de thèse propose un modèle simple d’advec-
tion diffusion réaction (4.9), numériquement résolu à l’aide de la méthode de splitting
d’opérateurs. Les hypothèses ont pu être formulées à l’aide des analogies établies pour
chacun des opérateurs du modèle continu. La réaction permet de gérer la ramification et
la mortalité dont les coefficients sont constants en espace si l’on considère que le déve-
loppement racinaire s’effectue dans un sol homogène. Il fournit dans ce cas, la quantité
totale d’apex au cours du temps et permet de localiser des phases de développement
dépendant de l’effet produit par l’élagage racinaire induisant un comportement différent
du système.
L’opérateur d’advection permet de gérer la croissance du système (direction et vitesse)
ou d’un ensemble de types racines se déplaçant dans la même direction. Il permet aussi
de simuler l’effet de l’élagage racinaire spatialement. Ce phénomène a été étudié dans
les cas d’études 1 et 3. Le cas d’étude 1 a montré qu’on pouvait généraliser deux phases
principales de développement. Une phase de mise en place des ordres racinaires avec
une advection faible au niveau de la base de la (des) racine(s) principale(s) (figure 5.3.2
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gauche). Ensuite, une phase d’élagage des premières racines émises débute et peut être
caractérisée par des valeurs d’advection fortes au niveau basal, phénomène illustré par
la courbe théorique de la figure 5.10 (droite). Ces résultats ont été confirmés dans le cas
d’étude 3.
La diffusion permet de simuler la croissance d’un système sans dominance apicale, dans
toutes les directions, avec un angle global d’insertion des racines, suivant les valeurs du
coefficient de diffusion dans la direction horizontale et verticale. Les cas d’étude 2 et 3
montrent que l’on peut caractériser deux types de systèmes avec des développements
différents à l’aide de la combinaison entre les trois opérateurs du modèle. Un système
se développera de manière centralisé, si les paramètres d’advection et de diffusion ont
des effets différents dans la zone centrale que dans tout le reste du domaine (voir fi-
gure 5.30 gauche). Contrairement à ce type de développement centralisé, les systèmes
décentralisés sont caractérisés par un effet significatif de la diffusion horizontale en sur-
face (dans la couche se situant au niveau de la graine), combiné à un effet advectif
vertical permettant de gérer la tendance au géotropisme suivant des zones dans le sol
(voir figure 5.30 droite). Ces deux cas d’étude montrent qu’il est possible de généraliser
une méthode d’apprentissage afin de trouver les zones spatiales, caractéristiques du sys-
tème. On peut imaginer un algorithme qui découpe le domaine en sous domaines avec 4
paramètres, afin de tester les effets se produisant dans ces zones (voir figure 5.30 droite).
En conséquence, le modèle continu (4.9) permet la simulation de différentes stratégies
de croissance racinaire, comme la plagiotropie, l’orthotropie et l’isotropie, ainsi que des
processus racinaires comme la croissance primaire, la ramification et l’élagage. Il peut
donc être adapté à des systèmes racinaires à une autre échelle (systèmes d’arbres fo-
restiers), développant ces types de stratégies de croissance. Il est suffisamment flexible
pour y ajouter les effets étudiés de manière conceptuelle dans la partie I, comme le
couplage avec des équations de transport d’eau et de nutriments dans le sol, l’ajout des
effets d’impédance du sol et la simulation d’un peuplement avec la prise en compte de
manière "numérique", de la compétition racinaire.
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6.1 Modèle continu
6.1.1 Hypothèses
Les hypothèses du modèle continu (4.9) sont basées sur la connaissance physique des
trois opérateurs d’advection-diffusion-réaction et leur capacité à décrire les processus
biologiques mis en jeu lors de la croissance d’un système racinaire (ramification, élon-
gation, mortalité). L’advection et la diffusion étant des phénomènes conservatifs, il est
naturel de supposer qu’ils jouent le rôle de répartition spatiale de la densité racinaire
dans le sol, au cours du temps.
Le caractère unidirectionnel de l’opérateur d’advection nous a entraînés à faire l’hy-
pothèse qu’il permettait la simulation d’un système se déplaçant dans une direction
prédéfinie. Dans le modèle de l’article [42], les auteurs montrent que l’advection simule
des "vagues" d’apex dépendant du type racinaire considéré. Chaque type racinaire est
simulé par une équation d’advection-réaction ayant ses propres paramètres de vitesse, de
croissance et de ramification. Cette stratégie de croissance primaire d’un type racinaire
donné est considérée dans nos hypothèses et illustrée par la figure 4.2.
De plus, la croissance d’un système dominé par une racine principale dépend des ca-
ractéristiques de développement de son apex (par exemple la vitesse et la direction de
croissance). Ce phénomène peut être caractérisé par l’advection dans la direction de la
racine dominante. Cette hypothèse a été vérifiée dans le cas d’étude 1, où l’on a prouvé
que l’opérateur combiné avec celui de réaction était suffisant pour représenter la crois-
sance des racines horizontales d’eucalyptus avec son réseau de racines fines (paragraphe
5.3.2). L’opérateur de diffusion peut être pris en compte dans les simulations afin d’amé-
liorer la précision du modèle, mais cet ajustement est dû au fait qu’on s’est limité à trois
paramètres d’advection.
La diffusion est un opérateur permettant l’exploitation aléatoire du sol dans toutes
les directions, si les conditions le permettent. Une diffusion isotrope est supposée carac-
tériser la croissance des apex dans toutes les directions, hypothèse illustrée par la figure
4.4. D’un point de vue physique, ce phénomène peut être comparé à la diffusion de la
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matière dans un environnement donné, s’étirant dans tous les endroits du domaine si
aucun obstacle n’est présent.
Le ratio entre diffusion horizontale et verticale a été testé dans l’article [52] pour dif-
férents systèmes racinaires de plantes. Ce ratio caractérise la tendance du système à
se développer de manière plagiotrope (l’effet de la diffusion horizontale est supérieur à
celui de la diffusion verticale), orthotrope (l’effet de la diffusion horizontale est inférieur
à celui de la diffusion verticale) ou isotrope (les effets de la diffusion horizontale et ver-
ticale sont identiques). Ce ratio agrège la notion d’angle moyen d’insertion racinaire.
Cependant, il est difficile de donner un sens biologique du phénomène de diffusion de
densité de longueur dans le sol. De plus, ce modèle ne permet pas de caractériser le
phénomène de transport que l’on peut observer dans certains systèmes.
Nous avons fait l’hypothèse que la diffusion horizontale dans un système dominé par
une racine verticale, permettait de caractériser la croissance primaire des racines laté-
rales. Cette hypothèse n’a pas pu être testée, car dans le cas d’étude 1, la croissance
des racines latérales est négligeable par rapport à la croissance de la racine primaire. Il
serait intéressant de tester le modèle continu que l’on propose, sur un système pivotant
ayant des racines latérales avec une croissance primaire relativement importante afin de
confirmer cette hypothèse, comme illustré par le test conceptuel du paragraphe 4.4.2
concernant le système pivotant (figure 4.22).
L’opérateur de réaction permet le calcul de la quantité d’apex produite au cours du
temps. Il dépend donc de coefficients de ramification et de mortalité comme la plu-
part des modèles d’équations aux dérivées partielles décrivant la croissance racinaire
[10, 41, 52, 93]. Cependant, on suppose que la réaction doit être spatialisée uniquement
quand on connaît la répartition spatiale des nutriments dans le sol. En effet, dans des
sols supposés homogènes, i.e. des sols où la nutrition est contrôlée dans des conditions
agronomiques, la ramification s’applique de manière proportionnelle au nombre d’apex
présents localement. D’un point de vue modélisation, les apex racinaires dans des condi-
tions locales fertiles, n’ont aucune raison de ne pas ramifier, à moins que ce soit le dernier
type racinaire possible dans le système considéré. Cette hypothèse soulève toutefois une
question concernant les types racinaires. Dans un système racinaire complexe, les dif-
férents types racinaires n’ont pas forcément les mêmes caractéristiques de ramification,
de mortalité et d’absorption d’eau et de nutriments. Un taux moyen de ramification et
de mortalité était suffisant pour nos trois cas d’étude du chapitre 5, mais il est possible
d’imaginer que cela pose des problèmes pour des systèmes racinaires de certains arbres
forestiers possédant un nombre important d’ordres de ramification. Il faudrait dans ce
cas, là recourir à une autre approche comme par exemple un modèle de plusieurs équa-
tions décrivant chacune l’évolution d’un type racinaire considéré [42], ou bien un modèle
mixte gérant les racines de structure par un modèle de structure (de type RootTyp [87]
ou AMAPsim [8]) pour simuler les racines de structure, et un modèle de densité pour la
simulation des racines les plus fines [18].
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6.1.2 Conditions aux limites et initiales
En ce qui concerne la condition aux limites de la première couche horizontale, on
a choisi des conditions de Dirichlet homogène. En effet, cette première couche de sol
est située à environ 5cm de la surface. Le fait de considérer une condition de Dirichlet
homogène dans cette couche vient du fait que c’est une zone où se développent au cours
du temps, quelques racines en nombre négligeable par rapport au nombre total d’apex
du système. On a donc décidé de garder cette zone vide au cas où un couplage avec la
partie aérienne serait établie. Dans ce cas, on peut imaginer que cette couche joue un rôle
dans le développement du système souterrain, notamment par la prise en compte d’un
flux entrant dépendant de la quantité d’eau de pluie s’immiscant dans le sol par exemple.
Dans notre modèle continu, on a choisi une condition initiale à support compact dont
l’aire vaut 1, correspondant à 1 apex à l’instant initial. Par exemple, dans le cas du
maïs et du système centralisé, on a défini quatre mailles au centre du domaine ayant
chacune 1/4 pour valeur du nombre d’apex (paragraphes 5.4 et 5.5). Ceci signifie qu’il
existe une chance sur quatre de trouver le premier apex racinaire dans une de ces quatre
mailles. Avec une hypothèse de sol homogène pour le terme de la réaction, les profils gé-
nérés sont donc symétriques. Les moyennes de plusieurs profils de densités extraites des
simulateurs d’architecture racinaire (AMAPsim et RootTyp), peuvent être considérées
symétriques. Ce choix de condition initiale est donc cohérent. Les modèles continus de
croissance racinaire recensés dans la littérature (cf paragraphe 2.2.2), ne mentionnent
pas le type de condition initiale utilisée, excepté le modèle de Bastian [10] qui utilise une
condition n’étant pas à support compact, qui est formulée par l’équation (2.21). Le pro-
blème des fonctions qui ne sont pas à support compact est qu’elles limitent l’action des
opérateurs du modèle. Une fonction à support compact est, par définition, une fonction
définie dans une (ou plusieurs) zone(s) de l’espace et vaut zéro partout ailleurs. Si on
choisit une fonction lisse, la densité initiale est définie sur tout le domaine (même si lo-
calement, les valeurs peuvent être extrêmement faibles). Or la réaction, dans la plupart
des modèles continus de croissance racinaire, s’appliquent de manière proportionnelle
à la densité locale de sortie. Dans ce cas, elle s’applique alors sur tout le domaine. Le
fait de choisir une fonction à support compact oblige l’utilisateur à prendre en compte
les opérateurs conservatifs qui permettent l’exploration du domaine. En imposant une
fonction initiale à support compact correspondant au premier apex apparu dans une
maille précise (cf cas d’étude 1) ou une fonction initiale type créneau permettant de
donner la probabilité de trouver le premier apex dans cette zone (cf cas d’études 2 et
3), les paramètres d’advection et de diffusion sont caractéristiques du développement
racinaire.
6.1.3 Méthode numérique
Des méthodes numériques efficaces existent pour simuler une équation d’advection-
diffusion-réaction linéaire. Elles sont basées sur des méthodes non standards (voir cha-
pitre 2 du livre [74]), et peuvent même traiter des cas avec un opérateur de réaction non
linéaire [58]. Cependant, notre modèle doit être le plus général possible et il n’est pas
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exclu que les paramètres du modèle peuvent devenir non linéaires, notamment quand
ce modèle sera couplé à un modèle de transfert de nutriments dans le sol. La méthode
numérique que l’on a utilisée est donc la méthode de splitting d’opérateurs [53] per-
mettant de résoudre numériquement les opérateurs séparément (paragraphe 4.2.2). Elle
peut permettre la simulation d’une équation non linéaire. L’erreur de splitting n’est tou-
tefois pas négligeable dans les cas d’étude 2 et 3, où les trois opérateurs physiques sont
simulés simultanément. Cependant, l’erreur de splitting et d’approximation des schémas
numériques n’ont pas tendance à augmenter avec le temps. Dans le premier cas d’étude,
en prenant en compte uniquement l’advection et la réaction, les opérateurs commutent,
ce qui conforte le choix de ne pas considérer l’opérateur de diffusion.
En ce qui concerne les schémas numériques utilisés, le schéma exact de la réaction et
le schéma TRBDFγ, avec le choix du magic choice (paragraphe 4.3.3 et 4.3.4) sont des
schémas stables et indépendants du pas de temps. Le schéma exact, étant issu de la
solution analytique de l’équation de réaction (4.14), est le meilleur choix que l’on puisse
faire. Quant au schéma de diffusion, il est très intéressant d’un point de vue numérique
et pratique. La matrice de diffusion est en effet symétrique (figure 4.6), ce qui permet
d’utiliser une factorisation de Cholesky pour sa résolution numérique, réduisant le temps
de calcul. De plus, contrairement au choix standard γ = 2, le magic choice (γ = 2−√2)
réduit le temps de calcul en permettant une seule fois le calcul d’une matrice inverse,
utilisée deux fois dans la formule discrétisée (4.31). Il entraîne aussi un élargissement de
la région de stabilité (paragraphe 4.3.3). Ces deux schémas numériques de réaction et de
diffusion, sont aussi très intéressants d’un point de vue calibration. Ils ne sont en effet
pas contraints par les paramètres du modèle. Afin de répondre à des problématiques
biologiques, il est donc possible, avec l’utilisation de ces deux schémas, d’imposer des
contraintes de pas de temps et d’espace.
Le schéma numérique d’advection choisi est un schéma limité. Il est contraint par la
condition CFL [24], mais aussi par le choix d’un limiteur de flux. En effet, avec un
schéma décentré ("upwind method"), il est nécessaire d’utiliser un limiteur de flux afin
d’éviter la diffusion numérique de ce schéma (paragraphe 4.4.1). Cependant le choix du
limiteur de flux que l’on veut ajouter au schéma décentré est toujours délicat. Même si
notre choix est cohérent dans le sens où l’on choisit un limiteur rapide à calculer, limi-
tant la diffusion numérique sans déformer le profil, le schéma numérique est relativement
contraint. On a pu voir dans les résultats du système décentralisé que le paramètre a1
dans la deuxième phase atteignait une valeur proche de la valeur maximale imposée par
la CFL (paragraphe 5.5.3). Ceci montre dans ce cas, la limite de ce schéma numérique.
Le paramètre de diffusion vertical permet de corriger cet effet. Cependant, si jamais
on connaît le champ des vitesses de croissance d’un type racinaire dans le sol via un
simulateur ou des observations, il faut pouvoir intégrer ces valeurs biologiques dans les
paramètres et notamment dans l’opérateur d’advection. Pour le moment, si ces valeurs
ne satisfont pas la condition CFL, on ne peut pas intégrer cette connaissance biologique.
Il serait donc intéressant de réfléchir à un nouveau schéma d’advection stable, évitant
les oscillations et la diffusion numériques, et permettant d’élargir la région de stabilité.
Pour cela, on pourrait par exemple tester le schéma CTU et voir s’il correspond aux
attentes [106].
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6.2 Résultats
6.2.1 Confrontation à des données d’architecture
Le modèle continu est confronté dans le chapitre 5 à des données simulées par des lo-
giciels décrivant l’architecture racinaire pas à pas. Ces modèles sont basés sur la connais-
sance biologique du développement de l’architecture racinaire. Ce choix vient du fait que
les simulateurs utilisés, AMAPsim [8] et RootTyp [87], sont calibrés à l’aide de données
observées sur le terrain. Ces données ont permis de définir des lois de probabilités de
ramification, de croissance, etc. Les écarts types des séries de données permettent la si-
mulation de la variabilité observée en terme de distance d’entre-noeuds, de probabilité de
ramification, etc. En effet, le système d’eucalyptus utilisé dans le cas d’étude 1, provient
de l’observation de plusieurs systèmes racinaires de cette espèce dans le même milieu
[104]. La variabilité observée a donc du sens vu que les systèmes racinaires poussent
dans des environnements similaires, même si dans la réalité les conditions locales ne
sont jamais identiques. En ce qui concerne le système racinaire du maïs (cas d’étude 2),
les paramètres de RootTyp ont été calibrés à l’aide d’une importante base de données
sur cette espèce [83, 85, 86, 89, 90]. Il prend donc en compte les différentes observations
effectuées dans la littérature et donc la variabilité observée est moyennée. De plus, on
peut constater qu’un profil de densité racinaire d’une espèce est hétérogène, même s’il
pousse dans des conditions agronomiques et contrôlées. En effet, tant que le système
racinaire a les ressources nécessaires, il n’utilise pas tout son potentiel de croissance.
L’hétérogénéité de développement observée pour un même système dans un environ-
nement contrôlé, montre que le système a une variabilité génétique dans l’expression
des processus de croissance. De plus, cette hétérogénéité peut être due à des conditions
locales du sol à l’échelle microscopique, non observable. Ceci justifie le fait de réaliser
des moyennes de plusieurs profils avec leur variabilité. Cela permet de simuler un profil
moyen donnant des probabilités de trouver localement la densité d’apex considérée, dans
un environnement "idéal". Il est donc possible d’étudier et de caractériser les effets sur
le développement racinaire d’un sol hétérogène, sachant que le comportement moyen du
système est connu dans un sol homogène.
Afin d’éviter des protocoles expérimentaux trop complexes, on a tout intérêt à s’appuyer
sur la connaissance architecturale intégrée dans ces modèles de structure, calibrés sur
plusieurs données d’une même espèce dans des environnements relativement similaires.
Ceci permet d’obtenir des comportements moyens de différents systèmes simulés par le
modèle calibré en sol supposé homogène, et ainsi de pouvoir tester, à l’aide de nouveaux
protocoles, la réaction de ces systèmes dans des environnements où l’hétérogénéité du
milieu est contrôlée. Ceci va permettre l’étude de la modification des paramètres du
modèle continu qui caractérisera l’adaptation du système dans un milieu limitant.
6.2.2 Méthode de calibration
Dans la méthode de calibration par phase, on effectue tout d’abord une étude tem-
porelle consistant à résoudre l’opérateur de réaction au cours du temps (une méthode
de simplex est suffisante). Une fois les paramètres de la réaction optimisés, on les fixe
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et on effectue le processus de calibration pour les opérateurs d’advection et de diffusion
simultanément, à l’aide d’une méthode de recuit simulé. Cette méthode d’optimisation
nécessite peut être des améliorations. En effet, elle converge en théorie, vers l’optimum
global avec le bon choix de température (décroissance logarithmique). En pratique ce
processus d’optimisation permet de balayer un ensemble important de valeurs à tester,
mais demande un grand nombre d’itérations afin de converger. Le temps de calcul de
l’optimum peut en être affecté, surtout dans les exemples en 3D.
La méthode de calibration utilisée dans le chapitre 5 est une méthode basée sur la
définition de phases de développement. Ces phases sont obtenues à l’aide de la connais-
sance du développement du système racinaire. En effet, l’élagage de types racinaires
portant plusieurs types, entraîne une évolution du comportement du système. L’élagage
est souvent visible dans les profils de densités (voir cas d’étude 1 et 3). Il est caractérisé
par le déplacement d’une zone relativement dense dans l’espace, induisant un chan-
gement dans le comportement des paramètres du modèle, particulièrement en ce qui
concerne l’opérateur d’advection. Ces phases sont aussi visibles à l’aide de l’étude du
nombre total d’apex moyen dans le système. En effet, cette courbe subit des variations
en fonction de la production d’apex au cours du temps. On a observé une croissance
exponentielle au début de la croissance du système caractérisée par la mise en place de
tous les types racinaires. Une fois ces types établis, les racines les plus fines, ayant des
durées de vie plus courtes, meurent. Puis vient la mortalité de types de racines portant
d’autres types de racines, leur élagage entraînant la mortalité de tous les apex portés
par ce type. A ce moment là la production racinaire devient linéaire et décroît ensuite au
cours du temps (voir cas d’études 1, 2, 3), jusqu’à atteindre la nécrose totale du système.
Les pas de temps et d’espace pour la calibration du modèle sont les mêmes que ceux issus
de l’extraction des données simulées. Ce choix a été réalisé dans un souci de simplicité.
Cependant, on aurait très bien pu prendre des pas de temps plus petits que ceux utilisés
dans l’extraction et calculer l’erreur entre le modèle et les données sur quelques pas de
temps. On a vu dans les résultats 2D du maïs (paragraphe 5.4.2), qu’en réduisant le pas
de temps, une erreur se cumulait. Cette erreur est due à l’erreur du splitting qui aug-
mente avec le nombre d’itérations, mais aussi à l’accumulation d’erreurs d’approximation
des schémas, particulièrement celui de l’advection. Une calibration spatio-temporelle du
maïs avec un pas de temps de ∆t = 0.1j, donne approximativement les mêmes valeurs
de paramètres qu’avec un pas de temps plus grand.
Le choix du pas d’espace est important. On a choisi un pas d’espace identique à ceux
utilisés en agronomie (5cm pour les systèmes de plantes). Un pas d’espace tendant vers
zéro pour l’extraction, entraîne des profils de densités tendant vers l’architecture raci-
naire. Il est donc important d’avoir des schémas non contraints par ces pas d’espace et
de temps, afin de pouvoir leur imposer des valeurs différentes, afin de répondre à des
questionnements biologiques de manière rapide et efficace.
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6.2.3 Un pas en avant vers la généricité
Le modèle continu (4.9) a été testé sur trois systèmes racinaires à développement dif-
férent. Le premier cas d’étude concerne les racines horizontales d’eucalyptus avec leurs
réseaux de racines fines. Ces systèmes ont la particularité d’être dominés par une racine
principale, ce qui par hypothèse, est contrôlé par l’opérateur d’advection dans la direc-
tion de croissance de l’apex de cette racine. C’est la première fois dans la littérature que
ce type de système racinaire est calibré par un modèle continu [17]. De plus, le modèle
continu (4.9) est le premier modèle mathématique, à gérer spatialement l’élagage raci-
naire. Ce cas d’étude permet de montrer qu’il est possible de simuler d’autres types de
systèmes racinaires que ceux des monocotylédones.
Le modèle continu (4.9) a été ensuite calibré sur des données simulées, en considérant la
densité locale du nombre d’apex pour un système centralisé de type maïs. Les résultats
ont montré que le système racinaire du maïs subissait l’effet du géotropisme. Or, les
auteurs du modèle d’advection-diffusion-réaction de l’article [93], ont conclu qu’il n’ y
avait pas de tendance au géotropisme pour les racines de ce système. Cependant, leurs
expériences sont basées sur des plantations de maïs dans des pots de culture ayant pour
dimension 12 × 24cm. Ils émettent l’hypothèse que la non-observation du géotropisme
est peut être due à la petite taille des pots. Les simulations du maïs à l’aide du logiciel
RootTyp, ainsi que les observations de terrain utilisées dans le modèle de [93], montrent
que les systèmes racinaires atteignent 24cm de profondeur (limite du pot), au bout de
10j de croissance après émergence des premières racines. On peut donc supposer qu’au
moment où les racines adventives atteignent la profondeur maximale du pot, elles ne
peuvent plus croître verticalement. Le système racinaire, ayant encore besoin de se dé-
velopper afin d’assurer la croissance et la floraison de la partie aérienne, s’adapte aux
conditions limitantes du pot et développe ainsi un comportement différent afin d’ex-
ploiter les espaces les plus vides. Il va donc se développer horizontalement, créant un
système semblant diffus dans toutes les directions. Ce principe fonctionne pour beau-
coup de plantes qui s’adaptent à des contraintes de sol.
En ce qui concerne le troisième cas d’étude, les simulations de la croissance du système
décentralisé par RootTyp est basé sur des observations de représentations architecturales
effectuées par Kutschera [60]. La calibration de ce système par le modèle continu (4.9)
montre que la production d’apex ne peut être gérée comme une condition aux limites lo-
calisée et jouant le rôle de source d’émission, simplification utilisée dans l’article [52]. Ce
système est contrôlé par un fort déplacement des rhizomes dans une couche horizontale
au niveau de la graine (phénomène pris en compte par la diffusion horizontale), ceux-ci
développant des racines orthotropes plongeant verticalement dans le sol et se ramifiant.
Les sources d’émission racinaire évoluent dans l’espace au cours du temps, et sont des
points sources dépendant de la présence des rhizomes dans la couche horizontale au
niveau de la graine. Même si les résultats numériques ne reproduisent pas exactement
le développement du profil, le modèle continu permet de caractériser cet effet horizontal
plus important dans la couche au niveau de la graine que dans le reste du domaine.
Il serait intéressant de tester les connaissances acquises par le système décentralisé afin
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de calibrer le modèle continu sur un système racinaire d’arbre développant des racines
ayant différentes stratégies de croissance. Par exemple, le palmier développe des racines
plagiotropes, orthotropes et agéotropes [55, 56]. On pourrait imaginer simuler un effet
de diffusion horizontale important en surface, afin de développer les racines plagiotropes,
et un effet d’advection dans la zone centrale sous la graine (voir le système racinaire
simulé sur la figure 5.1).
6.3 Perspectives
6.3.1 Méthode d’apprentissage sur d’autres systèmes
Les résultats des cas d’étude 2 et 3 montrent qu’il est possible de considérer un do-
maine découpé en zones dépendant de 4 paramètres (voir la figure 5.31). Le découpage
spatial pour les paramètres du modèle demande une expertise numérique. En effet, si on
a la connaissance des phases biologiques de développement, il est possible de faire des
tests de découpage sur chacune des phases et voir si des phases consécutives donnent
a peu près le même découpage du domaine afin de les regrouper en une seule phase.
Par contre sans connaissances à priori, et même avec la notion de phases définies sur
l’intervalle de temps de la simulation, il est préférable de commencer par une calibra-
tion par pas de temps (paragraphe 5.1.2), afin de voir l’évolution des paramètres et
du découpage du domaine. Cela permet de trouver les différentes zones caractéristiques
du développement du système. On a pu voir dans les trois cas d’études, que l’étude
temporelle consistant à optimiser l’opérateur de réaction uniquement, permettait d’ob-
tenir le nombre d’apex total présents dans le système, au cours du temps. La vitesse de
croissance de cette courbe (gradient), montre qu’il est possible de définir des phases par
rapport à ces courbes. En effet, le début du développement du système correspond à
une croissance exponentielle du nombre d’apex. Durant cette phase, le système met en
place sa structure avec tous les ordres racinaires. Ensuite débute la mortalité des racines
les plus fines n’ayant pas un impact considérable sur la vitesse de croissance du nombre
d’apex total. Enfin, la mortalité de types portant d’autres types débutent, entraînant un
effet d’élagage visible au niveau spatial (voir cas d’étude 1 et 3), mais aussi au niveau
temporel. En effet, la vitesse de croissance du nombre d’apex ralentit jusqu’au début
de la nécrose du système. Cette méthode permettrait de tester le modèle sur d’autres
systèmes racinaires, sans connaissance à priori de son comportement.
6.3.2 Couplages
Le modèle continu (4.9) calibré sur les données architecturales peut permettre la
prédiction du comportement du système dans un environnement variable. En effet, le
modèle a été calibré à partir de simulateurs de croissance basés sur le développement de
l’architecture des systèmes racinaires. Ces développements se font dans le cadre de sols
supposés homogènes. Les paramètres du modèle obtenus après le processus de calibration
sont les paramètres caractéristiques du système dans un environnement non limitant.
Du coup, il est possible d’étudier le changement de ces paramètres dans l’espace et le
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temps en fonction de la fertilité du sol. Par exemple, pour le maïs, il serait intéressant et
utile, de réaliser des protocoles où l’hétérogénéité des conditions du milieu est contrôlée,
et d’observer la réaction du système racinaire au cours du temps. Ceci nous permettrait
de calibrer le modèle continu sur ces données afin de comprendre comment évoluent les
paramètres du modèle.
L’étude préliminaire a permis de tester le couplage avec une équation de transfert d’eau
et de nutriments (Chapitre 3). Il est aussi possible de coupler une équation de ce type
avec le modèle continu (4.9), et d’intégrer des réactions du système, comme par exemple
l’adaptation de la croissance racinaire face à des déficits en eau [6]. Identiquement au
modèle de Bastian [10], le siège du couplage avec l’eau et les nutriments s’effectuerait
dans l’opérateur de réaction. En effet, le système racinaire a tendance à intensifier son
activité de ramification dans des zones riches [94]. Ceci permettrait la spatialisation du
phénomène de réaction. Dans ce cas, la commutation des opérateurs de réaction n’est
plus systématique, ce qui souligne l’importance d’avoir un modèle continu calibré dans
un sol homogène. Il suffirait de fixer les valeurs des paramètres d’advection et de diffu-
sion et de calibrer uniquement un coefficient d’absorption racinaire dans la réaction, et
de voir si les résultats suffisent. Si cette approche ne donne pas des résultats satisfai-
sants, il faut considérer l’effet de l’hétérogénéité du sol dans les opérateurs conservatifs.
Dans l’article [51], les auteurs utilisent un coefficient de diffusion dépendant des condi-
tions locales du milieu. En effet, il est possible de supposer qu’un système racinaire se
développant dans un milieu où les nutriments sont répartis de manière hétérogène, va
avoir tendance à exploiter les zones riches par diffusion spatiale. Ceci nous permettrait
de savoir si la diffusion change en fonction du milieu ou si le fait de considérer une rami-
fication dépendante du milieu est suffisant avec les hypothèses de notre modèle continu.
De plus, l’efficacité d’absorption d’eau par les racines dépend du type de racine consi-
déré [35, 54]. Si le modèle continu proposé ne permet pas de reproduire la réaction d’un
système racinaire possédant un nombre relativement important de types racinaires, à
son environnement hétérogène en terme de concentration en eau et nutriments, il serait
intéressant de proposer un modèle de densité basé sur différentes équations dépendant
chacune d’un type donné. Cette approche se formaliserait de la même manière que le
modèle de Dupuy et al. [42], à savoir chaque équation a des paramètres liés au type
racinaire correspondant.
Identiquement à l’étude préliminaire effectuée au chapitre 3, il est possible de consi-
dérer des effets d’impédance du sol dans le modèle continu (4.9). Il suffit d’ajouter un
terme décroissant dans les opérateurs conservatifs, en fonction de la profondeur du sol
par exemple. De plus, ce type d’approche permet la simulation à l’échelle d’une popula-
tion. En effet, il est possible de considérer plusieurs sources de modèles continus (4.9),
ayant leurs propres valeurs d’advection, de diffusion et de réaction suivant le système
racinaire considéré, afin de simuler, à l’échelle d’une parcelle, la compétition racinaire.
Le formalisme mathématique pour prendre en compte cette compétition a été étudié de
manière conceptuelle dans le chapitre 3. Tester la réaction d’un système en compétition
avec un autre est tout de même primordial pour améliorer ce formalisme. En effet, pour
le moment, quand deux systèmes rentrent en compétition, ils se développent localement,
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jusqu’à atteindre une valeur maximale. Une fois cette valeur atteinte, les deux systèmes
ne ramifient plus dans cette zone de compétition (chapitre 3). Ceci soulève tout de même
une question biologique primordiale avant de faire des simulations à grande échelle : com-
ment réagissent les systèmes racinaires en compétition ? Développent-ils leur biomasse
non produite dans la zone en compétition, dans une autre zone sans compétition ? Se
développent-ils plus en profondeur ou en surface ? Ces questions dépendent des systèmes
racinaires considérés. Leur adaptation ne sera pas la même suivant l’espèce et le milieu.
En conséquence, avant d’envisager la prédiction à grande échelle, il est indispensable
d’utiliser des données déjà existantes, ou de réaliser des protocoles permettant de ré-
pondre à ces questions de manière globale.
En ce qui concerne les applications en éco-ingénierie et plus particulièrement les pro-
blèmes de stabilité des pentes par la plantation d’arbres [26, 44], les racines de structure
et racines fines ayant des fonctions principales différentes, il serait intéressant de ré-
fléchir à un modèle de croissance racinaire hybride, couplant les approches de modèles
de structure et modèles continus. En effet, le modèle de structure pourrait générer le
développement des grosses racines permettant l’ancrage de l’arbre et conférant au sol
une plus grande résistance au cisaillement. Le modèle continu simulerait les réseaux de
racines fines absorbantes, portées par ces racines de structure. Le formalisme associé
aux racines fines pour cette approche de modélisation, a été présenté dans l’étude pré-
liminaire (chapitre 3).
Dans un future lointain, il serait intéressant d’intégrer le développement spatio-
temporel des systèmes racinaires dans les simulations plante-entière. Par exemple, le
logiciel structure-fonction Greenlab [112] fournit, en plus de l’architecture aérienne, la
quantité de biomasse allouée dans tous les compartiments de la plante, dont le système
souterrain. Cette notion de biomasse allouée au système racinaire peut permettre de
contraindre le volume du système racinaire. Ce couplage donnerait un potentiel maxi-
mum de croissance racinaire dans le sol en fonction des conditions hors sol, permettant
ainsi de mieux comprendre les interactions entre la partie aérienne et la partie souter-
raine.
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Annexe A : rappels sur les θ-schémas
Soit l’équation suivante :
du
dt
= g(u, t)
On choisit ici un θ-schéma pour illustrer les notions d’erreur et de stabilité car il est assez
général dans le sens où l’on peut retrouver un schéma explicite (si θ = 0), un schéma
implicite (si θ = 1) et des schémas semi-implicites comme par exemple le schéma de
Crank Nicholson avec θ = 1/2. Le θ-schéma associé à l’équation peut s’écrire de la
manière suivante :
uk+1 = uk + ∆t(1− θ)g(uk, t) + ∆tθg(uk+1, tk+1)
Cette discrétisation est l’approximation de la solution exacte donnée par :
u(tk+1) = u(tk) + ∆t(1− θ)g(u(tk), tk) + ∆tθg(u(tk+1), tk+1) + ρk
où ρk est un résidu à l’ordre 2, encore appelé erreur de troncature. L’erreur globale
correspond à k = u(tk)− uk. Dans le cas linéarisé (g(u, t) = λu), on obtient :
k+1 = k + (1− θ)λ∆tk + θλ∆tk+1 + ρk
λ est une valeur propre de la matrice jacobienne J = ∂g
∂u
. Si on pose :
G(z) = 1 + (1− θ)z1− θz
l’erreur s’écrit :
k+1 = G(λ∆t)k + δk
où δk = (1− θλ∆t)−1ρk est appelée l’erreur locale, erreur effectuée sur un pas de temps.
On appelle "fonction de stabilité", la fonction G(z) de la variable complexe (pour géné-
raliser) z ∈ C. Dans le cas linéarisé, on a :
uk+1 = G(λ∆t)uk
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Pour λ ≤ 0, lorsque le problème est linéarisé, la perturbation décroît. On peut s’attendre
à la même propriété dans le cas discrétisé, c’est pourquoi on définit les méthodes A-
stables pour lesquelles l’ensemble C− est contenu dans le domaine de stabilté :
S = {z ∈ C, |G(z)| ≤ 1}
On peut montrer que la θ-méthode est A-stable pour θ ≥ 1/2. Sinon il est suffisant de
vérifier que λ∆t ∈ S pour garantir la stabilité du schéma.
On parle de L-stabilité quand on a G(∞) = 0. Cela correspond en pratique au cas
asymptotique λ∆t >> 1.
Annexe B : schéma d’advection-diffusion
On considère une équation de conservation d’advection diffusion, d’une quantité
u(x, y, z, t) dont on sait que l’advection ne se fait que dans la direction z et la diffusion
dans toutes les directions de l’espace. On peut l’écrire de la manière suivante :
∂u
∂t
= −∂z(vzu) +∇.D∇u
On va utiliser la méthode TR-BDFγ pour les deux opérateurs :
TR : un+γ = un + γ∆t2 (Ln(un) + Ln(un+γ)) (6.1)
BDFγ : un+1 = 12−γ
(
1
γ
un+γ − (1−γ)2
γ
un + (1− γ)∆tLn(un+1)
)
(6.2)
où l’opérateur L = A + D est la somme des opérateurs d’advection et de diffusion. En
supposant que la vitesse dans la direction z est positive, on peut approximer la partie
advective par :
∂z(vzu) =
Vi,j,k+1/2ui,j,k − Vi,j,k−1/2ui,j,k−1
∆z
De plus, on choisit le magic choice défini dans le paragraphe 4.3.3. La matrice à calculer,
a une forme similaire à la matrice de l’opérateur de diffusion définie par la figure 4.6, sauf
qu’on rajoute les termes d’advection de manière décentrée dans les diagonales Diag1(I)
et Diag4(I) dans l’algorithme 3 (paragraphe 4.3.3). Un des inconvénients numériques de
cette approche est qu’on ne peut plus utiliser les propriétés de symétrie de cette matrice,
permettant l’utilisation par exemple, de la factorisation de Cholesky.
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