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It is important to process data effectively while
preserving privacy. In this paper, we propose a re-
construction technique of count aggregate queries,
which are necessary for building a decision tree, from
a perturbed table in cases where a target attribute
is more than binary. In the conventional technique,
we must reconstruct the results of target values from
those of each value calculated independently when a
decision tree has a non-binary target attribute. In
this paper, we borrow and extend the conventional
technique to reconstruct the results of target values
at once.
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Table 1 Count aggregate queries for a 3-values target attribute.
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Table 2 Reconstructable count aggregate queries by the
conventional technique.
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Table 3 Status of a record in our proposal.
000 P 00 ∧ ¬P1 C0
001 P 00 ∧ P1
010 P 10 ∧ ¬P1 C1
011 P 10 ∧ P1
100 P 20 ∧ ¬P1 C2
101 P 20 ∧ P1
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Table 4 Reconstructable count aggregate queries by the
proposed technique.
x y
COUNT (P 00 ∧ ¬P1) x000 y000 C0
COUNT (P 00 ∧ P1) x001 y001
COUNT (P 10 ∧ ¬P1) x010 y010 C1
COUNT (P 10 ∧ P1) x011 y011
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