ABSTRACT. There are some commercial instruments available that use near-infrared (NIR) 
fects the quality of the peanuts adversely (Butts, 1995) . Development of an accurate, rapid, nondestructive method to determine MC of whole peanut kernels could save considerable time and labor during the drying process and prevent the loss of large quantities of edible peanuts used for MC measurements (Durham, 2007) .
Visible and near-infrared (NIR) spectroscopy were used earlier in the classification of bulk cereals such as wheat, and the NIR spectrum was found to give better classification than the visible (Mohan et al., 2005) . NIR transmittance spectroscopy was attempted for nondestructive determination of oil content in peanuts (Mishra et al., 2000) . NIR reflectance spectroscopy was also used earlier for MC determination in processed cheese (Blazquez et al., 2004) and for oil content measurement in peanuts (Fox and Cruickshank, 2005; Tillman and Gorbet, 2006) . There are some commercial instruments, such as the Zeltex ZX800 (Zeltex, Inc., Hagerstown, Md.) , that use the NIR transmission method to determine the moisture, oil, and protein in agricultural products. These instruments are useful for measuring moisture contents of whole grain samples such as wheat, barley, corn, soy, and rice but are not useful for whole peanuts because of the kernels larger size. Whole peanuts sit in only one layer in the measuring cell of these instruments, giving raise to air gaps between the peanuts. The size of the air gaps varies from one filling to another, giving variable transmission or absorbance values for the same sample when emptied and refilled.
The objective of this study was to develop a rapid and nondestructive method using NIR reflectance spectroscopy to determine MC of whole peanut kernels. The specific objectives were: (1) to collect NIR reflectance measurements of whole peanut kernels without any sample preparation requirements, (2) to develop partial least squares regression and multiple linear regression models to relate NIR reflectance measurements to MC of whole peanut kernels, and (3)Ăto validate the developed model with a new set of whole peanut kernels.
MATERIALS AND METHODS

PEANUT SAMPLES
Peanut samples of the Georgia Runner variety that were harvested, shelled, cleaned, dried, and stored in cold storage at the USDA-ARS National Peanut Research Laboratory during 2006 were used for these measurements. The initial average MC of these stored peanuts was 8% as determined by the standard air-oven method (ASAE Standards, 2000) . These peanuts were divided into 15 sublots. Leaving one sublot at the original moisture level of 8%, appropriate quantities of water were added to the other sublots to raise their moisture levels to obtain 15 different moisture groups ranging from 8% to 26%. Nine of these were designated as the calibration sublots and the other six as validation sublots. The peanut lots were kept in cold storage for a week in airtight containers to equilibrate, and were rotated often in their containers to facilitate equilibration. The samples were removed from the cold storage and were allowed to reach room temperature before any measurements were made.
MOISTURE CONTENT MEASUREMENT (STANDARD AIR-OVEN METHOD)
Three samples, each weighing about 100 g, from each of the moisture sublots were placed in a metal container and their wet weight was recorded. The containers were placed in a hot-air oven at 130°C for 6 h. At the end of the heating period, the containers were again weighed to determine the dry weight of the samples. The MC of each sample was determined as the percentage ratio of the weight loss to the original wet weight of the sample. The average value thus obtained for the three samples in each moisture group was considered the standard oven MC value of that sublot. The standard oven MC values of the nine sublots in the calibration group were used for obtaining regression models. The oven MC values of the six sublots in the validation group were used as standard values for evaluating the values predicted by the regression models.
NIR REFLECTANCE MEASUREMENT
The instrumentation used for collecting NIR reflectance measurements of peanut samples, as shown in figure 1, consisted of an NIR spectrometer (Quality Spec Pro, Analytical Spectral Devices, Boulder, Colo.), a halogen lamp, a fiber optic probe, and a turntable accessory. The NIR spectrometer had a wavelength range of 1000 to 1800 nm. The halogen lamp mounted on top of the turntable accessory illuminated a circular area of 50 mm diameter on the turntable, where peanut samples were placed in a Petri dish for measurements. The distance between the lamp and the turntable was about 100 mm. A fiber optic cable mounted on top of the turntable accessory collected the reflected radiation from the peanuts and directed it to the spectrometer. The turntable was rotated at 25 rpm during the measurements; this facilitated the collection of the reflectance spectra over a larger sample area and minimized the effects of the kernel distribution and orientation in the sample holder (Petri dish).
Whole peanut kernels from the 8% MC sublot were evenly spread (usually in two layers) in a glass Petri dish, 85 mm in diameter and 15 mm in depth. A circular black paper was placed at the bottom of the Petri dish under the peanuts to avoid specular reflections from the bottom of the dish through the air gaps between the layers of the kernels. The Petri dish was placed on the turntable, the turntable was set in motion, and the reflectance spectrum was recorded while scanning the sample along a wide periphery starting from the center to the outer edges of the Petri dish. An average of 16 measurements was used to minimize any peripheral noise in the spectrum. Reflectance spectra were collected in the wavelength range between 1000 and 1800 nm, at 1 nm intervals. An integration time of 10 ms was used throughout the measurements. The radiant energy reflected by the peanuts was found to be much lower than the incident energy, and thus a 50% gray Spectralon plate (Labsphere, North Sutton, N.H.) was considered more suitable to acquire a reference scan than the commonly used 100% white Spectralon plate. By using the 50% gray reference, the integration time could be doubled and a better signal-to-noise ratio was obtained. However, this procedure yielded reflectance values greater than 1 in some instances, which caused negative values during absorbance transformation. Therefore, before calculating absorbance, the reflectance spectra were scaled down with a factor of 2. The reference scan was stored in the instrument's memory and was updated every 10 min during the measurement process. After the measurements were completed on this sample, the procedures were repeated on another 29 samples in this moisture sublot and on all the 30 samples in each of the other eight calibration and six validation sublots.
PARTIAL LEAST SQUARES REGRESSION MODELS
Partial least squares regression (PLSR) statistical analysis was performed using The Unscrambler (version 9.6, Camo Software, Inc., Woodbridge, N.J.). For each of the nine moisture levels in the calibration set, the spectra of the 30 replicates were averaged and used to develop PLSR models with reflectance value as the independent variable and the standard air-oven moisture value as the dependent variable. Eight different models were developed by utilizing different data preprocessing methods (Martens and Naes, 2001 ) such as Norris Gap first derivative with a gap size of 3, peak normalization with 1680 nm (which is the no-absorbance wavelength for water), and absorbance transformation. From these, a suitable model was selected based on model fitness measures such as squared correlation coefficient (R 2 ) and standard error of calibration (SEC). Prior to developing the PLSR model, spectra were mean-centered and a 10-fold cross-validation procedure was followed to determine the optimum number of PLSR factors. The selected model was used to predict the MC of samples in each of the six moisture levels of the validation set, and the predicted MC values were compared with their standard air-oven values.
RESULTS AND DISCUSSION
The averaged spectra of four different moisture levels in the calibration set are shown in figure 2. The averaged spectra of the different moisture levels have similar shapes, but their amplitudes are different. These differences were amplified by incorporating different data preprocessing steps, such as Norris Gap first derivative, peak normalization with 1680Ănm, and absorbance transformation, to further resolve overlapping peaks and increase the contrast between the MC levels. Shown in table 1 are the different PLSR models developed using averaged spectra, their data preprocessing combinations, number of factors used, and the fitness measures such as coefficient of determination (R 2 ), standard error of calibration (SEC), and bias. SEC was calculated as follows:
where n is the number of observations, p is the number of variables in the regression equation with which the calibration is performed, and e i is the difference between the observed and reference value for the ith observation. Model 4 with peak normalization followed by first derivative performed better than the others. This model had an R 2 of 0.97, an SEC of 1.23, and the lowest bias among all the models. Although model 5 had similar R 2 and SEC values, it had a much larger bias of -0.329 and had three regression factors (Unscrambler compresses the data read from all the available wavelengths in the spectrum into a small number of basic variables, which are termed regression factors), as compared with only two in model 4. MC of the samples computed using the same model but with spectra of each individual sample and plotted against their air-oven values are shown in figure 3 . In both cases, the R 2 value was 0.97, but the SEC value of the predictions with individual spectra (1.01) was lower than that of averaged spectra (1.23). Similarly, the MC of the samples in the validation set was predicted using averaged and individual sample spectra. The predicted values and the corresponding air-oven MC values are shown in figure 4 for individual sample spectra. Predicted values of the validation set using the averaged spectra had an R 2 of 0.95 and a standard error of prediction (SEP) of 1.05, while those obtained using individual sample spectra had a lower R 2 value of 0.93 and a higher SEP of 1.18. SEP was calculated as follows: 
where n is the number of observations, e i is the difference in the moisture content predicted and that determined by the reference method for the ith sample, and e is the mean of e i for all of the samples. Thus, using model 4, the results obtained with average spectra were found to be better than those obtained with individual spectra. The slightly lower predicted values at the high moisture levels, as shown in figures 3 and 4, could be due to the faster dehydration that occurs at these levels due to the heat radiated from the halogen light source during the duration of the measurement. Using a heat-absorbing filter between the lamp and the sample may improve the predictions at higher MC levels.
Instead of scanning the entire reflectance spectrum from 1000 to 1800 nm in 1 nm intervals, which generated 801 variable that were reduced to two or three for the PLSR analysis, an attempt was made to predict the MC values from the reflectance values measured at certain discrete wavelengths in the above range. Five wavelengths (1033, 1137, 1159, 1358, and 1393 nm) , corresponding to the largest peaks and valleys in the beta coefficient plot (Schroeder et al., 1986, pp. 31-32) were selected, as shown in figure 5 . A multiple linear regression (MLR) model was developed using the reflectance values at these wavelengths, as shown below: 
where MC is the predicted moisture content value, and R l1 , R l2 , R l3 , R l4 , and R l5 are the measured reflectance values at 1033, 1137, 1159, 1358, and 1393 nm, respectively. Using the MLR equation ( The PLSR model has an r 2 value of 0.95, slightly better than the 0.91 value of the MLR model. The ratio of the standard deviation of the predicted MC values to the SEP, which is the relative performance determinant (rpd), was also used to evaluate the goodness of fit. The rpd values of both methods are similar and close to a value of 4.00, confirming the validity of the calibration. The r 2 and rpd values for whole peanuts obtained here using either of the models compare well with the best values obtained earlier for single maize kernels (Cogdill et al., 2004) (Williams, 2001, p. 145) . The fitness measures of the MLR model are nearly as good as those of the PLSR model, and they are in the generally acceptable range for peanut moisture measurements. 
CONCLUSION
Using an NIR reflectance method, which is noncontact, nondestructive, and rapid, the average moisture content of whole peanut kernels in a sample of about 100 g could be measured within acceptable accuracies as compared with their standard air-oven values. PLSR analysis on either individual sample spectra or on spectra of the average of 30 samples from each moisture level produced similar results. It was found that MLR analysis of individual spectra from all the moisture levels, but at only five discrete wavelengths, could be used for predicting the moisture content of peanut kernels. The ability to predict moisture content of whole peanut kernels, with measurements at only five wavelengths, would be useful in the development of a low-cost commercial instrument.
