Abstract. In synthetic aperture radar (SAR) polarimetry, it is generally assumed that the sensor has a fixed orientation with respect to objects and illuminates a scene with monochromatic radiations. Modern high-resolution SAR sensors have a wide azimuth beam width, however, and a large bandwidth in range. During SAR image formation, multiple squint angles and radar wavelengths are integrated to synthesize the full-resolution SAR image, and variations in the polarimetric signatures due to changes in the azimuthal look angle and in the wavelength commonly remain unconsidered. In this paper, a fully polarimetric two-dimensional (2D) time-frequency analysis method is introduced to decompose processed polarimetric SAR images into range-frequency and azimuth-frequency domains. This 2D representation permits characterization of the frequency response of the scene reflectivity, observed under different azimuth look angles and wavelengths. For the case of Bragg resonance in agricultural areas, the influence of anisotropic scattering and frequency selectivity on the polarimetric descriptors is pointed out in detail and compared with theoretical predictions from a quasi-periodic surface model. Lastly, a statistical analysis of polarimetric parameters is presented, which permits clear discrimination of media showing nonstationary behavior during the SAR integration. 
Introduction
Conventional scattering analysis and geophysical parameter retrieval techniques from strip-map synthetic aperture radar (SAR) data generally assume that scenes are observed in the direction perpendicular to the flight track and at a fixed frequency, equal to the emitted signal carrier frequency. These assumptions may lead to erroneous interpretations over complex targets, characterized by anisotropic geometrical structures, showing varying electromagnetic behavior as they are illuminated from different positions and at different frequency components during SAR integration. In this paper, a scene backscattering response is characterized using a twodimensional (2D) range-azimuth time-frequency analysis to analyze the spectral content of responses of a scene observed under specific azimuthal look angles.
The first section of this paper describes the principle of SAR data time-frequency analysis and provides a physical interpretation for the decomposition into spectral components in the azimuth and range directions.
The second section presents decomposition results obtained from the proposed analysis approach. It is shown that natural media may have significantly varying polarimetric properties during the SAR integration, owing to resonance phenomena or anisotropic constituents.
A specific study over agricultural fields is described in the third section. A representation of polarimetric indicators in the range-azimuth frequency plane obtained from a continuous 2D time-frequency analysis is used to depict the nonstationary scattering patterns of such media. Corresponding polarimetric behaviors are interpreted using a coupled analysis of Bragg resonance conditions and predictions obtained from a theoretical electromagnetic scattering model.
The last section concerns the discrimination of nonstationary media using a statistical detection approach based on the multivariate probability density function of coherency matrices. A stationary hypothesis is tested by comparing a maximum likelihood (ML) ratio with a threshold determined from the ML ratio statistics. This approach is further developed to localize the position of nonstationary scattering patterns in the range-azimuth frequency domain.
Principle of SAR data time-frequency analysis

Time-frequency decomposition
The time-frequency approach developed in this study is based on the use of a two-dimensional windowed Fourier transform, or 2D Gabor transform. This kind of transformation permits decomposition of a two-dimensional signal, d(l), with l = [x, y] , into different spectral components, using a convolution with an analyzing function g(l), as follows (Flandrin, 1993) :
where ω = [ x , y ] indicates a position in frequency, and d(l 0 ; 0 ) represents the decomposition result around the spatial and frequency locations l 0 and 0 . The application of a Fourier transform to Equation (1) shows that the spectrum of d(l 0 ; ω 0 ) is given by the product of the original signal spectrum and the transform of the analyzing function g shifted around the frequency vector 0 :
where the upper case letters indicate variables in the Fourier domain. It is clear from Equations (1) and (2) that this timefrequency approach may be used to characterize, in the spatial domain, behaviors corresponding to particular spectral components of the signal under analysis, selected by the analyzing function g. The resolutions of the analysis in space and frequency are not independent, and their product is fixed by the Heisenberg-Gabor uncertainty relation, given by (Flandrin, 1993) 
This relation specifies that the space-frequency resolution product equals a constant u, determined by g, i.e., an analyzing function with an excessively narrow bandwidth would involve a high resolution in frequency but might then lead to a meaningless analysis in the space domain owing to a bad localization. The nature of the analyzing function is generally chosen to preserve resolution while maintaining sufficiently low side-lobe amplitudes in the space domain.
SAR image decomposition in range and azimuth
The time-frequency approach developed in this paper deals with processed SAR images rather than raw data. This type of data is better accessible to common users and is generally processed through compensation procedures to reduce the effects of acquisition errors. An ideal processed SAR image results from the convolution of raw data with a replica of the SAR device reference function and additional weighting terms, mainly due to the antenna pattern and side-lobe reduction function. Raw data itself may also be considered as the result of the convolution of the observed scene reflectivity and the emitted signal. In the Fourier domain, a SAR image signal can then be decomposed as follows:
where R(), H e (), H r (), and W() correspond to the Fourier transforms of the scene coherent reflectivity, the emitted SAR signal, the focusing reference function, and the weighting function, respectively. The first step of the time-frequency decomposition consists of correcting for potential spectral imbalances, represented by W() in Equation (4), in the original, full-resolution SAR image. This can be achieved by calculating average image spectra in range and azimuth and then multiplying the fullresolution spectrum D SAR () by the inverse of the estimated 2D weighting function.
The result of the time-frequency analysis lies around a frequency vector 0 and is obtained from the following 2D inverse Fourier transform:
The resulting still focused SAR image d SAR (l; 0 ) has a lower resolution than the original SAR data and depicts the scene behavior over the 2D frequency domain located in the neighborhood of 0 . The comparison, for each pixel of a SAR image, of responses obtained around different frequencies can be used to characterize observed media scattering behavior. The use of processed data limits the exploration frequency range to the one of the reference function used for raw data processing and focusing.
Analysis in the azimuth direction
During SAR image formation, many low-resolution echoes of a target, received under different squint angles, are integrated to form the full-resolution SAR image. Consequently, a single pixel in a SAR image results from the observation of an area over a certain range of angles limited by the azimuth antenna pattern. The azimuth look angle, φ, is related to the azimuth frequency, ω az , by ω ω
where ω c is the carrier frequency of the radar. Time-frequency decomposition in the azimuth direction consists of processing a set of images containing different parts of the SAR Doppler spectrum with a reduced resolution, but corresponding to different azimuth look angles. This kind of analysis can be applied to detect objects or media with anisotropic behaviors, like scatterers with complex geometrical structures, humanmade objects, or natural media having periodic structures in the case of agricultural areas, or linear alignments of strong scatterers (Ferro-Famil et al., 2003) . Moreover, time-frequency decompositions can be used to retrieve some of the anisotropic scattering patterns of such objects by analyzing responses obtained from different azimuth positions (Ferro-Famil et al., 2003) .
Analysis in the range direction
A SAR antenna generally emits and receives linearly modulated chirp signals, characterized by a large bandwidth spectrum in the case of high-resolution data. Received signals may therefore be considered as polychromatic and correspond to the response of a scene observed at different frequencies. According to the principle of time-frequency decomposition, introduced in Equation (5), it is possible to obtain a representation of a scene reflectivity behavior with respect to the observation frequency by simply shifting the position of the analyzing function in range frequency domain. One may note that the range of such a frequency analysis is limited to the processing bandwidth used during SAR image formation, i.e., high-resolution SAR data offer better analysis possibilities than low-resolution data.
A spectral analysis in the range direction can be used to detect and characterize media with frequency-sensitive responses, like resonating spherical or cylindrical objects, periodic structures, or coupled scatterers with interfering characteristics.
Discrete time-frequency decomposition of nonstationary media polarimetric SAR (POL-SAR) response
The time-frequency decomposition approach introduced in the previous section can be applied around any frequency location inscribed within the range-azimuth frequency range defined by the processing function H(ω). Nevertheless, it is often useful to first process the analysis around a limited (discrete) set of frequency locations to (i) appreciate the global behavior of the scene under observation, (ii) emphasize changes from one subspectral image to another by minimizing their correlation, and (iii) maintain the size of resulting binary files to acceptable values.
A discrete time-frequency decomposition is applied to polarimetric SAR data acquired by the DLR E-SAR sensor, at L band, over the Alling test site in Germany. The original image resolution is 2 m in range and 1 m in azimuth, corresponding to an azimuthal variation of the look angle of approximately 7.5°a nd a chirp bandwidth of 75 MHz. Figure 1 shows the fullresolution span image corresponding to the total polarimetric backscattered power. The considered scene is mainly composed of agricultural fields and forest. An urban area is located at the bottom left corner of the image.
Each polarimetric channel coherent scattering coefficient S pq (l) is decomposed around different frequency vectors, i , chosen so that the different frequency-translated analyzing functions G( -i ) do not overlap. From the resulting polarimetric datasets, S pq (l; i ), polarimetric descriptors are derived, which are widely used in natural media physical parameter retrieval procedures to determine in a quantitative way the significance of eventual nonstationary behaviors from an application point of view. Such indicators can be extracted from the n-look sample coherency matrix T, which is defined from the elements of the scattering matrix S, in a monostatic configuration as follows:
where k is a target scattering vector, t and † exponents correspond to the transpose and transpose conjugate operators, respectively, and S hh , S vv , and S hv are the three elements of a scattering matrix.
Each coherency matrix is then processed through a polarimetric decomposition theorem introduced by Cloude and Pottier (1996; 1997) to derive two meaningful roll-invariant parameters: α, and H, where α is the indicator of the mean scattering mechanism. A value close to zero indicates surface reflection for scattering from a dipole α equals π/4 and reaches π/2 when the target consists of a metallic dihedral scatterer. The entropy H is an indicator of the random behavior of the scattering. Both H and α are strongly related to the observed scene geophysical properties and structure and have been widely used to retrieve physical parameters from POL-SAR data (Allain et al., 2002; Hajnsek et al., 2003) .
Decomposition in the azimuth direction
The decomposition in the azimuth direction is performed using independent subspectra and keeping the range resolution to its original value. Figure 2 shows results obtained over an area corresponding to plowed fields. Images of the span, H, and α parameters are represented for different azimuthal look angles and for the full-resolution case.
It can be observed in Figure 2 that large variations in the scattering mechanism nature, α, and degree of randomness, H, occur while the azimuth look angle changes. For particular azimuth look angles, some fields show a sudden change of behavior. The span reaches a maximum value, whereas the polarimetric indicators H and α are characterized by low values. The stripes in the span image, indicating that coherent constructive and destructive interferences occur within the pixels, are characteristic for Bragg resonant scattering over periodic surfaces (Ferro-Famil et al., 2003) .
Other types of media may also have nonstationary polarimetric features during the azimuthal integration. It was observed that some point targets and linear structures, such as diffracting edges or road berms, have significant backscattering pattern variations as the look angle changes. In particular, metallic link fencing was found to present a scattering mechanism ranging from single-bounce up to double-bounce scattering, depending on the SAR azimuthal look angle. In general, nonstationary targets have strongly anisotropic shapes, or facets acting like directional scatterers, involving changes in the underlying scattering mechanism and in the total backscattered power.
In contrast, forested areas have a stationary behavior during the SAR integration. Backscattering from forested areas at L band is known to be dominated by volume diffusion, which corresponds to the scattering over randomly distributed anisotropic constituents. The coherent integration of the randomly scattered waves leads to a response that is characterized by a high intensity and low degree of polarization, but with isotropic behavior.
Decomposition in the range direction
A decomposition is performed over independent subspectra in the range direction and a constant azimuth subspectrum with a sufficiently small bandwidth to maintain previously mentioned effects of azimuthal orientation on polarimetric parameters variations to a negligible level.
The range decomposition results depicted in Figure 3 indicate that polarimetric scattering over natural surfaces can be highly sensitive to the incident frequency. The span as well as the H and α polarimetric parameters vary in a significant way as the incident wave frequency changes. The observation of high-intensity stripes, whose position in the field under study varies with the frequency, is characteristic for resonant Bragg scattering.
Results shown in Figures 2 and 3 clearly demonstrate that both azimuth and range time-frequency analysis may lead to significant variations of polarimetric parameters, commonly used to characterize properties of natural media.
The application of time-frequency approaches to coherent SAR data provides an important amount of additional information compared to classical full-resolution SAR images. Such techniques can be used to further analyze the scattering behavior of objects or natural media under varying observation angles or frequencies, to provide a measure of the validity of polarimetric parameters by testing their variability during the SAR acquisition, and to correct for potential artifacts induced by perturbing phenomena like electromagnetic resonance.
Continuous time-frequency analysis of Bragg resonant scattering Description of Bragg scattering
In the scene under examination, Bragg resonance over agricultural fields is an important source of polarimetric variations. Bragg resonance is due to the coherent summation of simultaneously constructive contributions from a set of scatterers and is likely to happen during the observation of periodic surfaces or randomly irregular surfaces with a strong periodic component.
A quasi-periodic anisotropic random surface, h(x, y), can be described as
where P and B are the spatial period and amplitude, respectively, of the periodic component of h(x, y); and the random perturbation term, ψ(x, y), corresponds to an isotropic stationary random rough surface. This component is fully described by σ h , the standard deviation of its zero mean Gaussian height probability density function, and ϕ ψ , its correlation function. The Bragg resonance condition can be written as a function of the incident wavelength, λ, as
where k y corresponds to the amplitude of the ground wave vector; n is an unknown integer number, indicating the mode of the resonance; θ is the local incidence angle; and φ 0 represents the azimuthal angular difference between the observation position and the normal to the rows of the periodic surface.
In the case of SAR measurements, φ 0 can be decomposed as φ 0 = φ t + φ d , where φ t represents the orientation of the surface with respect to the normal to the SAR platform flight track, and φ d is associated with the angle of observation in the Doppler spectrum. Yueh et al. (1988) developed several approaches to model the scattering of electromagnetic waves from randomly perturbed periodic surfaces. Their study reports that the influence of the resonating modes on the total backscattering response varies significantly with the surface parameters. For a large correlation length, l c , and for low values of the azimuth orientation angle, φ 0 , almost all the intensity peaks corresponding to different resonance modes can be discriminated. As l c increases, the scattering pattern becomes smoother and only a few dominant resonance peaks can be observed. In the presence of resonance, the co-polarization channels HH and VV have almost identical values, characterized by a high intensity. As the resonant effect decreases, i.e., for high values of φ 0 , the two polarization channels become distinct and their amplitudes decrease significantly.
According to the resonance condition enounced in Equation (9), similar anisotropic fields with different locations in range, i.e., corresponding to different incidence angles, or oriented along nonparallel directions, may resonate at different azimuthal frequencies. If the resonance conditions cannot be satisfied for any azimuthal angle within the antenna aperture or if the surface scattering characteristics do not show a resonance peak, they also might not resonate at all. Moreover, some fields may have parts resonating at different positions in the azimuthal frequency domain due to the joint dependence of the resonance condition on the incidence and azimuth angles. This phenomenon is illustrated in Figure 4 , where the location of a resonance peak is plotted as a function of the incidence and azimuth observation angle. As the azimuthal look angle varies, the set of incidence angles satisfying Equation (9) changes, leading to the apparition of sliding resonating stripes in the (θ, φ 0 ) plane. The width of the resonating stripes is fixed by the width of the analyzing function in the azimuth direction, which defines the range of azimuth look angles for the subspectrum under consideration. This effect can be observed on the azimuth decomposition images shown in Figure 2 , where a stripe of bright values, visible in the span images, indicates the presence of a Bragg resonance and has a position sliding from one subspectrum to another.
Continuous analysis in the range-azimuth plane
As mentioned in the first section of this paper, the signal emitted by a SAR is in general linearly modulated in frequency around a carrier central value ω c . The backscattered signal, resulting from the convolution of the scene coherent reflectivity, cannot be considered as monochromatic. A reformulation of the Bragg resonance condition enounced in Equation (9) shows that resonance may occur for specific couples of range frequency, related to λ and azimuth frequency and linked to φ 0 :
An example illustrating the coupling between range and azimuth frequencies under the Bragg resonance condition is shown in Figure 5 . As the incident range frequency varies, the surface resonates for different (λ, φ 0 ) couples and the resonance peak location describes a nonlinear curve in the (f rg , f az ) range and azimuth frequency plane.
A range-azimuth continuous time-frequency analysis is performed over three points (P 1 , P 2 , P 3 ), located at different range positions inside a plowed field. As depicted in Figure 6 , results can be represented, for each point, in the range-azimuth frequency plane.
The results of the time-frequency analysis, as shown in Figure 7 , demonstrate that all three points under investigation do not have a stationary range and azimuth scattering behavior.
Some (ω rg , ω az ) couples show high span values corresponding to low H and α. These observations agree with the predictions of the scattering model developed by Yueh et al. (1988) . As the surface resonates, the co-polarization signals tend to be similar, involving a low α value, typical for surface reflection. This scattering mechanism is weighted by a strong intensity and dominates secondary intensities, potentially corresponding to multiple scattering terms, and results in a very low entropy value. This nonstationary behavior was found to have a preponderant influence on the polarimetric properties of resonating field at full resolution. Here, α and H values are significantly lower than those for similar fields that remained unaffected by Bragg resonance.
The oblique resonating stripes, shown in the different rangefrequency planes in Figure 7 , illustrate well the dependence of the resonance condition on both range and azimuth frequencies, as shown in Figure 5 .
It can also be observed that as the incidence angle increases, from P 1 to P 3 , the oblique resonating stripe slides from low azimuth frequencies to higher ones. This displacement of the resonance locations is due to the dependence of the Bragg condition on the incidence angle and corroborates the analysis of the Bragg resonance as presented in Figure 4 .
Polarimetric indicators of pixels that do not belong to resonating stripes are unaffected by the Bragg resonance and have values similar to those observed over stationary fields.
Nonstationary media detection
Similar to the approach proposed in Ferro-Famil et al. (2003) , a time-frequency analysis in range and azimuth directions over independent subspectra can be used to detect targets with anisotropic and (or) frequency-sensitive scattering features and locate their nonstationary behavior position in the range-azimuth spectrum.
Each pixel of the SAR scene is associated with a set of independent sample coherency matrices, derived from independent range-azimuth subspectra. The stationary aspect of the scattering behavior of each pixel is determined by testing the statistics of its coherency matrix (Muirhead, 1982) .
It was shown that a sample n-look coherency matrix, T, follows a complex Wishart probability function with n degrees of freedom and coherency matrix ⌺, W c (n, ⌺) (Lee et al., 1994) . A pixel is considered to have stationary isotropic spectral behavior if its R subspectra sample coherency matrices T i , with i = 1, …, R, follow the same distribution and fulfill the following hypothesis:
Hyp:
The validity of this hypothesis is tested by means of a maximum likelihood (ML) ratio Λ, built from the independent coherency matrices as follows:
where the variable n i represents the number of scattering vectors used to compute the sample coherency matrix T i . The hypothesis is accepted and the target is considered to be isotropic, with an arbitrarily chosen probability of false alarm P fa , if
The testing requires the formulation of P fa (c β ), i.e., the calculation of the ML ratio statistics under the stationary hypothesis mentioned in Equation (11) (Ferro-Famil et al., 2003) . The derivation of an analytical expression can be achieved from the determination of the moment function of the ML ratio. After a series of developments and simplifications in the Laplace domain, detailed in Ferro-Famil et al. (2003) , the following reliable approximate expression of the false alarm probability density function is proposed:
where γ inc (a, b) represents the incomplete gamma function of order a of b; and the storage variables f, ρ, and ω 2 , detailed in Ferro-Famil et al., do not depend on c β . This statistical detection algorithm is applied to the Alling dataset using independent subspectra dividing the azimuth and range frequency ranges into six and two parts, respectively, and spanning the whole range-azimuth frequency domain. The ML ratio and nonstationary pixel map shown in Figure 8 indicate that an important number of pixels have nonstationary behavior during the duration of the SAR acquisition. Most of the varying scatterers belong to agricultural fields affected by Bragg resonance. Complex targets and diffracting edges, whose scattering characteristics highly depend on the observation position, are discriminated over built-up areas and linear alignment of scatterers.
One may note that the introduction of range time-frequency analysis in the discrimination procedure significantly improves detection results compared with the azimuth approach proposed in Ferro-Famil et al. (2003) . An analysis in the range spectral domain permits further discrimination of media showing resonant behavior, generally sensitive to the observation frequency, to emphasize diffracting objects and in a general way to enhance the ML ratio image contrast.
A comparison with results presented in Ferro-Famil et al. (2003) for which six azimuth subspectra were used reveals that the analysis scheme proposed in this paper with six azimuthal and two range subspectra permits a better detection of nonstationary media.
The ML ratio based detection approach may be further developed to determine nonstationary scattering behavior position in the range-Doppler spectrum by comparing the contributions of each subspectrum image in the global ML ratio information (Ferro-Famil et al., 2003) .
A pixel showing a nonstationary behavior during the SAR integration presents a set of coherency matrices that does not accomplish the hypothesis in Equation (11), i.e., at least one of the R sample matrices does not belong to the global statistics. For each pixel, the subspectrum, sub j , lying around the frequency vector j with j ∈[1 … R], corresponding to the most nonstationary behavior in the whole set, satisfies the following relation:
where Ω R-1 (sub j ) is a maximum likelihood ratio calculated over R -1 images, without incorporating the subspectrum sub j . It is defined as For each pixel, it is then possible to iteratively discriminate, from an original set of R subapertures, the set corresponding to nonstationary behaviors.
It can be observed from the localization results displayed in Figure 9 on many fields affected by Bragg resonance that some groups of pixels, belonging to the same field, have a maximum anisotropic behavior in different subapertures. This is a consequence of the sliding effects of Bragg resonance on periodic structures, described in Figures 4 and 5. The localization algorithms successfully determine the subspectra from which the Bragg resonance originates. Repeated applications of the localization algorithm reveal further problematic subapertures for a pixel. As indicated in Figure 6 , a resonance has a certain bandwidth, which might be wider than the bandwidth of a single subaperture. In this case, more than one subaperture is necessary for an adequate description of the problem. 
Conclusion
Time-frequency analysis of fully polarimetric SAR data is an interesting and important way to characterize the scattering behavior of targets or media. In this paper, an analysis in range and azimuth spectral domains clearly revealed that various kinds of natural media could have nonstationary behavior during SAR integration. Indeed, complex targets with anisotropic shapes and polarimetric scattering diagrams and pseudo-periodic structures may show highly varying responses as they are observed from different positions by the SAR sensor. The application of a detection procedure, based on time-frequency testing of polarimetric statistics, demonstrates that a joint range-azimuth approach provides further information on such media scattering characteristics and frequency sensitivity and significantly enhances characterization possibilities. Bragg resonance over quasi-periodic agricultural surfaces is an important source of nonstationary behavior and affects both full-resolution amplitude and phase information of airborne or spaceborne SAR data.
The occurrence of such effects is directly linked to system resolution, which determines the processed azimuth aperture and range frequency bandwidth and is expected to increase in the future with the development of high-performance SAR sensors.
The good localization of the phenomenon in the rangeazimuth frequency domain offers possibilities to isolate this effect, even in the spaceborne case, characterized by a very small antenna aperture in azimuth. This kind of information can be used to correct coherent SAR data in an efficient way to minimize the influence of such artifacts in conventional polarimetric SAR data analysis.
