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Abstract 
Smart households: Economics and emission impacts of distributed 
energy storage for residential sector demand response 
Menglian Zheng 
The temporal mismatches in the varying demand and supply pose a major challenge for today’s 
U.S. electricity grid. Demand response (DR), aiming at reducing demand on the grid during 
times of electricity generation capacity shortage and very high wholesale prices, is one of many 
approaches to address this challenge. Unlike the sophisticated automatic controls to operate 
appliances (such as lights and air-conditioning) on shifted or reduced schedules, which are more 
common in the commercial sector, the proposed DR scheme discharges storage when demand on 
the grid is high so as to enable DR without affecting actual appliance usage. As small-scale 
storage technologies and residential demand response tariffs (e.g., time-of-use tariffs, which 
charge in differing rates for peak times and off-peak times) become more available, distributed 
energy storage for the residential sector DR is now technically ready and has the opportunity to 
generate financial incentives for residential consumers. However, such storage-based DR is still 
largely underutilized in the residential sector, partly due to consumers’ concerns about cost-
effectiveness of storage.  
Thus, these concerns call for a comprehensive economic analysis to answer the following two 
questions: 1) Could storage yield actual profits (i.e., electricity cost reduction via arbitrage minus 
levelized storage cost) for residential consumers? And 2) Which particular combination of 
   
 
storage technology and tariff yields the highest profit? In addition, from the perspective of the 
grid, a third question is yet to be answered: If a large portion of households were to apply 
economically optimized storage-based DR systems, what would be the implications and emission 
impacts (i.e., CO2, NOx, and SO2 emissions) for the grid? 
To address the above questions, I 1) develop a levelized storage cost model, based on the 
simulated storage lifetime — a hybrid of the total-energy-throughput lifetime and the calendar 
lifetime. Storage technologies included in this dissertation are conventional and flow batteries, 
flywheel, magnetic storage, pumped hydro, compressed air, and capacitor; 2) devise an agent-
based, appliance-level demand model to simulate demand profiles for an average household in 
the U.S.; 3) dispatch storage via loadshifting (to time-shift energy requirements from peak times 
to off-peak times) and peak shaving (to reduce peak power, i.e., kW, demands and smooth 
demand profiles) strategies, under realistic tariffs (Con Edison, New York); and 4) optimize the 
storage capacity (in kWh) and the demand limit on the grid (in kW; above which the strategy 
will attempt to use stored electricity in addition to grid electricity to satisfy appliance demand; 
used for the peak shaving strategy only) and determine the potential profits (or losses). I find 
that: 1) For economically viable technologies, annual profits range from <1% to 28% of the 
household’s non-DR electricity bill by utilizing the loadshifting strategy and from <1% to 37% 
by implementing the peak shaving strategy, depending on the storage technologies; 2) Of the two 
DR strategies, the peak shaving strategy can render more storage technologies economically 
viable. 
To evaluate the potential implications for the New York state grid, the electricity consumption 
features of households in New York state are then fed into the demand model. A dispatch curve 
is then developed, based on the marginal generation cost of each power plant, to simulate the 
   
 
dispatch order of the available power plants in New York state. The potential implications and 
emission impacts are investigated by comparing the statewide demand profiles as well as 
generation emissions with and without residential sector storage and DR. I find that: 1) Although 
yielding substantial financial incentives for households, the peak shaving strategy only leads to 
minor impact on the grid (assuming 15% household participation rate); 2) The loadshifting 
strategy would cause extra grid stress, and likely lead to brownouts, when all participating 
households start to re-charge their storage by purchasing inexpensive electricity uncoordinatedly; 
and 3) The overall emission impacts for both strategies are less than 5% of the total non-DR 
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Part I        Introduction 
Chapter 1 Introduction1 
 
 
1.1 Background  
As explained in [1] and [2], meeting time-varying peak demand poses a key challenge for 
today’s U.S. electricity system [3]. Failure to match supplies to demands contributes to blackouts 
and brownouts that affect many millions of consumers [4] and cost Americans more than 
US$ 150 billion in an average year [5]. A typical solution is to use peak generators. However, 
peak generators can lead to an overall increase in electricity production cost through multiple 
mechanisms: Firstly, peak generators typically have the highest marginal generation cost, e.g., 
diesel generators [4]. Secondly, sitting idle for large portions of the year, peak generators face 
                                                 
1 Part of the text in this chapter (Section 1.1, Section 1.2.1, and part of Section 1.3) is verbatim from the papers that 
have been previously published as “Zheng M, Meinrenken CJ, Lackner KS. Agent-based model for electricity 
consumption and storage to evaluate economic viability of tariff arbitrage for residential sector demand response. 
Applied Energy. 2014;126:297-306.” and “Zheng M, Meinrenken CJ, Lackner KS. Smart households: Dispatch 
strategies and economic analysis of distributed energy storage for residential peak shaving. Applied Energy. 
2015;147:246-57.”  
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difficulties in earning sufficient profits from actual sales of electricity [6]. Facing low returns 
from peak generators despite ever increasing peak demand, merchant generators are reluctant to 
build new peak generation facilities, and instead delay the retirement of older, usually more 
inefficient and hence costlier plants (e.g., [7]). In addition, diesel generators and inefficient 
plants increase greenhouse gas (GHG) emissions and other air pollutant emissions per unit of 
electricity produced [5].  
As an alternative method to alleviate the above problems, demand response (DR) lowers 
electricity use “at times of high wholesale market prices or when system reliability is 
jeopardized” from the demand side [8]. As explained in [1] and [2], there are multiple benefits 
offered by DR. Without curtailing actual appliance usage, storage-based DR has been shown to 
offer various DR applications along the entire value chain of electricity systems, improving grid 
reliability and utilization [9]. Distributed storage for residential sector DR offers additional 
flexibilities: Many distributed, small-scale storage devices can respond to spatial contingencies 
more precisely, because they are more homogenously distributed spatially than large-scale, grid-
based storage [10]. In addition, residential storage schemes will likely facilitate integrating 
higher percentages of building-based intermittent renewables (e.g., [11]), and could create 
synergies with plug-in electric vehicles (e.g., [12, 13]). Finally, about 38% of total electricity 
consumption is by residential consumers in the U.S. [14]. If a large portion of these were to 
engage in DR, this could smooth the total load profile substantially. The present study therefore 
focuses on distributed storage for residential sector DR. 
As explained in [1] and [2], in the U.S., today’s existing DR programs represent still less than 
25% of the total market potential for DR. The lack of in-depth understanding of the cost-
effectiveness of storage and the lack of practical dispatch strategies are regarded as barriers to a 
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wider adoption of DR [4, 15], though the benefits for storage-based DR have become more 
recognized [4], and a range of financial incentives have been available for DR providers through 
different mechanisms, such as arbitrage savings from time-of-use (TOU) tariffs, real time (e.g., 
[16]) or day-ahead markets (e.g., [17]), and revenues gained from ancillary markets (e.g., [6, 
18]).  
The focus of the present study is an economic analysis of two specific DR applications, i.e., 
loadshifting and peak shaving, based on TOU tariffs. TOU tariffs typically charge different rates 
per kWh (i.e., under TOU energy tariffs) or per kW (i.e., under TOU demand tariffs) for different 
periods of the day. The loadshifting strategy generally time-shifts energy requirements (i.e., 
kWh) from peak periods to off-peak periods (Figure 1.1a). On the other hand, the peak shaving 
strategy attempts to reduce peak power (i.e., kW) demands and smooth demand profiles. Figure 
1.1b illustrates the basic mechanism of peak shaving. Red arrows in Figure 1.1b indicate where 
peaks in appliance demand, regardless of when they occur, are smoothed by supplementing grid 










Figure 1.12 Basic mechanism of (a) loadshifting and (b) peak shaving (adapted from Zheng et al. [2], 
courtesy of Elsevier). 
1.2 Literature review 
1.2.1 Economically optimized demand response 
As summarized in [1], a growing body of research has explored the economic optimization 
aspects of DR. Under TOU energy tariffs, one key question about optimizing the overall system 
is how to size the storage so as to maximize the profits for consumers. Any variation in 
consumption (from one day to the next or between seasons) makes it more difficult to predict the 
optimal size of storage [19].  
                                                 
2 Dashed grey lines indicate appliance demand profiles while solid black lines show the actual loads passed on to the 
grid (from storage and appliances combined). 
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Alongside the pertinent tariffs such as the above TOU energy tariffs, arbitrage savings have been 
offered in real-time and day-ahead markets [20]. Different approaches have been applied to 
estimate maximum potential revenues or profits. For example, Byrne and Silva-Monroy 
estimated the maximum potential revenues in California via a linear programming approach [18]. 
Where the linear programming was deemed inflexible, (e.g., because it typically does not capture 
the stochastic nature of demand profiles), dynamic programming was deployed in order to 
capture uncertainties of electricity prices and demand profiles (e.g., [15, 16, 21]).   
With regard to peak shaving applications, several previous studies have dealt with some aspects 
of economically optimized DR, as summarized in [2]. For example, Dlamini et al. developed 
peak shaving strategies for residential consumers without using storage [22]. To reduce peak 
demand, some authors suggested interrupting appliance usage [22, 23], while Leadbetter and 
Swan proposed installing electricity storage devices in residential buildings [24]. Authors sized 
the battery system for a selection of typical households in Canada, by varying battery energy 
capacity and inverter size (power capability), and setting grid demand limits through a percentile 
selection method (e.g., the 98.5% percentile load value means that 98.5% of the electricity draws 
occur below the selected demand value) [24].  By limiting the failure (i.e., grid demand 
exceeding the demand limit) count to zero and setting the demand limit to be the 98.5% 
percentile load value, authors suggested that the typical battery system sizes ranged from 5 kWh 
(2.6 kW) for homes of low electricity intensity, to 22 kWh (5.2 kW) for homes equipped with 
electric space heating and of high electricity intensity [24]. For industrial users, Oudalov and 
Cherkauui utilized the dynamic programming to optimize the dispatch strategy of storage with a 
set of inputs including demand profiles, storage (dis-)charge, battery parameters, and the value of 
the shaved power [25].  
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1.2.2 Emission impacts 
Storage-based DR affects the environment in several ways. In the short term, DR may alter 
emissions by changing the demand profiles and thus, the generation patterns of different power 
plants [26]. In the long term, DR will influence investment decisions for generation [26]. In 
addition, emission impacts are sensitive to multiple factors, such as the electricity market 
environment (e.g., competitive market or oligopoly market [27]), fuel costs (e.g., [28]), storage 
round-trip efficiencies, etc.  
Several studies have examined the short-term emission impacts of storage-based DR through 
empirical approaches. For example, Holland and Mansur examined the relationship between the 
load variance and emissions by using historical load and emission data for a range of regions in 
the U.S. Their results showed that a reduction in the load variance may lead to increased 
emissions in some regions, where peak capacity was provided by hydroelectric rather than oil-
fired generators in particular [26]. Based on the empirically regressed marginal emission rates, 
Carson and Novan found that shifting 1 MWh loads by using an 80% efficient storage unit would 
increase daily CO2 and SO2 emissions by 0.19 tons and 1.89 pounds, respectively, while decrease 
daily NOx emissions by 0.15 pounds in Texas [29]. Alternatively, other authors estimated 
emission impacts of DR by first developing a dispatch curve of generators, which was typically 
determined by marginal generation costs of generators available for a certain region (e.g., [30]). 
Emission rates for generators were then used along with the derived generation variations to 
evaluate the potential emission variations due to the implemented DR.  
Some other authors advanced accounting of emission impacts by taking into account efficiency 
benefits of using storage. In these studies, the storage displaced conventional part-loaded 
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generators for load-following, reserve, or regulation services (as defined in [9]), thus letting 
generators run at optimal loads to improve efficiencies of generators. For example, Denholm 
used an input-output curve (heat rate as a function of load) to determine the heat rate for a coal-
fired power plant [31]. However, the author found that if the electricity used to charge storage 
was generated by an average existing U.S. coal-fired power plant, a new load-following storage 
facility would lead to even higher SO2 and NOx emissions compared to a new power plant 
meeting Clean Air Act Standards [31].  
1.3 Objective of present study 
Even though a number of studies have explored the economic optimization and emission impacts 
of storage-based DR schemes, few of these studies provide detailed comparisons among the 
multitude of existing storage technologies (batteries, compressed air, magnetic, etc.) and their 
different operating constraints (maximum (dis-)charge rate, round-trip efficiency, and healthy 
depth of discharge), lifetime, and costs, although these affect the economic viability and 
emission impacts of storage-based DR schemes. The following questions are, however, yet to be 
answered:  
(i) Could consumers interested in such schemes install DR systems that are both 
technologically feasible and economically viable under currently available tariffs? Economic 
viability is defined as positive profit from the tariff charge (i.e., electricity bill) reduction 
minus levelized storage cost over the lifetime of the storage system?  
(ii) If such break-even can be achieved, which storage technology on the one hand and dispatch 
strategy on the other hand (i.e., when and how to (dis-)charge storage) creates the highest 
overall profit to residential consumers?  
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(iii) If a large portion of residential households were to apply such economically optimized DR 
systems, what would be the implications and emission impacts for the grid? 
We therefore conduct the present study to determine possible profits (or losses, if only negative 
profits are achieved) of residential, storage-based DR systems for an average U.S. household 
under currently available TOU tariffs (Consolidated Edison Company of New York Inc.; 
henceforth “Con Edison”) and across a range of different storage technologies (conventional and 
flow batteries, flywheel, magnetic storage, pumped hydro, compressed air, and capacitors), as 
explained in [1] and [2]. The study also aims to evaluate the potential implications for the grid 
and emission impacts of such economically optimized DR systems (optimized for an average 
New York household) in the state of New York.  
 
 
Part II       Data and methods 
Chapter 2 Modelling framework overview 
 
 
Figure 2.1 illustrates a basic configuration to exercise DR with storage. Wide arrows indicate 
electricity flows: In the charge mode, the control unit diverts electricity to the storage. In the 
discharge mode, the control unit supplies appliances with electricity from storage and, when 
required, from the grid as well.  
 
Figure 2.1  Storage-based demand response scheme and modelling framework.  
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The control unit’s dispatch strategy aims to maximize profit — defined as tariff charge (i.e., 
electricity bill) reduction minus levelized storage cost over the storage lifetime — while 
accounting for storage operating constraints. Economic viability is thus evaluated based on the 
optimized system. In order to perform such optimization and economic viability evaluation, 
several models are developed and explained in details in the following Part II chapters: 
(i) Electric energy storage (Chapter 3): A range of currently available storage technologies are 
investigated: Conventional and flow batteries, flywheel, super capacitor, super-magnetic 
energy storage, compressed air energy storage, and pumped hydro storage are included in 
this study. Power conversion units (i.e., inverters) are also addressed in this chapter. A 
storage lifetime model is used to simulate lifetime of storage by using a total-energy-
throughput approach, and a levelized cost model determines the levelized cost of the storage 
and power conversion combined unit over its lifetime. 
(ii) DR tariffs (Chapter 4): Real tariffs available from Con Edison are applied in this study. Two 
specific types of tariffs, i.e., energy tariff and demand tariff, are incorporated (as illustrated 
in Figure 1.1) and described in Chapter 4. 
(iii) Appliance-level demand model (Chapter 5): Based on a bottom-up approach, an agent-
based, appliance-level, stochastic demand model is developed to simulate demand profiles 
for an average household in the U.S. With the appliance characteristics and calibrations 
being modified, the demand model is then adjusted to capture the features of households in 
the state of New York.  
(iv) Dispatch strategy and optimization (Chapter 6): Dispatch strategies are thus developed, in 
order to control when to charge and discharge storage and bring in reduction in the tariff 
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charge. Storage size and other storage operation parameters are optimized through an 
iterative simulation-based approach.  
To investigate the potential implications for the grid and emission impacts of the proposed DR 
systems in the state of New York, an emission impact evaluation model is developed with: 
(v) Power plant dispatch curve and emission rates (Chapter 7): The dispatch curve for the New 
York state electric power system dispatches available power plants in a way to minimize the 
total generation cost (in the day-ahead market). Emission rates measure the amount of an air 
pollutant released, i.e., CO2, SO2, or NOx, per unit of electricity generated (in kWh).  
Emission impacts are thus evaluated by multiplying each plant’s generation variations after 






Chapter 3 Electric energy storage3 
 
 
Current electricity systems generate and transmit electricity to consumers when it is needed. 
Electric energy storage adds one extra flexibility in the time dimension for electricity generation, 
improving reliability and utilization of electricity systems [4]. Key applications of electric energy 
storage systems have been identified, ranging from energy management for end users to ancillary 
services for independent system operators (Figure 3.1). 
Driven by the potential benefits, an increasing interest has been placed on electric energy 
storage. Although pumped hydro storage (PHS) is by far the most world-widely used storage 
technology (making up 99% of the total deployed storage capacity) [9], Research & 
Development investments (e.g., more than US$ 250 million in U.S. stimulus funding [9]) have 
catalyzed a portfolio of new energy storage demonstrations, which will advance technical 
                                                 
3 Part of the text in this chapter (Section 3.3) is verbatim from the papers that have been previously published as 
“Zheng M, Meinrenken CJ, Lackner KS. Agent-based model for electricity consumption and storage to evaluate 
economic viability of tariff arbitrage for residential sector demand response. Applied Energy. 2014;126:297-306.” 
and “Zheng M, Meinrenken CJ, Lackner KS. Smart households: Dispatch strategies and economic analysis of 
distributed energy storage for residential peak shaving. Applied Energy. 2015;147:246-57.” 
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improvements and contribute to adoption of different storage technologies (not just limited to 
PHS), by providing necessary real-world data on performance, durability, costs, and risks [9]. In 
addition, the interest in lithium-ion (Li-ion) batteries driven by plug-in electric vehicles further 
pushes the development of battery technologies [4].  
 
Figure 3.1  Potential benefits and key applications of  electric energy storage (adapted from Electric 
Power Research Institute report [9], ©2010 Electric Power Research Institute, Inc.). 
We thus investigate a variety of currently available electric energy storage technologies, ranging 
from the conventional ones, e.g., lead-acid (Pb-acid) battery, to relatively advanced ones, e.g., 
the novel zinc manganese dioxide (ZnMnO2) battery developed by City University of New York 
(CUNY). Economic viabilities of storage systems depend on each storage technology’s cost, 
operating constraints (maximum (dis-)charge rate, round-trip efficiency, and healthy depth of 
discharge are included in this study), and lifetime. In order to perform a detailed comparison of 
the storage technologies and to incorporate the storage devices in the model, detailed information 
on costs and operating constraints for currently available storage technologies is obtained from 
vendors and manufacturers (details see Table A.1).  
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The remaining of this chapter is organized as follows: An overview of currently available storage 
technologies (state-of-the-art) and power conversion technology (i.e., state-of-the-art inverter) is 
provided first in Section 3.1. The electricity flow, starting from the grid to the storage and finally 
being discharged to appliance(s), along with losses are described in Section 3.2, where 
definitions of the storage operating constraints and parameters are also explained. Finally, the 
levelized storage cost model is introduced in Section 3.3, followed by the total-energy-
throughput storage lifetime model in Section 3.4.  
3.1 Technology overview (state-of-the-art) 
Electric energy storage technologies can be divided into three categories: Mechanical (Section 
3.1.1), electrical (Section 3.1.2), and electrochemical (Section 3.1.3) storage. An inverter is also 
an essential element in the proposed DR system (Figure 2.1), for which the state-of-the-art is 
explained in Section 3.1.4.  
The main sources used include the Electric Power Research Institute (EPRI) report [9], reports 
from Sandia National Laboratories [32, 33], the European Commission’s Strategic Energy 
Technologies Information System report [34], and studies (e.g., Chen et al. [35]). 
3.1.1 Mechanical storage 
A. Flywheel 
A flywheel stores kinetic energy in the form of rotational energy in rotating mass (i.e., rotor) 
(e.g., Figure 3.2) [35, 36]. A motor/generator enables the energy conversion between kinetic 
energy and electric energy [36]. In the charge mode, the motor accelerates the rotor to a higher 
speed by drawing electricity from the grid [35]. In the discharge mode, the same motor acts as a 
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generator and the inertial energy of the rotor drives the generator to create electricity [35]. The 
chamber is evacuated and the rotor is magnetically lifted and supported by a non-contacting 
magnetic field (e.g., [36]) to minimize friction and extend the life of the flywheel [36]. 
 
Figure 3.2  Flywheel diagram (adapted from Beacon Power [36], ©Beacon Power). 




IE   (3.1) 
  
Where ω denotes the angular velocity of the flywheel and I denotes the moment of inertia as:  
 mrI d
2  (3.2) 
  
Where r denotes the distance of the differential mass dm from the hub. 
According to Equation 3.1 and 3.2, the energy storage capability is dependent on the geometric 
shape and the speed of the rotor [35], typically in the range from 0.25 kWh to 6 kWh for a single 
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rotor flywheel [37], while the power capability is determined by the motor/generator [35]. 
Compared to the conventional metal rotor flywheel, the advanced flywheel utilizes a high-speed 
fabric composite rotor and is able to store a larger amount of energy, and thus achieve a longer 
discharge duration, e.g., [35, 36]. Paralleled systems, which provide a larger energy capability by 
paralleling multiple rotor modules in a common direct-current bus, are also currently available 
[37], but not yet commercially available.   
The vacuum chamber and the magnetic lifting avoid the frictional losses largely and enable the 
high round-trip efficiency (defined in Section 3.2), typically in the range from 85% to 95% 
(Table A.1), and the high cycling capacity (i.e., cycling lifetime, as defined in Section 3.4), 
typically from 10,000 to 25,000 (Table A.1).  
B. Pumped hydro storage  
A PHS (i.e., pumped hydro storage) stores energy by means of two reservoirs located at different 
elevations (Figure 3.3) [38]. In the charge mode, water is pumped from the lower reservoir up to 
the upper reservoir [38]. Energy is stored in the form of the potential energy in the elevated water 
[38]. In the discharge mode, released water goes through the turbine to produce electricity [38].  
Compared to the other storage technologies, PHS has the advantage of its relatively low capital 
cost (i.e., purchase cost, as defined in Section 3.3) per kWh nominal capacity, typically ranging 
from US$ 5 to 100 per kWh nominal capacity (Table A.1). The limited quantity of geologically 
suitable locations (i.e., suitable sites for two large reservoirs located at different elevations as 
illustrated in Figure 3.3), environmental concerns, and long lead time (more than 10 years), are 
three major constraints in the deployment of PHS [39]. Nevertheless, new PHS technologies, 
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e.g., PHS in underground caverns, in aquifers, or in manmade reservoirs, have been explored and 
are expected to overcome the geographic limitation for PHS [39].  
 
Figure 3.3  Schematic of pumped hydro storage (adapted from Deane et al. [38], courtesy of Elsevier). 
The energy stored in the PHS is a function of the elevation and the size of the reservoir: 
VghE   (3.3) 
  
Where ρ denotes the density of the working fluid (typically, water), V denotes the volume of the 
working fluid stored in the upper reservoir, h denotes the elevation between two reservoirs, and g 
is referred to as the acceleration of gravity. 
C. Compressed air energy storage 
In a compressed air energy storage (CAES), energy is stored as the compressed air in tanks, 
pipes, or underground geologic formations [35]. As shown in Figure 3.4, when electricity is 
needed, the compressed air is released into a gas-fired turbine generator system, mixed with 
natural gas, burned, and expanded to produce electricity [35].  




Figure 3.4  Schematic of compressed air energy storage (adapted from Chen et al. [35], courtesy of 
Elsevier; originally from McDowall [40]). 
A more efficient CAES results in less dissipation in the heat of compression and therefore could 
eliminate the use of fossil fuel (typically, natural gas) in the high-pressure turbine [41]. To 
increase the efficiency further, the novel adiabatic CAES utilizes thermal energy storage (e.g., 
molten salt [41]) to store the heat of compression. The air is then reheated by the thermal energy 
storage before the expansion stage, and finally produces electricity in the turbine that is similar to 
a steam turbine [41]. Such a system would avoid the need for fossil fuel combustion and 
approach an efficiency of ~80% [41].  
By storing air as a gas, the conventional CAES requires a large scale of underground caverns or 
above-ground tanks [41]. The novel liquid air energy storage (also referred to as cryogenic 
energy storage) is devised to cool the air down to cryogenic temperatures till the air liquefies and 
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then stores air as a liquid [39]. For comparison, the novel liquid air energy storage has an energy 
density that is more than ten times greater than the conventional CAES, and thus can be placed 
virtually anywhere [39]. However, although the conventional CAES technology is mature [35], 
neither the adiabatic CAES nor the liquid air energy storage technology is commercially 
available now [39].  
3.1.2 Electrical storage 
A. Super capacitor 
A capacitor is a device to store energy in a thin layer of dielectric material that is supported by 




CVE   (3.4) 
  
Where V denotes the cell voltage, and C denotes the total capacitance. The capacitance of the 
capacitor is given by [43]: 
d
A
C r 0  (3.5) 
  
Where εr denotes the relative static permittivity of the dielectric (for a vacuum, εr=1), ε0 denotes 
the electric permittivity of the vacuum, A denotes the electrode plate surface area, and d denotes 
the distance between the plates.  
The capacitor can outperform and outlast other storage technologies in high-cycle applications as 
it has a much longer cycling lifetime (up to 108; Table A.1; definition see Section 3.4). The 
losses during the (dis-)charge processes are also low in the capacitor: The round-trip efficiency 
(defined in Section 3.2) of the capacitor usually reaches ~95% (Table A.1).  
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A capacitor of relatively high energy density is known as ultra-capacitor or super capacitor (e.g., 
Figure 3.5). The electrodes are fabricated with high surface area, porous material with 
nanometer-dimensional micropores [42]. When stored, charge stays in the micropores at or near 
the interface between the electrode (solid) and the electrolyte (usually liquid). As shown in 
Figure 3.5, ions at the interface lead to the formation of the double layer [42].   
 
Figure 3.5  Schematic of double-layer ultra-capacitor (adapted from Burke [42], courtesy of Elsevier). 
Accordingly, the double-layer capacitor as shown in Figure 3.5 has a much higher capacitance 
value (Equation 3.5) and therefore a larger energy density than the conventional one, due to the 
extremely large electrode surface area A and the extremely thin double-layer distance d [42].  
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B. Superconducting magnetic energy storage 
Superconducting magnetic energy storage (SMES) stores energy in a magnetic field created by 
injecting a direct-current electric current into a superconducting coil (Figure 3.6) [35]. The 
conductor operates at cryogenic temperatures where it is a superconductor to prevent resistive 
losses [35].  




LIE   (3.5) 
  
Where L denotes the inductance of the coil and I denotes the current passing through the coil.  
 
Figure 3.6  Schematic of superconducting magnetic energy storage (adapted from Chen et al. [35], 
courtesy of Elsevier; originally from Beacon Power [44]). 
Like the flywheel, SMES also exhibits a high round-trip efficiency (~95%; Table A.1; definition 
see Section 3.2) and long cycling lifetime (up to 105 cycles; Table A.1; definition see Section 
3.4) compared to other storage technologies. But its relatively high capital cost per kWh nominal 
capacity (US$ 1,000 to 10,000 per kWh nominal capacity; Table A.1) renders it more suitable for 
applications such as voltage support and power quality support [9, 35], as such applications 
require less energy capacity but continuous (dis-)charge of storage [35].  
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3.1.3 Electrochemical storage 
A. Conventional battery 
Conventional batteries investigated include metal-air, Pb-acid (i.e., lead-acid), nickel cadmium 
(NiCd), Li-ion (i.e., lithium-ion), sodium sulfur (NaS), and sodium nickel chloride (known as 
zero emission battery research activity battery, i.e., ZEBRA battery) batteries. A battery typically 
consists of a positive electrode (i.e., cathode), a negative electrode (i.e., anode), and electrolyte 
between the anode and cathode. Batteries convert chemical energy into electrical energy via 
redox reactions at the anode and cathode in the discharge mode [45]. The reactions are reversed 
on charging [45]. Typical reactions for the studied conventional battery technologies are listed in 
Table 3.1. Detailed reviews of battery technologies can be found in [4, 35, 46]. 
Table 3.1  Chemical reaction for studied battery technologies (reaction equations adapted from Dunn et 
al. [4, 35, 46]). 
Battery type Chemical reaction 
Metal air  4Li+O2↔2Li2O 






Figure 3.7 illustrates a schematic of a Li-ion battery. The battery is comprised of a graphitic 
carbon anode, a layered LiMO2 compound cathode, and a non-aqueous electrolyte [4]. The 
discharge process intercalates Li ions to the cathode [4]. Li ions are transported from the anode 
to the cathode, while electrons go from the anode to the cathode in the external circuit and 
produce electricity [4]. In the charge mode, Li ions are removed from the layered compound 
cathode [4].  




Figure 3.7  Schematic of lithium-ion battery (adapted from Dunn et al. [4], ©AAAS; originally from the 
Office of Basic Energy Sciences, U.S. Department of Energy [45]). 
Figure 3.8 shows a schematic of a NaS battery with the molten sodium as the anode and the 
molten sulfur as the cathode. The anode is contained within the tube of the β-alumina solid 
electrolyte, while the cathode surrounds the tube [4]. The conductivity of the β-alumina is 
increased at elevated temperatures [4]. Therefore, high operating temperatures are needed to 
ensure the molten status of the active electrode materials and enhance the conductivity of the β-
alumina [4]. 




Figure 3.8  Schematic of sodium sulfur battery (adapted from Dunn et al. [4], ©AAAS). 
B. Flow battery 
The difference between conventional batteries and flow batteries is that in flow batteries, the 
electrolyte solutions are stored externally and are usually pumped through the cell (or cells) of 
the reactor (Figure 3.9) [35]. The energy and power capacity are independent from each other for 
flow batteries: The power capacity of a flow battery relies on the number of cells in the stack 
while the energy capacity is determined by the electrolyte (its concentration and the stored 
volume) [35].  
 
Figure 3.9  Schematic of flow battery (adapted from Chen et al. [35], courtesy of Elsevier; originally from 
van der Linden [47]). 
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In this study, we investigate a collection of currently available flow battery technologies, 
including zinc bromine (ZnBr), vanadium redox (VRB), nickel zinc (NiZn), and ZnMnO2 (i.e., 
zinc manganese dioxide) batteries, details of which can be found in Table A.1. 
3.1.4 Inverter 
The proposed DR scheme requires power conversion units being installed to provide conversions 
between alternating-current and direct-current. The applications of inverters in the present study 
include converting grid alternating-current electricity to a direct-current bus for batteries (e.g., 
[48]), supplying alternating-current electricity to motors running at variable speed (e.g., variable 
speed motor in a flywheel [49]), and adjusting the frequency mismatch between the grid and 
storage.  
Inverters are also largely needed by photovoltaic (PV) systems. The National Renewable Energy 
Laboratory reviewed PV inverter technologies in 2006 and found that “inverters have evolved 
significantly since 1980s through manufacturer innovations and technology improvements” [50]: 
The current efficiency of the PV inverter could be as high as 95% (e.g., the conductance 
maximum power point tracking module in [51]; one module in Europe claims an even higher 
efficiency of 98% [52]).  
3.2 Electricity flow and parameter definitions 
As explained in [1], Figure 3.10 illustrates the electricity flow starting from the grid to the 
storage and finally being discharged to appliance(s) along with losses. Efficiencies are defined as 
below: 
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(i) ηin is defined as the ratio of energy stored to electricity drawn from the grid, reflecting both 
losses through the first power conversion unit (PCS1 in Figure 3.10) and the charge process 
(CH1 in Figure 3.10).  
(ii) ηout is defined as the efficiency of converting energy stored to electricity being supplied to 
appliances, reflecting the discharge loss (CH2 in Figure 3.10) and the loss through the 
second power conversion unit (PCS2 in Figure 3.10). In the present study, ηin and ηout are 
equal in value. 
(iii) ηDoD is healthy depth of discharge of storage, and is defined as the maximum percentage of 
energy stored that can be withdrawn from the storage without causing early degradation 
(e.g., [53]).  
(iv) Round-trip efficiency is widely used in the literature, which is usaully referred to as the ratio 
of energy supplied to appliances (before the PCS2) to electricity drawn from the grid (after 
the PCS1), reflecting storage (dis-)charge losses (CH1 and CH2).  
 
Figure 3.10 Illustration of electricity flow starting from the grid to the storage and finally being 
discharged to appliance(s) (adapted from Zheng et al. [1], courtesy of Elsevier). 
As described in [54], the parameter “(dis-)charge power per kWh nominal capacity" (kW/kWh; 
detailed values are listed in Table A.1) is the inverse of discharge duration, and determines the 
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maximum (dis-)charge rate Pmax (will be used in Section 6.1). For example, at 0.25 kW/kWh, 
Pmax for a storage sized at 10 kWh nominal capacity is 2.5 kW and it will take the user 4 hours to 
charge it at Pmax.  Certain storage can withstand pulse discharge, i.e., discharge at a power 
several times larger than its Pmax, but only for a few seconds (Table A.1). However, the present 
study can’t capture such pulse discharge pattern as the demand profiles incorporated in this study 
are at one-minute resolution (Chapter 5).  
As explained in [2], Figure 3.10 also illustrates the concept of "effective capacity" (EC) as used 
throughout our analysis: EC reflects the maximum amount of electricity stored that can be 
withdrawn and used by appliances after ηout (including discharge (CH2 in Figure 3.10) and 
power conversion loss (PCS2 in Figure 3.10)). The equation of EC is written as: 
DoDout   NCEC  (3.6) 
  
Where EC and NC denotes the effective and nominal capacity of storage, respectively.  
3.3 Cost model: Levelized storage cost   
As explained in [2], levelized storage cost (LSC), defined by Equation 3.7, consists of constant 
annual payments (principal repayment and 10% annualized interest) for the storage equipment. 
This equipment cost is broken down into two parts: (i) A US$ 2,000 fixed cost reflects 
installation parts & labor; (ii) a size-dependent cost (for the storage, power conversion, and 
control unit combined system) scales proportionally to the storage nominal capacity (NC, kWh). 
 )( oninstallatipurchase CNCCLSC  (3.7) 
   
Where LSC denotes the levelized storage cost (annualized); Cpurchase denotes the purchase cost of 
the storage, power conversion, and control unit combined system (excl. installation), per kWh 
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nominal capacity; Cinstallation denotes the installation cost (one-time parts and labor, excl. storage 
itself), and ξ denotes the levelization multiplier (similar to a capital recovery factor; Equation 
3.8). 










  (3.8) 
  
Where r denotes the interest rate, and k denotes the storage lifetime (e.g., for a lifetime of 5.2 
years, k = 5.2). 
3.3.1 Storage cost and parameters: Uncertainties and scenarios 
As explained in [1], some uncertainties in storage cost and parameters are due to their level of 
technological maturity. For example, the limited operational field experience for newer storage 
technologies, such as flow batteries and Li-ion batteries (Section 3.1.3), makes it difficult to 
obtain accurate cost values from current literature. In contrast, cost uncertainties for e.g., Pb-acid 
battery and NaS battery, both more proven technologies [55], are smaller. Because of the 
inherent uncertainties in costs, relatively smaller operational and maintenance costs are not 
treated separately, but rather considered already included in LSC. 
Recognizing above cost and parameter ranges, we analyze economic viability by using the 
average (geometric mean; the most likely estimate of the average cost as the reported costs from 
vendors are usually lognormal distributed rather than normally distributed) of lowest and highest 
costs in the literature, and arithmetic means of low and high literature values for all other 
parameters (i.e., total available cycles, ηDoD, Pmax, and round-trip efficiency; as their literature 
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values don’t span in a wide range). The operating constraints and cost estimations for storage 
options (base-case parameters) are summarized in Table 3.2 (details are provided in Table A.1). 
Table 3.2  Cost, operating constraints, and other parameters of each storage technology (adapted from 




















Cpurchase n ηDoD ηin = ηout ETtot 
Flywheel 2,236 30,000 88% 90% 33.3 
Conventional 
batteries 
Metal air 40 800 100% 64% 1.3 
Lead-acid (Pb-acid) 489 2,350 75% 84% 2.8 
Nickel cadmium (NiCd) 949 2,000 75% 83% 2.4 
Lithium-ion (Li-ion) 1,324 5,500 80% 89% 6.2 
Sodium sulfur (NaS) 826 3,250 80% 86% 3.8 
Sodium nickel chloride 
(NaNiCl or ZEBRA) 





Zinc bromine (ZnBr) 541 6,000 100% 78% 7.7 
Vanadium redox (VRB) 433 10,000 100% 82% 12.2 
Nickel zinc (NiZn) 700 7,000 90% 85% 8.3 
Zinc manganese dioxide 
(ZnMnO2) 
141 4,000 90% 85% 4.7 
Super capacitor 707 5E+07 100% 93% 5.4E+4 
Compressed air energy storage (CAES) 29 12,500 70% 70% 17.7 
Pumped hydro storage (PHS) 22 35,000 100% 85% 41.2 
Superconducting magnetic energy storage 
(SMES) 
3,162 55,000 100% 93% 59.4 
a Details can be found in Table A.1.  
As explained in [1] and [2], in addition to the above uncertainties in storage cost and lifetime, 
storage operating constraints available in the literature vary from case to case. Therefore, in 
addition to the above base-case parameter scenario (Table 3.2), we analyze economic viability 
under another two scenarios (see Section 10.3.1), i.e., optimistic parameter scenario and 
conservative parameter scenario. The optimistic parameter scenario uses the lowest cost, the 
highest round-trip efficiency, the highest ηDoD, and the highest power conversion system 
efficiency cited in the literature for any specific storage technology, while the conservative 
parameter scenario assumes the highest cost and the lowest efficiencies cited in the literature. 
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However, for the lifetime full cycles (see Table 3.2 and Section 3.4) we use arithmetic means of 
low and high literature values for all three scenarios: Since storage purchase costs often correlate 
closely with lifetimes, highest lifetime combined with lowest purchasing cost is less realistic 
(e.g., the innovation in materials improves the durability of Pb-acid batteries remarkably but also 
increases the cost [21]).  
3.4 Lifetime model 
As found by Zheng et al. [1], in loadshifting applications, storage is typically charged and 
discharged once a day and to its full available capacity (i.e., ηDoD). Therefore, we approximate 
the storage lifetime based on storage lifetime-available full cycles (e.g., 3650 cycles would 
correspond to 10-year lifetime).  
In contrast, as found by Zheng et al. [2], the peak shaving strategy typically charges and 
discharges the storage several times daily in order to shave multiple peaks per day while keeping 
required storage capacity low (as illustrated in Figure 1.1). Alternatively, one may use larger EC, 
but this would increase LSC unless there were no interest payments and installation cost. Since 
peak magnitudes change stochastically and the storage state of charge (SoC) varies throughout 
the day, each (dis-)charge event changes SoC to varying degrees (between (1-ηDoD) and 100%), 
not always to full cycles. This adds further complexities to determining the optimum storage 
(dis-)charge strategy (i.e., the one resulting in lowest total household annual cost defined in 
Section 6.2.1) because for most storage technologies, lifetime (and thus LSC) depends on number 
and depth of each (dis-)charge cycles. This necessitates a more complex storage lifetime model 
that is not merely based on the number of cycles. 
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As summarized in [2], lifetime prediction models vary with different battery technologies [56-
60]. Typically, two battery lifetime metrics are given by the manufacturers: cycling lifetime and 
calendar lifetime. Calendar aging is due to, for example, parasitic reactions that gradually 
consume active materials [61] or aging of non-active components. These can occur whether the 
battery is actually in use or not. In contrast, cycling aging is more associated with degradation 
due to reactions of active materials with electrolytes during actual use [62].  
As described in [2], to quantify the cycling lifetime of batteries for the peak shaving application, 
we use a total-energy-throughput model that assumes that a fixed amount of energy (kWh) can 
be cycled through a battery before it requires replacement [63]. This method has been shown to 
closely approximate real storage lifetime at standard operating conditions, i.e., not exceeding 
ηDoD and Pmax (and at standard temperature) [57]. For example, for a specific type of Li-ion 
battery, Peterson et al. showed that the cumulative energy that could be cycled throughout the 
battery’s life was statistically independent of the actual SoC in each cycle (i.e., partial or full 
cycles) [64]. However, some other studies showed that the total energy that can be cycled may 
indeed vary as a function of SoC, temperature, and (dis-)charge rate (e.g., [65, 66]).  Usually 
higher energy-throughput was achieved when batteries were cycled only at higher SoC, in other 
words avoiding full cycles (e.g., [67]). Therefore, to remain conservative (i.e., short lifetime and 
thus high LSC), we use the total-energy-throughput (at standard operating conditions) that is 
calibrated to full battery cycles as specified by the storage vendors/literature (Equation 3.9), even 
if many of the actual cycles are indeed partial rather than full cycles and therefore a 
disproportionally higher number of cycles may have been possible until replacement became 
necessary. The cycling lifetime is thus calculated by dividing the total-energy-throughput by the 
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simulated annual energy that is cycled through storage (Equation 3.10). For storage technologies 
other than batteries, the same total-energy-throughput model is used.  
Actual lifetime (k in Equation 3.8) of each storage technology follows a hybrid approach of 




















Where ETtot denotes the total-energy-throughput; ETsim denotes the simulated annual  
energy-throughput; n denotes the number of lifetime available full cycles as specified by 





Chapter 4 Demand response tariffs4 
 
 
As explained in [1] and [2], the present economic viability analyses are based on actual DR-
relevant tariffs available from Con Edison, in contrast to other electricity storage analyses which 
were based on more general tariffs (e.g., [9]). As typical in the U.S. electricity pricing, the 
monthly tariff charge to residential consumers comprises (i) supply charges, (ii) delivery charges, 
(iii) taxes and other fees, and (iv) fixed monthly charge. Taxes and other fees typically charge 
consumers in $ per kWh electricity usage. Dependent on the service classification (SC), supply 
charges and delivery charges can charge in $ per kWh drawn from the grid (energy tariff) or in 
both $ per monthly peak demand (maximum demand during one billing month) and $ per kWh 
drawn from the grid (demand tariff). Finally, there is a fixed monthly charge for customer 
                                                 
4 Part of the text in this chapter (Section 4.1 and 4.2) is verbatim from the papers that have been previously 
published as “Zheng M, Meinrenken CJ, Lackner KS. Agent-based model for electricity consumption and storage to 
evaluate economic viability of tariff arbitrage for residential sector demand response. Applied Energy. 
2014;126:297-306.” and “Zheng M, Meinrenken CJ, Lackner KS. Smart households: Dispatch strategies and 
economic analysis of distributed energy storage for residential peak shaving. Applied Energy. 2015;147:246-57.” 
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service or metering service, which is independent of kWh electricity usage and kW peak 
demand. The structure of the tariff charge is illustrated in Figure 4.1. 
As summarized in [54], a number of demand response tariffs are available from Con Edison. 
Among them, emergency demand response program, day ahead demand reduction program, and 
demand side ancillary service program are incentivized by New York Independent System 
Operator (NYISO). Besides these programs, TOU tariffs (i.e., time-of-use tariffs; based on the 
energy tariff or the demand tariff), distribution load relief program, commercial system relief 
program, and curtailable electric service program are also available for the consumers on a 
voluntary or mandatory basis. More information can be found on the NYISO website 
(http://www.nyiso.com) and the Con Edison website (http://www.coned.com/).  
 
Figure 4.1  Con Edison tariff charge structure (reproduced from Zheng et al. [54]; original data adapted 
from Con Edison [68]). 
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Actual TOU tariff details available from Con Edison are provided in this chapter with 
explanations of the energy and demand tariffs in Section 4.1 and Section 4.2, respectively.  
4.1 Energy tariffs 
As explained in [1], for residential consumers with less than 10 kW peak demand monthly, SC1 
is the specific service classification assigned by Con Edison. Under SC1, both delivery charges 
and supply charges are charged in $ per kWh. Two rates are available for SC1 consumers: Rate I 
(SC 1, Rate I; henceforth “basic energy tariff”; Page 387-388 in [68]) and Rate II (SC 1, Rate II; 
henceforth “TOU energy tariff”; Page 389 in [68]). The TOU energy tariff charges differing rates 
for peak periods (Monday to Friday, 10 am-10 pm) and off-peak periods (all other hours). Rates 
further differ between summer (June to September) and other months. For comparison, the time-
invariant "basic tariff", which charges the same $ per kWh rate irrespective of the time of day but 
varied by season, is also incorporated in the model.  
Complete details of charge items and corresponding charge rates are shown in Table 4.1. As 
illustrated in [54], the relevant electric rate documents and definitions can be found on the Con 
Edison website5: http://www.coned.com/rates/elec.asp. The market supply charge (MSC) 
calculator (https://apps1.coned.com/csol/msc_cc.asp) is used to obtain historical MSC rates for 
each month in 2012. Low-voltage services are assumed. MSC adjustment factor, merchant 
function charge (MFC), monthly adjustment clause (MAC), and MAC adjustment factor vary 
                                                 
5 Both historic and up-to-date rates can be found there. The charge rates used in this dissertation are the rates with an 
effective date between 02/01/2012 and 02/25/2013. For MSC, MFC, MAC, and MAC adjustment factor, the average 
values over one year (02/2012 — 01/2013) are used.  
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between months but variations are small. Therefore, for the sake of simplicity, average values 
over one year (02/2012-01/2013) are used for each charge rate mentioned above. 
As shown in [1], Figure 4.2 illustrates the variations of charge rates within one day and between 
summer and other months under the energy tariffs.  During summer months, the TOU energy 
tariff provides a lower charge rate during off-peak periods while a much higher charge rate is 
observed during peak hours in comparison with the basic energy tariff. In other months, the 
charge rate increases during peak hours under the TOU energy tariff, however the increase is less 
than the charge rate decline during off-peak hours. There is a slight increase in the charge rate 
under the basic energy tariff in summer months, but not significantly.  
 
Figure 4.2  Daily electricity charge rate (energy tariffs, excluding fixed monthly charge; adapted from 


































TOU tariff in June to September
TOU tariff in other months
Basic tariff in June to September
Basic tariff in other months
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Table 4.1  Electricity charge rate for energy tariffs (adapted from Zheng et al. [1], courtesy of Elsevier; 
original data adapted from Con Edison [68]; based on 2012 data).a  
SC1-Rate I (basic energy tariff) 
Supply 
charges 
MSC See peak, off-peak prices below 
MSC adjustment factor -0.43 ¢/kWh Averaged 
MFC 0.56 ¢/kWh Averaged 
Delivery 
charges  
Energy delivery charge See peak, off-peak prices below 
MAC 1.71 ¢/kWh Averaged 
MAC adjustment factor 0.20 ¢/kWh Averaged 
System benefits charge 0.34 ¢/kWh  
Renewable portfolio standard program 0.23 ¢/kWh  
Surcharge to collect PSL 18-a assessments 0.47 ¢/kWh  
Revenue decoupling mechanism 
adjustment 0.22 ¢/kWh  
Summary (including peak, off-peak prices, and fixed monthly charge)  




First 250 kWh 21.54 ¢/kWh 
9.34 
¢/kWh 8.90 ¢/kWh 
Over 250 kWh 22.87 ¢/kWh ¢/kWh 10.22 ¢/kWh 
Other 
months All kWh 19.69 ¢/kWh 7.49 ¢/kWh 8.90 ¢/kWh 
Fixed monthly charge (customer service charge) $15.76 per month 
SC1-Rate II Voluntary TOU (TOU energy tariff) 
Supply 
charges 
MSC See peak, off-peak prices below 
MSC adjustment factor -0.43 ¢/kWh Averaged 
MFC 0.57 ¢/kWh Averaged 
Delivery 
charges 
Energy delivery charge See peak, off-peak prices below 
MAC 1.71 ¢/kWh Averaged 
MAC adjustment factor 0.20 ¢/kWh Averaged 
System benefits charge 0.34 ¢/kWh  
Renewable portfolio standard program 0.23 ¢/kWh  
Surcharge to collect PSL 18-a assessments 0.47 ¢/kWh  
Revenue decoupling mechanism adjustment 0.22 ¢/kWh   
Summary (including peak, off-peak prices and fixed monthly charge) 




Mon-Fri 10AM-10PM 51.60 ¢/kWh 18.03 ¢/kWh 30.27 ¢/kWh 
All other hours 8.52 ¢/kWh 4.07 ¢/kWh 1.16 ¢/kWh 
Other 
months 
Mon-Fri 10AM-10PM 26.97 ¢/kWh 12.69 ¢/kWh 10.98 ¢/kWh 
All other hours 8.74 ¢/kWh 4.28 ¢/kWh 1.16 ¢/kWh 
Fixed monthly charge (customer service charge) $24.30 per month 
a U.S. currency is used in this table. 
b Inclusive of all supply and delivery charges.  
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4.2 Demand tariffs6 
Demand tariffs for residential consumers are available from Con Edison (SC 9; Page 444 – 459 
in [68]): Consumers are charged according to their highest power demand at any point during a 
one month billing period (demand charge, charged in $ per kW, where kW are 30-minute 
averages, determined by specific metering equipment by Con Edison as actual kWh consumed 
over 30-minute intervals [68]). Note that demand tariffs also have a separate, additional charge 
for energy, charged in $ per kWh which amounts to ~28% of the total tariff charge for an average 
U.S. household (see Figure 8.6). We base our peak shaving application on one specific TOU 
demand tariff (SC 9, Rate III; henceforth “TOU demand tariff”, Page 451 in [68]). As 
summarized in [2], for summer months, the demand charge is assessed each month based on the 
maximum load that occurs during three time periods (three peaks): (i) Monday to Friday, 8 am-6 
pm; (ii) Monday to Friday, 8 am-10 pm; and (iii) all hours of all days. For the remaining months 
of the year, the tariff records only two peaks: Monday to Friday, 8 am-10 pm and all hours of all 
days. Different peaks are assessed at different charge rates, and the monthly demand charge is 
the summation of these three (two) demand charges. The energy charge portion charges different 
rates per kWh for peak periods (Monday to Friday, 10 am-10 pm) and off-peak periods (all other 
hours). Both energy charge rates and demand charge rates further differ between summer months 
(June to September) and other months. Finally, there is a fixed monthly charge for metering 
service. Details are presented in Table 4.2. For comparison, the time-invariant basic demand 
tariff (SC 9, Rate I), which charges $ per kW peak rate irrespective of the time of day when the 
                                                 
6 In the previously published manuscript [2], rates for SC8 (i.e., multiple dwellings – redistribution consumers) are 
used, while in this dissertation, economic analyses are based on rates for SC9 (i.e., general large consumers). 
Interested readers are encouraged to refer to the previous published manuscript for a comparison purpose. 
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peak occurs, is also provided and incorporated in this study (detailed rates see Table 4.3). Same 
as energy tariffs, average values over one year (02/2012-01/2013) are used for adjustment 
factors, MFC, and MAC (Section 4.1).  
Table 4.2  Electricity charge rate for time of use (TOU) demand tariff (adapted from Zheng et al. [2], 
courtesy of Elsevier; original data adapted from Con Edison [68]; based on 2012 data).a 
SC9-Rate III Voluntary TOU (TOU demand tariff)  
Supply 
charges 
MSC See peak, off-peak prices below 
Demand supply charge 5.29 $ /kW  
MSC adjustment factor -0.43 ¢/kWh Averaged 
MFC 0.16 ¢/kWh Averaged 
Delivery 
charges 
Demand delivery charge See peak, off-peak prices below 
Energy delivery charge 0.82 ¢/kWh  
MAC 1.71 ¢/kWh Averaged 
MAC adjustment factor 0.20 ¢/kWh Averaged 
System benefits charge 0.34 ¢/kWh  
Charge for renewable portfolio 
standard program 0.23 ¢/kWh  
Surcharge to collect PSL 18-a 
assessments 0.39 ¢/kWh  
Revenue decoupling mechanism 
adjustment -0.70 ¢/kWh   











Mon-Fri 8AM-6PM 8.17 $/kW 8.17 $/kW 
6.42 ¢/kWh 9.15 ¢/kWh 
Mon-Fri 8AM-10PM 17.51 $/kW 17.51 $/kW 
All hours of all days 16.75 $/kW 22.04 $/kW 3.87 ¢/kWh 6.60 ¢/kWh 
Other 
month 
Mon-Fri 8AM-10PM 11.34 $/kW 11.34 $/kW 5.59 ¢/kWh 8.32 ¢/kWh 
All hours of all days 4.8 $/kW 10.09 $/kW 4.25 ¢/kWh 6.98 ¢/kWh 
Fixed monthly charge (metering service charge) $9.53 per month 
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Table 4.3  Electricity charge rate for basic demand tariff (data adapted from Con Edison [68]; based on 
2012 data).a 
SC9-Rate I Basic demand tariff  
Supply 
charges 
MSC See peak, off-peak prices below 
Demand supply charge 5.29 $ /kW  
MSC adjustment factor -0.43 ¢/kWh Averaged 
MFC 0.16 ¢/kWh Averaged 
Delivery 
charges 
Demand delivery charge See peak, off-peak prices below 
Energy delivery charge 2.38 ¢/kWh  
MAC 1.71 ¢/kWh Averaged 
MAC adjustment factor 0.20 ¢/kWh Averaged 
System benefits charge 0.34 ¢/kWh  
Charge for renewable portfolio 
standard program 0.23 ¢/kWh  
Surcharge to collect PSL 18-a 
assessments 0.39 ¢/kWh  
Revenue decoupling mechanism 
adjustment -0.70 ¢/kWh   
Summary (including peak, off-peak prices, and fixed monthly charge) 




First 5 kW (or less) 129.39 $/month 
5.15 ¢/kWh 9.44 ¢/kWh 
 Beyond 5 kW 22.60 $/kW 
Other 
month 
First 5 kW (or less) 103.38 $/month 
4.92 ¢/kWh 9.21 ¢/kWh 
Beyond 5 kW 17.95 $/kW 
Fixed monthly charge (metering service charge) $9.53 per month 






Chapter 5 Agent-based, appliance-level model 
for residential electricity 
consumption7 
 
Storage-based DR application (such as loadshifting and peak shaving shown in Figure 1.1), that 
actively seeks to transform the demand on the grid, calls for knowledge of what end-uses (i.e., 
appliances) actually induce demand. As summarized in [1], Wright and Firth suggested 
measurements with one- or two-minute resolution in order to capture the peaks of individual 
households [69]. However, such appliance-level, high time resolution, measured residential 
demand data for individual households in the U.S. are largely unavailable. Bottom-up modeling 
was therefore proposed to complement the costly data collection process [70]. Such studies often 
use survey data of household activities (e.g., when do residential consumers cook, wash, watch 
television, etc.) and map these activity profiles to specific electric appliances (e.g., washer, dryer, 
                                                 
7 Part of the text in this chapter (Section 5.1 and 5.2) is verbatim from the paper that has been previously published 
as “Zheng M, Meinrenken CJ, Lackner KS. Agent-based model for electricity consumption and storage to evaluate 
economic viability of tariff arbitrage for residential sector demand response. Applied Energy. 2014;126:297-306.” 
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television, etc.) [71, 72]. Richardson et al. then extended such mapping to a high-resolution 
stochastic model to simulate domestic demand profiles and compared the aggregated appliance 
demand profiles with measured residential sector demand profiles [73, 74].  
As explained in [1], the present agent-based, appliance-level demand model builds on previous 
studies but uses appliances as primary agents based on conditional activity probability profiles 
derived from the time use survey data (on the condition that an occupant was at home and 
awake; Equation 5.1). This eliminates the intermediate step of developing a complex occupancy 
model.  
The present model is thus devised to randomly generate demand profiles (one-minute resolution) 
for an average household in the U.S. The methodology (including detailed data and steps) to 
develop this model is presented first in Section 5.1. The simulated demand profiles, of each 
appliance individually as well as the household in aggregate, are subjected to various tests to 
confirm the fidelity of the model. Testing results are then presented in Section 5.2. Finally, in 
order to investigate potential emission impacts of the proposed DR schemes specifically in NY 
(i.e., New York state), the demand model is adjusted to capture electricity consumption features 
of an average NY household in Section 5.3. 
5.1 Data and methods 
To generate demand profiles for an average U.S. household, the agent-based, appliance-level 
demand model proceeds in five main steps, as outlined in Figure 5.1. The average household was 
configured with typical appliances in the first and second step. Activity profiles were generated 
by using time-use survey data in the third step and these profiles were then employed to 
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determine appliance-level demand profiles in the fourth step. Finally, appliance-level demand 
profiles were aggregated to form household-level demand profiles. In addition to illustrations of 
the above steps, input data and parameters that were fed into each step are also provided in 
Section 5.1.1. Data and parameters were calibrated and the calibration method is explained in 
Section 5.1.2. 
 
Figure 5.1  Illustration of the agent-based, appliance-level model for residential electricity consumption 
(adapted from Zheng et al. [54]).   
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5.1.1 Input data and agent-based model steps 
Step 1: Household configuration and Step 2: Appliance operating characteristics 
As explained in [1], appliances are selected according to two rules: 1) To match the total 
electricity consumption (in kWh) and demand (in kW) of an average U.S. household; 2) to match 
the consumption make-up from various appliance types (e.g., air conditioning vs. lights vs. 
heating, etc.).  
For each appliance, typical power rating, cycle length (CL), and cycles per year (N) are selected 
and slightly adjusted simultaneously within ranges cited in the literature (mostly from the 
Department of Energy (DOE) 2011 Building Energy Data Book [75] and the DOE Energy Saver 
[76]; see details in Table 5.1) so as to render the corresponding annual usage (in kWh) consistent 
with literature sources (mostly from the Residential energy consumption survey (RECS); see 
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Table 5.1  Typical electric appliances and operating characteristics in the residential sector in the U.S. 


















code a Sources [W] [kWh] [kWh] [min] [n/year] 
Dishwasher b 1457 253 120-512 54 365 020203 [72, 75-78] 
Microwave oven 1500 170 131-209 6 1133 020201 [75-78] 
Toaster oven 1400 52 50-54 20 111 020201 [75-77, 79] 
Refrigerator 250 1007 660-1359 20 12089 c N/A [75, 76, 78, 80-
82] 
Freezer 155 1120 470-1150 20 21681 N/A [75, 77, 78, 82] 
Lighting-bathroom 317 162 
940 
31 989 010201 [77, 83, 84] 
Lighting-bedroom 200 124 60 621 N/A [77, 84] 
Lighting-living room 256 215 60 840 N/A [77, 84] 
Lighting-dining room 235 163 30 1387 110101 [77, 83, 84] 
Lighting-hallways 207 91 15 1752 N/A [77, 84] 
Lighting-kitchen 250 228 32 1711 020201 [77, 83, 84] 
Clothes dryer 2895 1039 1000-1079 60 359 020102 [72, 75-78] 
Clothes washer d 2150 303 110-420 48 392 020102 [72, 75-78] 
Television 185 267 222-313 115 752 120303 [72, 75-78, 83] 
Air conditioning 3500 3220 2822 10 5520 e N/A [76, 80] 
Space heater 1447 2136 2136 60 1476 N/A [75, 76, 80] 
Vacuum 1440 53 55 35 63 020101 [72, 75, 76, 83] 
Computers and others 100 876 810 1440 365 N/A [75] 
a Activity code in the above table was coded by American time use survey 2011 [83].  
b Dishwasher operated in 4 stages: P1=1457 W, P2=220 W, P3=1457 W, P4=220 W; T1=18 min, T2=18 min, T3=6 
min, T4=12 min. 
c All 14 and 16 cu. ft. (TBX/CTX models vs. TBF models of past) will have an average run time of between 40 and   
52% as do compact models, (TA2,4,6). Chest & Upright freezers run 75% to 90% of the time [82]. 
d Clothes washer is operated on three stages: P1=2150 W, P2=210 W, P3=450 W; T1=18 min, T2=24 min, T3=6 min. 
e Assume space heater runs 12 hours per day and mean cycle length is 60 minutes. In use during the winter, i.e., in 
November, December, January, and February. 
 
Step 3: Mapping corresponding activity profiles to appliances 
As explained in [1], for activity profiles, we use 2011 American time use survey (ATUS) data 
reported by 13,260 respondents [83]. Each appliance is linked to a corresponding activity with an 
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activity code (Table 5.1). The column of activity codes are obtained from ATUS. The full 
lexicons can be found in http://www.bls.gov/tus/lexicons.htm.  
As explained in [1], in the activity-to-power conversion process, the timing of appliance load is 
consistent with that of the performed activity: Electricity demand takes place when the activity 
starts. Therefore, activity “starting” probability (Equation 5.1) is used during the programming 
step (as shown in Figure 5.2) while activity “in-use” probability (Equation 5.2) is used to testify 
the simulated appliance demand profiles in Section 5.2.1. Probability pstart, i
 (t) thus denotes the 
probability to start appliance i at time step t for an average U.S. household, while Equation 5.2 
calculates the probability when appliance i is being used at time step t, i.e., pin-use,i









i   
260,13
)(
)(  use,-in use,-in
tΠ







 (t) denotes the number of respondents to start activity i (corresponding to appliance 
i) at home or yard at time step t derived from ATUS; Пin-use, i
 (t) denotes the number of 
respondents who were doing activity i (at home/yard) at time step t; and 13,260 is the total 
number of respondents in the survey. 
Activity probability profiles are displayed in Figure 5.3. To smooth out artificial spikes, a rolling 
window of 11 minutes is applied. For those that direct activity linkages are not available (marked 
as “N/A” in the activity code column in Table 5.1), indirect or constant activity probabilities are 
used as below. 
 
 




As explained in [1], no suitable ATUS activity profile could be found for air-conditioning. 
Instead, a starting probability profile of air-conditioning is reproduced from Reddy, T. A., 
Figure.1 [85]. Note that the reproduced profile is not a starting probability profile but rather an 
in-use probability profile (while for all the other appliances, starting probability profiles are 
available from the ATUS). Without time-varying air-conditioning demand profile, the 
aggregated demand profile for one whole household would have two (Figure 5.8a) instead of one 
(Figure 5.8b) peak over the course of one day. In other words, we cannot map a flat starting 
probability profile to air-conditioning because the time-variance of using air-conditioning is 
significant. Besides, unlike clothes washer, dishwasher, refrigerator etc. that typically follow pre-
set programs with fixed CL (i.e., cycle length), CL of air-conditioning vary with the varying 
temperature and typically is longer in the summer afternoon and shorter in the early morning 
(observed from the measured data [86]). It’s therefore better to use the in-use probability profile 
for air-conditioning and to switch on air-conditioning more often in the afternoon, which can be 
regarded as a good approximation for the observed longer CL. Therefore, the in-use probability 
profile reproduced from [85] is assigned to air-conditioning for the above reasons.  
B. Lighting 
As explained in [1], a similar difficulty occurs with respect to lighting for which finding a 
directly related ATUS activity is difficult. Addressing lighting in bedroom, living room, and 
hallways, the starting probability profile of occupancy being at home and awake is used as an 
approximation. Unlike air-conditioning, the underlying assumption is that the load demanded by 
lighting will not contribute to shaping the demand profile of one whole household to a large 
degree.  
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C. Refrigerator, freezer, space heater, and computer 
As explained in [1], uniform probability profiles are assigned to refrigerator, freezer, and space 
heater under the assumption that using these three appliances is not occupancy related. They do 
however stochastically turn on and off, adding significant noise to the aggregate household 
profile (see Figure 5.5). Since power ratings of computer and some other rechargeable electronic 
devices such as mobile phone chargers are all relatively low, they will not contribute to a peak 
during the day but only contribute some base-load 24 hours a day. Therefore, in this model, 
computer and other typical electronic devices are grouped into a single appliance. The CL is set 
to 1440 minutes making it a base load without being ever turned off (Table 5.1). 
Step 4: Programming 
As explained in [1], the flow chart in Figure 5.2 illustrates the agent-based logic to randomly 
generate a demand profile for one household. The model is programmed in Microsoft Visual 
Basic. In order to determine when to start an appliance, the calibrated activity probability 
(Section 5.1.2) is compared to a randomly generated reference number between zero and one for 
each time step (i.e., one minute in this model). If the random number is less than the calibrated 
probability, the model turns on the corresponding appliance. The appliance is turned off when its 
duty cycle is finished (determined by CL). The model continues until the total set time (symbol 








Figure 5.2  Flow chart of the agent-based logic in the appliance demand profile model (adapted from 
Zheng et al. [54]). 
 




As explained in [1], since parameters where drawn from multiple sources, it is necessary to 
calibrate (or normalize) the starting probability profiles to render the total starting probabilities 
over one year consistent with N (i.e., appliance typical duty cycles per year) for each appliance. 
Average number of cycles per day and duration of each cycle, for each appliance separately, are 
calibrated to follow data from the Buildings Energy Data Book (Table 2.1.16; [75]) and the 

























Where CFi denotes the calibration factor for appliance i at time step t; Ni denotes the reference 
cycles per year for appliance i (numbers can be found in Table 5.1); CLi denotes the typical cycle 
length of appliance i (numbers can be found in Table 5.1); 1440 reflects the fact that there are 
1440 minutes in one day.  
5.2 Testing results 
As described in [1], three groups of tests are performed. (1) On individual appliance level 
(Section 5.2.1), simulations for a large number of days should yield, for each appliance, the N 
and the average daily electricity consumption as the input parameters listed in Table 5.1. In 
addition, the average daily load profiles for each appliance are compared with the corresponding 
in-use probability profiles from the ATUS (Equation 5.2). (2) On household level (Section 
5.2.2), the simulated average daily electricity usage profile (simulated over hundreds of days and 
thus reflecting the aggregate profiles of hundreds of households on a single day) is compared to 
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the RECS reference value [80] (Figure 5.7) as well as sector-level daily demand profiles 
reproduced from EMET Consultants Pty Ltd (Figure 4.1 and Figure 4.2 in [87]; see Figure 5.8). 
(3) Finally, CLs observed for a subset of appliances available from the Pecan Street Research 
Institute [86] are compared with the corresponding simulated CLs. The comparison results 
confirm that the simulated CLs are within the measured ranges (not shown). 
5.2.1 Individual appliance level 
As summarized in [1], for individual appliances, we tested (i) on and off cycling; (ii) power and 
electricity draw, cycles per year, and total electricity consumption per year; and (iii) the average 
daily demand profile. For the household aggregate demand, we test (iv) average demand time 
profile (differentiated by season); (v) total kWh usage per year; and (vi) % contribution of 
appliance types to total annual kWh usage (air conditioning vs. lighting vs. heating, etc.). The 
model is found to capture above features (i)-(vi) adequately. Individual appliance demand loads 
are averaged over a large number of days to yield the results on a “converged” day (Appendix 
B). For each minute individually, the relative standard deviation of the mean (RSEM) power 
draw is less than 5%. As found in [1] and [54], generally, the shapes of modeled mean curve 
loads for each appliance are in agreement with the shapes of in-use probability profiles ATUS. 
Peaks are reproduced well. Figure 5.4 for air-conditioning is of particular interest here. Instead of 
the starting probability profile, in-use probability profile is used as an approximation. The 
simulated mean load curve displays a slight right-shift in comparison to its in-use probability 
profile. Still, the overall time-preference is captured well. One methodological source of the 
small mismatches visible (e.g., in Figure 5.5) is the CF. The current way to calculates CFs 
involves an approximation made for available minutes in Equation 5.3. A more precise solution 
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would be to incorporating accurate minute-by-minute CFs, but this would be too time-
consuming computationally. Lastly, the resulting mean load curves for lighting in the bedroom, 
living room, and hallways are compared to the probability profile reflecting when occupants are 
at home and awake. Due to the mismatch between appliance CL (no more than one hour for these 
three appliances, see (Table 5.1) and the activity (being at home and awake; Section 5.1.1) 
lengths (commonly more than one hour), the simulated curves and the comparison curves display 
mismatches in Figure 5.6. This mismatch however does not substantially affect our results and 
conclusions because the kW draw of lighting appliances is small in comparison to overall power 
demand. 
As summarized in [1] and [54], the model is able to capture the time-preferences well and the 
daily electricity consumption value from literatures is reproduced well. Possible future 
refinement lies in the improvement of starting probability profiles (Section 5.1.1). Other sources 
of starting probability profiles for air-conditioning and lightings are desirable. A model to 









(a) Dishwasher                                                        (b) Microwave oven 
  
             (c) Toaster                                                         (d) Lighting in the bathroom 
  
(e) Lighting in the diningroom                                        (f) Lighting in the kitchen 
 
Figure 5.38 Mean load curve from simulations and in-use probability profile from ATUS (figures adapted 
from Zheng et al. [1], courtesy of Elsevier; original ATUS data adapted from [83]). 
 
                                                 
8 The probability profiles are plotted on the secondary axis. The solid lines represent the mean load curves from 























12 AM 6 AM 12 PM 6 PM
(kW)
Time of Day




(g) Clothes washer                                                    (h) Clothes dryer 
 
    (i) Television                                                           (j) Vacuum cleaner 
Figure 5.3  (continued) Mean load curve from simulations and in-use probability profile from ATUS 
(figures adapted from Zheng et al. [1], courtesy of Elsevier; original ATUS data adapted from 
[83]).  
 
Figure 5.49 Mean load curve from simulations and in-use probability profile for air-conditioning (figure 
adapted from Zheng et al. [1], courtesy of Elsevier; original in-use probability profile data 
adapted from Reddy [85]).  
                                                 
9 The in-use probability profile is plotted on the secondary axis (from Reddy [85]). The solid line represents the 
mean load curve from simulation while the long-dashed line represents the in-use probabilities.  




(a) Refrigerator                                                            (b) Space heater 
 
                                     (c) Freezer                              (d) Computers and other rechargable electronic devices  
Figure 5.510 Mean load curve from simulations and flat in-use probability profile (figures adapted from 
Zheng et al. [1], courtesy of Elsevier). 
 
 
                                                 
10 No ATUS data are available for the appliances in Figure 8. Therefore, flat starting probability profiles are created. 
For these appliances, the in-use probability profile (long-dashed line, plotted on the secondary axis) is also flat. For 
an average demand profile, the impact from these appliances are small because demands from them are not time-
variant and thus will not change the shape of the demand profile a lot. For one single day, these appliances 
compromise a large portion of the single household daily electricity consumption. 
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(a) Lighting in the bedroom                                   (b) Lighting in the livingroom 
 
                     (c) Lighting in the hallways  
Figure 5.611 Mean load curve from simulations and respondents being at home and awake probability 
profile (figures adapted from Zheng et al. [1], courtesy of Elsevier). 
5.2.2 Household level 
As explained in [1], the main purpose here is to test the aggregate appliance demand profiles in 
comparison with the RECS data for per average household in U.S. (Table CE2.1 [88]). From 
Table B.1, the average daily electricity consumption per household is 30.6 kWh which is only 
1% less than data given by 2009 RECS data (31 kWh). The pie chart in Figure 5.7 also displays a 
good agreement between 2005 RECS results (Table US14 [80]) and simulation results from the 
model. Numbers are portions of total annual electricity consumption in the residential sector. 
                                                 
11 No ATUS data are available. Here, probability profiles (long-dashed line, plotted on the secondary axis) simply 
reflects the likelihood of respondents being at home and awake. Mismatches exist but lighting only compromise a 
small portion of the daily electricity consumption per household (see Table 5.1). 
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2009 RECS data were only partly available in year 2012 when the comparison was conducted. 
Therefore 2005 RECS data are used instead where 2009 RECS data are not available.  
 
(a) RECS 2005                                                        (b) Simulation results 
Figure 5.7  Household end-use comparison between RECS 2005 data and simulation results (figures 
adapted from Zheng et al. [1], courtesy of Elsevier; original RECS data adapted from [80]). 
As summarized in [1], in Figure 5.8, average demand profile from simulations are plotted vis-à-
vis with EMET reported aggregated demand curves [87] for summer days and winter days, 
respectively. Note that the simulation model correctly predicts two demand peaks per day during 
non-summer months (Figure 5.8b) while the additional air conditioning during the summer 









































Figure 5.812 Mean load curve from simulations versus aggregated demand curves reproduced from EMET 
(figures adapted from Zheng et al. [1], courtesy of Elsevier; original EMET data adapted 
from [87]).  
5.3 Demand model for NY residential electricity consumption 
The above methodology provides an agent-based approach for simulating residential electricity 
consumption. In order to quantify the potential implications of the proposed DR scheme for the 
grid in the state of New York (Section 1.3), we re-configure the above “average U.S. household” 
to capture the features of New York state (NY) households in this section.  
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NY residential electricity consumption differs from the U.S. average in both the total electricity 
consumption figure (per household; Figure 5.9) and the consumption by end-uses (Figure 5.10). 
Figure 5.9 shows a comparison of a U.S. average, a Mid-Atlantic average (including NY, 
Pennsylvania, and New Jersey), and a NY average household, with respect to the annual 
electricity consumption. It is shown that NY homes consume much less electricity (18 kWh 
daily, [89]) than the U.S. average (31 kWh daily, [88]) and the Mid-Atlantic average (23 kWh 
daily, [89]). Comparing Figure 5.10 with Figure 5.7a, one sees that one likely reason for this is 
that there is less electricity consumed for major end-uses like space heating, water heating, and 
cooking (a factor also found in previous studies, e.g., [90]). Rather, other fuels such as natural 
gas are consumed to supply the above end-uses for NY homes [90]. In addition, Figure 5.10 also 
shows that air conditioning makes up only 5% of the total electricity consumption, less than that 
in the U.S. average household (16% according to Figure 5.7a), due to the cooler weather in NY 
than most other areas in the U.S.[90]. 
 
Figure 5.9  Annual electricity consumption per household for U.S., Mid-Atlantic, and NY (date adapted 
from U.S. Energy Information Administration [89]). 




Figure 5.10 Household consumption by end-uses (NY) (data adapted from U.S. Energy Information 
Administration [91]). 
Recognizing the above differences, we thus adjust the demand model by (i) reducing air 
conditioning consumption; (ii) reducing electricity consumption for appliances which would 
otherwise need electricity to heat up water in the U.S. average model; (iii) adjusting electricity 
consumption for some other appliances according to NY-specified conditions. The variations and 
adjustments made are explained in Section 5.3.1. The model is then tested (Section 5.3.2) to 
confirm its fidelity.  
5.3.1 Data 
We therefore first reduce the power rating of air conditioning from 3.5 kW (Table 5.1) to 1.2 kW 
and shorten its total running length (by adjusting the calibration factor explained in Section 
5.1.2). The cooling days are selected based on the NY historical data: From Figure 5.11 (2010 
NY state-wide daily electricity consumption), significantly higher electricity consumptions are 
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shown in Chapter 4), likely due to the usage of air conditioning. In order to phase out non-
cooling days in June to September, the average of daily electricity consumptions in non-heating 
and non-cooling months, i.e., March to May, October, and November, plus two standard 
deviations (i.e., σ in Figure 5.11) is used as a benchmark (Figure 5.11). Through this approach, 
the household consumption by end-uses (Figure 5.12) displays a good agreement with the RECS 
2009 data (air conditioning makes up 5% of the total; Figure 5.10).  Secondly, a shorter heating 
season is set for NY homes (i.e., December, January, and February) according to the NY-
specified condition: In NY, electricity consumption is significantly higher in December, January, 
and February compared to non-heating and non-cooling months, such as March (Figure 5.11). 
For comparison, in the demand model for an average U.S. household, the heating season lasts for 
about 4 months, i.e., November, December, January, and February. Thirdly, power rating for 
washers is reduced in the NY demand model as lower power is demanded to heat water in 
washers. Lastly, the second freezer in addition to the refrigerator (Table 5.1), less typical in NY 
homes [92], is not configured into the model. These different appliance operating characteristics 
can be found in Table B.2. 
Other calibration factors and appliance operating characteristics remain the same as given in the 
U.S. average household demand model. Assuming no significant differences in time-preferences 
between an average U.S. and NY household, the starting probability profiles, reflecting time-
preferences of households (Section 5.1.1), are the same as those used in the U.S. demand model. 
Starting probability profiles specific for NY homes are desirable for the improvement of the 
model in the future.  




Figure 5.11 NY daily electricity usage over year 2010 (data adapted from New York Independent System 
Operator [93]).   
5.3.2 Testing 
For each individual appliance, we again test (i) on and off cycling; (ii) power and electricity 
draw, cycles per year, and total electricity consumption per year to verify that the model can 
reproduce NY features well (Table B.2). The simulated appliance demand profiles are tested 
against the in-use probability profiles (U.S. average13; see Section 5.1.1), especially for air 
conditioning, space heater, and washers (Figure B.1). On the household level, the simulated daily 
electricity consumption value, i.e., 18.0 kWh (Table B.2), is only 1% more than the NY 
reference figure (17.9 kWh, [91]). Compared to Figure 5.10, the end-use consumption in Figure 
5.7 from simulations also exhibits a good agreement with the NY end-use consumption features. 
                                                 
13 Assuming no significant differences in time-preferences between an average U.S. and NY household. 
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The testing results for this NY average household demand model therefore validate again that the 
model is able to capture the time-preferences well. Detailed testing results can be found in 
Appendix B. 
 





















Chapter 6 Dispatch strategy and optimization14 
 
 
Based on the actual TOU (i.e., time-of-use) energy and demand tariffs introduced in Chapter 4, 
two dispatch strategies, i.e., loadshifting and peak shaving, are developed to minimize tariff 
charge while accounting for storage operating constraints. As illustrated in Figure 1.1, the 
loadshifting strategy aims to time shift loads from peak periods to off-peak periods under the 
TOU energy tariff, while the peak shaving strategy flattens demand profiles, thus reducing 
demand charges under the TOU demand tariff.  
As summarized in [2], compared to the loadshifting strategy, the peak shaving strategy under the 
TOU demand tariff and optimization requires more complex (dis-)charge patterns, for several 
reasons: Firstly, demand tariffs typically include a facility or anytime demand charge 
                                                 
14 Part of the text in this chapter (Section 6.1 and 6.2) is verbatim from the papers that have been previously 
published as “Zheng M, Meinrenken CJ, Lackner KS. Agent-based model for electricity consumption and storage to 
evaluate economic viability of tariff arbitrage for residential sector demand response. Applied Energy. 
2014;126:297-306.” and “Zheng M, Meinrenken CJ, Lackner KS. Smart households: Dispatch strategies and 
economic analysis of distributed energy storage for residential peak shaving. Applied Energy. 2015;147:246-57.” 
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denominated in $ per kW (e.g., Table 4.2). This charges maximum demand during a one-month 
billing period regardless of when the demand occurs, including at night when a loadshifting 
strategy would otherwise charge storage [9]. This facility demand charge is designed to reflect 
the cost of the capacity of the electricity infrastructure needed to generate, transmit, and 
distribute electric energy to consumers [9]. Secondly, demand tariffs typically have a separate 
energy charge (in $ per kWh) that comprise a significant portion (~25%) of the total tariff charge 
(Figure 8.6). Therefore, an optimal dispatch strategy of the storage device will have to account 
for tradeoffs between two goals: (1) Lowering the demand charge by diverting peak demands of 
the building's appliances to the storage device; and (2) the increased energy charge resulting 
from round-trip (dis-)charge losses of the storage device. Thirdly, again in contrast to a 
loadshifting strategy, the strategy must optimize not only the storage capacity but also the 
building's demand limit (above which the control unit will attempt to use stored electricity in 
addition to grid electricity to satisfy appliance demand; e.g., Figure 1.1b). Therefore, any 
optimization for maximum profit has to address both storage capacity and demand limit (two-
dimensional rather than one-dimensional optimization). Lastly, shaving multiple demand peaks 
per day requires multiple (dis-)charge cycles, which influences the storage lifetime and thus LSC 
(i.e., levelized storage cost; definition see Section 3.3). 
We therefore first develop specific dispatch strategy for loadshifting and peak shaving based on 
actual TOU energy and demand tariffs available from Con Edison, respectively, in Section 6.1. 
Optimization methods (one-dimensional for loadshifting and two-dimensional for peak shaving) 
to minimize total household annual cost (TAC) and maximize profit are then explained in Section 
6.2. The definitions of TAC and profit are included in Section 6.2.  
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6.1 Dispatch strategy 
6.1.1 Loadshifting 
As illustrated in [1], Figure 6.1 shows examples of simulated data traces for two randomly 
chosen days (example for Li-ion battery with 15kWh EC, 80% ηDoD). The grey and black lines 
represent a random summer and spring day respectively in Figure 6.1. Implementing a straight 
forward arbitrage strategy, storage charging commences at 10 pm (indicated by Point A in Figure 
6.1b; all point markers are for grey lines), at the lowest possible charge rate (Equation 6.2) such 
that storage reaches full capacity by 10 am (see Point B in Figure 6.1b) as low charge rates are 
usually good for the storage device. From 10 am onwards, any appliance – e.g., demand at 12 pm 
(see Point C in Figure 6.1a) reflects the aggregate demand of the air conditioning, freezer, and 
clothes washer (other appliances are off) – is first supplied by discharging storage (see Point D in 
Figure 6.1b), thus minimizing purchase of costlier electricity from the grid. Whenever Pmax is 
reached (Equation 6.5; not in Figure 6.1) or the storage's SoC (i.e., state of charge; see Section 
3.4) reaches (1-ηDoD) (Equation 6.4; see Point E in Figure 6.1b), the control unit supplements 
electricity from the grid (see Point F in Figure 6.1d). Breaching either Pmax (i.e., maximum 
(dis-)charge rate; Section 3.2) or ηDoD (i.e., healthy depth of discharge; Section 3.2) have been 
demonstrated to lead to early degradation (e.g., [53]) and are thus avoided (Section 3.4). ηDoD 
and Pmax, which vary by storage technology, were inferred from various vendor data and 
literature (see Section 3.2 and Table A.1). 























































Where Pstorage(t) denotes the storage (dis-)charge power (negative, if the storage is being 
discharged) at time step t; Papppliances (t) denotes the power draw required by appliances at time 
















Figure 6.115  Illustration of loadshifting storage dispatch strategy (reproduced from Zheng et al. [1]).  
                                                 
15 The grey and black lines represent a random summer and spring day, respectively. Example for Li-ion battery 
with 15kWh EC, 80% ηDoD. 
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6.1.2 Peak shaving 
As illustrated in [2], in order to shave peaks, we first define a target demand limit (DL; shown by 
the dash-dot line in Figure 6.2a) on the grid. DL is either set constant throughout the year 
(constant DL) or set to three different values, one for summer, one for winter, and one for spring 
and fall (seasonal DLs; Section 8.2.1).  
Figure 6.2 illustrates the peak shaving storage dispatch strategy (constant DL) via three random 
days: One random day in summer (light grey), one in winter (dark grey) and one in spring/or fall 
months (black), with ZnMnO2 battery installed (10 kWh EC, 90% ηDoD, and 2.5 kW DL). As 
shown in Figure 6.2a, whenever the aggregate demand from appliances is above the set limit, the 
control unit discharges the storage to meet the incremental demand beyond the DL. For example, 
with storage being discharged (Figure 6.2b), the demand on the grid is reduced from ~9.2 kW 
(e.g., Point A in Figure 6.2a) to 2.5 kW (e.g., Point B in Figure 6.2d). In contrast, if the aggregate 
appliances demand is below DL, storage (if not already full) is charged at the dynamically 
calculated charge rate. This charge rate is calculated such that the total power draw from the grid 
for appliances, storage charging, and power conversion losses combined will not exceed DL 
(Equation 6.6). Furthermore, to prevent early degradation of the storage equipment (Section 3.4), 
storage is never discharged beyond ηDoD and never (dis-)charged above its Pmax, as shown in 












Parameters are defined above and in Section 3.2.  





Figure 6.216  Illustration of peak shaving storage dispatch strategy (adapted from Zheng et al. [2], 
courtesy of Elsevier).  
                                                 
16 The figure shows three random days: One random day in summer (light grey), one in winter (dark grey) and one 
in spring/or fall months (black), with ZnMnO2 battery installed (10 kWh EC, 90% ηDoD, and 2.5 kW DL). 
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As explained in [2], note that on occasion, the power demand passed on to the grid may indeed 
exceed DL (e.g., Point D in Figure 6.2d), namely when the appliance demand minus Pmax 
surpasses DL (or when storage is empty, i.e., SoC at (1-ηDoD); e.g., Point C in Figure 6.2c). As 
such, DL must be interpreted as a demand target, rather than a hard limit. This leads to lower 
TAC (Equation 6.7), by essentially trading off lower LSC (Section 3.3) against higher occasional 
demand charges, an effect that will be addressed as part of finding optimum storage capacity and 
DL (Section 8.2). 
6.2 Optimization 
Using the above dispatch strategies, EC and DL (for peak shaving strategy only) are optimized to 
maximize profit to consumers. We thus first define TAC and profit (Section 6.2.1), and then 
explain the optimization methods for the two strategies (Section 6.2.2). 
6.2.1 Total household annual cost and profit definition 
As defined in [2], total annual cost (TAC per household, Equation 6.7) equals the sum of LSC 
(Section 3.3) and the annual tariff charge under the TOU tariff with DR applied. The profit is 










Where Pr denotes the annual profit (tariff charge reduction from DR minus LSC; LSC is defined 
in Section 3.3 and by Equation 3.7); Ctariff, with DR denotes the annual tariff charge under the TOU 
tariff with DR, Ctariff, no DR denotes the annual tariff charge under the TOU tariff without DR. 
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TOU tariff charges are determined by the simulated energy usage, which are charged with rates 
from Con Edison, as specified in Section 4.1 and Table 4.1: 












Where Ctariff, fixed denotes the monthly fixed charge (i.e., basic service charge under the energy 
tariffs); Cm,jtariff, energy denotes the charge rate during month m in the time period j (i.e., peak or 
off-peak period); Um,jenergy denotes the energy usage during month i in time period j. 
As explained in [1], two baselines (i.e., Ctariff, no DR) are used: (a) annual tariff charge under the 
basic energy tariff without DR and storage (i.e., the basic energy tariff baseline); (b) annual tariff 
charge under the TOU energy tariff without DR and storage (i.e., the TOU energy tariff 
baseline). The rationale for considering two baselines is the fact that consumers, even before 
installing storage, could be on either the basic tariff or the TOU energy tariff. Under certain 
circumstances such as the specific appliance configuration in our model, simply switching from 
the basic to the TOU energy tariff (before installing storage) can significantly increase the tariff 
charge (in our case due to much higher day time electricity use from using air conditioning in the 
summer months, see Figure 8.1). One could argue that for such circumstances the savings from 
arbitrage must be high enough to offset not only the installation and cost of storage but also the 
electricity bill increase that results from switching to the TOU energy tariff that enables the 
arbitrage savings in the first place. We therefore present economic viability results for both 
baselines for the loadshifting strategy. 
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With regard to the peak shaving strategy, tariff charges are determined by combining the 
simulation-determined energy (kWh) and demand (kW) characteristics of the household with the 
respective tariff rates, as outlined in Section 4.2 and tariff rates as in Table 4.2: 
















Where Ctariff, fixed denotes the monthly fixed charge (i.e., metering service charge under the 
demand tariffs); Cm,jtariff, energy denotes the energy charge rate during month m in time period j; 
Cm,jtariff, demand denotes the demand charge rate during month m in time period j; U
m,j
energy denotes 
the energy usage during month m in time period j; Um,jdemand denotes the 30-minute average 
maximum demand during month m in time period j. 
For the devised average U.S. household, there is no significant difference (see Figure 8.6) 
between the annual non-DR tariff charge under the basic and the TOU demand tariff (detailed 
charge rates are listed in Table 4.2 and Table 4.3). We therefore present profit results determined 
by one baseline for the peak shaving strategy (while two baselines for the loadshifting strategy).  
6.2.2 Optimization through iterative simulation 
As described in [1] and [2], to optimize the system for maximum profit for the loadshifting 
strategy, we increase EC from zero to two times the average electricity consumption during peak 
periods (10% stepwise increases), and record each resulting TAC.  For the peak shaving strategy, 
we vary EC and DL separately and calculate each resulting TAC. EC is varied from zero to the 
average daily electricity consumption (20% stepwise geometric increases). DL is varied from 
zero to 5.7 kW (10% stepwise geometric increases). For the seasonal DLs method, we determine 
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TAC for three separate DLs for each EC: Summer, winter, and spring/fall. Optimal results are 
then determined based on which EC and DL(s) yield lowest TAC. 
The optimization avoids hindsight by using a stochastic demand model and letting the storage 
dispatch strategies be blind to the demand profiles.  For example in Figure 6.2, if the highest 
peak (Point D in Figure 6.2d) could be recognized by the storage dispatch strategy at the 
beginning of the day with hindsight, the tariff charge would be reduced to a lower level. 
Nevertheless, the optimized EC and DL are dependent on hindsight, e.g., the histogram of the 





Chapter 7 Generator dispatch curve and 
emission rates (NY) 
 
 
NYISO (i.e., New York Independent System Operator) offers a range of DR opportunities for 
consumers (Chapter 4). Given the opportunities and potential benefits (Chapter 3) of storage-
based DR, however, there may be net positive or negative emission impacts in terms of GHG 
(i.e., greenhouse gas; e.g., CO2) emissions and other air pollutants (such as NOx and SO2) by 
installing such systems (e.g., [29]). The potential impacts largely depend on the type of the 
power plants used for charging storage and being displaced by storage (Section 1.2.2; e.g., [31]). 
We thus attempt to investigate the potential emission impacts of the studied loadshifting and 
peak shaving DR systems for NY (i.e., New York state). The dispatch curve for NY electric 
power system, which dispatches available power plants in a way to minimize the total generation 
cost (in the day-ahead market), is first developed based on the marginal generation cost (MC) of 
each power plant (Section 7.1). Then, the emission rates for each plant obtained from the 
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Emissions & Generation Resource Integrated Database (eGRID) for the year 2010 [94], are 
provided in Section 7.2. 
7.1 Dispatch curve17 
The methodology of the dispatch curve follows the basic principle of the day-ahead market 
auction (as described in details in e.g., [95]). Assuming a fully competitive market, i.e., no profit 
maximization for any suppliers, the power plant dispatch curve is determined by MC, i.e., 
marginal generation cost of each power plant [27].  
We therefore develop a dispatch curve according to the sorted MC and the cumulative nameplate 
capacity for the available power plants in NY, with detailed parameters provided in Section 
7.1.1. The developed dispatch curve is then applied to, and validated for NY in Section 7.1.2.  
7.1.1 Marginal generation cost 
Focusing on the short-run impacts, we use actual historical data to derive the dispatch curve for 
the year 2010 specifically, upon which year the demand profiles are also based (Section 5.1). 
Note that in the long term, this dispatch curve may differ from the present one through multiple 
mechanisms: (i) DR could reform consumption, thus affecting investment decisions for a whole 
generation in the long term [26]; (ii) other regulations call for more renewable integration in the 
future (renewables may favor more storage or compete with storage, e.g., in [27]); (iii) fuel cost 
                                                 
17 Limitations of the present dispatch curve and future improvements are summarized in Section 10.5.  
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variations driven by the resource availabilities (e.g., [96]) and carbon taxes could lead to a 
different dispatch order (e.g., [28]).  
A full list of generators available in NY are obtained from eGRID [94]. In the year 2010, New 
York state had about 44 GW of nameplate generation capacity available, of which about 24 GW 
were natural gas-fired (combined cycle or combustion turbine), 6 GW nuclear powered, 6 GW 
hydro powered, 3 GW coal-fired, 3 GW oil-fired, while the remaining used wind and biomass. 
MC for each type of power plant is a function of heat rate (HR), fuel cost (FC), and variable 
operation & maintenance cost (VOM): 
VOMFCHRMC   (7.1) 
 
Where HR denotes the heat rate (i.e., the inverse of the efficiency) of each generation unit (i.e., 
each power plant in this study) in [Btu/kWh]; FC denotes the fuel cost in [US$/Btu]; and VOM 
denotes the variable operating and maintenance cost during the generation process in 
[US$/kWh].  
No start-up and shutdown costs are taken into consideration in the above cost function. In 
addition, such function does not take into account the dynamics of conventional generators, such 
as minimum load and ramping up/or down constraints. Reserve (spinning and non-spinning) and 
regulation requirements, which could lead to part-load operations of generation units, are not 
factored into the current version of the dispatch curve.  
Non-renewable fuels are further categorized into several subcategories, including natural gas, 
liquid petroleum gas, kerosene, bituminous coal, etc. Detailed FC (i.e., fuel cost) estimations 
along with sources are listed in Table 7.1. Renewables, such as hydro and wind, and some 
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biomass (landfill gas) for which there is zero FC, are not included in Table 7.1. Biomass cost is 
used as an approximation for the fuel categories: Wood and wood waste (plants using wood and 
wood waste as the primary fuel make up about only 0.3% of the total NY generation capacity 
[94]). FCs for the power plants, where multiple generator units operate with different fuel types 
(e.g., Charles P Keller Gas Plant NY consists of 29.4 MW natural gas-fired units and 4.4 MW 
residual fuel oil-fired units [94]), are averaged based on the FC and nameplate capacity for each 
unit involved.  
Non-fuel VOM expenses are production-related costs, including raw water, waste and wastewater 
disposal expenses, chemicals, catalysts, etc. [97]. Although actual VOM expenses are plant 
specific and can be different between two virtually identical plants in the same geographic 
region, VOM only accounts for an insignificant portion of the MC for fuel-based plants (Table 
7.2), leading to relatively small uncertainties in the dispatch curve. We thus use average VOM for 
each plant type obtained from [97] as given in Table 7.2. Plants with renewable power sources, 
such as wind and hydro, are assumed to have zero VOM.  
Table 7.1  Fuel cost (FC) for each fuel type. a 
 FC  b FC 
[US$/MBtu] Source 
Natural gas 5.84 US$/1000 c.f. 5.72 [98] 
Liquid petroleum gas N/A 31.94 [99] 
Kerosene 3.29 US$/gal 24.34 [100] 
Bituminous coal 60.88 US$/ton 2.54 [101] 
Subbituminous coal 14.11 US$/ton 0.81 [101] 
Fuel oil 2.99 US$/gal 21.55 [99] 
Biomass N/A 3.93 [99] 
Residual fuel oil N/A 16.95 [99] 
a Assume zero FC for nuclear, wind, hydro, and some biomass (landfill gas).  
b New York heat content of natural gas deliveries to consumers (BTU per Cubic Foot): for year 2010, 1022 Btu per 
c.f. [102]. Fuel heat content of petroleum products: 5.67 MBtu per barrel = 5.67/42 MBtu per gallon for Kerosene; 
5.825/42 Mbtu per gallon for distillate fuel oil [103].The heat content of bituminous coal consumed in the U.S. 
averages 24 MBtu/ton, on the as-received basis (i.e., containing both inherent moisture and mineral matter); while 
the heat content of subbituminous coal averages 17.5 MBtu/ton [104].  
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HR values (i.e., heat rate of power plant), which measure plant thermal efficiencies (commonly 
stated as Btu/kWh), can vary significantly for any given fuel type and generator type, depending 
on plant configuration, operation condition (part- or full-load), fuel quality, etc. (e.g., [31]). The 
observed HR values derived from eGRID for each plant18 are therefore used in the analysis, 
rather than the average HR for each plant type. The range and average of HR values for each 
plant type are summarized in Table 7.2. On an average basis, combined cycle natural gas-fired 
plants have the lowest HR values, except for wind, hydro, and nuclear plants (zero heat input 
leads to zero HR), followed by coal-fired plants. Oil-fired plants generally have higher HR, thus 
lower fuel efficiency compared to other plant types.  
Table 7.2  Heat rate (HR), variable operating and maintenance (VOM) expenses, and emission rates for 
each plant type. a 




Low High Average CO2 SO2 NOx 
Natural gas  
(combined cycle) 
3.27 5,447 10,414 7,896 954 0.07 0.55 
Natural gas 
(combustion turbine) 
10.37 5,309 23,464 13,724 1374 0.08 1.06 
Coal 4.47 5,159 11,108 9,390 1968 8.44 2.26 
Nuclear 2.14 0 0 0 0 0 0 
Biomass 4.47 5,620 17,917 11,287 749 2.56 1.58 
Oil 10.37 8,320 68,000 19,264 2995 1.72 12.68 
a Assume zero VOM for wind and hydro power plants. VOM expenses are obtained from [97]. 
b HR and emission rates presented are averaged values for each plant type, derived from eGRID. Actual observed 
HR and emission rates for each existing plant in NY (not shown in this table) are used in the analysis.  
c From eGRID, zero emissions are reported for wind, hydro, nuclear, and some biomass (landfill gas) power plants. 
 
                                                 
18 Only plant-level HR values are available from eGRID. We therefore take each plant as a whole to calculate its MC 
(Equation 7.1), though two separate units in the same plant may have different MCs, bid in the day-ahead market 
separately, and be dispatched separately. 
Chapter 7: Power plant dispatch curve and emission rates                                       80 
 
 
The dispatch curve built on the above data is displayed by Figure 7.1. Generally, renewables 
(hydro, wind, and some biomass) are dispatched whenever available due to the zero MC for 
renewables assumed in this study. When the cumulative capacity of renewables is insufficient to 
meet demands (i.e., loads exceeding 8.5 GW in this specific dispatch curve), nuclear power 
plants are then dispatched, followed by coal-fired power plants. Due to the slightly higher FC 
(based on 2010 prices) and higher HR (combustion turbine plants in particular), gas-fired power 
plants generate electricity at higher MC compared to coal-fired plants, thus being dispatched 
after coal-fired plants (based on the 2010 prices). Finally, oil-fired plants, which have the highest 
FC (Table 7.1) and HR (Table 7.2), are only dispatched when loads exceed 40 GW.  
 
Figure 7.1  Dispatch curve for existing power plants in New York state.  




We then apply the above developed dispatch curve in the NYISO electricity market [93]. 
Demand profiles (of five-minute resolution) obtained from NYISO for a whole year (year 2010), 
are intersected with the dispatch curve to determine which plant was operating for each five 
minutes. Annual generation for each type of plant is approximated, and compared to the 
reference values.  
 
Figure 7.2  Annual generation and average emission rates by plant types (New York state; eGRID data 
adapted from [105]).  
In the year 2010, NY consumed 163,514 GWh electricity (448 GWh per day), with an average 
monthly peak demand of 22 GW (averaged on five minutes; 25 GW for summer months) and an 
average demand of 19 GW (averaged on five minutes). To meet these demands, plants are 
dispatched in the order as indicated by the dispatch curve (Figure 7.1), and the annual generation 
by each plant type is plotted in Figure 7.2 vis-à-vis the reference percentages obtained from 
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eGRID. In general, the model exhibits a good agreement with the actual observed data. By using 
the dispatch curve, coal-fired production makes up 4% more than that indicated by eGRID, while 
renewable (including biomass and wind) and hydro production make up 4% less compared to the 
eGRID figure. Note that the information obtained from eGRID cannot be interpreted as a 
complete list of available power plants to meet 100% demands in NY. Rather, the annual 
production derived from eGRID for the year 2010 is 136,910 GWh, 19% less than the actual 
consumption in NY for the same years, partly due to the imports and exports of electricity 
between NY and the nearby regions: In the year 2010, ~19% electricity consumption in NY was 
imported from the power plants outside the region of NYISO while ~ 4% of the total generation 
from the NY power plants was exported [106]. These factors, along with the assumptions made 
in the dispatch curve (Section 7.1.1; Section 10.6), may contribute to the observed discrepancies 
in Figure 7.2. 
7.2 Emission rates 
Emission rates, which measure the amount of a pollutant released per unit of electricity 
generated, are used to quantify emissions for each plant. Emission rates vary from one plant to 
the other, depending on factors including plant generator type, operating conditions (such as 
operating at full-load or part-load), fuel type, emission control technologies, etc. [30]. Actual 
observed emission rates derived from eGRID for each available plant in NY are thus used in this 
study. Average emission rates for each plant type are summarized in Table 7.2 and also plotted in 
Figure 7.2. Since no upstream emissions are considered in this study, electricity produced by 
hydro, wind, and nuclear leads to zero emissions based on eGRID. Oil-fired plants result in the 
highest CO2 and NOx emission rates, on an average basis, while the highest average SO2 
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emission rate is observed for coal-fired plants. Natural gas-fired plants generally lead to the 
lowest NOx and SO2 emission rates (except for hydro, wind, and nuclear plants) as seen in Table 
7.2 and Figure 7.2. 
 
 
Part III      Results 
Chapter 8 Economic analysis of residential 
storage-based demand response19 
 
 
As summarized in [1] and [2], the U.S. average residential household devised in our model 
consumes 11,164 kWh electricity per year, with an average daily consumption (all seasons over 
one year) of 31 kWh (50 kWh/day during summer months). The average monthly peak demand 
is 6.5 kW (averaged on 30 minutes) for summer months and 5.7 kW for the remaining months. 
Simulating one year of minute-by-minute demand, storage dispatch, and resulting TAC takes 
about 8 minutes on a laptop computer with 2.5 GHz Intel Core i5-2520M CPU and 4 GB RAM.  
                                                 
19 Part of the text in this chapter (Section 8.1, 8.2, and 8.3) is verbatim from the papers that have been previously 
published as “Zheng M, Meinrenken CJ, Lackner KS. Agent-based model for electricity consumption and storage to 
evaluate economic viability of tariff arbitrage for residential sector demand response. Applied Energy. 
2014;126:297-306.” and “Zheng M, Meinrenken CJ, Lackner KS. Smart households: Dispatch strategies and 
economic analysis of distributed energy storage for residential peak shaving. Applied Energy. 2015;147:246-57.” 
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In this chapter, we first investigate the economics of loadshifting in Section 8.1. The 
optimization and economics of peak shaving is then investigated in Section 8.2. Various effects 
and tradeoffs that affect TAC are explored along with the economic analysis in Section 8.1 and 
Section 8.2.  
8.1 Economic analysis for loadshifting20 
We first investigate the cost composition for the two baselines (Section 8.1.1), then optimize the 
size of storage, followed by evaluating the economic viabilities of different storage options 
(Section 8.1.2). Economic viability results are then explained (Section 8.1.3). Finally, an analytic 
approach is developed to identify the optimal capacity size and analytic results are compared 
with the empirical results (Section 8.1.4). 
8.1.1 TAC breakdown 
As explained in [1], we break down TAC ((i.e., total household annual cost; see Section 6.2.1) 
into eight parts: (1) tariff charge during peak periods in summer; (2) off-peak periods in summer; 
(3) peak periods in winter; (4) off-peak periods in winter; (5) peak periods in other months (no 
space heater or air-conditioning is used); (6) off-peak periods in other months; (7) fixed monthly 
charge (i.e., basic monthly service charge); and finally (8) LSC (i.e., levelized storage cost; see 
Section 3.3). 
                                                 
20 Neither the demand model nor the tariff model takes into account the differences between weekdays and 
weekends, though the differences exist in the real world (Section 4.1).  
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The first and second columns in Figure 8.1 show non-DR annual tariff charge without storage 
being installed; the third column shows TAC under the TOU energy tariff (Section 4.1), with 30 
kWh EC (i.e., effective capacity; see Section 3.2) ZnMnO2 battery being installed. As found in 
[1], Figure 8.1 shows a net increase of ~US$ 650 in TAC (from US$ 2,523, or 26%) when 
switching from the basic to TOU energy tariff (no storage yet installed). The increase is mostly 
due to the raised tariff charge for peak periods in the summer. For other months, there is no 
significant increase or decrease in the tariff charge under the two tariffs. In the summer, peak 
consumption under TOU is ~US$ 800 higher than those charged under the basic energy tariff 
while the less expensive off-peak consumption under TOU only results in a ~US$ 250 decrease. 
The higher fixed monthly charge for TOU contributes the remaining US$ 100 to the net 
US$ 650. Generally, the fixed monthly charge contributes only a small portion to TAC; therefore 
consumption and load shifting patterns and the supply and delivery portions of each tariff are 
crucial drivers of overall cost and potential arbitrage savings. 




Figure 8.1  Breakdown of total household annual cost (TAC) under energy tariffs (example of ZnMnO2 
battery, 30 kWh effective capacity; adapted from Zheng et al. [1], courtesy of Elsevier). 
As described in [1], Figure 8.1 also shows a TOU cost structure when using (profit optimized) 30 
kWh EC of ZnMnO2 batteries that can supply the entire daily electricity consumption during 
peak hours in non-summer months (and a portion during summer months). This leads to annual 
arbitrage savings of ~US$ 700 compared to the TOU energy tariff baseline (US$ 20 for the basic 
energy tariff baseline). Since during summer months only a portion of peak consumption can be 
loadshifted to off-peak times, installing more EC than 30 kWh would decrease TAC. However, 
since such additional capacity would essentially remain idle during non-summer months (no 
return on investment), annual profit would decrease. Therefore, 30 kWh EC, for this particular 
battery technology, (dis)charge losses, and ηDoD, is the optimal size. This is illustrated further in 
Section 8.1.4.  
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8.1.2 Optimization: EC 
Figure 8.2 shows the impact of increasing EC on TAC (optimistic parameter scenario) for a 
selection of storage technologies. The explanations of the base-case and optimistic parameter 
scenarios can be found in Section 3.3.1. Error bars indicate residual uncertainty of the stochastic 
simulation (standard error of the mean). See Section 8.1.3 for other storage technologies not 
displayed in the figure. 
As described in [1], the Li-ion battery exhibits a continuous increase in TAC while the NaS 
battery, after a step-increase in TAC (due to installation costs), exhibit a small decrease, followed 
again by an increase. For ZnBr, ZEBRA, metal air, and ZnMnO2 batteries, significant decreases 
in TAC can be achieved. NiCd battery, flywheel, SMES, and NiZn battery (not shown in Figure 
8.1) exhibit TACs higher than the Li-ion battery. The super capacitor option shows trends similar 
to the NaS battery. TACs simulated for the Pb-acid battery are almost identical to those for the 
ZnBr battery. For CAES and PHS, see Section 10.4. 
As summarized in [1], Figure 8.2 suggests three broad classes of storage technologies when 
determining the optimal EC to achieve lowest TAC: (i) Li-ion or NaS batteries do not provide 
any economic benefits (even with optimistic parameter assumptions). (ii) For PHS and the metal 
air battery, the exact size is not crucial: As seen in Figure 8.2, an increase in EC from 30 kWh to 
50 kWh leads to only minor increases in TAC (see explanation in Section 8.1.4). (iii) For the 
remaining storage technologies, sizing should be conducted accurately. For example, increasing 
EC of ZnBr batteries from 30 kWh to 50 kWh would cause ~US$ 630 additional TAC. 




Figure 8.221 TAC for various storage technologies and capacities for loadshifting (adapted from Zheng et 
al. [1], courtesy of Elsevier).  
8.1.3 Economic viability 
Table 8.1 summarizes the optimization results for base-case and optimistic parameter scenarios 
for all storage technologies. Profits from arbitrage savings versus the basic and the TOU energy 
tariff baselines are also shown. As found by Zheng et al. [1], optimized EC span a wide range 
depending on the storage technology, 12 kWh~37 kWh under the optimistic parameter 
assumptions and 7~35 kWh with the base-case parameters. For economically viable 
                                                 
21 Error bars represent one standard deviation above and below the mean. 
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technologies, annual profits range from as low as US$ 10 for the metal air battery (0.4% of 
annual non-DR tariff charge, basic energy tariff baseline) to US$ 1,541 for PHS (48%; TOU 
energy tariff baseline). Because of the additional cost increase when first switching from the 
basic to the TOU energy tariff (before installing storage, Section 8.1.1), more technology options 
are economically viable when assuming the TOU energy tariff baseline versus the basic energy 
tariff baseline. Only PHS and CAES are economically viable in both scenarios and both 
baselines. This raises the question of their technological viability for residential settings (see 
Section 10.4). Finally, flywheel, SMES, NiZn, NiCd, and Li-ion batteries are not economically 
viable for either scenario or baseline, and the US$ 35 profit for super capacitors is below the 
accuracy of the stochastic simulation. We thus conclude that – for the average U.S. household 
consumption profile and Con Edison tariffs used in this study – short-term storage technologies 
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Table 8.1  Optimized effective capacity of storage (EC), total household annual cost (TAC), and profit for 
loadshifting (data adapted from Zheng et al. [1]). 
  

















Flywheel - 3,482 -958 -301 - 3,847 -1,315 -664 
Conventional  
batteries 
Metal air  35 2,513 10 667 30 3,121 -590 61 
Pb-acid 30 2,551 -27 630 - 3,590 -1,058 -407 
NiCd - 3,588 -1,065 -408 - 3,805 -1,273 -622 
Li-ion - 3,383 -860 -202 - 3,729 -1,198 -546 
NaS 16  3,144 -621 37 - 3,707 -1,176 -525 
ZEBRA 30 2,392 131 788 28 2,704 -172 479 
Flow 
batteries 
ZnBr 30 2,494 30 687 - 3,476 -945 -294 
VRB 30 2,267 257 914 10 3,261 -729 -78 
NiZn - 3,510 -986 -329 - 3,513 -982 -330 
ZnMnO2 32 2,248 275 933 30 2,510 22 673 
Super capacitor 12  3,146 -622 35 7 3,412 -880 -229 
CAES 37 1,774 749 1,406 33 2,292 239 890 
PHS 37 1,640 883 1,541 35 1,818 713 1,365 
SMES - 3,482 -958 -301 - 3,974 -1,442 -791 
a The optimistic parameter scenario uses the lowest cost and highest efficiencies available in the literature. 
b The base-case scenario uses the average (geometric mean) of lowest and highest costs in the literature, and 
arithmetic means of low and high literature values for all other parameters. 
c  ‘-‘indicates optimal storage is zero because any storage would only increase overall cost. Optimal storage size 
above zero but negative profits indicate cases where larger storage means lower cost, however not low enough to 
offset cost from change in tariff and installation.  
d  Compared to the annual tariff charge under the basic energy tariff without installing storage. Positive values of 
profit indicate the evaluated storage option is economically viable and vice versa.  
e  Compared to the annual tariff charge under the TOU energy tariff without installing storage. 
 
8.1.4 Analytic approach to optimal EC 
As explained in [1], the above model determines the economic viability and optimal EC via an 
empirical approach. To understand the underlying effects more fundamentally we derive an 
analytical formula that can predict optimal EC directly, based on statistical parameters obtained 
from simulating only the demand profile (without also simulating storage dispatch and electricity 
cost). 
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As explained in [1], within the above scheme, the number of kWh shifted (Eshifted), which drives 
cost savings via arbitrage, cannot exceed EC, which drives LSC. Therefore, optimal EC can be 
expected to be approximately equal to the daily-average consumption during peak times Epeak 
(~17kWh for an average U.S. household). Crucially, however, Epeak varies stochastically from 
one day to the next and systematically between seasons. Optimal EC, therefore, is driven by the 
trade-off between gaining more arbitrage savings during days with relatively high Epeak and 
wasting idle capacity during days with low Epeak. Now assume a set E comprised of Y days’ Epeak 
(across all seasons) and let yet-to-be-determined optimal EC be denoted by Expeak. x indicates the 
x-th Epeak in the set when sorted from smallest to largest. This means that for x days of the set, 
EC can shift 100% of the Epeak to off-peak hours. For the remaining (Y-x) days (i.e., all the 
remaining days in the set E that are not covered by Ex), only a portion of Epeak can be shifted. If 
EC is increased to Expeak+ΔE, then additional (Y-x) days in the set can shift an additional portion 
of their Epeak, namely ΔE, from peak to off-peak hours. Resulting incremental arbitrage savings 
are (Y-x)×MS×ΔE. Resulting incremental storage costs are Y×MLSC×ΔE, where MS and MLSC, 























   
Where Ctariff, peak and Ctariff, off-peak denote the tariff charge rate during peak and off-peak hours, 
respectively, under the TOU energy tariff; and other parameters are defined in Section 3.2 and 
Section 3.3. 
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Now recognizing that profit can be increased so long as additional arbitrage savings MS for any 





x 1)(  
(8.3) 
 
   
Where f(E) denotes the portion of Epeak in set E that are smaller than E
x
peak. 





Yx   (8.4) 
  
As found in [1], the value of MLSC varies substantially across storage technologies, due to 
varying costs and operating characteristics. In contrast, MS does not vary much across storage 
technologies. For example, assuming the optimistic parameters, the metal air battery (MLSC= 
0.015) and PHS (MLSC = 0.002) exhibit nearly flat cost after EC reaches 30 kWh (Figure 8.2). 
For comparison, MLSC for the ZnBr battery is 0.075 (optimistic parameter scenario), leading to a 
marked rise in TAC once EC is increased beyond the optimal capacity (Figure 8.2). Generally, 
higher ratios of MLSC to MS will lead to smaller optimal EC (Equation 8.4). However, if MLSC 
is larger than MS, the resulting TAC will increase continuously with increasing EC (e.g., SMES) 
so the optimal EC is zero, i.e., not to install the storage.  
Note that storage size is optimized across one year. Tradeoffs occur between different seasons 
because demand profiles and tariffs are different. For the NaS battery for example, optimal EC in 
the summer is 31 kWh (in optimistic parameter scenario). But in other seasons MS is smaller and 
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therefore any EC increase in seasons other than summer will lead to smaller profits. As a result 
of this tradeoff, the optimal EC for the NaS battery, across the full year, is 16 kWh (Table 8.1).  
As summarized in [1], optimal EC can be determined as a function of the histogram of Epeak, the 
operating characteristics and cost of storage, and the peak versus off-peak kWh charges. In 
contrast, installation cost and fixed monthly electricity fees affect LSC (Equation 3.7) thus the 
achievable profit (Equation 6.7) but not optimal MLSC thus EC. 
8.2 Economic analysis for peak shaving22,23 
To analyze the various effects and tradeoffs that affect TAC by implementing the peak shaving 
strategy (see Section 6.1.2), we first explore each effect in isolation: Section 8.2.1 shows how 
smaller DL (to reduce demand charges) requires higher EC, and how this varies across seasons. 
In principle, installations with smaller EC will lead to smaller LSC. However, smaller EC will 
tend to increase the energy-throughput usage per day (as fraction of NC), therefore decreasing 
storage lifetime which in turn will increase or decrease LSC depending on the interest rate and 
the installation cost (Section 8.2.2). Therefore, in Section 8.2.3 we analyze the combined effects 
of DL and EC on TAC. We then analyze the TAC breakdown in demand versus energy charge, 
including seasonal effects and LSC (Section 8.2.4). Finally, accounting for all above effects 
simultaneously, and for each storage technology separately, we determine pairings of EC and 
                                                 
22 In the previously published manuscript [2], rates for SC8 (i.e., multiple dwellings – redistribution consumers) are 
used, while in this dissertation, economic analyses are based on rates for SC9 (i.e., general large consumers). 
Interested readers are encouraged to refer to the previous published manuscript for a comparison purpose.  
23 Neither the demand model nor the tariff model takes into account the differences between weekdays and 
weekends, though the differences exist in the real world (Section 4.2).  
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constant or seasonal DL(s) that provide lowest overall TAC and thus maximum profit for the 
household (Section 8.2.5). 
8.2.1 Impact of DL on EC 
To explore the interactions between DL and EC and their potential impact on TAC, Figure 8.3 
plots EC that is required such that demand on the grid will never exceed DL. A ZnMnO2 battery 
system is used as an example to illustrate the impact. As found in [2], Figure 8.3 shows that 
smaller DL (to reduce the demand charge) requires at first moderately and then steeply 
increasing EC. For example, in summer months, to reduce the DL from 4.7 kW to 3.5 kW (1.2 
kW reduction) requires only 1.7 kWh additional EC, while a 20 kWh EC increment is needed to 
decrease DL by a further 1.1 kW to 2.4 kW. In this example, incremental peak reductions are 
nearly the same but additional EC and thus LSC increase twelve-fold. This suggests the 
economic incentive for decreasing TAC is reduced as DL decreases and EC increases. 
As shown in [2], for same DL, required EC varies by season. In winter, a DL of 2 kW would 
require more than twice the EC as that required in spring/fall months. In summer, with air 
conditioning raising monthly electricity usage and monthly peak demand, households would 
require more electricity storage to reduce peaks to the same DL as in other months. However, 
storage equipment typically lasts significantly longer than 1 or 2 seasons. This makes adjusting 
EC across seasons un-economical. However, despite constant EC across seasons, DL and thus 
the demand charge in non-summer months could be reduced compared to summer months, thus 
lowering year round TAC. In a variation of the dispatch strategy, we thus allow DL to assume 
different values for different seasons (seasonal DLs). 
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Finally, as found in [2], we recognize that an EC large enough to ensure that demand on the grid 
will never exceed DL may in fact not be the optimal strategy with respect to lowest TAC. Instead, 
smaller EC may be cost-optimal, because the associated smaller LSC may more than offset the 
increased tariff charge from occasional breaches of the DL (i.e., demand on grid is occasionally 
higher than DL target). Therefore, in the following sections, EC is not set as a function of DL, but 
rather set to whichever value yields lowest TAC. 
 
Figure 8.324 Relationship between demand limit (DL) and effective capacity (EC) required such that grid 
demand never exceeds DL (example of ZnMnO2 battery; adapted from Zheng et al. [2], 
courtesy of Elsevier). 
8.2.2 Impact of DL and EC on storage lifetime 
Figure 8.4 shows the impact of EC and DL on storage lifetime, thus also impacting LSC and in 
turn TAC (example of ZnMnO2 battery). As explained in [2], the simulated lifetime generally 
decreases with decreasing EC and decreasing DL. With smaller EC, the total-energy-throughput 
                                                 
24 Error bars indicate standard error of the mean from the stochastic simulations. 
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is smaller (Equation 3.9), resulting in a shorter cycling lifetime. This may increase or decrease 
LSC, depending on the interest rate and the installation cost. More importantly however, with 
smaller DL, appliance demand will exceed DL more frequently. In turn, the dispatch strategy in 
the simulation will (dis-)charge storage more frequently and to a larger depth, thus further 
shortening the storage lifetime. For any given EC, aiming for small LSC will thus favor high DL. 
But, small EC and high DL will generally lead to more frequent, high demands on the grid, thus 
increasing the tariff charge and TAC. This tradeoff will be optimized in the analyses in the 
following sections. 
 
Figure 8.425 Storage lifetime as a function of effective capacity (EC) and demand limit (DL) (example of 
ZnMnO2 battery; adapted from Zheng et al. [2], courtesy of Elsevier).  
                                                 
25 Lifetime is capped at the calendar lifetime of the hardware (20 years, Equation 3.10). 
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8.2.3 Combined effects  
Figure 8.5 shows the above trade-offs and their impact on TAC quantitatively (example of 
ZnMnO2 battery). As found in [2], with decreasing DL, TAC at first decreases due to lower tariff 
charge but then increases due to larger LSC. Likewise, with decreasing EC, TAC first decreases 
due to lower LSC but then increases due to higher tariff charge (more frequent and higher peak 
demands passed on to the grid). Optimal EC and DL are identified by the lowest point 
(EC = 11.5 kWh, DL = 2.9 kW for the example in Figure 8.5).  
 
Figure 8.5  Total household annual cost (TAC) as a function of effective capacity (EC) and demand limit 
(DL) (example of ZnMnO2 battery; reproduced from Zheng et al. [2]). 
8.2.4 TAC breakdown 
As explained in [2], we investigate the composition of the tariff charge and associated seasonal 
effects by breaking down TAC into eight parts (example of ZnMnO2 battery). The eight parts are: 
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(1) Demand charge in summer; (2) energy charge in summer; (3) demand charge in winter; (4) 
energy charge in winter; (5) demand charge in the remaining months (i.e., in spring/fall months); 
(6) energy charge in the remaining months; (7) fixed monthly charge (i.e., metering service 
charge); (8) LSC. 
As explained in [2], unlike the results under the energy tariffs (see Figure 8.1), which lead to a 
substantial increase of ~US$ 650 in TAC when switching from the basic to TOU energy tariff (no 
storage yet installed), the basic and TOU demand tariff leads to no difference in TAC before 
storage is being installed. We therefore present economic analysis results for the peak shaving 
strategy by using only one baseline (two baselines for the loadshifting strategy; see Section 6.2.2 
and Figure 8.1).  
The third and last columns in Figure 8.6 show the source of profit by utilizing the proposed 
dispatch strategy using either constant or seasonal DL(s). The third column show TAC under 
constant DL with 11.5 kWh EC battery installed and 2.9 kW DL, while the last column shows 
TAC under seasonal DLs, with 10.3 kWh EC battery installed, 3.2 kW summer DL, 2.2 kW 
winter DL, and 1.4 kW spring/fall DL. Using DR, although it moderately increases the energy 
charges by US$ 47, constant DL results in a ~US$ 590 reduction in the demand charge in 
summer months. The reduction for both winter and spring/fall months is ~US$ 290. The 
reductions are partly offset by the LSC of ~US$ 390 per year for this specific example, resulting 
in a ~US$ 730 profit. By applying different DLs for different seasons, the strategy reduces TAC 
by further US$ 230 beyond that with constant DL. ~US$ 200 of this reduction stems from the 
demand charge in spring/fall months. The summer demand charge increases by US$ 34, while 
the winter demand charge decreases by US$ 60. The smaller optimal EC further decreases LSC 
by US$ 16. Finally, the metering service charge of US$ 114 is the same in all four columns.  




Figure 8.626 Breakdown of total household annual cost (TAC) under demand tariffs (example of ZnMnO2 
battery).  
8.2.5 Optimization and economic viability 
Table 8.2 summarizes maximum annual profit for all storage technologies and constant versus 
seasonal DL(s), using the base-case parameters as well as the conservative parameters (Section 
3.3.1). As found in [2], base-case profits range from as low as US$ 24 for nickel NiCd battery 
(1% of the non-DR annual tariff charge) to US$ 1,208 for PHS (37%). All investigated storage 
technologies are economically viable when using seasonal DLs except for flywheel and SMES. 
The annual loss is US$ 94 and US$ 200 for flywheel and SMES, respectively. Storage 
technologies with high purchase cost per EC, i.e., NiCd battery, flywheel, and SMES, are not 
                                                 
26 An example of ZnMnO2 battery with EC of 11.5 kWh and DL of 2,9 kW for the constant DL strategy, and EC of 
10.3 kWh, summer DL of 3.2 kW, winter DL of 2.2 kW, and spring/fall DL of 1.4 kW for the seasonal DL strategy. 
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economically viable with constant DL. Storage lifetimes range from 12 to 20 years. Flow 
batteries last 20 years as shown in Table 8.2. Due to their smaller total-energy-throughputs, 
metal air, Pb-acid, NiCd, NaS, and ZEBRA batteries have lifetimes of less than 20 years in both 
methods. Non-battery storage technologies all last 20 years (lifetimes capped at 20 years to 
account for non-use dependent aging of the equipment). 
Table 8.2  Optimized total household annul cost (TAC), profit, and storage lifetime, under either constant 





































Metal air 2,820 2,587 498 680 16 13 3,043 208 
Pb-acid 3,043 2,879 275 388 16 12 3,612 -361 
NiCd 3,359 3,243 -41 24 17 17 3,549 -297 
Li-ion 3,306 3,055 12 211 20 20 3,586 -335 
NaS 3,134 2,946 184 320 19 15 3,586 -334 
ZEBRA 2,603 2,391 715 876 19 16 2,474 778 
Flow 
batteries 
ZnBr 2,948 2,625 370 642 20 20 3,328 -77 
VRB 2,850 2,524 468 742 20 20 2,991 261 
NiZn 2,994 2,674 324 592 20 20 2,684 567 
ZnMnO2 2,596 2,328 722 939 20 20 2,398 853 
Super capacitor 2,902 2,570 416 696 20 20 2,715 537 
CAES 2,557 2,324 760 942 20 20 2,891 360 
PHS 2,288 2,059 1,030 1,208 20 20 2,248 1,003 
SMES 3,568 3,466 -250 -200 20 20 3,583 -331 
a Standard errors of the means due to the stochastic simulations range from US$ 5 to 25 for TAC. 
b Negative profits indicate that the storage technology is not economically viable. 
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Table 8.3 summarizes the optimal ECs and DLs for all studied storage technologies. As 
summarized in [2], optimal ECs span a wide range depending on the storage technology: 0.3 
kWh – 29.0 kWh for constant DL and 0.9 kWh – 22.4 kWh for seasonal DLs. Optimal DLs range 
from 2.5 kW to 4.5 kW for constant DL. By lowering the DLs in non-summer months, seasonal 
DLs yields higher profit than constant DL. 
Table 8.3  Optimal effective capacity (EC) and optimal constant or seasonal demand limit(s) (DL).a 
  
  
Constant DL throughout 
the year 
Seasonal DLs 














Metal air 22.3 3.6 27.5 3.9 2.5 1.4 
Pb-acid 3.6 3.9 3.5 4.3 3.5 2.1 
NiCd 2.7 4.4 2.1 5.2 4.6 3.4 
Li-ion 2.2 3.9 3.1 4.2 2.9 1.8 
NaS 3.1 3.9 3.2 4.3 3.5 2.1 
ZEBRA 14.8 2.8 10.8 3.4 2.2 1.3 
Flow batteries 
ZnBr 3.1 3.8 3.8 3.9 2.8 1.9 
VRB 4.5 3.6 3.9 3.8 2.7 1.8 
NiZn 3.3 3.7 3.5 3.9 2.8 1.8 
ZnMnO2 11.5 2.9 10.3 3.2 2.2 1.4 
Super capacitor 3.5 3.5 4.0 3.7 2.6 1.7 
CAES 14.8 3.1 10.1 3.5 2.4 1.6 
PHS 29.0 2.5 22.4 2.7 2.0 1.1 
SMES 0.3 4.5 0.9 5.3 4.9 3.4 
a Standard errors of the means due to the stochastic simulations range from 0.02 to 2.4 kWh for optimal ECs, from 






Chapter 9 Emission impacts of residential 




Chapter 8 explores optimization and economic viabilities of the proposed storage-based DR 
systems (Figure 2.1) from the perspective of individual households. Recognizing that there are 
7.2 million households in NY (i.e., the state of New York) [90], in this chapter, we thus attempt 
to further investigate the potential implications for the grid and emission impacts, if a large 
portion of households in NY were to install and use such economically optimized storage-based 
DR systems.  
DR systems are first optimized for a variety of storage technologies for an average NY 
household, by using the NY household demand model devised in Section 5.3 (same principles as 
the U.S. household demand model but with different parameters). Optimization and economic 
viability evaluation results are displayed in Section 9.1. For economically viable storage 
technologies, based on their optimized storage size and DLs, we then explore the potential 
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implications for the grid by aggregating household-level demand profiles with and without DR. 
We aim to investigate whether the proposed DR systems could (i) effectively reduce electricity 
usage during peak periods and smooth demand profiles; (ii) cause potential grid stress; (iii) lead 
to large increases in the total electricity consumption due to the less than 100% round-trip 
efficiency of storage (i.e., (dis-)charge losses and power conversion losses; see Section 3.2). 
Two-step processes are used to illustrate the above implications for the grid: We first explore the 
behavior of aggregation by aggregating 7.2 million household demand profiles with and without 
DR for one day (can also be interpreted as the behavior of an average household for 7.2 million 
days); we then test realistic implications for the grid on the state level by assuming a realistic 
15% household participation rate. The state level electricity consumption includes not only the 
residential sector but also the electricity consumption for the commercial, industrial, and 
transportation sectors: The residential sector makes up about 35% of the total [107].  In the end 
of this chapter, the potential emission impacts for NY in terms of CO2, SO2, and NOx emissions 
due to electricity generations, are then investigated by employing the power plant dispatch curve 
and the corresponding measured emission rates introduced in Chapter 7. 
9.1 Optimization and economic viability results for NY 
The “average NY household” devised in the model consumes 18 kWh electricity on a daily basis. 
By implementing the loadshifting and peak shaving strategies and optimization methods 
introduced in Chapter 6, we optimize EC and DL for a variety of storage technologies, with 
results summarized in Table 9.1.  
Table 9.1 summarizes the minimum TAC, optimal ECs and DLs, and economic viabilities for all 
studied storage technologies (base-case parameters; Section 3.3.1), by using the loadshifting and 
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peak shaving strategy in an average NY household. As shown in Table 9.1, lower TAC (i.e., total 
household annual cost; defined in Section 6.2.1) and smaller optimal EC are achieved by 
implementing the peak shaving strategy for all storage technologies, except for PHS (i.e., 
pumped hydro storage; Section 3.1.1). Optimal ECs span a wide range depending on the storage 
technology: 4.1-23.8 kWh for the loadshifting strategy and 0.5-24.7 kWh for the peak shaving 
strategy.  
Table 9.1  Optimal effective capacity (EC), demand limit (DL), minimum total household annual cost 
(TAC), and economic viabilities for an average household in NY. a 
  





















Flywheel 2,928 2,745 - 2.1 2.6 2.5 3.5 No No 
Conventional 
batteries  
Metal air 2,503 2,049 12.9 24.7 1.5 1.9 2.8 No Yes 
Pb-acid 2,679 2,346 - 3.2 2.0 2.4 3.2 No Yes 
NiCd 2,889 2,652 - 1.5 3.5 3.7 4.3 No No 
Li-ion 2,813 2,467 - 2.8 2.0 2.1 3.0 No Yes 
NaS 2,794 2,401 - 2.9 2.1 2.3 3.2 No Yes 





ZnBr 2,567 2,092 - 3.1 2.0 2.1 2.8 No Yes 
VRB 2,381 2,001 8.5 3.2 1.9 2.0 2.8 No Yes 
NiZn 2,603 2,135 - 3.1 1.9 2.0 2.8 No Yes 
ZnMnO2 1,953 1,825 15.6 8.6 1.5 1.5 2.2 No Yes 
Super capacitor 2,508 2,038 4.1 3.2 1.7 1.9 2.6 No Yes 
CAES 1,874 1,778 20.1 12.3 1.3 1.6 2.2 Yes Yes 
PHS 1,524 1,578 23.8 23.2 1.0 1.2 1.8 Yes Yes 
SMES 3,040 2,814 - 0.5 3.6 3.8 4.2 No No 
a Assuming the base-case parameters: The average (geometric mean) of lowest and highest costs in the literature, 
and arithmetic means of low and high literature values for all other parameters (detailed values see Section 3.3.1).  
b “-” indicates that optimal storage size is zero.  
c Seasonal DLs as explained in Section 8.2 are used.  
d The resulting non-DR tariff charge (without storage and DR) for the devised average NY household is US$ 1,950 
per year under the basic energy tariff and US$ 2,570 under the TOU demand tariff. A storage technology is 
economically viable if its minimum TAC (per year) is less than the corresponding non-DR tariff charge (per year).  
 
In addition, the peak shaving strategy (seasonal DLs) renders more storage technologies 
economically viable: Only CAES (i.e., compressed air energy storage; Section 3.1.1) and PHS 
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become economically viable by using the loadshifting strategy while all storage technologies, 
except for flywheel, NiCd battery, and SMES (i.e., superconducting magnetic energy storage; 
Section 3.1.2), become economically viable by using the peak shaving strategy. Annual 
profits/losses range from -56% to 22% of the non-DR annual tariff charge (without storage and 
DR) for the loadshifting strategy (basic energy tariff baseline), and from -3% to 39% for the peak 
shaving strategy (TOU demand tariff baseline, which leads to a lower non-DR annual tariff 
charge for an average NY household compared to that under the basic demand tariff).  
9.2 Implications for the grid 
With the above economically optimized household-level DR systems, we explore the potential 
implications for the grid: Figure 9.1, Figure 9.3, and Figure 9.4 show the household aggregate 
demand profiles, when each individual household implements the proposed loadshifting or peak 
shaving system separately; while Figure 9.2 and Figure 9.5 are used to illustrate the potential 
implications for the grid by assuming that 15% (the storage level in Japan) of the NY households 
(7.2 million in total) were to install such systems. With more favorable economics and policies, 
Europe and Japan are ahead of the U.S. with respect to the storage level: In Europe and Japan, 
about 10% and 15% of the total delivered power is cycled through grid-level storage, compared 
to ~2.5% in the U.S. [108]. As a medium-term realistic rate, we therefore assume15% 
participation rate of households when we show the potential implications for the grid. Note that 
ISOs and electricity transmission and distribution companies (such as Con Edison) may 
eventually change tariff rates in the long-term, if households participate in and respond to such 
DR programs at a high participation rate.  




Figure 9.1 plots the demand profile for one household with and without storage and for 7.2 
million households, all of which are assumed to use the same optimized loadshifting DR system 
(optimization results see Table 9.1) and have the same demand (as explained in Section 5.3). 
ZnMnO2 batteries (technology description and parameters are provided in Chapter 3) are used as 
an example to illustrate the aggregation impact. The plotted demand profiles (one individual 
household and 7.2 million households) are for the same summer day (with air-conditioning). 
From the demand profile for 7.2 million households together, the electricity usage during the 
peak period (i.e., from 10 am to 10 pm) is shifted completely to the off-peak period, except for 
the period from 7 pm to 10 pm: As explained in Section 6.1.1, the control units in households 
supplement electricity from grid to appliances, whenever the appliance demand surpasses Pmax or 
storage is empty, i.e., SoC at (1-ηDoD) (details see Section 6.1.1 and Section 8.1.4). As such, from 
7 pm to 10 pm, the electricity usage is not shifted completely, resulting however in optimal TAC 
for households.   
Rebound loads27 are observed in Figure 9.1: For example, the demand on the residential-sector 
profile at 10 pm (~18 GW) is more than double the maximum demand during the peak period 
(~8 GW; without DR and storage). From 10 pm onwards, all participating households start to re-
charge storage by purchasing inexpensive off-peak electricity, creating the rebound loads. In the 
residential sector, the rebound loads can cause the potential distribution line congestion (i.e., grid 
stress), thus decreasing the reliability of the grid.   
                                                 
27 Rebound loads refer here specifically to the effect of the increased loads, caused by uncoordinated storage 
charging (as indicated in Fig. 9.1 and Fig. 9.2 around 10 pm), likely leading to extra grid stress.  
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The table in Figure 9.1 shows that for that summer day, the 83 GWh NY state-wide residential 
electricity usage during the peak period is shifted to the off-peak period with an 89 GWh 
increase from midnight to 10 am and a 26 GWh increase from 10 pm to 12 am. The daily 
electricity usage increase of 32 GWh (23% of the daily non-DR electricity usage) is due to the 
electricity losses from the storage (dis-)charge and power conversion processes (80% round-trip 
efficiency, and 95% power conversion efficiency in this example).   
 












Without DR 46 83 10 139 
With DR 135 0.4 36 171 
     
Figure 9.128 Aggregate NY state-wide residential demand profile with household-level loadshifting (one 
summer day).  
                                                 
28 An example of ZnMnO2 battery with 15.6 kWh EC, 90% ηDoD, 80% round-trip efficiency, and 95% power 
conversion efficiency. 
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We then assume the more realistic 15% household participation rate to explore the potential 
implications for the NY state-wide grid. Figure 9.2 shows the NY state (including all sectors) 
mean load profiles for one average day with ZnMnO2 storage being installed in households 
(indicated by the solid red line) and without storage (indicated by the dotted grey line; derived 
from NYISO [93]). The solid blue line represents the demand profile with CAES. As seen from 
Figure 9.2, the loadshifting strategy effectively reduces loads during the peak period (i.e., 10 am-
10 pm) on the state level, but the problem of the rebound loads still remains, which would cause 
extra grid stress and likely lead to brownouts. This situation could be alleviated to a certain 
degree if the charging processes took place during the period of a lower load “valley” (such as 
from 3 am to 6 am) or the storage efficiency were higher (compare the blue line (55% round-trip 
efficiency) to the red line (80% round-trip efficiency)). 
On the state level, the ZnMnO2 batteries in households reduce the electricity usage during the 
peak period (i.e., peak usage) by ~11 GWh (4% of the peak usage without DR) while increasing 
the total daily usage by ~ 4 GWh. With larger optimal EC, the CAES systems reduce the peak 
usage slightly, by an extra 0.2 GWh, compared to the ZnMnO2 batteries, but lead to more 
electricity consumption by ~7 GWh due to the lower round-trip efficiency.  
 
















Without DR 162 249 36 448 
With CAES 177 238.2 44 459 
With ZnMnO2 174 238.4 40 452 
     
Figure 9.229 New York state demand profile with and without loadshifting (annual average). 
In summary, the loadshifting strategy reduces the storage and appliance combined loads (thus 
electricity consumption) during the peak period to a larger extent and effectively. The state level 
demand profile is smoothed by individual household time shifting their loads, but rebound loads 
are observed as all participating individual households start to re-charge storage by purchasing 
inexpensive electricity uncoordinatedly. These rebound loads cause potential grid stress, likely 
leading to brownouts. Higher storage efficiency and coordinating storage charging schedules can 
alleviate this situation to a certain degree.    
                                                 
29 The solid red [blue] line represents the state-level mean load curve for an average day by implementing the 
ZnMnO2 battery [CAES] in 15% households in NY for the loadshifting DR. The dotted grey line represents the state 
level mean load curve for an average day without DR. The ZnMnO2 battery system is of 15.6 kWh EC, 90% ηDoD, 
80% round-trip efficiency. The CAES system is of 20.1 kWh EC, 70% ηDoD, 55% round-trip efficiency. The power 
conversion efficiency is 95% for both storage technologies. 
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9.2.2 Peak shaving 
To analyze the behavior in aggregation, Figure 9.3 plots the demand profile with and without 
peak shaving DR for both 30 households and 7.2 million households. Figure 9.4 provides further 
illustrations by showing how demand profiles for three individual households are combined to 
form the aggregate 3-household demand profile, before and after the storage is being installed. 
The economically optimized ZnMnO2 battery system is used as an example and the demand 
profiles are for the same summer day with air-conditioning being used in households.  
The peak shaving strategy aims to shave peaks and smooth demand profiles (Figure 1.1) of 
individual hosueholds. Although on the individual household level, peaks are shaved by stored 
electricity (e.g., Figure 9.4), on the aggregate demand profile, the peak shaving impact is much 
less pronounced (see Figure 9.3) because individual households smooth out each other’s demand 
profiles even without storage. For example, in Figure 9.4, three individual households all have 
demands of more than 5 kW, but taking place at different times of day. The maximum demand 
on the aggregate 3-household demand profile is much less than 15 kW. The difference between 
the demand profiles with DR and without DR is thus less remarkable. Furthermore, from 10 am 
onwards, the storage charging (some storage systems are empty due to the limited available EC, 
i.e., 8.6 kWh in this example) along with the (dis-)charge and power conversion losses further 
weaken the peak shaving impact, even leading to an increase in electricity usage and higher loads 
compared to the non-DR demand profile, as shown in Figure 9.3. In contrast, before 10 am, the 
electricity usage from 6 am to 10 am is reduced as charging usually has been completed before 6 
am. This can be seen by the average SoC of the storage systems along the course of the day 
(indicated by the green line in Figure 9.3).  
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The table in Figure 9.3 confirms the above observations: Before 10 am, the household storage 
systems result in a net reduction of ~1 GWh (~3 GWh during 6 am to 10 am) in the electricity 
usage in the residential sector, while after 10 am, there is a net increase of 10 GWh. In total, the 
ZnMnO2 batteries (8.6 kWh EC each) installed in 7.2 million households lead to 9 GWh extra 
electricity consumption (6% of the total non-DR daily electricity usage).  
 












Without DR 46 83 10 139 
With DR 45 91 12 148 
     
Figure 9.330 Aggregate NY state-wide residential demand profile with household-level peak shaving (one 
summer day).  
                                                 
30 An example of ZnMnO2 battery: 8.6 kWh EC, 90% ηDoD, 80% round-trip efficiency, and 95% power conversion 
efficiency. The corresponding optimal DL is 1.5 kW (for a summer day). 




Figure 9.431 Household-level demand profiles with peak shaving (one summer day).  
We then explore the potential implications for the grid. From Figure 9.5, the household storage 
systems first increase loads on the grid, before 6 am, to charge storage, then decrease loads by 
shaving household individual peaks, finally after 10 am, increases loads again due to the storage 
charging and (dis)charge losses. The peak shaving impact on the state level is minor due to the 
factors illustrated above: (1) Residential households smooth out each other’s demand profiles 
when household-level profiles are aggregated; (2) Charging and losses from the (dis-)charge and 
power conversion processes contribute to even higher loads after 10 am. Two examples are 
                                                 
31 An example of ZnMnO2 battery: 8.6 kWh EC, 90% ηDoD, 80% round-trip efficiency, and 95% power conversion 
efficiency. The corresponding optimal DL is 1.5 kW (for a summer day). 
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plotted to illustrate the effect of storage size and efficiencies: From Figure 9.5, CAES systems 
(indicated by the blue line) result in higher aggregate loads due to the higher losses.  
 












Without DR 162.5 249.1 36.3 448 
With ZnMnO2 162.2 250.2 36.5 449 
With CAES 162.8 251.2 36.7 451 
     
Figure 9.532 New York state demand profile with and without peak shaving (annual average).  
The table in Figure 9.5 provides detailed electricity usage for an average day. In general, the 
reduction or increase is not pronounced. By using the ZnMnO2 batteries, the peak shaving 
strategy reduces the net electricity usage before 10 am by ~0.3 GWh while the CAES systems 
lead to an net increase of ~0.3 GWh. Starting from 10 am onwards, both storage systems 
increase electricity usage: by ~1.3 GWh for ZnMnO2 batteries and by ~2.5 GWh for CAES. The 
                                                 
32 The solid red [blue] line represents the state-level mean load curve for an average day by implementing the 
ZnMnO2 battery [CAES] in 15% households in NY for the peak shaving DR. The dotted grey line represents the 
state-level mean load curve for an average day without DR. The ZnMnO2 battery system is of 8.6 kWh EC, 90% 
ηDoD, 80% round-trip efficiency. The CAES system is of 12.3 kWh EC, 70% ηDoD, 55% round-trip efficiency. The 
power conversion efficiency is 95% for both storage technologies. 
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ZnMnO2 batteries result in losses (electricity consumption increase due to  less than 100% 
storage efficiency) of ~1 GWh for an average day, while the CAES systems lead to ~3 GWh 
losses.  
Our findings suggest that although bringing substantial economic incentives for residential 
households, the household-level peak shaving strategy only shows insignificant impacts on the 
grid because residential households smooth out each other’s demand profiles when household-
level profiles are aggregated. 
9.3 Emission impacts 
For economically viable storage technologies, we apply the economically optimized systems (see 
Table 9.1) in 15% households in NY. Emission impacts for both the loadshifting (Table 9.1) and 
peak shaving (Table 9.2) strategy are then estimated by using the dispatch curve and emission 
rates explained in Chapter 7.  
Figure 9.6 illustrates net generation variations due to DR for the year 2010. The loadshifting 
strategy reduces the peak generator generation, i.e., oil-fired generation, by 0.25 GWh with the 
CAES systems and 0.31 GWh with the PHS systems (larger optimal EC; see Table 9.1), leading 
to reductions in emissions as oil-fired plants have highest CO2 and NOx emission rates and 
relatively high SO2 emission rates (Section 7.2). In addition, PHS decreases the generations of 
coal-fired plants and biomass plants by 27 GWh and 10 GWh, respectively. On the other hand, 
the net generation of gas-fired plants are increased largely: by 1,995 GWh with PHS (80% 
round-trip efficiency) and 4,474 GWh with CAES (55% round-trip efficiency). The increases 
stem from storage charging and complementing losses during the (dis)charge and power 
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conversion processes. Although the increases are much more than the generation decreases, the 
net emission impacts may be negative or positive due to two factors: (i) The gas-fired plants 
generally have lowest emission rates, except for renewables and nuclear. (ii) The emission rates 
of gas-fired plants span a large range (see Table 7.2). The loadshifting strategy may lead to 
reductions in emissions by shifting generations from relatively dirty gas-fired plant to plants with 
the lower emission rates.  In the end, the renewable and nuclear generations are increased by ~4 
GWh and 7 GWh, respectively, due to the limited capacity availabilities.  
 
Figure 9.6  Net annual generation increase or decrease for each power plant type. 
From Table 9.2, household-level PHS systems (economically optimized with the loadshifting 
strategy) lead to net reduction of electricity generation emissions: A 0.3%, ~95 tons and 0.2%, 
~173 tons reduction in NOx and SO2 emissions per year, respectively, while a 1.3% increase in 
CO2 emissions per year, ~663 thousand tons. The household loadshifting by using CAES 
however result in net increases in all three emissions.  
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Table 9.2  Emission impacts of household loadshifting (economically viable storage technologies only).a 







CAES 433 415 1893 
PHS -95 -173 663 
a Absolute increases (positive values) or reductions (negative values) in the annual electricity generation emissions. 
Compared to the annual emissions without storage and DR: 33.8 thousand tons NOx, 81.1 thousand tons SO2, and 
52.1 million tons CO2. Storage is sized at optimal EC (see Table 9.1). 
 
Table 9.3 summarizes the emissions impacts for a variety of economically viable storage 
technologies with the peak shaving strategy being implemented. All studied storage technologies 
increase electricity generation emissions by less than 1%. The insignificant impacts are due to 
the observations as shown in Section 9.2.2: The household-level peak shaving (assuming the 
15% household participation rate) only makes minor impacts on the grid. The emission 
reductions from displacing relatively dirty generators thus can’t offset the increases in emissions 
due to extra electricity generations to make up for storage (dis-)charge and power conversion 
losses. This can be seen from Figure 9.6 (an example of PHS systems) that no net generation 
reductions in oil-fired, coal-fired, and biomass power plants. Rather, generations are increased in 
all types of power plants. Household-level peak shaving thus results in detrimental net emission 
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Conventional batteries  
Metal air 281 268 503 
Pb-acid 54 59 89 
Li-ion 46 46 72 
NaS 55 58 90 
ZEBRA 65 64 111 
Flow batteries 
  
ZnBr 105 105 179 
VRB 102 100 180 
NiZn 73 70 120 
ZnMnO2 103 100 174 
Super capacitor 41 42 61 
CAES 248 237 463 
PHS 90 86 221 
a Absolute increases (positive values) or reductions (negative values) in the annual electricity generation emissions. 
Compared to the annual emissions without storage and DR: 33.8 thousand tons NOx, 81.1 thousand tons SO2, and 
52.1 million tons CO2. Storage is sized at optimal EC (see Table 9.1). 
 
In summary, by using the loadshifting strategy, the economically optimized PHS systems can 
lead to a small net reduction (less than 1%) in the NOx (~95 tons net reduction per year) and SO2  
(~173 tons net reduction per year) emissions while it increases the CO2 emissions by 1.3% (~663 
thousand tons net increase per year). By using the peak shaving strategy, although representing 
substantial economic incentives for households, all economically viable storage technologies 
lead to net increases (less than 1%, however) in NOx (~ 41 to 281 tons net increase per year), 
SO2 (~ 42 to 268 tons net increase per year) ,and CO2 (~ 61 to 503 tons net increase per year) 
emissions.  
 
Part IV            Discussion 




Our economic results show significant financial incentives (the lack of in-depth understanding of 
the cost-effectiveness of storage used to be a major barrier to a wider adoption of DR, i.e., 
demand response) to motivate residential consumers to install storage to time-shift loads under a 
time-of-use (TOU; charges differing rates for peak periods and off-peak periods) energy tariff 
(charges in $ per kWh drawn from the grid) or shave peaks under a TOU demand tariff (i.e., 
charge in both $ per monthly peak demand and $ per kWh drawn from the grid), using the 
proposed dispatch strategies. By time-shifting electricity consumption under the TOU energy 
tariff available from Con Edison (NY), an average U.S. household could achieve profit (with 
                                                 
33 Part of the text in this chapter (Section 10.2, 10.3, and 10.4) is verbatim from the papers that have been previously 
published as “Zheng M, Meinrenken CJ, Lackner KS. Agent-based model for electricity consumption and storage to 
evaluate economic viability of tariff arbitrage for residential sector demand response. Applied Energy. 
2014;126:297-306.” and “Zheng M, Meinrenken CJ, Lackner KS. Smart households: Dispatch strategies and 
economic analysis of distributed energy storage for residential peak shaving. Applied Energy. 2015;147:246-57.” 
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base-case parameter assumptions) ranging from <1% to 28% of the regular electricity bill (basic 
energy tariff but without DR), depending on the storage technology (a range of currently 
available storage technologies are investigated). With seasonal DLs (i.e., demand limit on the 
grid; above which the control unit will attempt to use stored electricity in addition to grid 
electricity to satisfy appliance demand), the peak shaving strategy under the TOU demand tariff 
(also from Con Edison) leads to annual profits ranging from <1% to 37% of the non-DR 
electricity bill (same demand tariff but without DR). Compared with the loadshifting DR, the 
peak shaving DR results in smaller optimum storage size and renders more storage technologies 
economically viable, using the same appliance demand model and storage parameters. Although 
bringing in substantial economic incentives for households, the proposed peak shaving DR in 
individual households only leads to minor impact on the grid (assuming 15% household 
participation rate). The loadshifting strategy would cause rebound loads, causing extra grid stress 
and likely leading to brownouts, when all participating households start to re-charge storage by 
purchasing inexpensive electricity uncoordinatedly, while the overall emission impacts (i.e., 
CO2, NOx, and SO2 emissions) are less than 5% of the total emissions in the state of New York.  
Note that the above economic results are only valid for the demand profiles of an average U.S. 
household (to which the agent-based demand model was calibrated) and the specific Con Edison 
tariffs. Different demand profiles (e.g., Section 9.1) and/or tariff selections will affect achievable 
profits. TOU demand tariffs such as the one investigated in this study are not (yet) available in 
all U.S. states.  
In addition, economic results rely on the parameter assumptions: Assuming optimistic 
parameters, the same loadshifting strategy results in increased annual profits ranging from 1% to 
35% (basic energy tariff baseline), depending on the storage technology, and renders some 
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technologies from unprofitable to profitable. On the other hand, assuming conservative 
parameters, for the peak shaving strategy, annual profits remain achievable but are reduced by 
using the same peak shaving strategy, ranging from 8% to 31% (The lower end is higher than the 
average case as less storage technology are profitable). 
10.2 Demand tariffs vs energy tariffs 
For residential consumers, Con Edison offers both energy tariffs and demand tariffs (Chapter 4). 
Energy tariffs charge households only according to their kWh drawn from the grid while demand 
tariffs combine charges for a household’s energy (kWh) and demand (kW). Arbitrage savings by 
storage-enabled DR can be achieved under both tariffs: Consumers shift electricity consumption 
from peak hours to off-peak hours (loadshifting under TOU energy tariffs) or smoothen peak 
demands (peak shaving under demand tariffs). But which of the two tariffs allow for higher 
profits for households?  
Table 10.1 shows comparisons between achievable profits with storage-based DR under these 
two tariffs (using the same appliance demand model and same storage parameters). For 
comparison, the peak shaving strategy results in lower TAC and smaller optimum storage size for 
all storage technologies except for CAES and PHS. As shown in Table 10.1, the peak shaving 
strategy (seasonal DLs) renders more storage technologies economically viable (defined as 
reduced tariff charge higher than LSC). Only ZnMnO2 battery, CAES, and PHS are economically 
viable under both tariffs.  
With regard to the implications for the grid, both strategies cause rebound loads (as shown in 
Figure 9.2; Figure 9.5 also shows slightly higher loads after the storage is applied), which may 
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cause extra grid stress and likely lead to brownouts. Compared to the peak shaving strategy, the 
loadshifting strategy reduces electricity usage during peak periods more effectively, thus 
displacing more peak generators of high emission rates and resulting in net reductions in NOx 
and SO2 emissions (by using PHS; see Table 9.2) for the studied year (i.e., year 2010). Although 
bringing in more economic incentives for households, the peak shaving strategy increases net 
electricity generation emissions for all the economically viable storage technologies (Table 9.3).  
Table 10.1  Economic comparison between the peak shaving strategy under the TOU demand tariff 
(seasonal DLs) and the loadshifting strategy under the TOU energy tariff (reproduced from 
Zheng et al. [2]).a  
  
  













Flywheel 3,847 3,360 - 2.1 No No 
Conventional 
batteries  
Metal air 3,121 2,587 29.6 27.5 No Yes 
Pb-acid 3,590 2,879 - 3.5 No Yes 
NiCd 3,805 3,243 - 2.1 No Yes 
Li-ion 3,729 3,055 - 3.1 No Yes 
NaS 3,707 2,946 - 3.2 No Yes 




ZnBr 3,476 2,625 - 3.8 No Yes 
VRB 3,261 2,524 10.4 3.9 No Yes 
NiZn 3,513 2,674 - 3.5 No Yes 
ZnMnO2 2,510 2,328 29.6 10.3 Yes Yes 
Super capacitor 3,412 2,570 7.0 4.0 No Yes 
CAES 2,292 2,324 33.1 10.1 Yes Yes 
PHS 1,818 2,059 34.8 22.4 Yes Yes 
SMES 3,974 3,466 - 0.9 No No 
a  Base-case parameters were applied. Economic viability results for the energy tariff are based on the basic energy 
tariff baseline (Figure 8.1). Economic results based on the TOU energy baseline can be found in Table 8.1.  
b “-“ indicates that optimal storage size is zero. 
10.3 Sensitivity tests 
Storage cost and parameter estimations are obtained from a variety of vendors and 
manufacturers, leading to uncertainties in parameters as storage cost and parameter estimations 
could vary from one vendor to another. The base-case results by assuming the average cost and 
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parameters obtained, are presented in Chapter 8. Whereas near term installations may not 
achieve the exact cost and performance parameters that represent the base case in this study, but 
rather storage cost and parameters may be higher or lower depending on the module or vendor. 
In addition, future manufacturing cost reduction (and/or life time improvement) may be achieved 
in the coming years due to the modularity and scalability of battery systems and technology 
breakthroughs, for example the use of less costly Na as an alternative to Li in Li-ion batteries [4]. 
These factors also affect the profitability of the proposed DR schemes. In the end, the 
assumptions of the installation cost and the interest rate bring in more uncertainties in the 
economic results. We therefore test whether our conclusions remain valid by taking into account 
the above uncertainties in this section. 
10.3.1 Storage cost and parameter assumptions 
In addition to the base-case parameters as shown in Table 3.2, conservative parameters assuming 
highest cost and lowest efficiencies in the literature (see Table A.1), and optimistic parameters 
assuming lowest cost and highest efficiencies are also applied. Peak shaving results under the 
conservative parameter assumptions are provided in Table 8.2: Pb-acid, NiCd, Li-ion, NaS, ZnBr 
batteries, and short-term storage technologies (i.e., SMES and flywheel) would not be 
economically viable even when employing seasonal DLs. Annual losses range from US$ 77 to 
US$ 361 (~2% to 11% of the non-DR annual tariff charge). The highest profit is still achieved by 
PHS, which is 31% of the non-DR annual tariff charge. On the contrary, optimistic parameters 
assumptions would lead ZEBRA and VRB batteries to become profitable by using the 
loadshifting strategy (results see Table 8.2). Higher profits would be achieved, ranging from 1% 
to 35% of the non-DR annual tariff charge (basic energy tariff baseline).  
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10.3.2 Technological improvement and storage cost reduction 
Although they have existed for decades, electric energy storage technologies are still 
experiencing relatively rapid improvements in cost and performance (e.g., [109]). As such, 
storage cost and performance parameters carry significant uncertainties whose impact on the 
overall profitability of the proposed DR schemes is evaluated in several sensitivity tests to 
account for the technological improvement and storage cost reduction.  
The U.S. Department of Energy’s Office of Electricity Delivery & Energy Reliability Energy 
Storage Program defined a storage capital cost target of US$ 250 per kWh for NaS, Pb-acid, Li-
ion, and flow batteries [109]. In our study, the average capital cost (i.e., purchase cost, as defined 
in Section 3.3.1) for NaS, Pb-acid, Li-ion, and flow batteries ranges from US$ 141 per kWh 
(ZnMnO2 battery) to US$ 1,342 per kWh (Li-ion battery). If the target of US$ 250 per kWh 
could be achieved in the future for Li-ion batteries (81% reduction versus current), the annual 
profit per average U.S. household could be increased by US$ 633, or 300% (base-case 
parameters; peak shaving; seasonal DLs).  
Performance improvements of storage technologies are also underway (e.g., [110]), which would 
lead to higher annual profits for storage technologies. For example, for metal-air batteries, a 
doubling of round-trip efficiency from 45% to 90% (achievable in the future [111]) would 
increase the annual profit by US$ 262, or 39% with the peak shaving strategy (base-case 
parameters; seasonal DLs) being implemented, and by US$ 147, or 22% with the loadshifting 
strategy (best-case parameters).   
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10.3.3 Lowering installation cost 
Besides the storage purchase cost (Section 3.3), lowering the fixed one-time home installation 
costs also has potential to improve economic viability. For example, in Chapter 8, a US$ 2,000 
one-time fixed installation cost and a 10% interest rate are assumed, resulting in a US$ 235 fixed 
LSC payment per year (20 years lifetime). Some storage technologies, while not economically 
viable in our model, are so close to break-even that a reduction in installation costs would render 
them economically viable. For example, as can be seen from Table 8.1, the optimistic parameter 
assumptions for super capacitors lead to a gap to break-even of only US$149 per year 
(loadshifting strategy). Assuming an installation cost reduction of 50%, the super capacitor 
would become economically viable. Still, by using the loadshifting strategy, for flywheel, Li-ion 
batteries, NiCd batteries, NiZn batteries, and SMES, storage purchase costs and/or (dis-)charge 
losses are so high that gaps to provide profit are more than US$ 900 per year, i.e., higher than the 
savings possible from lowered installation costs. In contrast, the break-even gaps yielded by 
utilizing the peak reduction strategy are all below US$ 235 per year (Table 8.2; base-case; 
seasonal DLs), indicating that they are likely to become economically viable or get closer to be 
break-even if the assumed installation cost would be reduced by 50%.  
10.3.4 Impact of interest rate 
In the study, an interest rate of 10% is assumed (higher than the typical mortgage rate in the 
U.S.). A more conservative assumption of the interest rate, such as 15%, would increase LSC 
(US$ 2,000 installation cost included) by 36% (20 years lifetime). In contrast, an interest rate of 
5% would lead to 32% lower LSC, thus enabling higher annual profits. Storage technologies with 
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relatively higher costs and/or lifetimes are more sensitive to the interest rate. For example, if a 
lower interest rate of 5% were assumed, annual profit for PHS would change from the base case 
of 37% of the non-DR annual tariff charge to 41% (peak shaving; seasonal DLs). But for Li-ion 
battery, the figures would change from 6% to 16% (peak shaving; seasonal DLs).  
10.4 Technological viability of PHS and CAES 
With regards to economic viability, PHS (i.e., pumped hydro storage) and CAES (i.e., 
compressed air energy storage) show the highest possible profit under both DR schemes (Table 
8.1 and Table 8.2). However, from a practical perspective, applications of PHS and CAES will 
be limited by site conditions. Although emerging PHS and CAES technologies have been 
proposed or demonstrated to work as compact systems [39], their low energy density still poses 
obstacles: For PHS, the optimal EC of 12kWh (base-case, loadshifting strategy) would require 
488m3 (~500 tons) of water stored in two separate tanks at 10m altitude difference (Equation 
3.3). This will be possible only for select residential buildings and specific architecture. For 
CAES, however, recent commercially available systems have been shown to be suitable for 
installation e.g., in the basement of single-family homes [39]. 
10.5 Thermal energy storage 
In addition to the present storage technologies, DR can be achieved with thermal energy storage, 
such as through automated thermostat setting controls over heating, ventilating, and air 
conditioning systems (e.g., [112], [113], and [114]) which, however, may involve a temporary 
loss of comfort [115] for the consumers, or via chilled water, ice storage, and storage based on 
phase change materials (a review of state-of-the-art thermal energy storage technologies for DR 
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is provided in [116]). For comparison, thermal energy storage technologies usually have lower 
capital cost per unit of electricity stored (e.g., 14-20 US$/kWh for ice storage excl. the chiller 
[116]) than most of the electric energy storage technologies studied in this dissertation (Table 
A.1). Thermal energy storage technologies could also be good candidates for the present 
loadshifting and peak shaving DR applications (e.g., [116]). 
10.6 Future work 
With regards to the DR strategy research, as shown by Hong et al. [117], weather has a 
significant impact on both the peak demand and energy consumption of electricity. We therefore 
predict that a more intelligent peak shaving dispatch strategy, such as one with embedded 
weather forecasting capability, may result in yet higher profit.  
In addition, some research has developed and optimized storage dispatch strategies at the 
community level [118]. The community level storage often involves a two-level optimal control: 
For example, Arghandeh et al. proposed a hierarchical control architecture to optimize the 
substation-level group controller decisions (sending optimal commands to the individual storage 
units) and determine the optimal dispatch strategies for each storage unit by taking into 
consideration each storage’s operating constraints and capability [118]. 
When the emission impacts are investigated, our current generator dispatch model has several 
limitations (see Section 7.1).  First, a dispatch model taking into account the reserve and 
frequency regulation requirements may be studied in future work. By providing reserve and 
frequency services, power plants operate at part-load, leading to lower efficiency and higher 
emission rates. In the present study, constant plant heat rates (i.e., power plant efficiency) and 
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emission rates obtained from eGRID2010 [105] are used. Heat rate and emission rate as a 
function of the power output, such as [27] and [31], should be incorporated in the future. Second, 
a comprehensive life-cycle assessment of emission impacts should be performed in the future 
work, by taking into accounting the up-front emissions of storage technologies. Finally, 
recognizing the uncertainties in the dispatch curve as outlined in Section 7.1.1 (i.e., long-term 
investment decisions for a whole generation, future more renewable integration, fuel cost 
variations, and carbon taxes), our current emission impacts results can only be interpreted as 
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Appendix A. Operating characteristics of storage technologies 
and cost estimations 
Table A.1 Characteristics of storage technologies and cost estimations (incl. data sources).
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1 (Dis-)charge power per kWh nominal capacity is the inverse of discharge duration. At 1 kW/kWh it will take the user 1 hour to (dis-)charge. Certain storage technologies can 
withstand so called pulse discharge modes at peak discharge power which is considerably higher than its normal, continuous (dis-)charge power.  












                                                                                                                                                                                                                           
2 Taken from Chen et al. [1]. 
3 Taken from EOS Energy Storage [2]. 
4 Taken from Edberg and Naish [3]. 
5 Usually referred to the weight at the charged state (oxygen included). Taken from Naish et al. [4]. 
6 Summarized from Chen et al. [1,5-8], unless stated otherwise. 
7 Taken from Naish et al. [4]. 
8 Summarized from Chen et al. [1, 5, 7, 9], unless stated otherwise. 
9 Summarized from Chen et al. [1, 5-7, 9-12], unless stated otherwise. 
10 Available sources indicate that the healthy DoD is 80% for Li-ion batteries with one exception of 60%. 
11 The enlarged life cycles are achieved at 50% DoD and by strictly controlling (dis-)charge processes. 
12 Summarized from Chen et al. [1, 5-7, 12, 13], unless stated otherwise. 
13 $1100-2700/kWh is indicated by the NGK company. According to the NAS battery cost projection by NGK, the cost is expected to be reduced to $140/kWh if massively 
produced (1600 MWh/year).  
14 Summarized from Chen et al. [1, 5]. 
15 Summarized from Chen et al. [1, 5-7, 14, 15]. 
16 Summarized from Chen et al. [1, 4-7, 12, 16, 17]. 
17 Personal communication, CUNY Energy Institute, NY. 
18 Summarized from Chen et al. [1, 4-7, 12, 18-21], unless stated otherwise. 
19 The range reflects different flywheel models. The latest generation of flywheels using magnetic bearings and the ring, which increases the energy capacity of flywheel thus 
reduces the relative power density (kW/kWh). On the other hand, the model of the high power rating and the low energy capacity reflects the first generation of flywheels, which 
can be applied in the power quality regulation market. 
20 Conventional flywheels are limited to drop 59% of the maximum rator speed due to the industrial “fail-safe” standard, while the new generation can dump 100% of the 
maximum rator speed [22].  
21 The high end in the range takes into account the integrated power conversion system, cooling system and pumped vacuum system while the low end reflects the energy density 
of the rator only. 
22 A high speed flywheel costs as high as five times the manufacturing cost of a low speed flywheel. 
23 Summarized from Chen et al. [1, 5, 7, 23]. 
24 Summarized from Chen et al. [1, 5, 7, 24]. 
25 The round-trip efficiencies of CAES from literatures vary due to the different definitions used for the CAES round-trip efficiency. On the condition that  the waste energy 
utilization is taken into account, the round-trip efficiency of CAES could be increased. The emerging CAES technology is claimed to be able to increase the efficiency from 40% 
to 70%. According to Ref. [24], the advanced CAES could be materialized by 2015. 
26 The costs of CAES system varies with different scales or kW capacities. 
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Appendix B. Demand model testing results 
Various tests were performed on the developed agent-based, appliance level model, including 
tests on the individual appliance level and on the household level. For individual appliances, we 
tested (i) on and off cycling; (ii) power and electricity draw, cycles per year, and total electricity 
consumption per year; and (iii) the average daily demand profile. For the household aggregate 
demand, we tested (iv) average demand time profile (differentiated by season); (v) total kWh 
usage per year; and (vi) % contribution of appliance types to total annual kWh usage (air 
conditioning vs. lighting vs. heating, etc.). Table B.1 shows testing results for (i), (ii) and (v) for 
the average U.S. household demand model. 
The model is then adjusted by using the NY-specified appliance parameters in order to capture 
the features of NY household. The detailed methodology and data used for the average NY 
household demand model are explained in Section 5.3, while testing results are summarized in 
this section: Table B.2 listed the testing results for the average NY household demand model. 
The model is found to capture NY-specified features (Section 5.3) adequately on both the single 
day and the “converged” day. The shapes of modeled mean curve loads are compared to the 
shapes of in-use probability profiles from ATUS and other sources. The comparison results are 
plotted in Figure B.1 for dishwasher, clothes washer, air conditioning, and space heater, for 
which parameters different from the U.S. average values are applied in the NY demand model.  
From Table B.2 and Figure B.1, the NY demand model is able to capture the time-preferences 







(b) Clothes washer 
 
(c) Air conditioning 
 
(d) Space heater 
Figure B.134 Mean load curve from simulations and in-use probability profile. 
 
                                                 
34 The probability profiles are plotted on the secondary axis. The solid lines represent the mean load curves from 












  Table B.1 Testing results of the appliance demand profile model (for an average U.S. household). 









































Dishwasher 430 0 54 OK 5% 350 365 -4.1% 403 387 -4.1% 12% 5.5 6.6 -17.9% 
Microwave oven 1500 0 6 OK 5% 1171 1133 3.3% 481 466 3.3% 50% 0.3 0.5 -42.9% 
Toaster oven 1400 0 20 OK 5% 112 111 1.2% 144 142 1.2% 100% 0.1 0.1 0% 
Refrigerator 250 0 20 OK 2% 12087 12089 -0.0% 2760 2760 -0.0% 5% 115 108 6% 
Freezer 155 0 20 OK 0% 21699 21681 0.1% 3072 3069 0.1% 5% 122 129 -5% 
Lighting-Bathroom 317 0 31 OK 5% 920 989 -7.0% 413 444 -7.0% 6% 10.1 10.5 -4% 
Lighting-Bedroom 200 0 60 OK 5% 623 621 0.4% 341 340 0.4% 7% 4.5 4.5 -1% 
Lighting-Living 
room 256 0 60 OK 5% 816 840 -2.8% 573 589 -2.8% 5% 8.4 8.5 -1% 
Lighting-Dining 
room 235 0 30 OK 5% 1336 1387 -3.7% 430 447 -3.7% 12% 1.7 1.7 1% 
Lighting-Hallways 207 0 15 OK 5% 1705 1752 -2.7% 242 248 -2.7% 11% 1.8 1.8 0% 
Lighting-Kitchen 250 0 32 OK 5% 1650 1711 -3.6% 603 625 -3.6% 14% 1.3 1.3 -2% 
Clothes dryer 2895 0 60 OK 5% 353 359 -1.6% 2802 2847 -1.6% 13% 16.2 16.5 -2% 
Clothes washer 2150 0 48 OK 5% 388 392 -1.1% 822 831 -1.1% 21% 4.1 4.5 -9% 
Television 185 0 115 OK 5% 704 752 -6.3% 684 730 -6.3% 5% 21.9 22.3 -2% 
Air conditioning 3500 0 10 OK 1% 5270 5520 -4.5% 33414 30667 9.0% 5% 1335 1405 -5% 
Space heater 1447 0 60 OK 2% 1465 1476 -0.7% 17432 17364 0.4% 5% 683 677 1% 
Vacuum 1440 0 35 OK 5% 63 63 -0.1% 146 146 -0.1% 19% 1.3 0.6 132% 
Computers and 
others 100 100 1440 OK 0% 365 365 0.0% 2400 2400 0.0% 0% 100 100 0% 
Hous
ehold 
Summer 12207 100 - OK 2% - 50306 573923   5% 1829 1797 2% 
Winter 9003 100 - OK 2% - 33705 - 5% 1111 1115 0% 
Spring or fall 8242 100 - OK 3% - 16259 - 5% 419 420 0% 














  Table B.2 Testing results of the appliance demand profile model (for an average NY household). 









































Dishwasher 430 0 54 OK 5% 350 365 -4.1% 403 387 -4.1% 12% 5.5 6.6 -17.9% 
Microwave oven 1500 0 6 OK 5% 1171 1133 3.3% 481 466 3.3% 50% 0.3 0.5 -42.9% 
Toaster oven 1400 0 20 OK 5% 112 111 1.2% 144 142 1.2% 100% 0.1 0.1 0% 
Refrigerator 250 0 20 OK 2% 12087 12089 -0.0% 2760 2760 -0.0% 5% 115 108 6% 
Freezer 0 0 0 OK 0% 0 0 0% 0 0 0% 0% 0 0 0% 
Lighting-Bathroom 317 0 31 OK 5% 920 989 -7.0% 413 444 -7.0% 6% 10.1 10.5 -4% 
Lighting-Bedroom 200 0 60 OK 5% 623 621 0.4% 341 340 0.4% 7% 4.5 4.5 -1% 
Lighting-Living 
room 256 0 60 OK 5% 816 840 -2.8% 573 589 -2.8% 5% 8.4 8.5 -1% 
Lighting-Dining 
room 235 0 30 OK 5% 1336 1387 -3.7% 430 447 -3.7% 12% 1.7 1.7 1% 
Lighting-Hallways 207 0 15 OK 5% 1705 1752 -2.7% 242 248 -2.7% 11% 1.8 1.8 0% 
Lighting-Kitchen 250 0 32 OK 5% 1650 1711 -3.6% 603 625 -3.6% 14% 1.3 1.3 -2% 
Clothes dryer 2895 0 60 OK 5% 353 359 -1.6% 2802 2847 -1.6% 13% 16.2 16.5 -2% 
Clothes washer 447 0 45 OK 5% 386 392 -1.5% 366 359 1.9% 15% 2.4 2.0 23% 
Television 185 0 115 OK 5% 704 752 -6.3% 684 730 -6.3% 5% 21.9 22.3 -2% 
Air conditioning 1160 0 10 OK 2% 2943 3024 -2.7% 6774 6960 -2.7% 5% 283 285 -1% 
Space heater 1320 0 60 OK 2% 1080 1080 -0.0% 15895 15840 0.4% 5% 684 623 10% 
Vacuum 1440 0 35 OK 5% 63 63 -0.1% 146 146 -0.1% 19% 1.3 0.6 132% 
Computers and 
others 100 100 1440 OK 0% 365 365 0.0% 2400 2400 0.0% 0% 100 100 0% 
Hous
ehold 
Summer 7305 100 - OK 2% - 19357    5% 1829 1797 2% 
Winter 7822 100 - OK 2% - 27960 - 5% 1111 1115 0% 
Spring or fall 6395 100 - OK 3% - 12758 - 5% 419 420 0% 














1 RSEM denotes the relative standard deviation of the mean. Here, the RSEM is the maximum RSEM among RESMs of fully cycles per year, daily electricity consumption, 
electricity consumption during peak hours and electricity consumption during off-peak hours. 
2 Here, RSEM is the larger one between RSEM of the power draw at the first minute of the day and RSEM of the power draw at the last minute of the day. 
3 The average daily electricity consumption for summer days is obtained from Pecan Street Research Institute, http://www.pecanstreet.org/.  [accessed on May 2013]. 
4 The average daily electricity consumption per household in U.S. is obtained from U.S. Energy Information Administration, 2009 Residential Energy Consumption Survey 
(RECS) Data, Table CE2.1 Fuel Consumption Totals and Averages, U.S. Homes. 2009. http://www.eia.gov/consumption/residential/data/2009/index.cfm?view=consumption#fuel-
consumption. [accessed on January 2014]. 
5 The average daily electricity consumption per household in U.S. is obtained from U.S. Energy Information Administration, 2009 Residential Energy Consumption Survey 
(RECS) Data, State fact sheets on household energy use (New York). 2009. http://www.eia.gov/consumption/residential/reports/2009/state_briefs/pdf/ny.pdf  [accessed on August 
2014]. 
                                                 
