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In this paper we prove that for every positive integer n there exists a bipartite graph with 
exactly n independent sets. 
1. Introduction 
If G is a graph, then Z c_ V(G) is an independent set in G if the subgraph 
induced by Z contains no edges. Given n 2 1 there are many graphs with exactly n 
independent sets, the most obvious example being the complete graph on n - 1 
vertices Kn+ where the independent sets are the singletons and the empty set. 
What if we restrict the class of graphs under consideration? For instance, do all 
numbers occur as the number of independent sets of a triangle free graph? It so 
happens that even more is true: 
Theorem. For each n a 1 there is a bipartite graph with exactly n independent sets. 
2. Preliminaries 
In this paper h(G) denotes the number of independent sets in G and c(G) 
denotes the number of complete bipartite subgraphs Ka,b of G where a, b > 0; we 
call such bipartite subgraphs whole. The class of all bipartite graphs whose vertex 
sets can be partitioned into two independent sets of orders vn and n, m s n, will 
be denoted by gm,,. If G E 9’3*,, then G* is an upper extension of G if, for some 
vertex 21 of G*, G’- u = G and the set of vertices adjacent o 21 in G* and G* 
form independent sets of orders m and n respectively. The lower extension G, is 
defined similarly with m and n interchanged (Fig. 1). 
The disjoint union of two graphs, G U H, is the graph obtained by forming the 
disjoint union of the vertex sets and the disjoint union of the edge sets of G and 
ZS We write nG for lJyzl Gi, where the Gi are disjoint isomorphic opies of G. 
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Fig. 1. Upper and lower extensions of G E Y&B. 
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G* E gm,n+~, G E %ain(m+~n).max(m+~,n); 
L(G*) = L(G) + 2”, b(G,) = h(G) + 2”; 
c(G*) = 2c(G) + 2” - 1, c(G,) = 2c(G) + 2” - 1; 
L&J = 2” + 2” - 1; 
c&J = (2” - 1)(2” - 1); 
L(G u H) = b(G)&(H); 
c(G u H) = c(G) + c(H). 
3. The main theorem 
In order to prove the main result we need a few preliminary lemmas. 
Proof. All of the proofs are straightforward, we shall prove (iii) only. Let p be 
the vertex addsd to G to get G*; then the vertices adjacent to p form an 
independent set of size m. Let H be a whole bipartite subgraph of G*. There are 
c(G) such subgraphs H for which p $ H. If p E H then either H -p is a whole 
bipartite subgraph of G, of which there are c(G), or H -p is a non-empty subset 
of the vertices adjacent top, of which there are 2” - 1, whence the first formula. 
The second formula follows by symmetry. 0 
Imma 2. For all k 2 2 and n sati@@ 2k-’ S n S 2k there t?XisliS G E %&&+I such 
that c(G) = n. 
P. The proof is by induction on k. Since the truth of the statement for k + 1 
depends on the statement holding true for k - 1, it is verified here for the first 
two values of k using (v) and (vii) of Lemma 1. 
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k-4 k-2 
n=O,H= (2k-l)K, n = 1 ,H = (2k-3)K, u K,,, 
j+l k-j- “1 
PO”’ P i k-j-l 
n > 1, H=Fu (2k-2j-2) Kq 
Fig. 2. The construction of H. 
n G 
k=3 4 &2 LJ &,I u 2K1 
5 K1.2 u 2&l 
6 Z&,2 u K1 
7 K1.3 u =I 
8 K1.3 u &,I u & 
Assume that the statement is true for some k 3 3 and let 0 s n S 2? We now 
define a graph H E 3 &__l,k so that c(H) = n, depending on whether n = 0, n = 1 or 
n > 1 (Fig. 2). 
Case (i). n = 0. Let H = (2k - l)&. 
Case (ii). n = 1. Let H = ICI,1 U (2k - 3)K1. 
Case (iii). n > 1. In this case 2? 6 n s 2j for some 2 <i < k - 1, and by the induc- 
tion hypothesis there is F E %i,j+l so that c(F) = a Rat H = F U (2k - 2i - 2)K1. 
Let H, be a lower extension of H and put G1 = H, U 3Kl, G2 = H, U K1.1 U 
K1. By (vti) and (iii) of Lemma 1 we haIre c(G1) = (2n -- 9 +- ZkP c(G2) = 2n + zk. 
Since 0 s n S 2k-* was chosen arbitrarily and G1, G2 G Sk +I,& +2 this shows that 
the statement is true for k + 1 and completes the proof by induciion. [7 
The final lemma relates th;: functions I and c. 
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Lemma 3. Let G E Sm., and choose independent sets A and B so that A U B = 
V(G), A n B =8 and IAl = m, 1B1 =n. If G is the graph with V(G) = V(G), 
E(G) = (A x B) -E(G) then I(@ = &,,) + c(G). 
Proof. Let I be an independent There are two possibilities, either one 
of In A, I n B is or both intersections former 
instance there are 2” + 2” - 1 = b(Km,,) such sets I. In the 
latter case, we see that I induces a whole bipartite subgraph of G; conversely any 
whole bipartite subgraph of G forms an independent set I in G that meets both A 
and B. This shows that there are c(G) such sets in G and completes the 
proof. Cl 
Theorem 1. For each n 2 1 there exists a bipartite graph G with I(G) = n. 
ProoK Since L(G U K,) = 21(G) it suffices to prove the theorem for odd n, so 
henceforth n is taken to be odd. The following statement serves as the induction 
hypothesis for k 2 2: 
S’: Foi odd n satisfying 2k-’ + 1 s n s 2k - 1 there exists G E %&b such that 
t(G) = n, where b = [log, n] and a = [log,(n - 26 + l)] , 1 ] being the greatest 
integer function. 
The a and b values are those that maximize the number of vertices of G subject 
to the restraint b(G) = n. The graphs &, & and & (Fig. 3), show that the 
statement Sk is true for k = 2 and k = 3. 
Assume that & holds for some k 3 3 and let n be an odd integer satisfying 
2k+1dn<2k+1 - 1. We consider three cases, depending upon where n lies in 
the given interval. 
Case (i). 2k -t 1 s n s 2k + 2kT1 - 1. Since 2k-’ + 1s n - 2k-’ < 2k - 1, choose H 
by induction so that h(H) = n - ZkB1, HE %=,& and a = ]logz([n - 2k-1] -
2k-f + 1)f. Let H* be zn upper extension of H; then H* E ?!&&, h(H*) = n, by 
Lemma l(ii), aiS k = ]Iogz n] and a = Llog2(n - Zk + l)] , so &+l holds in this 
case. 







Fig. 3. The cases n = 3, 5 and 7. 
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2& + 2&-' - 3 it follows from (i) that we may ehoose H so that L(H) = n - 2k-2 
and H E Sk_2,k. Let H, be a lower extension of H; then H, E 9&_l,k, @,) = n, 
so that Sk+, holds. 
Case (iii). 2& + 2&-’ + 2k-2 - 1 <n s 2&+i - 1. As noted earlier &_l,k) = 2k + 
2&-l - I, so that Zkm2 Gn - L(&_~,~) s 2? By Lemma 2 there exists H E %k_l,k 
such that c(H) = n - &--l,& Ch oose independent sets A, B so that A U B = 
V(H), A n B = 0, IAl = k - 1 and IBI = k. Let I? be the graph with V(R) = 
V(H), E(k) = (A x B) - E(H). By Lemma 3 @) = n, moreover fi E %$_l,k so 
that Sk+l holds. Cl 
4. Reformulations of the main result . 
Theorem 1 can be restated in terms of partial orders and lattices. The length of 
a fmite partial order, P, is one less than the number of elements in the longest 
chain in P. An antichain of P is a subset of P in which no two elements are 
comparable. If a bipartite graph is thought of as a partial order of length 1 then 
the independent sets become antichains. This allows us to rephrase Theorem 1 as: 
Theorem 1'. For every integer n Z= 1 there exists a partial order of length at most 1 
with exactly n antichains. 
A lower segment of a partial order P is a subset S with the property that s E S 
and x G s imply x E S. An element a in a finite lattice I is join irredicuble if a is not 
the least element of L and a = b v c implies a = b or a = c. The lower segments of 
P ordered by c form a distributive lattice, and it is an elementary result in lattice 
theory that the partial order of join irreducibles of this lattice is isomorphic to P 
[ 11. If P is finite then there is a natural correspondence between the lower 
P and the antichains of P (via maximal elements), thus we have 
1”. For each integer n H > 1 there exists a distributive lattice of order n 
whose partial order of join irreducibles has length at most 1. 
5. Problems 
In [2] it is shown that not all numbers are iota numbers of trees, however, the 
proof given in [2] yields only finitely many exceptions. Of the first 241 numbers, 
140 are iota numbers of trees and 101 are not. 
Problem. Are there infinitely many numbers which are not iota numbers of 
trees? 
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Fig. 4. The graph G,,. 
A I&rear extension, L, of a finite partial order P is a total ordering of the 
elements of P with the property that a < b in P implies CL C b in L. If P is thought 
of as a collection of ordered pairs, the order dimension of P is defined as the 
smallest m for which there exist linear extensions L1, . . . , L,,, of P such that 
m1 Li = P. Let G,, be the graph with vertex set {al, . . . , a,,, bl, . . . , b,} and 
(x, y) a edge iff {x, y} = {ai, bj}, i #j (Fig. 4). 
Observe that nK 1,1 occurs as a subgraph among the graphs constructed in 
Lemma 2, so that among the graphs constructed in Case (iii) of Theorem 1, G, 
will occur as a subgraph. It is easy to see that G,, thought of as a partial order, 
has order dimension n; it follows that the partial orders of Theorem 1’ have 
unbounded order dimension. 
Problem. Does there exist m > 1 such that for any n > 1 there is a partial order 
of length 1 with n antichains and order dimension at most m? 
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