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Spectral element method is a high-order method, and has nicer paral-
lel feature as compared with low order methods. In this paper, a parallel
preconditioned conjugate gradient iterative method is proposed to solv-
ing the spectral element approximation of the Helmholtz problem. In
1D case, the preconditioner is constructed by using the piecewise linear
finite element method based on global Gauss-Lobatto points. In 2D case,
the original SEM Helmholtz system is first reduced into a system cor-
responding to the elemental boundaries by using Schur decomposition.
Then, this boundary system is preconditioned by using the additional
Schwarz decomposition method. A series of numerical experiments is
carried out to show that the parallel algorithm has good performance as
compared to non parallel cases.
Key words: Spectral Element Method; Schur Complement; Do-























































考虑以下一维Helmholtz问题: 找一个定义在Ω = (a, b)上的函数u,
使得
{
−(pu′)′ + λ2u = f, in Ω
u(a) = u(b) = 0
(1.1)
这里λ 是一个实数, ’ 表示关于x 的导数, f(x), p(x) 是定义在Ω上的
函数,假设存在两个正常数τ0 和τ∞ 使得
τ∞ > p(x) > τ0,∀x ∈ Ω. (1.2)

























0 (Ω) ∩ PN,K(Ω)
这里
PN,K(Ω) = {φ ∈ L2(Ω), φ|Ωk ∈ PN(Ωk), k = 1, · · · , K}.














f(x)vh(x)dx, ∀vh ∈ Xh
(1.4)
让ξ0, ξ1, · · · , ξN 表示Gauss-Labatto-Legendre (GLL) 点, 即ξi满足:
ξ0 = −1, ξN = 1, L′N(ξi) = 0,∀i ∈ {1, · · · , N − 1}.
相应的用于GLL数值积分公式中的权系数表示为ρi。
令Ωk = [ak−1, ak], 那么全局GLL点和相应的权系数定义如下：














































wki hi(r), x ∈ Λk → r ∈ Λ (1.6)
这里hi满足：
hi ∈ PN(Λ), hi(ξj) = δij,∀i, j ∈ {0, · · · , N} (1.7)
而wki = wh(ξi,k). wh 在交界上的连续性和边界条件由下列关系给定：
wkN = w
k+1
































DqiDqjp(ξq,k)ρq,k · · · · · · · · · ∀i, j ∈ {0, · · · , N}
Bkij = ρi,kδij · · · · · · · · · · · · · · · ∀i, j ∈ {0, · · · , N}




































































矩阵S1, SK , P 1, PK 是N ×N 矩阵，而Sk, P k, 2 ≤ k ≤ K − 1，是(N +
1)× (N +1)矩阵。Sk 和P k之间的一个区别是Sk 是满的而P k 是三对角


































首先我们把K 个元分成M 组: K1, · · · , KM , 使得
M∑
n=1
Km = K, Km ≥ 0,m = 1, · · · ,M,
然后我们把每个组分配给一个处理器。第m个处理器的任务组Km 从km
到km + Km − 1编号。因此
km + Km = km+1, 1 ≤ m ≤ M − 1
k1 = 1
kM + KM = K + 1
令Em := {km, · · · , km+Km−1}, 1 ≤ m ≤ M，所有矩阵Sk, k ∈ Em
与向量的积通过第m 个处理器计算. 如果所有的处理器有同样的性能，
每个处理器的负载应该是均衡的。在这个例子中我们需要以下的均衡












+ 1, M − (K mod M) < m ≤ M
表一是一个选取Km的例子, 这里有17个元(K = 17), 5个处理


































































Ω = (0, 2π)
p(x) = δ
λ = 1
f(x) = (δk2 + 1) sin(kx).
在上述设置下, 问题(1.1) 的精确解是已知的：
u(x) = sin(kx)



















K 1000 2000 4000 8000 16000
迭代次数 5 6 6 5 5
最大误差 4.78e-06 1.51e-07 4.75e-09 1.48e-10 5.72e-12
总时间 16 33 67 128 258
创建预条件 11 23 45 90 180
创建矩阵S 1 2 4 8 16
PCG 运算 3 7 14 23 48






测试 2. 和测试1类似, 但K 固定，N在变化。
K = 500,M = 1, 谱元矩阵在内存中存储，使用预条件。
N 3 5 7 9 11
迭代次数 3 5 7 9 11
最大误差 1.55e-4 1.85e-7 1.67e-10 1.78e-13 1.03e-13
创建矩阵S 1 2 3 5 9
PCG 运算 2 3 5 9 14





















图 1.2 迭代次数随多项式阶数N 的变化关系
算法参数：K = 500, N = 11, 谱元矩阵在内存中存储，使用预条
件。
M 1 2 4 8
创建矩阵S 8 4 2 1






测试 4: 和测试3类似，但是谱元矩阵S 没有在内存中存储.
算法参数：K = 500, N = 11, 矩阵S没有存储，使用预条件。
M 1 2 4 8
总时间 89 51 25 16
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