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Abstract
Let A be a hyperplane arrangement, and k a field of arbitrary char-
acteristic. We show that the projective degree-one resonance variety
R1(A, k) of A over k is ruled by lines, and identify the underlying algebraic
line complex L(A, k) in the Grassmannian G(2, kn), n = |A|. L(A, k) is a
union of linear line complexes corresponding to the neighborly partitions
of subarrangements of A. Each linear line complex is the intersection of a
family of special Schubert varieties corresponding to a subspace arrange-
ment determined by the partition.
In case k has characteristic zero, the resulting ruled varieties are lin-
ear and pairwise disjoint, by results of A. Libgober and S. Yuzvinsky. We
give examples to show that each of these properties fails in positive char-
acteristic. The (4,3)-net structure on the Hessian arrangement gives rise
to a nonlinear component in R1(A,Z3), a cubic hypersurface in P
4 with
interesting line structure. This provides a negative answer to a question of
A. Suciu. The deleted B3 arrangement has linear resonance components
over Z2 that intersect nontrivially.
1 Resonance and characteristic varieties
Arising out of the study of local system cohomology and fundamental groups,
characteristic and resonance varieties of complex hyperplane arrangements have
become the object of much of the current research in the field. The study of
resonance varieties in particular has led to surprising connections with other
areas of mathematics: generalized Cartan matrices [23], Latin squares and loops,
nets [40], special pencils of plane curves [23, 13], graded resolutions and the BGG
correspondence [10, 33, 34], and the Bethe Ansatz [7]. In this paper we establish
a connection between resonance varieties and projective line complexes, which
becomes evident only when one works over a field of positive characteristic.
Keywords and phrases. arrangement, resonance variety, line complex, Orlik-Solomon
algebra.
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Let A be a (central) complex hyperplane arrangement of rank ℓ, k a field,
and A = Ak(A) the Orlik-Solomon algebra of A over k. Since A is a quotient
of an exterior algebra, left-multiplication by a fixed element a ∈ A1 defines a
chain complex (A, a):
0→ A0 → A1 → · · · → Aℓ → 0.
The dth resonance variety of A over k is
Rd(A, k) = {a ∈ A1 |Hd(A, a) 6= 0}.
Rd(A, k) is filtered by dimk(Hd(A, a)). Let R(A, k) = R1(A, k). An element
a ∈ A1 lies in R(A, k) if and only if there exists b ∈ A1 not proportional to
a with ab = 0. Identifying A1 with kn using the canonical basis corresponding
to the hyperplanes of A, R(A, k) is seen to be a homogeneous affine algebraic
variety. Hence R(A, k) determines a projective variety R(A, k) in Pn−1, which
we call the (degree-one) projective resonance variety of A over k.
If k has characteristic zero, R(A, k) has remarkable algebraic and combina-
torial features. It consists of disjoint linear subspaces, each of which corresponds
to a combinatorial structure, called a multinet, on a subarrangement of A. If
k = C, the multinet structure arises from a pencil of plane projective curves
whose singular elements include at least three completely reducible, not neces-
sarily reduced curves [13], see also [8, 22]. Furthermore, by [23], the stratification
of R(A, k) coincides with the stratification by dimension; that is, the dimension
of H1(A, a)) is equal to the dimension of the irreducible component of R(A, k)
containing a.
The present work generalizes the description ofR(A, k) from [23] to arbitrary
fields. In general, R(A, k) is a union of ruled varieties determined by neighborly
partitions of A. The partitions need not correspond to multinets, and the
corresponding varieties need not be linear or disjoint, as our Examples 4.4 and
4.3 show. Example 4.2, due to D. Matei and A. Suciu [26], shows that the
stratification of R(A, k) need not coincide with stratification by dimension.
The ruled variety corresponding to a partition Γ of A is easily described in
terms of Schubert varieties. Let K be the subspace of Pn−1 given by the kernel
of the incidence matrix corresponding to codimension-two flats meeting more
than one block of Γ. The subspaces of K given by the kernels of characteristic
functions of the blocks are called directrices. Each of these subspaces determines
a Schubert variety in the Grassmannian of lines in Pn−1, consisting of the lines
it meets. The intersection of these Schubert varieties - the set of lines that meet
every directrix - is the line complex L(Γ, k) determined by Γ, and the union
V (Γ, k) of the lines in L(Γ, k) is the constituent of R(A, k) arising from Γ. In
every example V (Γ, k) is an irreducible component of R(A, k) but we have no
proof of this in general. For this reason we will continue to refer to V (Γ, k)
as a “constituent” of R(A, k). By [39], V (Γ, k) is contained in the diagonal
hyperplane K0 in K.
If k has characteristic zero, the results of [23] imply that the directrices
are hyperplanes in K, and therefore V (Γ, k) = K. In order for V (Γ, k) to be
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nonlinear, there must be at least three directrices which are not hyperplanes,
none of which is a point. In particular, K0 must have dimension at least three.
In characteristic zero, dim(K0) ≥ 3 implies the multinet has at least 4 blocks,
and only one example (up to isomorphism) is known - the (4, 3)-net structure
[40] on the Hessian arrangement of twelve lines determined by the nine inflection
points of a smooth cubic in P2(C). In positive characteristic there are a few
examples known for which dim(K0) = 3, but they all have directrices which are
points. For the Hessian configuration, and k = Z3, K0 is a P
4, and the four
directrices are planes lying in special position. The ruled variety V (Γ, k) is an
irreducible, singular cubic threefold in P4 with very interesting geometry. This
might be the only example of a nonlinear resonance component in nature.
All of this is depends only on the underlying matroid of A, and can be
carried out for any matroid, realizable or not. It would be interesting to examine
resonance varieties associated with other finite affine or projective planes (the
Hessian arrangement is a copy of AG(2, 3)), which are not realizable over fields
of characteristic zero.
In the rest of the introduction, we sketch some background and motivation
for this research. The Orlik-Solomon algebra A is isomorphic to the cohomology
ring of the complement X = Cℓ −
⋃
A with coefficients in k. For k = C the
complex (A, a) corresponds to a subcomplex of the twisted DeRham complex
associated with a rank-one complex local system on X corresponding to a.
The study of resonance varieties, over C or Zp, is partly motivated by their
connection with jumping loci for the cohomology of such local systems via the
tangent cone theorem.
For simplicity we will confine our discussion to the arrangement setting. Sup-
poseA consists of n hyperplanes. Rank-one local systems onX are parametrized
by the complex torus (C∗)n, with t = (t1, . . . , tn) ∈ (C∗)n corresponding to the
local system Lt with monodromy around a loop about the ith hyperplane given
by multiplication by ti. The d
th characteristic variety of X is
Σd(X, k) = {t ∈ (C∗)n | dimHd(X,Lt) 6= 0}.
Again we focus on the case d = 1.
The stratification of (C∗)n by dim(H1(X,Lt)) determines the first betti
numbers of finite abelian covers of X , among which is the Milnor fiber of the
(non-isolated) singularity of
⋃
A at the origin. Characteristic varieties over
finite fields were first considered in [24, 26, 27]. These determine further nu-
merical invariants of π = π1(X), including p-torsion (p 6= char(k)) in the first
homology of finite-index subgroups. Resonance varieties over Zp determine the
same invariants for the nilpotent quotient π/π(3). The cohomology of (A, a) over
Zp gives upper bounds on the first betti numbers of cyclic covers of X, such as
the Milnor fiber [4].
The tangent cone theorem of Cohen and Suciu [5] states that the degree-
one resonance variety R(A,C) coincides with the tangent cone at the identity
to Σ1(X,C). (There are now many generalizations of this theorem in different
directions, resulting in applications of resonance varieties in several contexts -
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see e.g., [3, 21, 6, 9].) Thus the C-resonance varieties determine the (subtorus)
components of Σ1(X,C) passing through the identity, which therefore depend
only on the underlying matroid. It is not known whether the same holds true
for Σ1(X,C) itself. According to Arapura [1], components of Σ1(X,C) are
positive dimensional tori translated by torsion elements, or isolated points on
(S1)n. Both phenonema can occur for hyperplane complements [5, 36, 35, 2].
There is evidence of a connection between these translated components and
resonance over Zp - see Examples 4.2 and 4.3. Indeed, resonance varieties over
Zp, considered as a subgroup of C
∗, exponentiate to rational points in Σ1(X,C),
by the result of [4] cited above.
The tangent cone result fails in positive characteristic - see [35, Example
10.7]. It may be that resonance varieties over Zp provide an obstruction of Zp-
formality. There is at least a connection betweenR(A,Zp) and Massey products
over Zp, see Example 4.3 and [25].
One can also study resonance over Z or ZN with N composite, and there
are again empirical connections with Σ1(X,C). Our approach via neighborly
partitions can be generalized to allow coefficients in an arbitrary commutative
ring - see [12].
Here is an outline of this paper. In Section 2 we describe our main objects
of study and recall the description of R(A, k) from [11], a decomposition of
R(A, k) parametrized by neighborly partitions. In Section 3 we describe the ge-
ometry of the constituents of R(A, k) in terms of projective line geometry. We
exhibit Schubert calculus formulae that may be used in some cases to compute
the dimension and degree of these varieties. In Section 4 we examine the reso-
nance varieties of the non-Fano, the deleted B3, and the Hessian arrangement,
over fields of characteristic 2 and 3. Here we observe the phenomena special
to the positive characteristic case discussed earlier. We remark on the connec-
tions between modular resonant weights and torsion points in the characteristic
variety.
This article is a revision of part of the unpublished preprint [12].
2 The combinatorial decomposition of R(A, k)
Let A = {H1, . . . , Hn} be a central arrangement of n distinct linear hyperplanes
in Cℓ. The combinatorial structure of A is recorded in the underlying matroid
G = G(A). This is the matroid on [n] := {1, . . . , n} whose set of circuits C
consists of the minimal sets C ⊆ [n] satisfying codim(
⋂
i∈C Hi) < |C|. Note
that G has no circuits of size one or two. From the topological standpoint,
we are mainly interested in the topology of the complement X(A) = Cℓ −⋃n
i=1Hi, which is determined to a large, albeit ultimately unknown extent by
the underlying matroid G.
Let k be a field. Let Ek(n) denote the free graded exterior algebra over k
generated by 1 and degree-one elements ei for i ∈ [n].
Definition 2.1 The Orlik-Solomon (OS) algebra A = Ak(G) of G is the quo-
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tient of Ek(n) by the homogeneous ideal
I = (∂eC | C ∈ C),
where ∂ is the usual boundary operator: ∂eC =
∑p
k=1(−1)
k−1ei1 · · · eˆik · · · eip ,
for C = {i1, . . . , ip}.
The image of ei in A is denoted ai. Then A is a graded-commutative k-algebra,
generated by 1 and the degree-one elements ai, 1 ≤ i ≤ n. According to [29],
the dimension of Ad
k
(G) is independent of k. In fact these dimensions are given
by the coefficients of the characteristic polynomial of the lattice of flats of G.
The Orlik-Solomon algebra is isomorphic to the cohomology algebra of the com-
plement X(A) with coefficients in k [28, 29]. The generators ai correspond to
logarithmic 1-forms dαi/αi where αi : C
ℓ → C is a linear form with kernel Hi.
Example 2.2 Consider the arrangement of the six planes x + y = 0, x − y =
0, y + z = 0, y − z = 0, z + x = 0, and z − x = 0 in C3. This is the
reflection arrangement of type D3, equivalent via a linear change of coordinates
to the rank-three braid arrangement [29]. Labelling the elements of A in the
order given, the set C of circuits of the underlying matroid is given by C =
{136, 145, 235, 246, 1234, 1256, 3456}. These are the circuits of the cycle matroid
K4 of the complete graph on four vertices. The OS algebra A has Hilbert
series H(A, t) = 1 + 6t + 11t3 + 6t3. The circuit 136 gives rise to the relation
∂e136 = e3e6−e1e6+e1e3 = (e1−e3)(e3−e6) ∈ I, so that (a1−a3)(a3−a6) = 0
in A.
Resonant weights
Let R(A, k) = {a ∈ A1 | ab = 0 for some b ∈ A1 − ka}, as in the introduc-
tion. We review the description of R(A, k) from [11]. That paper treated the
case k = C, but the methods apply to any coefficient field. The other ap-
proaches to resonance varieties in the literature (e.g., [5, 23, 3]), apply only to
the characteristic-zero case.
For ξ ∈ kn set aξ =
∑n
i=1 ξiai. Let
Z(λ, k) = {η ∈ kn | aλaη = 0}.
Usually Z(λ, k) is abbreviated to Z(λ), when no ambiguity results. If η ∈ Z(λ)
is not a scalar multiple of λ, we call (λ,η) a resonant pair. We say λ is a
resonant weight if λ belongs to a resonant pair. The support supp(λ,η) of a
resonant pair is the set {i ∈ [n] | λi 6= 0 or ηi 6= 0}. Identifying A1 with kn via
the basis {a1, . . . , an}, R(A, k) is precisely the set of resonant weights, i.e.,
R(A, k) = {λ ∈ kn | dimk(Z(λ)) ≥ 2}.
The natural decreasing filtration of R(A, k) is then defined by
Rk(A, k) = {λ ∈ k
n | dimk Z(λ) ≥ k + 1}, for k ≥ 1.
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Example 2.3 Referring to Example 2.2, we have that λ = (1, 0,−1, 0, 0, 0) is
a resonant weight for the braid arrangement, for any field, since aλaη = 0 for
η = (0, 0, 1, 0, 0,−1), and λ and η are not parallel. In a similar way, every
circuit of size three gives rise to a resonant pair.
For ξ = (ξ1, . . . , ξn) ∈ kn and S ⊆ [n], we denote the coefficient sum
∑
i∈S
ξi
by ξS . We say λ and η are parallel if the matrix
[
λ|η
]
has rank less than two.
Recall the rank of A is the codimension of
⋂n
i=1Hi in C
ℓ.
Proposition 2.4 ([39, 11]) Suppose A has rank two, and λ,η ∈ kn.
(i) If n ≥ 3, then aλaη = 0 if and only if λ[n] = η[n] = 0.
(ii) If n = 2, then aλaη = 0 if and only if λ and η are parallel.
Let A be a central arrangement of arbitrary rank. Recall G is the underlying
matroid of A, with ground set [n]. A line in G is rank-two flat, or, equivalently,
the closure in G of a two-element subset of [n]. Thus a line in G corresponds to
a maximal subarrangement of A intersecting in a codimension-two subspace. A
line X in G is trivial if |X | = 2. We denote the set of lines in G by X = X (G),
and the set of nontrivial lines by X0 = X0(G). For X ∈ X let AX denote the
subalgebra of A generated by {ai | i ∈ X}. Then AX is isomorphic to A(AX),
where AX = {H ∈ A | H ⊇ X}. Moreover, a fundamental result of Brieskorn
affords us a direct sum decomposition
A2 ∼= ⊕
X∈X
A2X .
See [29] for proofs of these results. Proposition 2.4 then yields a characterization
of resonant weights for A. For S ⊆ [n] define the restriction ξ(S) of ξ to S to
be the element (ξi | i ∈ S) of k|S|.
Theorem 2.5 ([11, 23]) Suppose A is an arrangement of arbitrary rank. Then
η ∈ Z(λ) if and only if, for every X ∈ X (G), either
(i) λ(X) and η(X) are parallel, or
(ii) X ∈ X0(G) and λX = ηX = 0.
Proof: Note that aλaη =
∑
i<j
∣∣∣∣λi ηiλj ηj
∣∣∣∣ aiaj . By the direct sum decomposition
above, η ∈ Z(λ) if and only if η(X) ∈ Z(λ(X)) for every X ∈ X . The result
then follows immediately from 2.4. 
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Neighborly partitions
Suppose (λ,η) is a resonant pair. Define a graph Γ = Γ(λ,η) with vertex set
[n], and {i, j} an edge of Γ if and only if
∣∣∣∣λi ηiλj ηj
∣∣∣∣ = 0. If {i, j} is an edge of
Γ we write {i, j} ∈ Γ. Note that {i, j} ∈ Γ for every trivial line {i, j} ∈ X (G),
by Prop. 2.4(ii). Also, if i 6∈ supp(λ,η) then i is a cone vertex in Γ, that is, a
vertex adjacent to every other vertex. A clique in Γ is a set of vertices that are
pairwise adjacent. Since λ and η are not parallel, [n] itself is not a clique of Γ.
By Theorem 2.5 and the definition of Γ(λ,η), we have the following.
Corollary 2.6 If X ∈ X0(G) is not a clique of Γ(λ,η), then λX = ηX = 0. If
X ∈ X (G) is a clique in Γ(λ,η), then λ(X) is parallel to η(X).
We define a block of Γ to be a maximal clique. The blocks of Γ cover [n],
but need not be disjoint. A cone vertex of Γ is contained in every block.
Definition 2.7 A graph Γ with vertex set [n] is neighborly, or more precisely
G-neighborly, if for every X ∈ X (G) and every block S of Γ, |X ∩ S| ≥ |X | − 1
implies X ⊆ S.
Observe that a G-neighborly graph must include among its edges all the
trivial lines {i, j} ∈ X (G). Also, if i is a cone vertex of Γ, then Γ is G-neighborly
if and only if the induced subgraph on [n]− {i} is (G− i)-neighborly.
Theorem 2.8 Let Γ = Γ(λ,η) be the graph associated with a resonant pair of
weights. Then Γ is neighborly.
Proof: Let X ∈ X (G), and i ∈ X with X−{i} a clique of Γ. Suppose X is not a
clique. Then λX = ηX = 0, by Corollary 2.6. Let j ∈ X with
∣∣∣∣λi ηiλj ηj
∣∣∣∣ 6= 0. We
have
∣∣∣∣λX ηXλj ηj
∣∣∣∣ = 0. But
∣∣∣∣λk ηkλj ηj
∣∣∣∣ = 0 for k ∈ X − {i} since j 6= i and X − {i}
is a clique. We conclude
∣∣∣∣λi ηiλj ηj
∣∣∣∣ = 0, a contradiction. 
The cone vertices of Γ(λ,η) are precisely the elements of [n] − supp(λ,η).
Indeed, if (λi, ηi) 6= (0, 0) is parallel to each (λj , ηj), then
[
λ |η
]
has rank
one, so λ and η are parallel. By the same reasoning, the restriction of Γ(λ,η) to
supp(λ,η) is transitive, i.e., every component is a clique. The resulting partition
of supp(λ,η) is a neighborly partition in the sense of [11]. Our introduction of
neighborly graphs on [n] is merely a convenience to avoid the need to pass to
subarrangements. They play a more crucial role when working over arbitrary
commutative rings [12].
By way of example, we illustrate in Figure 1 a pair of neighborly graphs with
full support, depicted as partitions of the underlying matroid. Hyperplanes are
represented by points; nontrivial rank-two flats by lines. Blocks of G-neighborly
graphs are labelled by capital letters.
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(a) The cycle matroid K4 (b) The non-Fano plane
Figure 1: Neighborly partitions
Decomposition of R(A, k)
For Γ an arbitrary graph with vertex set [n], set
XΓ(G) = {X ∈ X0(G) | X is not a clique of Γ}
and
K = K(Γ, k) = {ξ ∈ kn | ξX = 0 for every X ∈ XΓ(G)}.
For λ ∈ K we define
ZΓ(λ, k) = {η ∈ K |
∣∣∣∣λi λjηi ηj
∣∣∣∣ = 0 for every {i, j} ∈ Γ}.
In particular, if η ∈ ZΓ(λ, k), and S is a clique of Γ, then η(S) is parallel to
λ(S). The converse may not be true, that is, the graph Γ(λ,η) may have more
edges than the original graph Γ. We will write ZΓ(λ, k) as ZΓ(λ) when it is not
ambiguous. Note that ZΓ(λ) is a linear subspace of K.
Corollary 2.9 ZΓ(λ) ⊆ Z(λ).
Proof: Let η ∈ ZΓ(λ). If λ(X) and η(X) are not parallel, then X ∈ XΓ(G) and
λX = ηX = 0. Then η ∈ Z(λ) by Theorem 2.5. 
With some care we can define a single graph Γ, depending only on λ, such
that Z(λ) = ZΓ(λ). Let E be a field extension of k. An element µ ∈ En is
called a generic partner of λ if the following conditions are satisfied:
(i) if X ∈ X0(G) and µX = 0, then ηX = 0 for all η ∈ Z(λ, E), and
(ii) if 1 ≤ i < j ≤ n and
∣∣∣∣λi λjµi µj
∣∣∣∣ = 0, then
∣∣∣∣λi λjηi ηj
∣∣∣∣ = 0 for every η ∈
Z(λ, E).
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Every λ ∈ kn has a generic partner in (k)n, by Hilbert’s Nullstellensatz. For
computational purposes it may be desirable to find generic partners without
passing to the algebraic closure of k.
Proposition 2.10 If E is a field extension of k satisfying
|E| >
(
n
2
)
+ |X0(G)| + 1,
then every λ ∈ R(A, k) has a generic partner in En.
Proof: Let d = dimE(Z(λ, E)). Then d = dimk(Z(λ, k)), and, in particular, d ≥
2 by assumption. The linear equations ξX = 0 determine |X0(G)| hyperplanes
in Z(λ, E). For λ fixed, the equations
∣∣∣∣λi λjξi ξj
∣∣∣∣ = 0 also define hyperplanes in
Z(λ, E), at most
(
n
2
)
of them. There are |E| multiples of λ in Z(λ, E). Since
|Z(λ, E)| = |E|d
> |E|d−1
((n
2
)
+ |X0(G)| + 1
)
≥ |E|d−1
((n
2
)
+ |X0(G)|) + |E|
≥
(
n
2
)
+ |X0(G)| + |E|,
there is a point µ of Z(λ, E)−Eλ missing the aforementioned subspaces. Such
a µ is a generic partner of λ. 
We define Γλ = Γ(λ,µ), where µ is a generic partner of λ over some exten-
sion field E of k. It follows from condition (ii) that Γλ is well-defined. Note
supp(λ,µ) ⊇ supp(λ,η) for every η ∈ Z(λ, k).
Proposition 2.11 Suppose λ ∈ R(A, k). Then Z(λ) = ZΓ(λ) for Γ = Γλ.
Proof: We have ZΓ(λ) ⊆ Z(λ) by Corollary 2.9. Let η ∈ Z(λ), let µ be a
generic partner of λ, so that Γ = Γλ = Γ(λ,µ). If X ∈ XΓ(G), then λ(X) and
µ(X) are not parallel, so λX = 0 = µX by Theorem 2.5. Then ηX = 0 by
genericity of µ. Hence η ∈ K(Γ, k). Also, by (ii) above,
∣∣∣∣λi ηiλj ηj
∣∣∣∣ = 0 for every
{i, j} ∈ Γ. Thus η ∈ ZΓ(λ). 
Corollary 2.12 Suppose λ ∈ R(A, k). Then dim(K(Γλ, k)) ≥ 2.
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We can now decompose R(A, k), and, more generally, Rk(A, k) for each
k ≥ 1. Let N (G) denote the set of G-neighborly graphs with vertex set [n], and
N (G, k) = {Γ ∈ N (G) | dimK(Γ, k) ≥ 2}.
For Γ ∈ N (G, k), set
Vk(Γ, k) = {λ ∈ K(Γ, k) | dimZΓ(λ) ≥ k + 1}.
Set V1(Γ, k) = V (Γ, k).
Theorem 2.13
Rk(A, k) =
⋃
Γ∈N (G,k)
Vk(Γ, k).
Proof: By Proposition 2.11, if λ ∈ Rk(A, k), then λ ∈ Vk(Γλ, k). The reverse
inclusion follows from Corollary 2.9. We have Γλ ∈ N (G, k) by Theorem 2.8
and Corollary 2.12. 
Corollary 2.14
R(A, k) =
⋃
Γ∈N (G,k)
V (Γ, k).
Remark 2.15 By [39], if V (Γ, k) 6= 0 then V (Γ, k) is contained in the diagonal
subspace K0(Γ, k) = {ξ ∈ K | ξ[n] = 0}. In particular, if V (Γ, k) 6= 0, then
dimK0(Γ, k) ≥ 2, since V (Γ, k) contains a resonant pair. If the field k is replaced
by a commutative ring with zero divisors, V (Γ, k) may not be contained in
K0(Γ, k) - see [12].
A maximal element of the family {V (Γ, k) | Γ ∈ N (G, k)} is officially called
the constituent of R(A, k) determined by Γ. It is often referred to as a “reso-
nance component” (e.g., local, non-local, global) but this term should be used
advisedly in the positive-characteristic setting. If k is a field of characteristic
zero, then the constituents of R(A, k) are precisely the irreducible components,
by [23]. Indeed this is the case in every example we know of, for any field. But
we don’t have a general proof that constituents are irreducible in general. By
results of the next section, this is a question of irreducibility of intersections of
Schubert varieties in special position.
The next result aids in identifying the constituents among the V (Γ, k).
Proposition 2.16 Suppose Γ′ is a subgraph of Γ and K(Γ, k) = K(Γ′, k). Then
V (Γ, k) ⊆ V (Γ′, k).
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The hypothesis is satisfied, in particular, if XΓ′(G) = XΓ(G). If G has rank
two, then 2.16 implies V (Γ) is maximal if and only if Γ consists of n isolated
vertices.
The support of V (Γ, k) is the set of indices i such that λi 6= 0 for some
λ ∈ V (Γ, k). The support of V (Γ, k) is precisely the set of non-cone vertices of
Γ, which we will call the support of Γ. We say V (Γ, k) is essential if its support
is [n].
Identifying the matroids that support constituents of R(A, k) for A of rank
three is one of the more interesting aspects of the theory - see [40, 13]. The
two conditions: Γ neighborly and K(Γ, k) containing two non-parallel vectors
parallel along blocks of Γ, are somewhat in opposition. To be neighborly gener-
ally requires more edges in Γ, but too many edges in Γ tends to force vectors in
K(Γ, k) parallel along blocks of Γ to be actually parallel. This tension accounts
for the rarity of arrangements supporting resonant pairs over fields.
Example 2.17 If A is the rank-three braid arrangement of Example 2.2, then
R(A, k) has five constituents [11]. Four of them are supported on the non-
trivial rank-two flats 136, 145, 235, 246. The neighborly graph for X = 136 for
instance, has edges connecting vertices 2, 4, and 5 to every other vertex; the
induced subgraph on vertices 1,3 and 6 has no edges. (See Example 2.3.)
The fifth constituent is supported on the whole arrangement. For Γ having
edges 12, 34, and 56 as in Figure 1(a), the combinatorial component V (Γ, k) is
the subspace of k6 with basis {(1, 1, 0, 0,−1,−1), (0, 0, 1, 1,−1,−1)}.
Remark 2.18 By [13], if k has characteristic zero, then V (Γ, k) is an essential
constituent of R(A, k) if and only if Γ ∈ N (G, k) underlies a multinet structure
on A. This consists of the partition Γ together with an assignment of mutually
relatively prime multiplicities to the hyperplanes of A, so that each block of
Γ contains the same number of hyperplanes, counting multiplicity, and each
codimension-two flat is contained in the same number of hyperplanes from each
block of Γ, again counting multiplicity. (There is an additional connectivity
requirement - see [13].) It is known that the number of blocks can be at most
five [13, 31], and there is only one known example with more than three blocks,
namely, the (4, 3)-net on the Hessian arrangement - see [40].
3 The line structure of V (Γ, k)
Geometers of the early 20th used a geometric approach to study skew-symmetric
forms (over R or C), via null polarities on projective space and projective line
complexes [38, 32]. In this section we return to their methods in our more
general setting.
Note that V (Γ, k) is a homogeneous variety in kn. Let V (Γ, k) denote its
projective image. We will see that V (Γ, k) is the carrier of an algebraic line
complex determined by certain projective subspaces associated with Γ. For
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background on Grassmannians and Schubert varieties we refer the reader to
[20, 15, 18]; for line complexes see [32].
Let K be a k-vector space of dimension k > 0, and let P(K) = {kξ | ξ ∈
K − {0}} be the projective space of K. The standard projective space P(kk)
is denoted Pk−1. If D is a linear subspace of K we will denote P(D) by D - in
particular P(K) may be written as K. For ξ ∈ K −{0} we will write kξ as ξ. If
D and D′ are subspaces of K, let D ∗D′ = P(D +D′). In particular, if ξ and
ν are distinct points of K, then ξ ∗ ν is the line passing through ξ and ν.
Projective line complexes
LetK = kn. A line L = ξ∗ν inK corresponds to an element of the Grassmanian
G(2, k). The 2× 2 minors Lij = ξiνj − ξjνi, 1 ≤ i < j ≤ d, of the matrix
[
ξ|ν
]
are called the line coordinates of L. They are determined up to scalar multiple
by L, independent of the choice of ξ and ν. The Plu¨cker embedding L 7→ [Lij :
1 ≤ i < j ≤ d] identifies G(2, k) with a 2(k − 2)-dimensional subvariety of PN ,
N =
(
k
2
)
− 1. The Grassmann-Plu¨cker relations give a particular set of defining
equations for the image G(2, k) ⊂ PN .
A line complex in K is an algebraic subset L of the Grassmannian G(2, k)
under the Plu¨cker embedding, i.e., a set of lines ξ ∗ν in K given by a system of
polynomial equations in the line coordinates Lij . The carrier of a line complex
L is the algebraic set |L| ⊆ K of points lying on lines of L. That is, |L| =
⋃
L.
A variety ruled by lines is a variety which is the carrier of some line complex.
We are mainly interested in line complexes of the following form. If D is a
nontrivial subspace of K, set
LD = {L ∈ G(2, k) | L ∩D 6= ∅}.
In fact LD is a linear line complex: if B is a matrix whose columns give a basis
for D, then L = ξ ∗ ν ∈ LD if and only if all maximal minors of
[
B|ξ|ν
]
vanish.
Using the Laplace expansion these minors become linear equations in the Lij .
If D is an arrangement of nontrivial subspaces in K, let
L(D) =
⋂
D∈D
LD.
V (Γ, k) as a ruled variety
Let A be a central arrangement of n hyperplanes. The projective resonance
variety R(A, k) is clearly ruled by lines: if λ ∈ R(A, k) then λ belongs to a res-
onant pair (λ,η), and the entire line λ∗η is contained in R(A, k). Furthermore,
λ(S) is parallel to η(S) for each block S (= maximal clique) of Γ(λ,η), which
means that there is a point ξ on λ ∗ η whose restriction ξ(S) to S vanishes.
This identifies the underlying line complex for R(A, k). For simplicity we study
one constituent at a time.
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Let G be the matroid of A. Fix a graph Γ ∈ N (G, k) and set K = K(Γ, k).
Assume V (Γ, k) is nonempty. If S is a block of Γ, set
DS = {ξ ∈ K | ξi = 0 for all i ∈ S}.
The arrangement of directrices associated with Γ is the collection DΓ of sub-
spaces DS , where S is a block of Γ. Note, if i is a cone vertex of Γ, then every
D ∈ DΓ is contained in the coordinate hyperplane ξi = 0.
Theorem 3.1 Suppose λ ∈ V (Γ, k) and η ∈ ZΓ(λ) − kλ. Then, for any block
S of Γ, λ ∗ η meets DS. Conversely, if L = λ ∗ η is a line in K which meets
DS for every block S of Γ, then L ⊆ V (Γ, k).
Proof: Since λ,η ∈ K, and λ(S) is parallel to η(S), λ∗η meets DS as observed
above. For the converse, suppose λ and η are not parallel, and λ ∗ η meets
DS for each block S of Γ. Then for every block S there exist a, b ∈ k such
that aλ + bη ∈ DS , consequently aλ(S) + bη(S) = 0. Hence η(S) is parallel
to λ(S). Since λ,η ∈ K by assumption, this puts η in ZΓ(λ). This implies
λ ∗ η ⊆ V (Γ). 
Corollary 3.2 V (Γ) = |L(DΓ)|.
Given a line complex L and ξ ∈ |L|, the cone of ξ in L is the line complex
Lξ = {L ∈ L | ξ ∈ L}. If D = DΓ for some graph Γ, and L = L(D), then by
Theorem 3.1, |Lξ| = P(ZΓ(λ)). In particular |Lξ| is linear. Define the depth of
ξ in L by depth(ξ) = dim |Lξ|, or, equivalently, depth(ξ) = dim Lξ + 1. Recall
Vk(Γ, k) = {λ ∈ V (Γ, k) | dimZΓ(λ, k) ≥ k + 1}.
Proposition 3.3 λ ∈ Vk(Γ, k) if and only if λ has depth k in L(DΓ).
Remark 3.4 Recall the definition of K0(Γ, k) from Remark 2.15. If k has
characteristic zero, then by results of [23], K0 = K0(Γ, k) is spanned by vectors
of the form ui − uj, 1 ≤ i ≤ m, where m is the number of blocks of Γ, and the
ui are positive integer vectors supported on distinct blocks (see also [13]). It
follows that each D ∈ DΓ is a hyperplane in K0, and therefore V (Γ, k) = K0. In
particular, V (Γ, k) is linear. Moreover, every point of K0 has depth dim(K0).
Thus K0 ⊆ Rk(Γ, k), where k = dim(K0) [23]. This is false if k has positive
characteristic [26]; see Examples 4.2 and 4.3.
Dimension and degree of V (Γ)
The linear line complexes LD are in fact Schubert varieties in G(2, k). The
intersection theory of Schubert varieties can be used to determine the degree of
|L(D)| if the LD intersect properly, for D ∈ D. Our situation is complicated by
the fact the arrangement of directrices DΓ for a neighborly graph Γ need not
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be generic. In all of known examples, the intersection L(DΓ) =
⋂
D∈DΓ
LD is
proper, once the ambient space K is replaced by K0. We have not been able to
confirm that this is always the case.
So we will give a short description of the relevant Schubert calculus, without
proof. For this discussion assume k is algebraically closed. See [20, 19, 15, 18] for
background on Schubert varieties, and [14, 16] for general intersection theory.
Fix a complete flag of subspaces 0 = K0 ⊂ K1 ⊂ · · · ⊂ Kk = K. For a pair
σ = (i1, i2) of integers 0 ≤ i2 ≤ i1 ≤ k − 2, the associated Schubert variety is
the collection Wσ of lines L ∈ G(2, k) satisfying
(i) L ∩ P(Kk−1−i1) 6= ∅, and
(ii) L ⊆ P(Kk−i2 ).
Schubert varieties associated to different flags are projectively equivalent.
By choosing a flag which includes the subspace D, we obtain the following.
Proposition 3.5 The line complex LD is projectively equivalent to W(c(D),0)
where c(D) = codim(D)− 1. The codimension of LD in G(2, k) is c(D).
Recall the depth of a point ξ ∈ |L| is the dimension of the carrier of the cone
of ξ in L. If |L| is irreducible, define the depth of L to be the depth of a generic
point on |L|. Then 1 ≤ depth(L) ≤ dim(L) + 1.
Proposition 3.6 If |L| is irreducible, then dim(|L|) = dim(L)− depth(L) + 2.
The following observation is adapted from [32]; see also [19, Example 19.11]
and [16, Example 8.3.14]. Let D be an arrangement of nontrivial subspaces in
a k-vector space K, with dim(K) = k, and L = L(D). Assume without loss
of generality that |L| is not contained in a hyperplane of K. (So, in applying
these formulae to V (Γ, k), we will replace K by a subspace of K0.) Then we can
compute the degree of |L| in the Chow ring of the Grassmannian G(2, k).
Theorem 3.7 Suppose |L| is irreducible, and has dimension d0. Then the degree
of |L| is given by the intersection formula:
[W(d0−1,0)] · [L] = (deg |L|) [Wσ],
where σ = (k − 2, k − 1− depth(L)).
If L =
⋂
D∈D LD is a proper intersection (meaning each irreducible compo-
nent has the expected codimension, equal to
∑
D∈D c(D)), then L is rationally
equivalent to
⋂
D∈DW(c(D),0), and the left-hand side of the formula in Theo-
rem 3.7 can be computed using the Pieri rule. In this case d0 − 1 = dim(L) =
2(k − 2)−
∑
D∈D c(D).
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Corollary 3.8 Suppose L =
⋂
D∈D LD is a proper intersection. Then the degree
of |L| is given by
[W(s,0)] ·
∏
D∈D
[W(c(D),0)] = (deg |L|) [Wσ ],
where s = 2(k − 2)−
∑
D∈D c(D) and σ = (k − 2, k − 1− depth(L)).
These formulae are currently of limited use, since we have no way to check
irreducibility or propriety, or compute depth, except by ad hoc arguments or
computational software (see Example 4.4).
4 Examples
In this section we apply these ideas to several examples. The fine structure
revealed in Section 3 is not apparent in resonance varieties over C. As we
have mentioned in Remark 3.4, in this case V (Γ,C) = K0(Γ,C) is linear, and
L(DΓ) is the complex of all lines in K0(Γ,C). There is only one known example,
supported on an arrangement of rank greater than two, for which L(DΓ) consists
of more than a single line. Nontrivial line structure emerges over fields of positive
characteristic. In particular, we will see that the Hessian arrangement supports
a resonance component over Z3 that is a singular irreducible cubic threefold.
With an eye toward the linearity issue, we start with a few elementary ob-
servations. These results encompass almost all known examples. Suppose D is
a subspace arrangement in a k-vector space K of dimension k > 0. We define
the proper part D0 of D by D0 = {D ∈ D | codim(D) > 1}.
Proposition 4.1 (i) L(D) = L(D0)
(ii) If |D0| = ∅, then |L(D)| = K, with every point of depth (k − 1).
(iii) If D0 = {D}, then |L(D)λ| = λ ∗ D for every λ ∈ K, and |L(D)| = K.
Every point of K has depth dim(D).
(iv) If D0 = {D1, D2} with D1 6= D2, then |L(D)| = D1∗D2. Points of D1∩D2
have depth dim(D1 +D2); all other points have depth dim(D1 ∩D2) + 1.
The situation becomes quite simple if D contains one or more 1-dimensional
subspaces. If there is only one such line λ, then L(D) = Lλ and |L(D)| is linear.
If there are two or more such lines λ1, . . . ,λr, then L(D) is empty or consists
of a single line, depending on whether the λi are collinear. We will call such
elements the poles of D.
By these observations, if the arrangement of directrices DΓ has fewer than
three subspaces of codimension greater than one, or contains an element of
dimension one, then the V (Γ, k) is linear.
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Local components in R(A, k)
Suppose A is a pencil of n ≥ 3 lines in the plane. Then G(A) is an n-point
line. Let Γ be the graph on [n] with no edges. Then XΓ(G) consists of the
single (nontrivial) line in G, and the point-line incidence matrix has rank 1.
Then K = K(Γ, k) = K0(Γ, k) has dimension n − 1. The directrices D{i} are
all hyperplanes, so V (Γ, F ) = |LDΓ | = K.
For arbitrary G, a constituent of R(A, k) supported on a flat of rank two is
called “local.” For X ∈ X0(G), define the graph ΓX by
ΓX = {{i, j} | |{i, j} ∩X | ≤ 1}.
Then every point of [n] − X is a cone vertex, XΓ(G) = {X}, and V (Γ, k) =
K(Γ, k) = K0(Γ, k) is a linear subspace of dimension |X |− 1 as above. Suppose
k is algebraically closed. Then V (Γ, F ) is irreducible. In fact, the proof given in
[11] can be adapted to show that V (Γ, k) is an irreducible component of R(A, k)
in this case. These are the local components of R(A, k).
In the examples below, we give arrangements in terms of their defining poly-
nomials. We label the hyperplanes according to the order of factors in the
defining polynomial. We illustrate some of the examples using affine matroid
diagrams; the interpretation should be clear, but the reader may consult [30]
for a detailed explanation (or refer to the explanation of Figure 1). We specify
graphs by listing their maximal cliques in block notation. We will write vectors
over Z2 as bit strings. Computations were done using Mathematica.
In almost all known examples, K0 = K0(Γ, k) has dimension two. Then
V (Γ, k) = K0 is a line. For instance, this is the case for the essential con-
stituent for the rank-three braid arrangement, over any field. Referring to Ex-
ample 2.17, the arrangement of directrices consists of three (collinear) poles
λ1 = (1, 1, 0, 0,−1,−1),λ2 = (0, 0, 1, 1,−1,−1), and λ3 = (1, 1,−1,−1, 0, 0). In
preparation for the next example, we point out here that, in case char(k) = 2,
each λi is a sum of characteristic functions of two of the three blocks of Γ:
λ1 = 110011,λ2 = 001111, and λ3 = 111100.
The next example, which exhibits higher order, non-local resonance that only
appears in characteristic two, was found by D. Matei and A. Suciu [26]. This
example provided the original motivation for the present study. It illustrates
that resonance in characteristic two is governed by incidences among subma-
troids of G, a phenomenon that has farther-reaching consequences in Example
4.3 below.
Example 4.2 Consider the real arrangement defined by
Q(x, y, z) = (x + y)(x− y)(x+ z)(x− z)(y + z)(y − z)z.
Its underlying matroid G is the non-Fano plane, with nontrivial lines
136, 145, 235, 246, 347, 567.
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If k is a field of characteristic zero, no neighborly graph Γ with supp(Γ) =
[n] satisfies dimK0(Γ, F ) ≥ 2. Suppose k is a field of characteristic two and
Γ = 127|3|4|5|6, as in Figure 1(b). Then Γ is neighborly, and XΓ(G) = X0(G).
The 6× 7 incidence matrix for XΓ(G) has rank 4 over k. Hence K = K(Γ, k) =
K0(Γ, k) has dimension 3, andK is a plane. The directrices corresponding to the
singleton blocks of Γ are lines in this plane, while D127 is a pole λ, λ = 0011110.
Thus D0 = {D127}, and V (Γ, k) = K as noted earlier. The pole λ has depth
two, while all other points on this 2-dimensional component have depth 1. This
contrasts with the characteristic-zero situation, in which Rk(A, k) consists of
the k-dimensional components of R(A, k) [26].
Figure 2: The non-Fano plane
The diagram of G appears in Figure 2. Note that deleting, respectively,
points 1, 2, and 7 give submatroids of G isomorphic to K4, the matroid of
rank-three braid arrangement - see Example 2.2 and Figure 1(a)). Referring to
the discussion preceding this example, observe that the special weight λ is the
characteristic function of the intersection of these three submatroids, and in fact
is the sum of characteristic functions of two of the three blocks in each of them.
For each i = 1, 2, 7, there is a resonant pair (λ,ηi) supported on G−{i}. Since
η1+η2+η7 = 0, one gets dimZ(λ) = 3. Note that there are no resonant pairs
(λ,η) with η ∈ (Z2)7 which are supported on G. So Γ = Γλ does not coincide
with any Γ(λ,η) for η ∈ (Z2)
7 - it is necessary to pass to a field extension (e.g.,
Z2) to find a generic partner for λ.
The incidence geometry that yields resonance over Z2 is also reflected in the
characteristic varieties Σ1k(A): the three components of R(A,C) corresponding
to the K4 submatroids exponentiate to three 2-tori in Σ
1(A) ⊆ (C∗)7, which
intersect at the point (1, 1,−1,−1,−1,−1, 1) = exp(2πiλ/2). This point is pre-
cisely Σ12(A). This was the first known example of a component of a character-
istic variety which does not pass through the identity [5].
The deleted B3 arrangement
In [36] A. Suciu introduced the “deleted B3 arrangement,” obtained by deleting
one plane from the reflection arrangement of type B3. Suciu showed that the
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characteristic variety Σ1(A) ⊆ (C∗)n has a one-dimensional component which
does not pass through (1, . . . , 1). Since the components of Σ1(A) containing
(1, . . . , 1) are tangent to the components of R(A,C), they all have dimension
at least two, by Remarks 3.4 and 2.15. To that point, no arrangements had
been found with other than 0-dimensional components in Σ1(A) away from
(1, . . . , 1). In the next example we see that the same incidence structure that
gives rise to this translated component in Σ1(A) yields components of R(A, k)
with nontrivial intersection, for char(k) = 2, in contrast to the characteristic-
zero case.
Example 4.3 The defining polynomial of the deleted B3 arrangement is given
by
Q(x, y, z) = (x+ y + z)(x+ y − z)(x− y − z)(x− y + z)(x− z)x(x+ z)z.
Let G be the underlying matroid, illustrated in Figure 3.
Figure 3: The deleted B3 matroid
The deletions G7 = G−{7} and G5 = G−{5} ofG are copies of the non-Fano
plane, and their intersection G57 is a copy of K4. Let k be an algebraically closed
field of characteristic two. With Example 4.2 in mind, we set λ1 = 01100101
and λ2 = 10010101. Then Z(λ1) = V (Γ1, k), where Γ1 = 1457|27|37|67|78
corresponds to the neighborly partition 145|2|3|6|8 of G7. Similarly, Z(λ2) =
V1(Γ2, k) where Γ2 = 2357|15|45|56|58, with supp(Γ2) = G5.
Now let η = 11110000. Observe that η is supported on G57, and in fact is a
sum of characteristic functions of blocks of the neighborly partition 14|23|68 of
G57. Each of λ1 = 01100101 and λ2 = 10010101 is a sum of blocks of the same
partition. Thus (λ1,η) and (λ2,η) are resonant pairs (Example 2.17), and so
η ∈ Z(λ1) ∩ Z(λ2). Indeed, Z(λ1) ∩ Z(λ2) = Z(η). In particular V1(Γ1, k) ∩
V1(Γ2, k) is nontrivial. Since G itself does not support any neighborly partitions,
V1(Γi, k) is indeed an irreducible component of R(A, k) for i = 1, 2.
In Figure 4 is a picture of V (Γ1) ∪ V (Γ2), with the line structure indicated
in bold.
Note that λ1 ∈ Z(λ2) but Z(λ1) 6⊆ Z(λ2). That is, there exists ξ ∈ k
7
such that aξaλ1 = 0 = aλ1aλ2 , but aξaλ2 6= 0, suggesting the possible existence
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Figure 4: A nontrivial intersection
of nontrivial triple Massey products over Z2. (Recall that elements of Ak(A)
correspond to cohomology classes onX(A).) This phenomenon is expected when
R2(G, k) is nontrivial and strictly contained in R1(G, k), as in Example 4.2. For
that example, D. Matei informs us that there are no nontrivial triple Massey
products. We do not know whether the same is true in the present example,
where R2(G, k) = 0. See [25] for examples of nontrivial Zp-Massey products on
arrangement complements arising from Zp-resonance varieties.
Referring to [36] we find that λ1 and λ2 correspond via exponentiation λ 7→
exp(2πiλ/2) to the two points ρ1 and ρ2 that comprise the second characteristic
variety Σ12(A), points which lie on the translated component
C = {(t,−t−1,−t−1, t, t2,−1, t−2,−1) | t ∈ C∗}
of Σ1(A). The difference λ1−λ2 is η, which exponentiates to ρ1ρ
−1
2 . Thus Z(η)
exponentiates to the one-dimensional subgroup whose coset by ρi is C. The
diagram [36, Figure 6] indicates that the same overlapping of non-Fano’s and
K4’s in G gives rise to the existence of η and to that of C.
The Hessian arrangement
Finally we present an example having nonlinear components in R(A, k). Let
A be the Hessian arrangement in C3, corresponding to the set of twelve lines
determined by the nine inflection points of a nonsingular cubic in P2(C) [29, Ex-
ample 6.30]. The underlying matroid is the deletion of one point from PG(2, 3),
the projective plane over Z3. We choose a labelling so that
X0(G) = {149β, 157α, 168γ, 247γ, 258β, 269α, 348α, 359γ, 367β},
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where Hα, Hβ, and Hγ are the last three hyperplanes.
Example 4.4 Let k = Z3, and let Γ = 123|456|789|αβγ. Then we have
XΓ(G) = X0(G). The 9 × 12 point-line incidence matrix has rank six over k,
so dim(K(Γ, k)) = 6. The diagonal subspace K0(Γ, k) has dimension 5. For
each block S of Γ, the corresponding directrix has dimension three. Then the
projectivized arrangement of directrices consists of four planes in P(k0) ∼= P4.
(For k = C the directrices are four lines in P2.)
The placement of these four planes is special: each meets the other three in
three collinear points. It follows that the six points of intersection are coplanar,
and are the six points of intersection of four lines in general position in that
plane.
A Macaulay2 [17] computation tells us that the associated ruled variety is
an irreducible cubic hypersurface in P4.
This agrees with Schubert calculus formulae from Section 3. By Proposition
3.5, a plane P in P4 determines a line complex LP equivalent to the Schubert
variety W(1,0). The intersection L = L(DΓ) =
⋂
P∈DΓ
LP is proper (see below),
so [L] = [W 4(1,0)] in the Chow ring, which in turn equals [3W(3,1) + 2W(2,2)] by
the Pieri rule (see [15]). We make the following calculation:
[W(2,0)] · [3W(3,1) + 2W(2,2)] = 3[W(3,3)],
again using the Pieri rule. Then deg |L| = 3 by Corollary 3.8.
We can show the intersection is proper by the following ad hoc argument.
The codimension of L in G(2, 5) is at most 4, since that is the codimension
of W 4(1,0), and codimension does not increase under degeneration. One sees
without much difficulty that L has depth one. Then, codimL = codim |L|+3 by
Theorem 3.6. Since |L| is easily seen to be a proper subvariety of P4 we conclude
codim L = 4, as desired.
Then, using the degree calculation, we can show |L| is irreducible. Suppose
not. Then, being a cubic hypersurface, |L| contains a P3. If three or more of the
planes in DΓ meet this P3 in lines, necessarily distinct, then |L| ∩P3 would be a
proper subvariety of P3, a contradiction. Thus P3 must contain at least two of
the planes of DΓ. Those planes would then meet in a line in P
3. But the planes
in DΓ meet in points. Thus |L| is irreducible.
H. Schenck analyzed the scheme structure of cubic threefold |L| further using
Macaulay2 [17]. The plane containing the six intersection points of the directri-
ces is singular in |L|. These are the points of depth two, i.e, the singular P2 is a
component of V 2(Γ,Z3). The quadric in that plane consisting of the four lines
containing the intersection points is an embedded component.
It is not hard to see that V (Γ,Z3) is the only constituent of R(A,Z3) that
is not linear. Indeed, the only other nonlocal constituents arise from 9-line sub-
arrangements obtained by deleting blocks of Γ from A, and these all give rise
to linear constituents. This is the only known example of a nonlinear resonance
constituent over any field. It would be interesting to see a (quadric) resonance
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constituent that arises from the regulus, that is, from the line complex deter-
mined by three skew lines in P3.
The variety V = V (Γ,Z3) from Example 4.4 is apparently related to (the
Z3 version of) more familiar threefolds [19, 37]. It seems to be a fundamental
geometric object in the characteristic three universe, arising as it does in such a
special way from a classical configuration, and deserves further study. In partic-
ular, it is not clear how its existence and structure influences the characteristic
variety and fundamental group of the Hessian arrangement.
Acknowledgements This research was helped along by discussions with many
people. In the beginning, work by my REU students Cahmlo Olive and Eric
Samansky, in the summer of 2000, provided interesting examples to scrutinize.
I am grateful to Sergey Yuzvinsky, Hiroaki Terao, Dan Cohen, Alex Suciu,
Hal Schenck, and the other participants in two mini-workshops at Oberwolfach
(March, 2002 and November, 2003) for their help. Frank Sottile helped me to
gain a rudimentary understanding of intersection theory.
References
[1] D. Arapura. Geometry of cohomology support loci for local systems I. J.
Algebraic Geom., 6:563–597, 1997.
[2] D. Cohen. Triples of arrangements and local systems. Proc. Amer. Math.
Soc., 130:3025–3031, 2002.
[3] D. Cohen and P. Orlik. Arrangements and local systems. Math. Res. Lett.,
7:299–316, 2000. http://arxiv.org/abs/math.AG/9907117.
[4] D. Cohen and P. Orlik. Some cyclic covers of complements of arrangements.
In M. Falk and H. Terao, editors, Arrangements in Tokyo, 1998, volume 27
of Adv. Stud. Pure Math., pages 3–15, Tokyo, 2000. Kinokuniya.
[5] D. Cohen and A. Suciu. Characteristic varieties of arrangements. Math.
Proc. Cambridge Philos. Soc., 127:33–53, 1999.
[6] D. Cohen and A. Suciu. Boundary manifolds of projective
hypersurfaces. Advances in Mathematics, 2006. to appear.
http://arxiv.org/abs/math.AT/0502506.
[7] D. Cohen and A. Varchenko. Resonant local systems and representations
of sl2. Geom. Dedicata, 101:217–233, 2003.
[8] A. Dimca. Pencils of plane curves and characteristic varieties. preprint,
June 2006, http://arxiv.org/abs/math.AG/0606442.
[9] A. Dimca, S. Papadima, and A. Suciu. Formality, Alexander
invariants, and a question of Serre. preprint, December 2005,
http://arxiv.org/abs/math.AT/0512480.
21
[10] D. Eisenbud, S. Popescu, and S. Yuzvinsky. Hyperplane arrangement coho-
mology and monomials in the exterior algebra. Trans. Amer. Math. Soc.,
355:4365–4383, 2003.
[11] M. Falk. Arrangements and cohomology. Ann. Combin., 1:135–157, 1997.
[12] M. Falk. The line geometry of resonance varieties. preprint, May 2004,
http://arxiv.org/abs/math.CO/0405210.
[13] M. Falk and S. Yuzvinsky. Multinets, resonance varieties, and pen-
cils of plane curves. Compositio Mathematica, 2007, to appear.
http://arxiv.org/abs/math.AG/0603166.
[14] W. Fulton. Introduction to Intersection Theory in Algebraic Geometry.
Number 54 in CBMS Regional Conference Series in Mathematics. American
Mathematical Society, 1984.
[15] W. Fulton. Young Tableaux. Cambridge University Press, 1997.
[16] W. Fulton. Intersection Theory, volume 2 of Ergebnisse der Mathematik
und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathe-
matics. Springer-Verlag, Berlin, second edition, 1998.
[17] D. Grayson and M. Stillman. Macaulay2: a software system for research in
algebraic geometry. available at http://www.math.uiuc.edu/Macaulay2.
[18] P. Griffiths and J. Harris. Principles of Algebraic Geometry. Wiley Inter-
science, New York, 1978.
[19] Joseph Harris. Algebraic Geometry, A First Course. Springer-Verlag,
Berlin, 1992.
[20] S. Kleiman and D. Laksov. Schubert Calculus. American Mathematical
Monthly, 79:1061–1082, 1972.
[21] A. Libgober. First order deformations of complexes with nonvanishing
cohomology. Topology Appl., 118:159–168, 2002. Special Issue - Arrange-
ments in Boston, A Conference on Hyperplane Arrangements, D. Cohen
and A. Suciu, editors.
[22] A. Libgober. Problems in topology of the complements to plane singular
curves. In Proceedings of Singularities Semester in Trieste, 2005.
[23] A. Libgober and S. Yuzvinsky. Cohomology of the Orlik-Solomon algebras
and local systems. Compositio mathematica, 121:337–361, 2000.
[24] D. Matei. Fundamental groups of links and arrangements: characteris-
tic varieties, resonance varieties and finite index subgroups. PhD thesis,
Northeastern University, 1999.
22
[25] D. Matei. Massey products of complex hypersurface
complements. Adv. Studies Pure Math., to appear.
http://arxiv.org/abs/math.AG/0505391.
[26] D. Matei and A. Suciu. Cohomology rings and nilpotent quotients of real
and complex arrangements. In M. Falk and H. Terao, editors, Arrangements
in Tokyo, 1998, Adv. Stud. Pure Math., pages 185–215, Tokyo, 2000. Ki-
nokuniya.
[27] D. Matei and A. Suciu. Hall invariants, homology of subgroups, and char-
acteristic varieties. Int. Math. Res. Not., 2002:9:465–503, 2002.
[28] P. Orlik and L. Solomon. Topology and combinatorics of complements of
hyperplanes. Invent. math., 56:167–189, 1980.
[29] P. Orlik and H. Terao. Arrangements of Hyperplanes. Springer-Verlag,
Berlin Heidelberg New York, 1992.
[30] J. Oxley. Matroid Theory. Oxford University Press, Oxford New York
Tokyo, 1992.
[31] J. V. Pereira. Pencils of plane curves. private correspondence, 2006.
[32] H. Pottman and J. Walker. Computational Line Geometry. Springer-Verlag,
Berlin, 2001.
[33] H. Schenck and A. Suciu. Lower central series and free resolutions of hy-
perplane arrangements. Trans. Amer. Math. Soc., 354:3409–3433, 2002.
[34] H. Schenck and A. Suciu. Resonance, linear syzygies, Chen groups, and
the Bernstein-Gelfand-Gelfand correspondence. Trans. Amer. Math. Soc.,
358(5):2269–2289, 2006. to appear.
[35] A. Suciu. Fundamental groups of line arrangements: enumerative as-
pects. In E. Previato, editor, Advances in Algebraic Geometry motivated
by Physics, volume 276 of Contemp. Math., pages 43–79, 2001.
[36] A. Suciu. Translated tori in the characteristic varieties of complex hy-
perplane arrangements. Topology Appl., 118:209–224, 2002. Special Issue
- Arrangements in Boston, A Conference on Hyperplane Arrangements,
D. Cohen and A. Suciu, editors.
[37] J.A. Todd. The locus representing the lines of four-dimensional space and
its application to linear complexes in four dimensions. Proc. London Math.
Soc., 30:513–530, 1930.
[38] O. Veblen and J.W. Young. Projective Geometry, volume I. Ginn and
Company, Boston, 1910.
[39] S. Yuzvinsky. Cohomology of Brieskorn-Orlik-Solomon algebras. Commu-
nications in Algebra, 23:5339–5354, 1995.
23
[40] S. Yuzvinsky. Realization of finite abelian groups by nets in P2. Compos.
Math., 140(6):1614–1624, 2004.
Department of Mathematics and Statistics
Northern Arizona University
Flagstaff, AZ 86011-5717
michael.falk@nau.edu
http://www.cet.nau.edu/∼falk
24
