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THE LOAD-FREQUENCY CONTROL PROBLEM: 
A NEW DECENTRALIZED APPROACH VIA 
EXPANSION-CONTRACTION 
by F. BALLESTEROS, F. DE ARRIAGA and J. A. GARCiA’ 
1, Introduction 
The design of every power system tries, as a main object, to supply power 
with fixed values of voltage and frequency. The frequency is determined by 
the relation between the generated and the consumed power. This problem is 
well known as the load-frequency control problem (LFCP) or the automatic- 
generation-control problem. 
The LFCP has been widely treated in the literature. Most of the work can 
be classified in two categories according to the invoked principles: conven- 
tional and optimal theory. Fosha and Elgerd [l] suggested the use of 
linearquadratic optimal-control theory for the LFCP, and this has been 
followed by several authors [2]. 
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It is obvious that the decentralized option is more useful from an 
operational and economical point of view because of the saving in the 
telemetry channel supporting the exchange of information. Most of the 
papers working in this line have used multilevel hierarchical approximations 
[3-41. They optimize each of the subproblems on a first level, and then on a 
second level; they utilize a coordination method to include the interaction 
effect among areas. But the coordination techniques pose a minimization 
problem not related to the centralized one, because they consider a nonmini- 
mal order-composed problem. 
Another decentralized approach to systems consisting of overlapping 
subsystems is that provided by the inclusion principle of Ikeda and Siljak, 
and it has been applied to the LFCP of a two-area power system [5-61. In 
the present paper, we start with the study of the minimalorder total system 
and, through expansion-contraction techniques [6], we generalize the overlap- 
ping decomposition to all systems composed of any number and type of 
areas. The decomposition proposed has the important additional advantage of 
identifying each subsystem by its physical structure, and guarantees the 
implementation of the control in the actual system. 
2. Control Problem 
The i th subsystem, of order Zi, is described by the dynamic equation [ 1,7] 
II 
ii = Aiixi + c Aikxk + Biui + I’,z, (i=1,2 ,..., n), (1) 
;=&1 I 
where xi, yi, zi are state, control, and perturbation vectors, respectively; 
Aii, Bi, Pi are suitable matrices related to the ith subsystem; and Ai, is a ma- 
trix representing the connection between the ith and kth subsystems. Also, 
zi = APDi, 
and 
or 
xi = [AA, APgj, AC&, APtiei] 
according to the thermal or hydraulic condition of the area. 
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The global system S, composed of n areas, will be defined by 
S=~=Ax+Bu+rz, r(0) = 0, 
with 
x= XT,&..., 1 cl’ (state vector), 
u= [~,&,...,U”l T (control vector), 
.z = [q, zz,..., 201 T (perturbation vector), 
A = (matrix system), 
. . . . . . . . . . . . 
B = blockdiag( B,, B,,. .., B,}, 
r=blockdiag{r,,I’s ,..., m}. 
Since among the variables APtiei there exists the linear relationship 
5 APtiei = 0, 
i=l 
(2) 
A is a singular matrix. Therefore the system order can be reduced by 
eliminating in the vector x the 
Applying the translation 
variable APtien. 
x)=x--x ss 
in order to use the optimal regular theory, we obtain 
S’C f’= A/x’+ B’u, x’(0) = - x,,, 
where A’, B’ are directly obtained from A, B, and Equation (2). 
(3) 
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The control problem 
minimizes the functional 
J’(u) 
551 
consists of determining the input u(t) which 
1 cc 
=-- 2 o PQ’x’+ &YU) dt 
J( (4) 
where matrix Q’ and the system have order N - 1, N = Cy= I Zi. 
Equations (3) and (4) describe the centralized control problem, where 
,...,9} is an N-lxN-1 semipositive matrix and R’= 
T } is an n X n positive matrix. 
3. The Expanded System 
The system S’ cannot be disjointly decomposed into physical subsystems, 
as a consequence of the reduction obtained. To do so, we enlarge S’ to s”, of 
order N, in the sense defined by Siljak et al. [6], so 
and 
Let T:RNel-+R N be a linear mapp’ g m with total rank (monomorphism) 
defined by 
. . . 
where I,, is the identity matrix of order Zi, and the Ti are row vectors given 
by 
(i) i # n: Ti= [0 0.. 0 - l] of dimension Zi, 
(ii) i=n: Ti=[O a** 0 0] of dimension 1, - 1. 
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The systems S' and S are related by [6] 
x=Tx, 
B=TB'+N, 
where M, N, M Q , NR are arbitrary complementary matrices, and TI is the 
Moore-Penrose generalized inverse of T. If we choose 
M = [0 : MI : 0 : M[ : ... : Mz : 0 .: Min] 
• 1. • 2. • ,,-1. 
such that the nonzero column vectors M 1 are in the a( i )th position, with 
a( i) = Li~ Ilj' then we can state that the' pair (S, 1) includes (S', J'), as is 
indicated in the following proposition [7J. 
PROPOSITION 3.1. 
(i) If M z = Mz = ... = M[ , then MT = O. I 2 n (ii) If the vectors M I, (1,,;; Ii,,;; n) verify (i) and, in addition, 
"'n-l , L..k~ 1 a ark) M 1 = -------'-
, n 
a~(k) being the column vector of A' in the a(k)th position, then A = A and 
B= B. 
(iii) If (i), (ii) hold, and furthermore we choose N = 0, NR = 0, and the 
N X N matrix Q as Q = diag { q, ... , q, O} (the last condition is equivalent to 
TTMQT = 0), then S is an expansion of the system S' in the sense defined by 
Siljak. 
Now, we can get a disjoint decomposition of S into subsystems Si 
represented by Equation (1) with 
(5) 
where Qj, Qn, and R; are Ij X li' In_x ln, and 1 X 1 matrices, and Qi = 
diag { q, ... , q} (i = 1,2, ... , n - 1), Q n = diag( q, ... , q, O}, R; = r (i = 
1,2, ... , n). 
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Then, in the first place, following Siljak and Sundareshan [8], we optimize 
the decoupled subsystems, that is, we ignore the interconnection effect; 
hence 
9; s ii = A& + Bpi, (6) 
and assuming the pair ( Aii, @I”) is completely observable and the pair 
(A,,, Bj) completely controllable, Equations (5)-(6) have a solution given by 
Pi being the positive symmetric solution of the associated Riccati equation. 
Therefore 
u= -lb, l? =diag{ I?:,, Z?s,..., kn} 
is a local control for the global system S, and due to the existence of 
interconnections, it will not be optimal. 
The particular structure of the physical model representing the intercon- 
nected power system does not allow to produce a global control in a second 
level; moreover, the system has not been stabilized with the local controls, 
because the linear relationship (2) still applies. However, the choice of the 
complementary matrices, and in particular the conditions MT = 0 and N = 0 
(Proposition 3.1) assure the contractibility [6_1 of the law - I&? of S into 
-Kx for the centralized system S’ with K = KT. 
4. Conclusions 
The control thus obtained is suboptimal for S’ although, as far as the 
LFCP is concerned [l], it yields satisfactory results for the worked-out 
simulation of a system composed of three areas (two thermal and one 
hydraulic). Moreover, the stability of the closed-loop global system is less than 
the stability for each subsystem (imposed by the hydraulic area). 
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ON THE c-DETERMINANTAL RANGE 
by N. BEBIANq,2 M. E. MIR4NDA,2 G. N. DE 0LIVEIR4,2 and 
J. DA PROVIDENCIA3 
1. Motivation 
Denote by 4%,, the group of unitary n X n matrices. Let c = (vi,. . . , y,) 
be an n-tuple of complex numbers and C = diag( yi,. . . , y,). Let A be an 
n x n complex matrix. The c-numerical range of A, W,(A), is defined by 
W,(A):= {tr(CUAU*):UE@‘,}, (1.1) 
where tr designates trace. The set W,(A), as well as some of its variants, has 
been the object of several investigations. Let us denote by LY~,. . . , (Y, the 
eigenvalues of A, and let B be another n X n matrix with eigenvalues 
P i,...,P,,. BY Ta,) and J’-(P) we denote the sets of normal matrices with 
spectrum (~i,. . . , a, and pi,. . . , ,B,, respectively. 
Consider the set 
{det(A+B):AEM(a), BEN(~)} (1.2) 
2Departamento de MatemLtica, Universidade de Coimbra, 3C00 Coimbra, Portugal. The 
work of these three authors was supported by CMUC (INIC). 
3Departamento de Fisica, Universidade de Coimbra, 3000 Coimbra, Portugal. 
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