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DOUBLING CONSTRUCTIONS: THE COMPLETE L-FUNCTION FOR
COVERINGS OF THE SYMPLECTIC GROUP
EYAL KAPLAN
Abstract. We develop the local theory of the generalized doubling method for the m-fold
central extension Sp
(m)
2n
of Matsumoto of the symplectic group. We define local γ-, L- and
ǫ-factors for pairs of genuine representations of Sp
(m)
2n
×G̃Lk and prove their fundamental prop-
erties, in the sense of Shahidi. Here G̃Lk is the central extension of GLk arising in the context
of the Langlands–Shahidi method for covering groups of Sp
2n
×GLk. We then construct the
complete L-function for cuspidal representations and prove its global functional equation. Pos-
sible applications include classification results and a Shimura type lift of representations from
covering groups to general linear groups (a global lift is sketched here for m = 2).
Introduction
One of the major challenges in the study of central extensions of classical (or reductive)
groups, in the context of automorphic forms and representation theory, is the definition and
characterization of local factors. In the linear setting, a conclusive local theory was provided
by Shahidi [Sha90, Theorem 3.5], as the culmination of a line of works on his method of local
coefficients ([Sha78, Sha81, Sha83, Sha85, Sha90]). This method is based on the uniqueness of
Whittaker models for quasi-split reductive groups, and as a consequence, the local factors were
developed for irreducible representations affording this model, namely generic representations.
The local theory and its global counterpart, for globally generic cuspidal representations, has
since played a major role in numerous works, in particular in the functoriality results [CKPSS01,
CKPSS04, AS06, CPSS11]. Unfortunately, for covering groups as a rule Whittaker models are
not unique.
In the recent work [CFK] a different approach was pursued, using an integral representation
to define and study local factors for arbitrary representations (generic or otherwise) of classical
groups, twisted by representations of general linear groups. The construction was based on
the extension in [CFGK19] of the doubling method of Piatetski-Shapiro and Rallis [PSR87]
from rank-1 twists to arbitrary rank k. In another recent work [Kap], the generalized doubling
method of [CFGK19] was extended to arbitrary m-fold central extensions Sp
(m)
2n of Sp2n.
In the local part of the present work we develop the local theory of the generalized doubling
method for Sp
(m)
2n arising from [Kap], define γ-, L- and ǫ-factors and prove their fundamental
properties, in the sense of [Sha90, LR05].
Let n,m and k be positive integers. Let G = Sp2n over a local field F , and G(m) be the
topological central extension of G by µm constructed by Moore [Moo68], Steinberg [Ste68] and
Matsumoto [Mat69] (this covering is essentially unique). Here µm is the group of m-th roots
of unity. Restricting Sp
(m)
2(n+k)
to a standard Levi subgroup GLk ×Sp2n, one obtains a second
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covering group G̃Lk, which is one of the coverings constructed by [BD01] (see also [Sav, Gao18a],
it is not a coverings from [KP84]). Also fix a nontrivial additive character ψ of F .
Note that the results of this work are unconditional only when m = 2 or k = 1 (but m is
arbitrary), and in all cases we assume the field contains µ2m, see below.
Theorem A (see Theorem 27). Let π and τ be a pair of genuine irreducible admissible rep-
resentations of G(m) and G̃Lk, and assume τ admits a Whittaker model (usually more than
one). There exists a γ-factor γ(s, π × τ,ψ) which satisfies the fundamental list of properties of
[Sha90, Theorem 3.5], [LR05] and [CFK]. These properties characterize this factor uniquely
when ∣m∣ = 1 in F (or F = C).
The existence of the γ-factor at all places, especially when data are ramified, is based on the
recent local uniqueness result of Gourevitch and the author [GK] (see § 4.3 and (4.15)).
As a consequence of Theorem 27 we define local L- and ǫ- factors at all places, which are
the expected factors when data are unramified or over C. We then turn to the global setting:
combining the integral representation of [Kap] with our local theory we obtain the definition of
a complete L-function satisfying a global functional equation, as in the linear case.
Theorem B (see Theorem 35). Let π and τ be a pair of genuine cuspidal representations
of G(m)(A) and G̃Lk(A). There is a complete L-function L(s, π × τ), defined as an absolutely
convergent Euler product for Re(s) ≫ 0 and by meromorphic continuation to C. The L-function
satisfies a standard functional equation L(s, π × τ) = ǫ(s, π × τ)L(1 − s, π̃ × τ̃).
If S is a large finite set of places of a number field F , L(s, π × τ) = LS(s, πν × τ)LS(s, π × τ)
where LS denotes the finite product of local L-factors over ν ∈ S, and LS(s, π × τ) is the partial
L-function which can be located in the constant term of a suitable Eisenstein series (there is
an implicit non-canonical parameter here when m ≡ 2 (4), see § 1.5). This point is important
for the understanding of our choice of covering for GLk. In the linear setting, the Langlands–
Shahidi method can be used to study this partial L-function by regarding G×GLk as a standard
Levi subgroup of Sp2(n+k). This method was extended to the general class of covering groups
of Brylinski and Deligne [BD01] in a recent work of Gao [Gao18b], and indeed in this case the
study of twisted L-functions for G(m) must involve the covering G̃Lk as defined by restriction.
In this sense Theorem 35 refines the results one obtains via the method of the constant term,
which does not provide a global functional equation (even in the linear case).
Shimura [Shi73] was one of the pioneers in the study of covering groups in the classical setting.
He studied modular forms of half-integral weight and was able to produce a lift of modular forms
of weight k/2, where k ≥ 3 is an odd integer, to modular forms of weight k − 1. His result was
obtained via the combination of an integral representation generalizing Rankin [Ran39], and
the Converse Theorem of Weil [Wei67]. One of the motivations for the development of the
generalized doubling method for linear groups [CFGK19, CFK] was to obtain a functorial lift,
and indeed this was the main application of [CFK], a lift from (certain) classical groups to
the appropriate general linear groups, using the Converse Theorem of Cogdell and Piatetski-
Shapiro ([CPS94, CPS99]). When we plug the results of this work for G(2), i.e., m = 2, into the
framework of [CFK], we obtain a similar lift.
Let π be a genuine (irreducible) cuspidal representation of G(2)(A), and Π be an irreducible
automorphic representation of GL2n(A). We say that Π is a Shimura lift of π if for almost all
finite places ν where πν is unramified, Πν is the local functorial lift of πν given by the Satake
isomorphism ([Sat63, McN12]) with respect to ψν and the embedding Sp2n(C) < GL2n(C) (see
§ 1.5 for details), and at the complex places Πν is the lift to GL2n(C) of the representation
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θψν(πν) attached to πν by the theta correspondence ([How89, AB95]). This definition extends to
any m ≥ 1, but for odd m the lift is to GL2n+1(A), the embedding is of SO2n+1(C) in GL2n+1(C),
and at the archimedean places one takes the standard lift (see (4.25)).
Theorem C (see Theorem 36). Any genuine cuspidal representation π of G(2)(A) has a
Shimura lift Π to GL2n(A).
For the uniqueness of the lift for globally generic representations see Corollary 41. Of course
the Shimura lift for G(2)(A) was already proved by Gan and Ichino [GI18] using the trace
formula (see below); using the results presented here, one can study the local Langlands con-
jectures independently of the trace formula and its prerequisites.
As mentioned above, for m = 2 or k = 1 our results are unconditional. In the general case
they depend on several assumptions, some of which were already present in [Kap] (for the local
aspects here, stronger assumptions are needed). These are detailed in § 2.2 and essentially boil
down to the existence of a Shimura type correspondence for coverings of general linear groups.
(Note that even the structure of square-integrable representations of covering groups of GLk is
at present unknown.) Thus the conditional part of this work can be regarded as a reduction of
the study of local factors from G(m) to G̃Ll.
To the best of our knowledge, this is the first attempt to study local factors over any cov-
ering group outside the group G(2) (but G(2) is a special case, see below), as well as the first
construction of complete L-functions, even with k = 1.
The assumption µ2m ⊂ F ∗, which is stronger than the condition µm ⊂ F ∗ needed for the
existence of G(m), is needed because we use (here and in [Kap]) results from [BBF11, McN11,
Gao17, Gao18a], where it was assumed. This assumption greatly simplifies the formulas and
reduces the burden and dependence on some technical details.
The study of covering groups in the context of automorphic forms and local representa-
tion theory was initiated by Weil [Wei64, Wei65], who studied the oscillator representation of
G(2), now also known as the Weil representation. This representation and its generalizations
are related to numerous problems, e.g., the theta correspondence and the Gan–Gross–Prasad
conjecture ([Wal80, How89, Wal90, HKS96, Pra98, KR05, GS12, GI16, GI18]), and has been
instrumental in other areas as well (e.g., [Seg59, How80]).
Alas, in the context of covering groups G(2) is probably an exception. As a main example, ir-
reducible representations of this group do admit at most one Whittaker model ([Wal80, BFH91,
Szp07]), and indeed the theory of local coefficients was extended to this case by Szpruch ([Szp10,
Szp13]). Shimura type integrals and local factors for generic representations of G(2) × G̃Lk were
constructed in [GRS98, Kap15], and see also [GRS97a, GRS97b, GRS99, GSS02, GJRS11]. The
doubling method of [PSR87] was extended to G(2) by Gan [Gan12], but only for the rank-1
twists (k = 1). But most importantly the representation theories of G(2) and SO2n+1 are related
via the theta correspondence ([How89], see also [Gan14] and the references therein).
In the classical setting, Shintani [Shi75] used theta series to essentially construct the “inverse
map” of the lift of Shimura, and Niwa [Niw75] was able to explicate the lift of Shimura, again
using theta series. Waldspurger [Wal80, Wal81, Wal90, Wal91] used the theta correspondence
to obtain local and global correspondences between representations of SL
(2)
2 and SO3.
The non-archimedean and global results of Waldspurger were generalized only recently: The
local non-archimedean Shimura correspondence between G(2) and SO2n+1 by Gan and Savin
[GS12] and the functoriality results by Gan and Ichino [GI18] (for the archimedean case see
[AB95, AB98, Ada98, Ren99]). In [GI18] the authors extended the lift of Shimura [Shi73] from
SL
(2)
2 (A) to G(2)(A), and described the generic part of the automorphic discrete spectrum of
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G(2)(A), using the theta lift of Li [Li97] to SO2l+1(A) for l≫ n (which is known to be nonzero)
and the work of Arthur [Art13] on the endoscopic classification for SO2l+1 (see also [Mok15]).
Their result is of course stronger than our global application, but the proof presented here is
independent of the trace formula and its prerequisites, in particular the Fundamental Lemma of
Ngoˆ ([Ngoˆ10]) and the work of Mœglin and Waldspurger [MW16a, MW16b] on the stabilization
of the twisted trace formula. The proof of Theorem 36 is provided only as a demonstration of
the applicability of the generalized doubling method.
The classical doubling method of Piatetski-Shapiro and Rallis [PSR87] produced an inte-
gral representation for the standard automorphic L-function of a cuspidal representation π of
a classical group or its rank-1 twists. This construction has had numerous applications, e.g.,
within the theta correspondence [KR94, HKS96, GS12, Yam14, GI14], and to cohomological
automorphic representations [BS00, HLS05, HLS06, EHLS]. The local theory was fully devel-
oped by Lapid and Rallis [LR05], and as mentioned above extended to G(2) × G̃L1 in [Gan12].
Yamana [Yam14] further developed the local theory of these integrals, for the purpose of char-
acterizing the nonvanishing of the global theta lift by means of L-functions and the local theta
correspondence.
As mentioned above, Shahidi’s method of local coefficients breaks down for covering groups.
In recent works Gao et. al. [GSS18, GSS] and Szpruch [Szp] replaced the local coefficient with
a proportionality matrix, for generic representations. The determinant of this matrix becomes
an invariant of the representation, and for unramified representations (and ramified principal
series in low rank cases) they expressed this determinant in terms of Plancherel measures and
Tate γ-factors. Let us also mention the works [Mez01, Sav04, Wei09, Wei11, McN12, Li14,
Wei14, GG18, GGW18, Wei18] on the extension of the Langlands Program to covering groups
(among the earlier works see [Fli80, FK86, Sav88]).
Acknowledgments. We are happy to thank Dani Szpruch for valuable discussions.
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1. Preliminaries
Whenever possible, we fix our notation similar to [Kap].
1.1. The groups. For the group GLd, let BGLd = TGLd ⋉NGLd denote the Borel subgroup of
upper triangular invertible matrices, where TGLd is the diagonal torus. For a composition β =
(β1, . . . , βl) of d, Pβ =Mβ ⋉Vβ denotes the standard parabolic subgroup with Mβ = GLβ1 × . . . ×
GLβl. For an integer c ≥ 1, βc = (β1c, . . . , βlc). Let wβ be the permutation matrix with
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the identity blocks Iβi on its anti-diagonal, starting with Iβ1 on the top right. In particular set
Jd = w(1d). LetWGLd denote the Weyl group of GLd, identified with the subgroup of permutation
matrices. The abelian subgroup of d × d′ matrices over a ring R is denoted Matd×d′(R) and
Matd(R) =Matd×d(R). The trace map is denoted tr and tx is the transpose of a matrix x. For
an integer m, R∗m = {am ∶ a ∈ R∗}. For b ∈ GLd, b∗ = Jdtb−1Jd.
Let Sp2l = {g ∈ SL2l ∶ tg (
Jl
−Jl
)g = ( Jl−Jl )}. Fix BSp2l = Sp2l ∩BGL2l, BSp2l = TSp2l ⋉NSp2l
where NSp2l is a maximal unipotent subgroup. Denote the Weyl group of Sp2l by WSp2l .
For any parabolic subgroup P , δP denotes the modulus character. For a unipotent subgroup
V , the opposite unipotent subgroup is V −. For any group H , CH is the center of H , for x, y ∈H ,
xy = xyx−1 and for Y <H , xY = {xy ∶ y ∈ Y }.
Throughout, in a local context F is a local field of characteristic 0, and we identify algebraic
groups G with their groups of F -points, i.e., G = G(F ). Globally F will denote a number field
with a ring of adeles A, and we write F -points or A-points explicitly. When both situations are
treated simultaneously we simply write G.
For a local non-archimedean field, we let O be its ring of integers and ̟ be a uniformizer
with ∣̟∣ = q−1. In this case when we say that a property is valid outside a discrete subset of s,
we mean outside a finite set of values of q−s. Fix a maximal compact open subgroup KG of G,
which in this work is always G(O). Over archimedean fields KG denotes a maximal compact
subgroup. Globally KG = ∏νKG,ν .
1.2. Representations. In this work all representations act on complex vector spaces. Local
irreducible representations are assumed to be smooth. Essentially tempered representations
(and supercuspidal representations in particular) are implicitly irreducible. When the field is
archimedean, an admissible representation is understood to be admissible Fre´chet of moderate
growth. Induction of representations from parabolic subgroups is always implicitly normal-
ized, and over archimedean fields it is the smooth induction. The action of a group by right-
translation is denoted ⋅. Consider a smooth representation π of a unipotent subgroup U over a
local field, acting on a space V . Let ψ be a character of U . The Jacquet module JU,ψ(π) is the
quotient V (U,ψ)/V , where over non-archimedean fields V (U,ψ) ⊂ V is the subspace spanned
by all vectors of the form π(u)ξ −ψ(u)ξ, u ∈ U and ξ ∈ V , and over archimedean fields V (U,ψ)
is the closure of this subspace. We use non-normalized Jacquet functors. Globally, cuspidal
representations are always irreducible.
Let ψ be a nontrivial additive character of F or F /A. For a ∈ F ∗ set ψa(x) = ψ(ax).
Over a local field, the Weil index of x ↦ ψ(x2) is denoted γ(ψ) and the Weil factor of ψ is
γψ(a) = γ(ψa)/γ(ψ) (see [Wei64, p. 176] and [Rao93]). The global Weil factor is then the
product of local factors γψ = ∏ν γψν .
For an integer l and v ∈ V(cl), write v = (vi,j)1≤i,j≤l with vi,j ∈ Matc. Define the following
character of V(cl):
ψl(v) = ψ(
l−1∑
i=1
tr(vi,i+1)).(1.1)
When clear from the context, we will omit l from the notation and simply write ψ.
Let G be either GLd or Sp2d, over C. Any irreducible admissible representation π of G is
the unique irreducible quotient of IndGBG(⊗di=1∣det ∣aiπi), where πi are tempered quasi-characters
of F ∗ and a1 > . . . > ad (Sp2d(C) does not have discrete series representations). This induc-
ing data is unique. For any integer r ≥ 1, we let πr be the unique irreducible quotient of
IndGBG(⊗di=1∣det ∣raiπri ). In particular for G = GL1, π and πr are quasi-character of F ∗, and when
π is generic, π = IndGBG(⊗di=1∣det ∣aiπi) and πr = IndGBG(⊗di=1∣det ∣raiπri ).
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1.3. Covering groups. We briefly describe our conventions for covering groups. The basic
reference for this section is [Moo68, GGW18]. For more details see [Kap, § 1.2].
Let µm ⊂ C∗ be the cyclic group of m-th roots of unity and assume µm ⊂ F ∗. Fix a Hilbert
symbol (⋅, ⋅)m of order m in F , globally this is the product of local symbols. Let H be a locally
compact group. By a topological central extension of H by µm we mean a short exact sequence
1→ µm
i
Ð→ H̃
p
Ð→H → 1,
where H̃ is a topological group, i(µm) belongs to the center of H̃, p is continuous and i(µm)/H̃ ≅
H as topological groups. We call H̃ an m-fold covering group of H .
A 2-cocycle σ ofH is a Borel measurable function σ ∶H×H → µm such that for all h,h′, h′′ ∈H ,
σ(h,h′)σ(hh′, h′′) = σ(h,h′h′′)σ(h′, h′′), σ(e, h′) = σ(h, e) = 1.(1.2)
Here e is the identity element of H . Let Z2(H,µm) denote the group of 2-cocycles. Granted σ,
we realize H(m) as the set of elements ⟨h, ǫ⟩, h ∈ H , ǫ ∈ µm, with the product
⟨h, ǫ⟩⟨h′, ǫ′⟩ = ⟨hh′, ǫǫ′σ(h,h′)⟩.
A Borel measurable map η ∶ H → µm such that η(e) = 1 is called a 1-cochain, the group of
1-cochains is denoted C1(H,µm). For η ∈ C1(H,µm), the function (h,h′) ↦ η(h)η(h′)/η(hh′)
is called a 2-coboundary and we have the group B2(H,µm) of 2-coboundaries. The m-fold
coverings H̃ are parameterized by the 2-nd cohomology H2(H,µm) = B2(G,µm)/Z2(H,µm).
If σ, ρ ∈ Z2(H,µm) are equal in H2(H,µm), i.e., cohomologous, one can find η ∈ C1(H,µm)
satisfying
ρ(h,h′) = η(h)η(h′)
η(hh′) σ(h,h′), ∀h,h′ ∈H.(1.3)
Then ⟨h, ǫ⟩ ↦ ⟨h, ǫη(h)⟩ is a topological isomorphism of H̃ , where the domain is realized using
ρ and the image by σ.
A section of X < H is a continuous map x ↦ ⟨x, η(x)⟩ where η ∈ C1(X,µm). This map is a
splitting of X if it is also a homomorphism, which means
⟨x, η(x)⟩⟨x′, η(x′)⟩ = ⟨xx′, η(xx′)⟩, ∀x,x′ ∈ X.
In this case we say that H̃ splits overX . Granted two splittings x↦ ⟨x, η(x)⟩ and x↦ ⟨x, η′(x)⟩,
the abstract map x ↦ η(x)η′(x)−1 is in Hom(X,µm). In particular if X is the F -points or A
points of an algebraic unipotent subgroup, or if X is perfect (as an abstract group), η = η′.
Moreover since x↦ ⟨x, η(x)⟩⟨x, η′(x)⟩−1 = ⟨e, η(x)η′(x)−1⟩ is continuous, if i(µm −{1}) is closed
in H̃, x↦ η(x)η′(x)−1 is also continuous (throughout, H̃ will always be Hausdorff).
Since H̃ is a central extension of H , H acts on H̃ by conjugation (a homeomorphism). Then
⟨x,ǫ′⟩⟨y, ǫ⟩ = ⟨xy, σ(x, y)σ(xy,x−1)ǫ⟩ (independent of ǫ′).
When H = Sp2l or SLl, let H(m) be the m-fold covering group H̃ of H defined by [Mat69]
(following [Moo68, Ste68]) with the Steinberg symbol constructed from (⋅, ⋅)−1m . The group
H(m) (globally or locally) is locally compact, and over non-archimedean fields it is an l-group
in the sense of [BZ76, 1.1]. The group H(m) is split canonically over its (algebraic) unipotent
subgroups, see [Ste62, BLS99] and [MW95, Appendix I]. In additionH(m)(A) is split canonically
over H(F ). We say that a local field F is unramified, if it is non-archimedean, ∣m∣ = 1, q is odd
and q > 3. In this case H(m) is split canonically over KH ([Moo68]).
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When X is a closed algebraic subgroup of H , we can consider the m-fold covering X̃ of
X obtained by restriction from H(m), e.g., X̃(A) is an m-fold covering group of X(A). The
covering X̃(A) depends on the embedding of X in H , which will be made clear.
Fix a faithful character ε ∶ µm → C∗ to be used throughout. An ε-genuine representation of
H̃ is then a representation where µm acts by ε. The character ε will usually be omitted, and
the term anti-genuine representation stands for an ε−1-genuine representation. Induction from
P̃ to G̃ for a parabolic subgroup P < G is implicitly normalized by δ1/2P (as in the linear case).
In the rest of this work we assume µ2m < F ∗. When F is archimedean, this implies F = C,
then H(m) is split over H (canonically since H is perfect), so that the archimedean arguments
usually reduce to the linear case.
1.4. Local coverings. Let F be a local field. We collect several properties of the local cocycles
we will use. For more details see [Kap, § 1.4, § 1.7]. All formulas here are obtained from
[BLS99]. For a positive integer l, let σSLl+1 ∈ Z2(SLl+1, µm) be the 2-cocycle of [BLS99, § 2]
which represents SL
(m)
l+1 , and denote by σl the 2-cocycle of GLl of loc. cit. given by
σl(b, b′) = (det b,det b′)mσSLl+1(diag(b,det b−1),diag(b′,det b′−1)), b, b′ ∈ GLl .
Recall the block-compatibility formula [BLS99, Theorem 11]: for 0 < l0 < l, a, a′ ∈ GLl0 and
b, b′ ∈ GLl−l0 ,
σl(diag(a, b),diag(a′, b′)) = (det a,det b′)mσl0(a, a′)σl−l0(b, b′).(1.4)
We also have the following properties: for b, b′ ∈ GLl, v, v′ ∈ NGLl, u− ∈ N−GLl, and if u
− ↦⟨u−, ς(u−)⟩ is the splitting of N−GLl in the covering of GLl defined by σl,
σl(t, t′) =∏
i<j
(ti, t′j)m, t = diag(t1, . . . , tl) ∈ TGLl, t′ ∈ TGLl ,(1.5)
σl(b, v′) = σl(v, b′) = 1,(1.6)
σl(vb, b′v′) = σl(b, b′),(1.7)
bv ∈ NGLl ⇒
b⟨v,1⟩ = ⟨bv,1⟩,(1.8)
bu− ∈ NGLl ⇒
b⟨u−, ς(u−)⟩ = ⟨bu−,1⟩.(1.9)
Let W+l < GLl be the subgroup generated by WGLl and {t ∈ TGLl ∶ ti = ∓1,∀i}. Our assumption
µ2m ⊂ F ∗ implies that w ↦ ⟨w,1⟩ is a homomorphism of W+l and also that
w⟨t,1⟩ = ⟨w′t, ∏
(i,j)=α>0∶wα<0
(tj , ti)m⟩.(1.10)
Here we identify the positive roots of GLl with the pairs (i, j), i < j.
Consider the involution b↦ b∗ (b∗ = Jltb−1Jl) of GLl. Define
σ∗l (b, b′) = σl(b∗, b′∗).
This is again a 2-cocycle of GLl which is cohomologous to σl by [Kap, Proposition 4, Remark 5,
Proposition 20]. Let ς∗,l ∈ C1(GLl, µm) be such that
σ∗l (b, b′) = ς∗,l(b)ς∗,l(b′)ς∗,l(bb′) σl(b, b′), ∀b, b′ ∈ GLl .(1.11)
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Let σ∗,rkl ∈ Z2(GLl, µm) be given by
σ
∗,rk
l (b, b′) = (ς∗,l(b)ς∗,l(b
′)
ς∗,l(bb′) )
rk
σ∗l (b, b′) = (ς∗,l(b)ς∗,l(b′)ς∗,l(bb′) )
rk+1
σl(b, b′).(1.12)
The cocycles σ∗l , σ
∗,rk
l and σl are all cohomologous.
Let d be a positive integer. We realize the group Sp
(m)
2d using σ2d. By (1.5),
σ2d(t, t′) = d∏
i=1
(ti, t′i)−1m , t = diag(t1, . . . , td, t−1d , . . . , t−11 ), t′ ∈ TSp2d .(1.13)
Identities (1.6)–(1.9) apply in particular to b, b′ ∈ Sp2d, v, v′ ∈ NSp2d and u− ∈ N
−
Sp2d
. When F is
unramified, KSp2d is perfect and we let η2d ∈ C1(KSp2d , µm) be the unique 1-cochain such that
σ2d(y, y′) = η2d(yy′)
η2d(y)η2d(y′) , ∀y, y′ ∈KSp2d .(1.14)
According to [KP84, Proposition 0.I.3] and [Tak14, (1.3) and p. 183] (see [Kap, p. 16]), η2d is
trivial on
NSp2d ∩KSp2d , TSp2d ∩KSp2d , Sp2d ∩W+2d.
Proposition 1. [Kap, Proposition 2] Let w ∈ Sp2d ∩W+2d. For any t ∈ TSp2d , w⟨t,1⟩ = ⟨wt,1⟩.
Identify GLd with the Siegel Levi subgroup of Sp2d by b↦ diag(b, b∗). We obtain a covering
group G̃Ld by restriction from Sp
(m)
2d , denote it by GL
(m,r)
d . Here r =m when m is odd and m/2
otherwise. This covering group was previously studied in [Sav, Gao18a], and is not one of the
coverings from [KP84]. By definition GL
(m,r)
d is realized via the 2-cocycle
σ♢d (b, b′) = σ2d(diag(b, b∗),diag(b′, b′∗)), b, b′ ∈ GLd .(1.15)
We then have
σ♢d (diag(t1, . . . , td),diag(t′1, . . . , t′d)) =
d∏
i=1
(ti, t′i)−1m ,(1.16)
and (1.6)–(1.9) remain valid for σ♢d (instead of σd, and for (1.9) we choose ς with respect to
σ♢d ). Also by Proposition 1, for all w ∈W
+
d and t ∈ TGLd ,
w⟨t,1⟩ = ⟨wt,1⟩.(1.17)
The center of GL
(m,r)
d is C̃r,d where Cr,d = {xId ∶ x ∈ F ∗r}. We have the “improved” block-
compatibility (cf. (1.4)): Let β = (β1, . . . , βl) be a composition of d,
σ♢d (b, b′) =
l∏
i=1
σ♢βi(bi, b′i), b = diag(b1, . . . , bl) ∈Mβ , b′ ∈Mβ.(1.18)
In particular, the direct factors of Mβ commute in GL
(m,r)
d , and under the embedding b ↦
diag(Ii, b, Id−j−i) of GLj in GLd, G̃Lj = GL(m,r)j . Hence the standard tensor ⊗ is well defined for
genuine representations when we identify
M̃β = {(ǫ1, . . . , ǫl) ∈ µlm ∶ l∏
i=1
ǫi = 1}/GL(m,r)β1 × . . . ×GL(m,r)βl .(1.19)
Note that (1.4) and (1.18) also imply the direct factors of Levi subgroups of Sp2d commute,
so that ⊗ is again well defined for genuine representations.
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When F is unramified, put η♢d (y) = η2d(diag(y, y∗)) and fix the splitting of KGLd to be
y ↦ ⟨y, η♢d (y)⟩, which is compatible with our choice for Sp(m)2d .
The involution b ↦ b∗ preserves σ♢d (cf. [Kab99]) whence lifts to an involution of GL
(m,r)
d by
∗⟨b, ǫ⟩ = ⟨b∗, ǫ⟩.(1.20)
Fixing this lift (this is the unique lift only when m is odd), for a genuine smooth representation
π of GL
(m,r)
d , π
∗ is defined to be the representation acting on the space of π by π∗(⟨b, ǫ⟩) =
π(∗⟨b, ǫ⟩). Since (1.4) implies σ♢d (b∗, b′∗) = σ♢d (b, b′), we have ∗(⟨b,1⟩−1) = (∗⟨b,1⟩)−1, then the
definitions imply
(π∨)∗ = (π∗)∨.(1.21)
Proposition 2. [Kap, Proposition 20] σ♢d (b, b′) and σ2d(b, b′)(det b,det b′)m are cohomologous.
Thus GL
(m,r)
d is “morally” an r-fold covering of GLd, motivating the notation.
The following lemma will be used repeatedly to compute conjugations in integrals.
Lemma 3. Let G be GLd (resp., Sp2d), X < G and w ∈ W+d (resp., w ∈ Sp2d ∩W+2d). Assume
w(X ∩NG) < NG. Then w⟨x,1⟩ = ⟨wx,1⟩ for all x ∈X.
Proof. For each simple root α = (i, i + 1) of GL2d, let sα denote the simple reflection along α
identified with wα = diag(Ii−1, ( −11 ) , I2d−i−1). The set W2d ⊂ SL2d was defined in [BLS99] as
the set of elements wα1 ⋅ . . . ⋅wαℓ(w), where w varies over the Weyl elements of GL2d and ℓ(w) is
the length of w. By [BLS99, § 3, Theorem 7(b)], σ2d(t,w0) = 1 for any t ∈ TGL2d and w0 ∈W2d.
Let x ∈ X and write x = utwxv, with u, v ∈ NG, t ∈ TG and wx ∈ W+d when G = GLd or
wx ∈ Sp2d ∩W+2d for G = Sp2d. We can write wx = t0w0 where t0 ∈ TGL2d has entries ∓1 on the
diagonal and w0 ∈W2d. By [BLS99, § 3, Theorem 7(b)] and (1.5),
⟨twx,1⟩ = ⟨tt0,1⟩⟨w0,1⟩ = ⟨t,1⟩⟨t0,1⟩⟨w0,1⟩ = ⟨t,1⟩⟨wx,1⟩.(1.22)
Hence by (1.7),
⟨x,1⟩ = ⟨u,1⟩⟨t,1⟩⟨wx,1⟩⟨v,1⟩.
Then (1.8), (1.17) and Proposition 1 (applied to w and t) imply
w⟨x,1⟩ = ⟨wu,1⟩⟨wt,1⟩⟨wwx,1⟩⟨wv,1⟩.
Note that wu,wv ∈ NG by our assumption, and we can write wwx = t′0w′0 as above, e.g., w′0 ∈W2d.
Applying (1.22) again — now to wt and wwx, and using (1.7), the result follows. 
We mention that the lemma generalizes the proof of [Kap, (4.20)] when µ2m < F ∗.
Proposition 4. Assume F is non-archimedean. Let M be a Levi subgroup of GLd or Sp2d, and
let M̃ be obtained by restriction from an m-fold covering group of Sp2d or GLd (this also includes
coverings from [KP84]). Any genuine irreducible (smooth) representation of M̃ is admissible.
Proof. Let ρ be such a representation. By [BZ76, 3.19, 3.13 (d)] we can already assume it is
supercuspidal. Write M = M1 × . . . ×Ml (Ml is either GLd′ or Sp2d′). Define M0i = {g ∈ Mi ∶∣det g∣ = 1} and M0 = M01 × . . . ×M0l . Then M̃0 ∩ CM̃ is compact (CM̃ - the center of M̃),
M̃0 is an open normal subgroup of M̃ , M̃0/M̃ = M0/M is abelian and (M̃0CM̃)/M̃ is finite.
By a theorem of Harish-Chandra ([BZ76, 3.21]), ρ restricts to a finite representation of M̃0
(finite in the sense of [BZ76, 2.40]). By [BZ76, 3.26], ρ∣M̃0 is a finite direct sum of irreducible
representations, and by [BZ76, 2.41] a finitely generated finite representation of M̃0 (in fact, of
any l-group) is admissible. It follows that π is admissible (as a representation of M̃). 
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1.5. Unramified L-functions. Assume F is unramified. We briefly describe the definition
of unramified L-functions, complete details appeared in [Kap, § 1.8]. For general results see
[Sav04, McN12, Wei14, GG18, Wei18]. A genuine irreducible unramified representation π of
Sp
(m)
2d (resp., GL
(m,r)
d ) can be identified with a constituent of a genuine unramified principal
series representation, which by the Stone–von Neumann Theory ([KP84, § 0.3], [McN12, § 13.5])
can be constructed non-canonically by choosing an unramified character of CT̃Sp2d
(resp., CT̃GLd
).
Such characters have the form ⊗di=1ε⊗ ϑµi, where ϑ = 1 unless m ≡ 2 (4) in which case ϑ = γψ′ ,
and µi is an unramified quasi-character of F ∗. The L-group of Sp
(m)
2d is SO2d+1(C) when m is
odd and Sp2d(C) otherwise, and for GL(m,r)d it is GLd(C) ([Gao18a, § 2.3], [Li, § 5.1]). We put
tπ,ϑ =
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
diag(µ1(̟r), . . . , µd(̟r),1, µ−1d (̟
r), . . . , µ−11 (̟
r)) Sp(m)2d , r =m,
diag(µ1(̟r), . . . , µd(̟r), µ−1d (̟
r), . . . , µ−11 (̟
r)) Sp(m)2d , r =m/2,
diag(µ1(̟r), . . . , µd(̟r)) GL
(m,r)
d .
Now for any finite-dimensional complex representation σ of the corresponding dual group,
Lϑ(s, π, σ) = det(1 − σ(tπ,ϑ)q−s)−1.
We can now define Lν(s, π × τ) for pairs of irreducible unramified representations π × τ using
tπ,ϑπ ⊗ tτ,ϑτ , similarly to the linear case. For m ≡ 2 (4), since γψ′γ−1ψ′′ is a quadratic character of
F ∗ (whether F is unramified or not), tπ,γψ′ = tγψ′γ−1ψ′′π,γψ′′ (replacing the parametrization amounts
to a quadratic twist of the linear data).
A priori, the L-function is independent of ϑ unless m ≡ 2 (4), in which case it does de-
pend on ϑ. However, the class of functions we will study here when m ≡ 2 (4) will al-
ways involve 2 representations, and since we will always use the same parameter ϑ for both,
tπ,γψ′ ⊗ tτ,γψ′ = tπ,γψ′′ ⊗ tτ,γψ′′ , which means Lϑ(s, π × τ) is independent of ϑ. This remark also
applies to Lϑ(s, τ,∧2) and Lϑ(s, τ,∨2), i.e., they are independent of ϑ. In addition γ−1ψ′′ = γψ′′
(because µ2m < F ∗), and if τ is a representation of GL
(m,r)
d , tτ∗,γψ′ = tτ∨,γψ′ = tτ∨,γ−1ψ′ (see [Kap,
Proposition 25]). Note that τ∗ is genuine and τ∨ is anti-genuine.
We need the following result on the Satake parameters of tempered unramified representations
(formulated for representations with Iwahori fixed vectors). Let G be either Sp2d or GLd, and
G̃ = Sp(m)2d or GL
(m,r)
d . Let I be the Iwahori subgroup of G, determined by our choice of BG.
Identify I with its image in G̃, determined by the fixed splitting of KG.
Lemma 5. Let π be a genuine tempered representation of G̃, which has a nonzero vector fixed
by I. Assume π is associated with ⊗di=1ε⊗ ϑµi as above. Then ∣µi∣ = 1 for all i.
Proof. By the results of Savin [Sav88] (see [McN12, Corollary 5]), the Iwahori–Hecke algebra
of G̃, i.e., the algebra of anti-genuine I-bi-invariant locally constant and compactly supported
functions on G̃ (see [McN12, § 13.12]), is isomorphic to the Iwahori–Hecke algebra of SO2d+1
when G = Sp2d and m is odd, Sp2d when m is even, and GLd if G = GLd (in the latter
case this was explicitly proved in [Sav]). According to the arguments in [FK86, § 16] (see
[FK86, Corollary 17.2] in particular), this isomorphism implies an isomorphism between certain
representations of G̃ and G, taking π into a tempered representation of G with inducing data⊗iµri , which admits a nonzero vector fixed by the corresponding Iwahori subgroup. It is known
(see e.g., [LR05, § 10]) that for such representations the inducing data is unitary. ([FK86, § 16]
was independent of the trace formula, as explicitly noted there.) 
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In a global context we choose the parameter ϑ globally: if m ≡ 2 (4), we take a character
ψ′ of F /A and set ϑ = ∏ν ϑν = ∏ν γψ′ν , otherwise ϑ = 1. Note that ϑ is defined in all places
(not only the unramified ones). Then, e.g., if π and τ are a pair of genuine irreducible cuspidal
representations of Sp
(m)
2d (A) and GL
(m,r)
d (A) and S is a finite set outside which all data are
unramified, LSϑ(s, π × τ) = ∏ν∈S Lϑ(s, πν × τν). Again, since we use the same parameter ϑ, the
partial L-function is independent of ϑ and we already write LS(s, π × τ).
1.6. The covering GL
(2,1)
d . When r = 1, σ
2
d ≡ 1 hence by Proposition 2 we can assume the
2-cocycle on GL
(2,1)
d is given by (det b,det b
′)2 (local or global). In this case there is a bijec-
tion between representations of GLd and GL
(2,1)
d
, given by τ ↦ γψ′ ⊗ τ where γψ′ ⊗ τ(⟨b, ǫ⟩) =
ǫγψ′(det b)τ(b). Under this bijection Ind
GLk
Pβ
(⊗di=1τi) is isomorphic to γψ′ IndGLkPβ (⊗di=1γψ′τi). The
analytic properties of intertwining operators on GL
(2,1)
d and GLd are identical, and Jacquet mod-
ules of τ and γψ′ ⊗ τ are isomorphic. See [Gan12, § 2.4, § 7.2]. The Whittaker models of τ and
γψ′ ⊗ τ are isomorphic by W ↦ γψ′W . The Rankin–Selberg integrals of [JS81a, JS81b, JPSS83]
for pairs of representations γψ′ ⊗ τ1 and γψ′ ⊗ τ2 coincide with the integrals for τ1 × τ2. In turn
we can define local and complete L-functions for γψ′ ⊗ τ1 and γψ′ ⊗ τ2 using the definitions for
τ1 × τ2. Then L(s, (γψ′ ⊗ τ)× (γψ′ ⊗ τ)∗) = L(s, τ × τ∨). All of this discussion applies locally and
globally. Note that when ∣2∣ = 1, GL(2,1)
d
is split over GLd. See also [Kap, p. 104].
1.7. Dual representations. For any smooth representation π of an l-group, the contragredient
representation π∨ is by definition the smooth part of the algebraic dual of π (e.g., [BZ76,
2.13]). This definition applies in particular to the covering groups here, but of course when π is
genuine, π∨ is anti-genuine, and while it is certainly possible to define L-functions formally for
(unramified) representations ignoring this fact, it makes more sense to consider only genuine
representations. Indeed as we shall see below (e.g., (3.11)), the local functional equations relate
between π and a genuine representation, in particular not π∨ (save perhaps double coverings
where genuine is the same as anti-genuine). Thus we require a notion different from π∨.
It is reasonable to require the following properties from a plausible replacement π̃ of π∨.
(1) If π is genuine, so is π̃.
(2) For trivial or 2-fold coverings and irreducible admissible representations π, π̃ ≅ π∨.
(3) Being admissible, irreducible, supercuspidal, square-integrable, tempered or unramified for
π and π̃ should be equivalent.
(4) Assume π admits a central character, then so does π̃. Whenever the center of the underlying
linear group admits a subgroup C whose covering C̃ is trivial and belongs to the center of
the covering group, we can identify the restriction of the central character of π to C with
a linear representation (non-canonically), say µπ. Then essentially µπ̃ = µ−1π .
(5) When data are unramified, tπ̃,ϑ = tπ∨,ϑ (see § 1.5).
Define for GL
(m,r)
d , π̃ = π∗ and for Sp
(m)
2d , π̃ = π. Indeed when π is irreducible and admissible,
for GLd we have π∗ ≅ π∨, for GL
(2,1)
d we can write π(⟨b, ǫ⟩) = ε(ǫ)γψ′(b)π0(b) for a representation
π0 of GLd then again π∗ ≅ π∨ (recall γ−1ψ′ = γψ′), and for Sp
(m)
2d with m ≤ 2, π ≅ π∨ ([MVW87,
Chapitre 4] and [Sun11]). The rest is trivial for Sp
(m)
2d , and observe that π̃ = π is reasonable for
this group mainly because in the unramified case tπ,ϑ = tπ∨,ϑ and we require (5). For GL
(m,r)
d , π
and π∗ are simultaneously square-integrable or tempered, this follows from the characterization
of these properties using cuspidal exponents, then (3) is clear. Regarding (4), C = Cr,d and
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if π(⟨xrId, ǫ⟩) = ε(ǫ)ϑ(xr)η(xr) for a quasi-character η of F ∗, π∗(⟨xrId, ǫ⟩) = π(⟨x−rId, ǫ⟩) =
ε(ǫ)ϑ(xr)−1η(xr)−1 (ϑ = 1 unless m ≡ 2 (4), then ϑ = γψ′). For (5) see § 1.5.
We mention that the relation between the contragredient representation and its L-parameter
was studied by Adams and Vogan [AV16] in the context of reductive groups; following their work
Weissman [Wei18] indicated the possibility of replacing π∨ by a genuine representation. Another
reason for the present definition is evident when considering intertwining operators. The image
of the intertwining operator acting on a representation of Sp
(m)
2d parabolically induced from the
Siegel parabolic subgroup and ∣det ∣sτ , is a representation parabolically induced from ∣det ∣−sτ∗
(by Lemma 3, see also [Kap, (4.16), p. 85]). In fact most known functional equations, global or
local, follow from the theory of intertwining operators, and these take genuine representations
into genuine ones.
1.8. Representations of Ỹl. Let F be a local non-archimedean field. Let Yl denote the sub-
group of elements of GLl with the last row (0, . . . ,0,1). Recall the functors Φ−, Φ+, Ψ− and Ψ+
between representations of Yl and GLl, defined in [BZ76, 5.11]. These functors can be defined
for Ỹl and GL
(m,r)
l (and for other covering groups of GLl) in exactly the same way, and they
satisfy the same properties from [BZ76, 5.12–5.14], but note that τ 0P of [BZ76, 5.7, 5.12 (g)]
is now IndỸl
Ṽ(l−1,1)
(ε ⊗ ψ) where ψ is the character Θ of loc. cit. This is because exactness of
induction and Jacquet functors holds for any l-group, and by (1.8) the action of Yl on the set
of characters of V(l−1,1) extends to an action of Ỹl with the same number of orbits (2 orbits).
See also [Kab01] for the extension of these functors to coverings of [KP84].
By [BZ76, 5.13], any genuine irreducible representation ρ of Ỹl is isomorphic to (Φ+)l−j−1Ψ+(̺)
for some 0 ≤ j < l and genuine irreducible representation ̺ of G̃Lj, where j and the isomorphism
class of ̺ are defined by ρ. By Proposition 4, the representation ̺ is also admissible. For
1 ≤ j ≤ l, the j-th derivative ρ(j) of ρ is the genuine smooth representation of GL(m,r)l−j defined
by ρ(j) = Ψ−(Φ−)j−1(ρ∣Ỹl). Here GL
(m,r)
0 = µm and ρ(l) (being genuine) is a direct sum of the
representation ε. If j is maximal such that ρ(j) ≠ 0, ρ(j) is the highest derivative of ρ.
Proposition 6. Let ̺ be a genuine irreducible representation of GL
(m,r)
l . The restriction of ̺
to Ỹl is of finite-length.
Proof. The proof for GLl given in [BZ76, Corollary 5.22] extends to GL
(m,r)
l . Briefly, the result
holds for l = 1 because then ̺ itself is finite-dimensional, assume l > 1. First we show that for
any character θ of NGLl, JNGLl ,θ(̺) is finite-dimensional. If θ is trivial on one of the simple
roots of NGLl, then it is trivial on V(a,l−a) for some 0 < a < l and JNGLl ,θ(̺) factors through
JV(a,l−a)(̺). Since JV(a,l−a)(̺) is admissible and finitely generated ([BZ76, 3.13, 3.14]), it is also
of finite length ([BZ76, 4.1] the proof is valid for covering groups of GLl). Thus the dimension
of JNGLl ,θ(̺) is bounded by the sum of dimensions JNGLa ,θ(̺
′)⊗ JNGLl−a ,θ(̺′′), where ̺′ (resp.,
̺′′) is a genuine irreducible admissible representation of GL(m,r)a (resp., GL
(m,r)
l−a ). Thus we can
assume θ is the generic character of NGLl, then dimJNGLl ,θ(̺) <∞ by [BZ76, 5.21] (see [KP84,
Theorem I.5.2 (i)] for the extension of this result to covering groups, and also [Pat15]).
According to [BZ76, 5.14], there is always some choice of θ for which JNGLl ,θ(̺) ≠ 0. Now the
argument (3) → (2) of [BZ76, Corollary 5.22] implies ̺ is of finite-length. 
2. Representations of type (rk, c)
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2.1. Definition and basic properties. Let F be a local field. Let m, k and c be positive
integers, then we have the covering group GL
(m,r)
rkc defined in § 1.4. Recall the character ψ = ψrk
of V(crk) given by (1.1). In general, the unipotent orbits of GLl are in bijection with the
partitions of l. For a partition β of l, let V (β) < NGLl be the corresponding unipotent subgroup
and V̂ (β)gen be the set of its generic characters. Write β ≿ β′ if β is greater than or not
comparable with the partition β′, according to the partial ordering defined on the partitions.
Refer to [Gin06, § 2] for these definitions or [Car93, CM93] for the standard reference.
In particular for β = ((rk)c), V (β) = V(crk) and ψ ∈ V̂ (β)gen. The stabilizer of ψ in M(crk) is
then the diagonal embedding GL△c of GLc in M(crk).
Let ρ be a genuine admissible finite-length representation of GL
(m,r)
rkc . We say that ρ is an
(rk, c) representation if it satisfies the folllowing properties:
(1) HomV (β′)(ρ,ψ′) = 0 for any β′ ≿ ((rk)c) and ψ′ ∈ V̂ (β′)gen.
(2) dimHomV
(crk)
(ρ,ψ) = 1.
Assume this is the case. An (rk, c) functional on ρ is an element 0 ≠ λ ∈ HomV
(crk)
(ρ,ψ). The
(rk, c) model (which is by definition unique) is denoted Wψ(ρ), it is the space spanned by the
mappings g ↦ λ(ρ(g)ξ) where g ∈ GL(m,r)
rkc
and ξ varies in the space of ρ.
An alternative definition can be given in terms of the theory of derivatives of Bernstein and
Zelevinsky [BZ76, BZ77] (we use the non-normalized version). For a partition β′, let [β′] denote
the composition defined by taking the integers of β′ in decreasing order. If [β′] = (β1, . . . , βl)
(β1 > . . . > βl), define inductively ρ[β
′] = (ρ(β1))(β2,...,βl) (see § 1.8). With this notation ρ is
(rk, c) if for any partition β′ ≿ ((rk)c), ρ[β′] = 0, and dimρ((rk)c) = 1. This follows using the
local “exchange of roots” technique of Ginzburg et al. [GRS99], which is also applicable to
covering groups. Over archimedean fields according to [AGS15b, AGS15c, GGS17] the same
characterization is valid, except that the derivative here is the pre-derivative of [GGS17]. See
[GGS17, Theorem F] which explicates the relation between degenerate Whittaker models and
derivatives over any local field, and also [MW87, Cai] and [GGS].
Proposition 7. Assume F is non-archimedean. For 1 ≤ i ≤ d, let ρi be an (rki, c) representa-
tion. Then ρ = IndGL
(m,r)
rkc
P̃βrc
(⊗di=1ρi) is (rk, c), where β = (k1, . . . , kd) and k = ∑di=1 ki.
Proof. Since direct factors of Levi subgroups of GLrkc do commute in GL
(m,r)
rkc , the “Leibniz
rule” for the derivative [BZ77, 4.5] applies, and the result follows from the definition of (rk, c)
representations using repeated derivatives. See also [CFK, Proposition 3]. 
With the aid of this result we can realize (rk, c) representations by virtue of a Jacquet type
integral. With the notation of Proposition 7, we have a representation ρ = IndGL
(m,r)
rkc
P̃βrc
(⊗di=1ρi)
which is of type (rk, c), and further assume we have an (rk, c) representation ρ0 which is
a quotient of ρ. Since Jacquet functors are exact, this means that ρ0 is the unique (rk, c)
constituent of ρ. Denote β′ = (βd, . . . , β1). The following Jacquet integral formally defines an(rk, c) functional on the space of ρ:
∫
Vβ′rc
ξ(⟨wβrcv,1⟩)ψ−1(v)dv.(2.1)
To ensure convergence one must twist the inducing data using auxiliary complex parameters,
then over non-archimedean fields the uniqueness of the (rk, c) functional on the twisted space
of ρ implies (2.1) admits analytic continuation. This continuation becomes a (nonzero) (rk, c)
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functional on ρ itself, which must factor through ρ0 by our assumptions on the latter. This
provides a realization of Wψ(ρ0). For more details and the archimedean case see [CFK, Propo-
sition 3] and [CFK, § 2.3].
We describe a second realization of (rk, c) models, based on decompositions of c. Fix 0 < l < c.
Assume we have an (rk, l) (resp., (rk, c − l)) representation ρl (resp., ρc−l) and an (rk, c)
representation ρ0. Further assume
ρ0 ⊂ Ind
GL
(m,r)
rkc
P̃(rkl,rk(c−l))
((Wψ(ρl)⊗Wψ(ρc−l))δ−1/(2rk)P(rkl,rk(c−l))).(2.2)
Set
κ = κl,c−l =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Il
0 0 Il
0 0 0 0 Il ⋱
Il 0
0 Ic−l
0 0 0 Ic−l ⋱
Ic−l
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ GLrkc .
(Here Il, Ic−l appear rk times.) For v = (vi,j)1≤i,j≤rk ∈ V(crk), write each vi,j ∈Matc in the form
( v1i,j v2i,j
v3i,j v
4
i,j
) , v1i,j ∈Matl, v4i,j ∈Matc−l.
Let V t
(crk)
< V(crk) be the subgroup obtained by deleting the blocks vt
′
i,j for all i < j and t′ ≠ t,
where 1 ≤ t ≤ 4. Put V = V 3. Then we have the following integral
∫
V
ξ(⟨κ,1⟩⟨v,1⟩)dv,(2.3)
where ξ belongs to the space of (2.2).
As explained in [Kap, § 2.6] and [Kap, Proposition 62] (see also [CFK, § 2.4]), (2.3) is
absolutely convergent and nonzero on any summand of (2.2), and is an (rk, c) functional. In
particular we again obtain a realization of Wψ(ρ0).
Let ρ be an (rk, c) representation. Let GL△c be the diagonal embedding of GLc in GLrkc. By
[Kap, Proposition 36], b△ ↦ ⟨b△, ς−rk∗,c (b)⟩ is the unique splitting of SL△c in GL(m,r)rkc . Then by
[Kap, Corollary 37], if λ is an (rk, c) functional on ρ, λ(ρ(⟨b△, ς−rk∗,c (b)⟩)ξ) = λ(ξ) for all b ∈ SLc
and ξ in the space of ρ.
Let a, a′ ∈ F ∗. We have σ◇rkc(aIrkc, a′Irkc) = (a, a′)rkcm = (a, a′)kcm/r, which is either trivial if m is
odd or kc is even, or equals (a, a′)2. Hence any genuine character η of C̃GLrkc (the preimage of
CGLrkc in GL
(m,r)
rkc
) takes the form ⟨a, ǫ⟩ ↦ ε(ǫ)η0(a) (if (a, a′)kcm/r ≡ 1) or ⟨a, ǫ⟩ ↦ ε(ǫ)η0(a)γψ′(a),
where η0 is a quasi-character of F ∗ and ψ′ is a nontrivial additive character of F . Changing
ψ′ amounts to multiplying η0 by a square-trivial character of F ∗. Let (C̃GLrkc)∧ be the set
of these (not necessarily unitary) characters, which may depend on ψ′. We can therefore fix
η ∈ (C̃GLrkc)∧, which depends on ρ, m, kc and ψ′ but is independent of λ, such that
λ(ρ(⟨aIrkc,1⟩)ξ) = η(⟨a,1⟩)λ(ξ), ∀a ∈ F ∗.(2.4)
If ρ is unramified and λ is nonzero on an unramified vector (this might be difficult to show), so
is η, because η♢rkc(y) is trivial on TGLrkc ∩KGLrkc . Also by the definition if we replace ρ with ρ∗
in (2.4) we obtain η−1 (use ∗⟨aIrkc,1⟩ = ⟨a−1Irkc,1⟩). Moreover since arIrkc ∈ Cr,rkc, if ρ admits
a central character, η(⟨a,1⟩)r = η(⟨a,1⟩r) = η(⟨ar,1⟩) = ρ(⟨arIrkc,1⟩).
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2.2. The representation ρc(τ). Let F be a local field. We describe a map ρc from genuine
irreducible generic representations of GL
(m,r)
k to (rk, c) representations. We recall that a generic
representation of GL
(m,r)
rkc is a representation which affords a Whittaker model, which is in
general not unique, even if the representation is irreducible. All conjectures and results in this
section are known for m = 1 (see [CFK, § 2.2] and the references therein). For r = 1 or k = 1 we
provide proofs when relevant. We stress that all conjectures in this section will henceforth be
assumed to hold.
Let τ be a genuine essentially tempered generic representation of GL
(m,r)
k (τ is in particular
irreducible, see § 1.2). According to the Langlands Quotient Theorem, proved for covering
groups over non-archimedean fields by Ban and Jantzen [BJ13] (without the characterization
using intertwining operators), the representation
Ind
GL
(m,r)
rkc
P̃(krc)
((τ ⊗ . . . ⊗ τ)δ−1/(2rk)P(krc) )(2.5)
has a unique irreducible quotient, which we denote by ρc(τ). Equivalently, ρc(τ) is the unique
irreducible summand of
Ind
GL
(m,r)
rkc
P̃(krc)
((τ ⊗ . . .⊗ τ)δ1/(2rk)P(krc) ).(2.6)
In particular ρ1(τ) is the unique irreducible quotient of
Ind
GL
(m,r)
rk
P̃(kr)
((τ ⊗ . . .⊗ τ)δ−1/(2rk)P(kr) ),
and by transitivity of induction ρc(τ) is the unique irreducible quotient of
Ind
GL
(m,r)
rkc
P̃((rk)c)
((ρ1(τ)⊗ . . .⊗ ρ1(τ))δ−1/(2rk)P((rk)c) ).
Corollary 8. Assume τ is genuine essentially tempered and for 0 < l < c, ρl(τ) and ρc−l(τ) are(rk, l) and (rk, c − l), respectively. Then ρc(τ) is embedded in the r.h.s. (right hand side) of
(2.2) and Wψ(ρc(τ)) can be realized using (2.3).
Proof. By definition ρl(τ) is embedded in the corresponding space (2.6), and being irreducible,
it is isomorphic to Wψ(ρl(τ)). Similarly for ρc−l(τ). Now use transitivity of induction. 
Conjecture 9. The representation ρ1(τ) is (rk,1). Moreover, if F is non-archimedean, for
all c > 1 the highest derivative of ρc(τ) is ρ(rk)c (τ) and equals ∣det ∣(r−1)/2ρc−1(τ).
Proposition 10. Conjecture 9 holds for r = 1 or k = 1.
Proof. When F = C, ρ1(τ) is irreducible and generic when r ≥ 1 and k = 1 by [Vog86].
Assume F is non-archimedean. When r = 1 this follows from [CFK, Theorem 5] and § 1.6,
assume r > 1 and k = 1. In this case τ is a principal series representation of GL(m,r)1 , constructed
using a quasi-character χ of F ∗ restricted to F ∗r (e.g., [McN12, § 13.5]). The definition implies
ρc(τ) = χΘrc,m,r,ϑ, where Θrc,m,r,ϑ is the exceptional representation of GL(m,r)rc of Gao [Gao17],
who extended the construction of [KP84]. It is the unique irreducible quotient of a genuine
principal series induced from δ
1/(2r)
BGLrc
with a parameter ϑ (see § 1.5 and [Kap, § 1.11]), which
we briefly denote I(δ1/(2r)BGLrc). It is also the image of a standard intertwining operator M(Jrc) ∶
I(δ1/(2r)BGLrc)→ I(δ−1/(2r)BGLrc ), given by an absolutely convergent integral because δ1/(2r)BGLrc belongs to the
positive Weyl chamber (see [KP84, Proposition I.2.9]). Also for any 0 ≤ l ≤ rc,
JV(rc−l,l)(Θrc,m,r,ϑ) = δ(r−1)/(2r)V(rc−l,l) (Θrc−l,m,r,ϑ ⊗Θl,m,r,ϑ).(2.7)
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This follows as in [Kab01, Theorem 5.1 (1)] for double coverings of [KP84] (the proof is simpler
with the usual tensor). Recall the Jacquet functor here is not normalized. Note that Θ
(l)
rc,m,r,ϑ
factors through JV(rc−l,l)(Θrc,m,r,ϑ).
Assume data are unramified. Then Θl,m,r,ϑ affords a unique Whittaker model for l = r and no
Whittaker model when l > r, by [Gao18a, Proposition 3.5]. Hence dimΘ(r)r,m,r,ϑ = 1 which means
ρ1(τ) is (r,1), and Θ(l)l,m,r,ϑ = 0 for l > r so that (2.7) implies Θ(l)rc,m,r,ϑ = 0. In addition (2.7) with
l = r shows ρ(r)c (τ) = ∣det ∣(r−1)/2ρc−1(τ). This completes the proof for this case.
Assume data are ramified. Then ρ1(τ) is (r,1) according to the proof of [Gao, Proposition 5.7]
(which used the globalization argument of [KP84, Theorem II.2.5], note that C̃GLr < GL
(m,r)
r
is abelian). Using (2.7) it remains to show Θ
(l)
l,m,r,ϑ = 0 for l > r. Arguing as in [Kap17,
Theorem 2.7] (i.e., applying [BZ77, Theorem 5.2]) or by [Ban98b], the case l > r follows from
l = r + 1.
We can assume Θr+1,m,r,ϑ is a quotient of I = Ind
GL
(m,r)
r+1
P̃(r,1)
(δ1/(2r)P(r,1) (Θr,m,r,ϑ ⊗Θ1,m,r,ϑ)) (dualize
[Kab01, Theorem 5.1 (6)]). Let Ã be a maximal abelian subgroup of GL
(m,r)
1 with A < F ∗,
and G be a set of representatives for A/F ∗. Set d = ∣G∣. Since Θ1,m,r,ϑ is d-dimensional ([KP84,
§ 0.3], [McN12, § 13.5]) and Θr,m,r,ϑ is (r,1), the space W (I, ψ) of ψ-Whittaker functionals on
I where ψ is the (r + 1,1) character (i.e., the standard generic character) is d-dimensional (use
[BZ77, Theorem 5.2] or argue as in [Ban98b]).
Since Θr+1,m,r,ϑ is a quotient of I and the Hom functor is left-exact,W (Θr+1,m,r,ϑ, ψ) ⊂W (I, ψ)
as representations of C̃GLr+1 . By (1.16), for a, a
′ ∈ F ∗, σ♢r+1(aIr+1, a′Ir+1) = (a, a′)m/r(a, a′)−1m
(where (a, a′)1 ≡ 1). Thus either GL(m,r)1 ≅ C̃GLr+1 when m is odd, or there is a bijec-
tion between the genuine representations of GL
(m,r)
1 and C̃GLr+1 , given by π ↦ πψ′ where
πψ′(⟨aIr+1, ǫ⟩) = γψ′(a)π(⟨a, ǫ⟩). In both cases the genuine irreducible representations of C̃GLr+1
are also d-dimensional, and we either have dimW (Θr+1,m,r,ϑ, ψ) = 0, in which case we are done,
or dimW (Θr+1,m,r,ϑ, ψ) = d but then W (I, ψ) =W (Θr+1,m,r,ϑ, ψ). Suppose the latter.
Consider λ ∈ W (I, ψ) given by the Jacquet integral λ(f) = ∫V(1,r) f(⟨w(r,1),1⟩⟨v,1⟩)ψ(v1)dv,
where v is identified with a row in F r. This integral is absolutely convergent on I. Indeed
let λ′(f) be the integral similar to λ(f), but with ψ omitted, and note that the inducing data
Θr,m,r,ϑ in I is the image ofM(Jr). Using Jr+1 = diag(Jr,1)w(r,1) we obtainM(Jr+1) = λ′○M(Jr)
(λ′ is an outer integral for M(Jr+1)). Since M(Jr+1) is absolutely convergent on the space of
I(δ1/(2r)BGLr+1), so is λ′(f) and thereby λ(f).
For b ∈ F ∗ let ℓ(b)f denote the left-translation of f by ⟨diag(Ir, b),1⟩. Then we have the
functionals λb ∈ W (I, ψ) defined by λb(f) = λ(ℓ(b)f). ({λb}b∈G is a basis for W (I, ψ), see e.g.,
[KP84, Lemma I.3.1].) Since W (I, ψ) = W (Θr+1,m,r,ϑ, ψ), each λb factors through Θr+1,m,r,ϑ.
Observe that Θr+1,m,r,ϑ is a proper quotient of I, e.g., because by (2.7), JV(r,1)(Θr+1,m,r,ϑ) is
irreducible, but JV(r,1)(I) is not. Thus Θr+1,m,r,ϑ = V/I for a representation V ≠ 0 of GL(m,r)r+1 and
for all b ∈ F ∗, λb vanishes on V. Therefore λb(⟨diag(b, Ir),1⟩ ⋅ f) = 0 and equivalently
∫
V(1,r)
f(⟨w(r,1),1⟩⟨v,1⟩)ψ(bv1)dv = 0, ∀f ∈ V, b ∈ F ∗.
We proceed using the method of [JS83, p. 118]. Fixing v2, . . . , vr for a moment, one can regard
f as a function ξf(v1) of v1 ∈ F , then the last identity becomes ξ̂f(b) = 0 for all b ∈ F ∗ (ξ̂f -
the Fourier transform of ξf). Since the integral is absolutely convergent, the Fourier inversion
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formula implies ξf(0) = ∫F ξ̂f(b)db = 0, i.e.,
∫
v∈V(1,r), v1=0
f(⟨w(r,1),1⟩⟨v,1⟩)dv = 0.
Then as in loc. cit. we eliminate the remaining coordinates and obtain f(⟨w(r,1),1⟩) = 0 for all
f ∈ V (see [Kap, Proposition 62] or § 3.2.2 here), which is a contradiction. 
We mention that Yamana [Yam17, Proposition 2.8] proved the exceptional representations of
a double covering of GLd of [KP84] do not support any Whittaker functional for d > 2, also using
[JS83] (cf. [FKS90, Lemma 6]). Our case is different from [Yam17]: Here the representation
I induced from Θr,m,r,ϑ ⊗Θ1,m,r,ϑ does not have a unique Whittaker model and C̃GLr+1 is not
abelian (as opposed to C̃GL3 for the covering of [KP84]).
Now write a genuine irreducible generic representation τ of GL
(m,r)
k as the unique irreducible
quotient of Ind
GL
(m,r)
k
P̃β
(⊗di=1∣det ∣aiτi) where τi are tempered and a1 > . . . > ad ([BJ13]). Define
ρc(τ) = IndGL(m,r)rkc
P̃βrc
(⊗di=1∣det ∣aiρc(τi)).(2.8)
Theorem 11. For a genuine irreducible generic representation τ of GL
(m,r)
k , ρc(τ) is (rk, c).
Furthermore, when F = C and the inducing data of τ as a constituent of a principal series is
in general position, ρc(τ) is the (rk, c) representation of [CFK, § 2.2] constructed from ρ1(τ).
Proof. Consider a non-archimedean field. The essentially tempered case follows as in the proof
of [CFK, Theorem 5]: Using Conjecture 9, we take the highest derivative and obtain ρc−1(τ),
up to a power of ∣det ∣. Repeating this c times gives the genuine one-dimensional representation
of µm because ρ1(τ) was assumed to be (rk,1). The general case follows from the definition
and Proposition 7.
For F = C, when τ is tempered (then k = 1), ρ1(τ) is unitary and ρc(τ) is the (r, c) representa-
tion defined in [CFK, § 2.2] for ρ1(τ) (see [Kap, Remark 71]). This is a representation of GLrc,
which by [MW89, § I.11] (see [CFK, § 2.5]) coincides with IndGLrcP(cr)(⊗ri=1∣det ∣(r−2i+1)/(2r)τ detGLc).
In general (2.8) implies ρc(τ) = IndGLrkcP
(crk)
(⊗kj=1 ⊗ri=1 ∣det ∣aj+(r−2i+1)/(2r)τj detGLc), which is (rk, c)
by [CFK, Proposition 3] (an application of [AGS15a, AGS15c, GGS17]) and is the (rk, c) rep-
resentation of [CFK, § 2.2] up to a permutation of the inducing data (i and j). 
Conjecture 12. Let τ be a genuine essentially tempered generic representation of GL
(m,r)
k .
Then τ is a quotient of Ind
GL
(m,r)
k
P̃β
(⊗di=1τi), where each τi is genuine and supercuspidal (unitary
or not). Moreover, in this case for all c ≥ 1, ρc(τ) is a quotient of IndGL(m,r)rkcP̃βrc (⊗iρc(τi)).
By § 1.6, the case r = 1 is implied by m = 1, which follows from [Zel80, Tad86, Vog86, GS13]
(see [CFK, (2.5) and Lemma 8]).
Example 13. When τ is genuine tempered generic and unramified, by Lemma 5 and using the
same notation ∣µi∣ = 1 for all i. Let τi be the representation of GL(m,r)1 associated with µi. If
ρc(τ) is also unramified, the argument from [Kap, Proposition 60] implies ρc(τ∨) is a summand
of Ind
GL
(m,r)
rkc
Pβrc
(⊗iρc(τ∨i )) (in loc. cit. we further assumed µi ≠ µj for all i ≠ j, this can be relaxed
by regularizing the intertwining operator). Thus ρc(τ) is a quotient of IndGL(m,r)rkcPβrc (⊗iρc(τi)).
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The central character of ρc(τ) is given by
ρc(τ)(⟨zrIrkc,1⟩) = ρ1(τ)(⟨zrIrk,1⟩)c = τ(⟨zrIk,1⟩)rc.(2.9)
Lemma 14. We have ρc(τ)∗ = ρc(τ∗).
Proof. In general if β = (β1, . . . , βd) is a composition of l and β∗ = (βd, . . . , β1),
(IndGL(m,r)l
P̃β
(⊗di=1̺i))∗ = IndGL(m,r)lP̃β∗ (⊗di=1̺∗d−i+1).(2.10)
If τ is tempered, ρc(τ) is the unique irreducible quotient of the induced representation I(τ)
defined by (2.5), whence ρc(τ)∨ is the unique irreducible subrepresentation of I(τ)∨. Since for
any genuine smooth representations π1, π2 of GL
(m,r)
d , HomGL(m,r)
d
(π1, π2) = HomGL(m,r)
d
(π∗1 , π∗2),
and using (1.21), it follows that (ρc(τ)∗)∨ is the unique irreducible subrepresentation of (I(τ)∗)∨.
Hence ρc(τ)∗ is the unique irreducible quotient of I(τ)∗ = I(τ∗) (by (2.10)) and so is ρc(τ∗).
The general case follows from the definition, the tempered case and (2.10). 
Let τ be a genuine unitary irreducible generic representation of GL
(m,r)
k . For an integer l ≥ 1
and ζ ∈ Cl, consider the standard intertwining operator
M(ζ,w(kl)) ∶ IndGL(m,r)lkP̃
(kl)
(⊗li=1∣det ∣ζiτ)→ IndGL(m,r)lkP̃
(kl)
(⊗li=1∣det ∣ζl−i+1τ),
defined by an absolutely convergent integral for Re(ζ) in a suitable cone, and in general by
meromorphic continuation. Denote
ζ(l) = ((l − 1)/(2r), (l − 3)/(2r), . . . , (1 − l)/(2r)) ∈ Cl.(2.11)
Conjecture 15. For all 1 < l ≤ r, M(ζ,w(kl)) is well defined at ζ = ζ(l) and its image is
irreducible. For all c ≥ 1, M(ζ,w(krc)) is well defined at ζ = ζ(rc), its image is irreducible and
isomorphic to the representation ρc(τ). In particular it is (rk, c).
For r = 1 this follows from the case m = 1 in [Jac84, Proposition 2.2] (see also [MW89,
Proposition I.10], [JS81b, JPSS83, JS90]); for k = 1 it holds because for all l, the image of
M(ζ,w(1l)) at ζ(l) is an exceptional representation ([KP84, Gao17]).
We quickly recall the global construction of (rk, c) representations from [Kap, § 2.4]. Let τ
be a genuine cuspidal representation of GL
(m,r)
k (A). Consider the representation
Ind
GL
(m,r)
rkc
(A)
P̃(krc)(A)
(∣det ∣ζ1τ ⊗ . . . ⊗ ∣det ∣ζrcτ).(2.12)
For a standard K̃GLrkc-finite vector ξ in the space of (2.12), we have the Eisenstein series
E(g; ζ, ξ) = ∑
y∈Pβ(F )/GLd(F )
ξ(ζ, ⟨y, (η♢d )−1(y)⟩g).(2.13)
Here η♢d = ∏ν(η♢d )ν is a well defined global 1-cochain and y ↦ ⟨y, (η♢d )−1(y)⟩ is a splitting of
GLrkc(F ) in GL(m,r)rkc (F ). The function g ↦ E(g; ζ, ξ) is an automorphic form on GL(m,r)rkc (A)
when we identify GLrkc(F ) with its image under this splitting. Let
E−1(g; ξ) = lim
ζ→ζ(rc)
rc−1
∏
i=1
(r(ζi − ζi+1) − 1)E(g; ζ, ξ)(2.14)
and let Eτ denote the corresponding residual representation.
Conjecture 16. The partial L-function LS(s, τ × τ̃) has a simple pole at s = 1 and is holomor-
phic and nonzero for Re(s) > 1. (As explained in § 1.5 and § 1.7, LS(s, τ × τ̃) = LS(s, τ × τ∨).)
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When r = 1 or k = 1, this conjecture follows from the case m = 1, proved in [JS81a, JS81b].
By [Kap, Theorem 53] the representation Eτ belongs to the discrete spectrum of the space of
L2 automorphic forms on GL
(m,r)
rkc (A), which transform by ̺rcτ under the center of GL(m,r)rkc (A),
where ̺τ is the central character of τ . Combining [Kap, Theorem 53] with Conjecture 15 we
deduce that for each ν, (Eτ)ν = ρc(τν) which is (rk, c) by Theorem 11. By [Kap, Theorem 54],
Eτ admits an (rk, c) functional Λ which is then unique (up to scaling).
We can therefore write for a factorizable automorphic form ξ in the space of Eτ ,
Λ(Eτ(b)ξ) =∏
ν
λν(ρc(τν)(bν)ξν), b ∈ GL(m,r)rkc (A).(2.15)
Here almost all λν are scaled to be 1, on a choice of an unramified vector in the space of ρc(τν).
All of this discussion holds unconditionally when r = 1 or k = 1. Observe that since the l.h.s.
(left hand side) of (2.15) equals Λ(ξ) when b = ⟨y, (η♢d )−1(y)⟩ with y ∈ GLrkc(F ),
∏
ν
λν(ρc(τν)(⟨aIrkc, (η♢d )−1(aIrkc)⟩)ξν) = 1, ∀a ∈ F ∗.(2.16)
Remark 17. In [Kap, § 2.4] the residual representation was denoted Lτ,c, and Eτ was chosen to
be an irreducible summand which admits a nonzero (rk, c) functional. Here (as opposed to [Kap,
Conjecture 50]) we already assume the images of the local intertwining operators M(ζ,w(krc))
are irreducible at ζ(rc), so that Lτ,c is irreducible and Lτ,c = Eτ .
Again we let τ be a local representation. Recall the definition (2.4) of η for an (rk, c)
representation ρ. When ρ = ρc(τ), we re-denote η by ητ,c and set ητ = ητ,1. We have ητ(⟨ar,1⟩) =
τ(⟨arIk,1⟩)r. By Lemma 14, ητ∗ = η−1τ .
Lemma 18. ητ,c = ηcτ .
Proof. First assume τ is tempered. We prove the result using induction on c, the case c = 1
is clear. For c > 1, by Corollary 8 we can assume the (rk, c) functional is given by (2.3).
Then the result follows by replacing ξ in (2.3) with its right-translate by ⟨aIrkc,1⟩, noting that⟨aIrkc,1⟩ = ⟨aIrkl,1⟩⟨aIrk(c−l),1⟩ and γlψ′(a)γc−lψ′ (a) = γcψ′(a) (because (a, a)m = 1), and applying
the induction hypothesis to ρl(τ) and ρc−l(τ). Since we have uniqueness, it suffices to check
one functional. The general case follows from (2.8) using (2.1) and the tempered case. 
Proposition 19. If τ is genuine, tempered and unramified, ητ is unramified (trivial on ⟨O∗,1⟩).
Proof. By (2.4), it suffices to show there is an (rk, c) functional on ρc(τ) which is nonzero on an
unramified vector. Since τ is tempered, we can use Corollary 8 to realize the (rk, c) functional
using (2.3), then by [Kap, Proposition 62] we can assume c = 1. Let λ be the (rk,1) functional
on ρ1(τ) given by the standard Jacquet integral, and ξ0 be the normalized unramified vector
in the space of ρ1(τ).
When r = 1, λ(ξ0) ≠ 0 by [CS80]. For k = 1, ρ1(τ) is an exceptional representation then
the Casselman–Shalika type formula of [McN16] can be computed directly to deduce λ(ξ0) ≠ 0.
Consider r, k ≥ 1. Since τ is tempered and unramified, by Lemma 5 and using the same notation,
the inducing character ⊗di=1ε⊗ ϑµi satisfies ∣µi∣ = 1 for all i. In this case by [Kap, Theorem 43],
the value of the standard Jacquet integral on the normalized unramified vector in the space of
Θ(µ) = IndGL(m,r)rk
P̃
(rk)
(⊗ki=1µiΘr,m,r,ϑ) is C(µ) = ∏rl=1∏i<j(1 − q−lµiµ−1j (̟)) ≠ 0 (which agrees with
[CS80] for r = 1). If the inducing character is regular, i.e., µi ≠ µ−1j for all i, j, then by [Kap,
Proposition 60] ρ1(τ) ⊂ Θ(µ) whence λ(ξ0) ≠ 0. Moreover, because λ is holomorphic in the
parameter µiµ−1j (̟) (by [McN11, § 8], see also [Ban98a]), λ(ξ0) ≠ 0 also if the character is not
regular (C(µ) ≠ 0 in this case as well). 
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3. Rankin–Selberg integrals
3.1. The integrals and γ-factor. In [Kap, § 2.7] we defined a new Rankin–Selberg type
integral for GL
(m,r)
k ×GL(m,r)1 and computed its value with unramified data. We recall the
construction and use it to define a γ-factor. Let F be a local field. Let ψ be a nontrivial
additive character of F , and fix the Haar measure dx = dψx of F which is self-dual with respect
to ψ. Let τ be a genuine irreducible generic representation and ρ1(τ) be the corresponding(rk,1) representation, realized in its unique (Whittaker) model Wψ(ρ1(τ)). Let π be a genuine
irreducible representation of GL
(m,r)
1 . Throughout this section assume rk > 1 (the case rk = 1
is quickly explained at the end of this section). Also in this section s′ = r−1(s − 1/2) + 1/2.
For a matrix coefficient ω of π∨ and W ∈Wψ(ρ1(τ)), the integral
Z(s,ω,W ) = ∫
F ∗
ω(⟨a,1⟩) ⋅W (⟨diag(a, Irk−1),1⟩)∣a∣s′−(rk−1)/2 d∗a(3.1)
is formally well defined, and absolutely convergent for Re(s)≫ 0 independent ofW and ω. This
is the covering analog of the Rankin–Selberg convolution for GLk ×GL1 of [JPSS83, § 2.4(3)]
with their parameter j = 0.
When all data are unramified, both π and τ are parameterized using ϑ (see § 1.5) and ω and
W are also normalized, by [Kap, (2.54)] we have
Z(s,ω,W ) = Lϑ(s, π∨ × τ) = L(s, π∨ × τ) = L(s, π̃ × τ).(3.2)
In order to define the γ-factor we introduce another integral, analogous to [JPSS83, § 2.4(3)]
with j = rk − 2 but in the form given in [Sou93, p. 70] (see [Kap, (4.71)]). Fix the splitting
v ↦ ⟨v, ς−(v)⟩ of N−GLrk in GL(m,r)rk . Denote w = ( Irk−11 ) and [v] = diag(1, ( Irk−2v 1 )). Then
Z∗(s,ω,W ) = ∫
F ∗
∫
F rk−2
W (⟨diag(Irk−1, a),1⟩⟨[v], ς−([v])⟩⟨w,1⟩)ω(⟨a,1⟩)∣a∣s′−1+(rk−1)/2 dv d∗a.
(3.3)
Here dv is the product measure defined using dx. This integral is absolutely convergent for
Re(s)≪ 0 independent of the data. When data are unramified, the proof of [Kap, Lemma 85]
(which eventually boils down to [Kap, (2.54)]) shows
Z∗(s,ω,W ) = L(1 − s, π × τ̃).(3.4)
The local theory has a global counterpart, a global integral introduced by Bump and Friedberg
[BF99] (for coverings of [KP84]) and recently also in [Gin]. Our focus here is local, but the
global integral will be presented in § 3.2.4 below, where we will also prove it is Eulerian.
If F = C, GL(m,r)rk is split over GLrk and both integrals we defined are simply Rankin–
Selberg GLrk ×GL1 integrals. Their theory, including convergence, meromorphic continuation,
continuity properties and the existence of a γ-factor were proved in [JS90, CPS04, Jac09]. We
now focus mainly on the non-archimedean case.
For 0 ≤ i ≤ rk, let Zi,rk be the subgroup {( Ii z10 z2 ) ∶ z2 ∈ NGLrk−i}. The (rk,1) character ψ(=
ψrk−1) restricts to a character of Zi,rk. The following is the analog of [JPSS83, Proposition 2.11]
(for GLrk ×GL1) and is the key result needed for the functional equation (3.7) below.
Theorem 20. Assume F is non-archimedean. Let ρ be an (rk,1) representation. Outside a
discrete subset of s, the space of bilinear forms B on π∨ ×Wψ(ρ) satisfying
B(⟨a,1⟩ ⋅ ω, (⟨z,1⟩⟨diag(a, Irk−1),1⟩) ⋅W ) = ψ(z)∣a∣−s′+(rk−1)/2B(ω,W ), ∀a ∈ GL1, z ∈ Z2,rk
(3.5)
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for all ω and W is at most one-dimensional.
Proof. The representation ρ∣Ỹrk is of finite-length by Proposition 6, hence admits a finite filtra-
tion whose constituents are irreducible representations of Ỹrk, each taking the form (Φ+)rk−j−1Ψ+(̺)
for some 0 ≤ j < rk and genuine irreducible admissible representation ̺ of G̃Lj (see § 1.8). More-
over, because ρ admits a unique Whittaker model, the index j is 0 for precisely one constituent.
As in [JPSS83, 2.11], it is sufficient to show that for each j > 0, outside a discrete subset of s,
the space of bilinear forms on (Φ+)rk−j−1Ψ+(̺) ⊗ π∨ satisfying (3.5) either vanishes when j > 0,
or is at most one-dimensional for j = 0.
Any B satisfying (3.5) factors through JZ2,rk,ψ(ρ). Recall that Φ−Φ+ is the identity and
Φ−Ψ+ = 0 ([BZ76, 5.12 (c), (d)]). Hence if j > 1, B factors through (Φ−)(rk−2)(Φ+)rk−j−1Ψ+(̺) =
0. If j = 1, B factors through Ψ+(̺), which is an admissible representation of Ỹ2, trivial on
NGL2 and given by ̺ on GL
(m,r)
1 . Thus (3.5) for a ∈ F ∗r (i.e., ⟨a,1⟩ ∈ CGL(m,r)
1
) can only hold for
a discrete subset of s.
For j = 0 identify the space of bilinear forms on Φ+Ψ+(ε) ⊗ π∨ satisfying (3.5) for a ∈ GL1,
where ε is our fixed representation of µm (see § 1.3), with HomGL(m,r)
1
(Φ+Ψ+(ε), π). We prove
this space is one-dimensional (this part was immediate in [JPSS83, 2.11]).
Let Ã be a maximal abelian subgroup of GL
(m,r)
1 , where A < F ∗. E.g., if F is unramified one
can take A = Cr,1O∗. If m /≡ 2 (4) put ϑ = 1, otherwise ϑ = γψ′ . The central character of π is a
genuine character ε⊗ϑµ of C̃r,1 defined by ⟨a, ǫ⟩ ↦ ε(ǫ)ϑ(a)µ(a), for a quasi-character µ of F ∗
(a ∈ F ∗r). The restriction µ∣F ∗r is unique once ϑ is fixed. (As in § 1.5, but without assuming F
is unramified.) Now we can assume π = IndGL
(m,r)
1
Ã
(π′) where π′ is an extension of ε⊗ ϑµ to a
genuine character of Ã. Different choices of (Ã, π′) produce isomorphic representations, this is
immediate when r = 1 and for r > 1 follows from the fact that GL(m,r)1 is a 2-step nilpotent group
(see [McN12, § 13.5]). The space Vπ of π is ∣G∣-dimensional, where G is a set of representatives
for A/F ∗.
For any locally closed X ⊂ F ∗, let S(X) denote the space of Schwartz functions on X and
Sgen(X̃) be the space of genuine Schwartz functions on X̃ (see [BZ76, 1.2, 1.7]). We can then
identify Φ+Ψ+(ε)∣
GL
(m,r)
1
with Sgen(GL(m,r)1 ), where GL(m,r)1 acts by right-translations.
Since A must contain Cr,1(= F ∗r) and Cr,1 is open in F ∗ and of finite index, A is open and
closed, and the finite decomposition F ∗ = ∐g∈G gA implies S(F ∗) = ⊕g∈GS(gA) ([BZ76, 1.8]).
Similarly Sgen(GL(m,r)1 ) = ⊕g∈GSg with Sg = Sgen(g ⋅ Ã). The group Ã acts by right-translation
on each Sg, and for each g, g′ ∈ G there is h ∈ GL
(m,r)
1 such that h ⋅ Sg = Sg′ .
Let 0 ≠ T ∈ Hom
GL
(m,r)
1
(Sgen(GL(m,r)1 ), π). Let Kg ⊂ Sg be the kernel of T ∣Sg . Since T is
GL
(m,r)
1 -equivariant, with the above notation h ⋅ Kg = Kg′ , hence the quotients Kg/Sg are all
isomorphic as representations of Ã. In particular b = dimKg/Sg is independent of g.
Let K = ⊕g∈GKg and Q = K/Sgen(GL(m,r)1 ), it is a genuine finite-dimensional representation
of GL
(m,r)
1 which contains π as a quotient, because T factors through Q (a priori K may be
strictly contained in the kernel of T ). For v ∈ Sgen(GL(m,r)1 ), let v denote the image of v in Q.
For a ∈ Ã, T (a ⋅ v) = π(a)T (v) = T (π′(a)v). Taking v ∈ Sg we deduce a ⋅ v − π′(a)v belongs
to the kernel of T , but also to Sg whence a ⋅ v − π′(a)v ∈ Kg, i.e., the action of Ã on Kg/Sg is
given by π′. Hence the action of Ã on Q is given by π′. In particular C̃r,1 acts on Q by ε⊗ ϑµ.
Therefore all constituents in a Jordan–Ho¨lder series of Q are isomorphic to π.
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We first claim b = 1 (b > 0 because T ≠ 0). Let v1, . . . , vb ∈ Sg be such that v1, . . . , vb are
linearly independent. For each i, Vπ = SpC{π(GL(m,r)1 )T (vi)} = SpC{π(G)T (vi)} (since Ã acts
by π′ on Vπ). Hence for each i, {π(g)vi ∶ g ∈ G} is a C-basis for Vπ. But Ã also acts on Q
by π′ whence Vi = SpC{g ⋅ vi ∶ g ∈ G} ⊂ Q is a nonzero genuine representation of GL(m,r)1 of
dimension at most ∣G∣. As such, it is already irreducible of dimension ∣G∣ and isomorphic to
π (e.g., through T ). Now consider the filtration 0 ≠ V1 ⊂ V1 + V2 ⊂ . . . ⊂ ∑bi=1Vi ⊂ Q. Each
of the first b constituents is nontrivial. In fact if ∑bi=1∑h∈G ch,ih ⋅ vi = 0 for some ch,i ∈ C, then
uh = ∑bi=1 ch,ivi ∈ Kg/Sg and h ⋅ uh ∈ Kh/Sh so that ∑h∈G h ⋅ uh = 0 implies uh = 0 for all h,
whence ch,i = 0 for all h, i. Thus we have at least b constituents isomorphic to π (the irreducible
constituents of ∑bi=1Vi/Q are also π) and if b > 1, the kernel of T must contain V1 which is a
contradiction. (This implies dimQ = ∣G∣ and K is the kernel of T .)
Therefore T ∣Sg is a functional, i.e., its image belongs to a one-dimensional space. Let e ∈ G
be such that Sgen(C̃r,1) ⊂ Se. Then
T ∣Sgen(C̃r,1) ∈ HomC̃r,1(Sgen(C̃r,1), ε⊗ ϑµ).
This restriction is nonzero, because T ∣Sg ≠ 0 for any g and Se = ⊕a∈ASgen(ea ⋅ C̃r,1) for a suitable
A ⊂ A. This applies to any T,T ′ ∈ Hom
GL
(m,r)
1
(Sgen(GL(m,r)1 ), π). We also have
HomC̃r,1(Sgen(C̃r,1), ε⊗ ϑµ) = HomCr,1(S(Cr,1), µ).(3.6)
In fact when m /≡ 2 (4) or ∣2∣ = 1, this identity holds because C̃r,1 is split over Cr,1. In general
consider the map S(Cr,1) → Sgen(C̃r,1) given by f ↦ fϑ, where fϑ(⟨a, ǫ⟩) = ǫϑ(a)f(a). Then
a′ ⋅ f ↦ ϑ(a′)−1⟨a′,1⟩ ⋅ (fϑ) for a′ ∈ F ∗.
Since the r.h.s. of (3.6) is one-dimensional (because the Haar measure is unique), so is the
l.h.s. Thus there is κ ∈ C such that T ′ − κT vanishes on Sgen(C̃r,1), thereby on Se and on
Sgen(GL(m,r)1 ) = ⊕gSg, i.e., T ′ = κT . 
A quick computation implies both Z(s,ω,W ) and Z∗(s,ω,W ) can be regarded, in their
domain of absolute convergence, as bilinear forms satisfying (3.5). Indeed this is clear for
the former; for the latter note that for z ∈ Z2,rk, wz = z′[v] where z′ ∈ diag(NGLrk−1 ,1), then
by (1.6), (1.8) and (1.9), w⟨z,1⟩ = ⟨z′,1⟩⟨[v], ς−([v])⟩. Moreover, the integrals can be made
constant: this follows by taking W which is supported in a small compact neighborhood of the
identity in Ỹrk (GL
(m,r)
rk is split over a sufficiently small subgroup), which is possible because(Φ+)rk−1Ψ+(ε) ⊂Wψ(ρ1(τ)) (see the proof of [Kap, Proposition 83]).
Corollary 21. Assume F is non-archimedean. The integrals Z(s,ω,W ) and Z∗(s,ω,W ) admit
meromorphic continuation to rational functions in q−s. Moreover, the set of possible poles in
q−s can be taken to be finite and independent of ω or W .
Proof. This follows from Theorem 20 and the fact that the integrals can be made constant, by
Bernstein’s continuation principle (in [Ban98a]). 
Put iGL1 = ⟨−1,1⟩ ∈ C̃r,1 (µ2m ⊂ F ∗) and
ϑR̃S(s, π̃, τ) = π(⟨rr,1⟩)kτ̃(⟨rrIk,1⟩)∣r∣−k(s−1/2).
Theorem 20 also implies the existence of a γ-factor γR̃S(s, π̃ × τ,ψ) such that for all ω and W ,
γR̃S(s, π̃ × τ,ψ)Z(s,ω,W ) = π̃(iGL1)rk−1ϑR̃S(s, π̃, τ)Z∗(s,ω,W ).(3.7)
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By the above discussion this factor is well defined, not identically zero and belongs to C(q−s).
Since dimHom
GL
(m,r)
1
(π,π) = 1 and ρ1(τ) is (rk,1), γR̃S(s, π̃ ×τ,ψ) is really a function of π and
τ , independent of the concrete realizations of π, τ and the Whittaker model.
Over C, because GL
(m,r)
k is split over GLk, we define γ
R̃S(s, π̃ × τ,ψ) again by (3.7), where
we identify the genuine representations of GL
(m,r)
k with representations of GLk. Recall the
representations τ r and π−r = (π−1)r defined in § 1.2.
The following is our main local result on the Rankin–Selberg integrals.
Theorem 22. The factor γR̃S(s, π̃ × τ,ψ) satisfies the following properties.
● Unramified twisting:
γR̃S(s, ∣det ∣−s1π̃ × ∣det ∣s0τ,ψ) = γR̃S(s + rs0 − rs1, π̃ × τ,ψ).(3.8)
● Unramified factors: when data are unramified and π, τ are parameterized with one parameter,
γR̃S(s, π̃ × τ,ψ) = L(1 − s, π × τ̃)
L(s, π̃ × τ) .(3.9)
● Dependence on ψ: for any b ∈ F ∗,
γR̃S(s, π̃ × τ,ψb) = π̃(⟨br,1⟩)kητ(⟨b,1⟩)∣b∣k(s−1/2)γR̃S(s, π̃ × τ,ψ).(3.10)
● Functional equation:
γR̃S(s, π̃ × τ,ψ)γR̃S(1 − s, π × τ̃ , ψ−1) = 1.(3.11)
● Over F = C let ϕ ∶ C∗ → GLk(C) be the homomorphism attached to π−rτ r and ǫ(s, st ○
ϕ,ψ) and L(s, st ○ϕ) be Artin’s local factors attached to st ○ϕ by Langlands’ correspondence
([Bor79, Lan89]), where st is the standard representation. Then
γ(s, π̃ × τ,ψ) = ǫ(s, st ○ ϕ,ψ)L(1 − s, st∨ ○ ϕ)
L(s, st ○ ϕ) .(3.12)
● Crude functional equation: let F be a number field with a ring of adeles A, ψ be a nontrivial
character of F /A, and assume π and τ are genuine cuspidal representations of GL(m,r)1 (A)
and GL
(m,r)
k (A). With the global parametrization and the set S as in § 1.5,
LS(s, π̃ × τ) =∏
ν∈S
γR̃S(s, π̃ν × τν , ψν)LS(1 − s, π × τ̃).(3.13)
Of course we expect γR̃S(s, π̃ × τ,ψ) to be multiplicative with respect to τ . More precisely, if
ρ1(τ) is a quotient of IndGLrk(m,r)P̃βr (⊗di=1ρ1(τi)), we expect
γ(s, π̃ × τ,ψ) = d∏
i=1
γ(s, π̃ × τi, ψ).(3.14)
We leave this to a future work because Theorem 22 will be sufficient for our purpose here (see
§ 4.3) and at any rate the case k > 1 is conjectural (in the linear case (3.14) was proved in
[JPSS83] using [GJ72], which must first be developed for covering groups).
For rk = 1 let γR̃S(s, π̃×τ,ψ) be γ(s, (γψ′ ⊗τ)×(γψ′ ⊗π∗), ψ) defined in [JPSS83, JS90]. This
definition is independent of ψ′. Then L(s, π×τ) is defined and Theorem 20 is known. See § 1.6.
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3.2. Proof of Theorem 22. The integral for ∣det ∣−s1π∗ × τ involves a matrix coefficient ωs1
of ∣det ∣−s1π∨ (∣det ∣−s1π∗ = (∣det ∣s1π)∗), then ωs1(⟨a,1⟩) = ∣a∣−s1ω0(⟨a,1⟩). Also ρc(∣det ∣s0τ) =∣det ∣s0ρc(τ) and ϑR̃S(s, ∣det ∣−s1π∗, ∣det ∣s0τ) = ϑR̃S(s+rs0−rs1, π∗, τ). These observations imply
(3.8). Identity (3.9) follows from (3.2) and (3.4).
3.2.1. Identity (3.10). First note that by (1.16) and because (b, b)m = 1, σ◇rk is trivial on any
t, t′ ∈ TGLrk having only integer powers of b on the diagonal, so that ⟨t,1⟩⟨t′,1⟩ = ⟨tt′,1⟩ and in
particular t and t′ commute in GL
(m,r)
rk . Put tb = diag(1, b, . . . , brk−1). The functions Wb(h) =
W (⟨tb,1⟩h) (h ∈ GL(m,r)rk ) span Wψb(ρ1(τ)). Since tb and diag(a, Irk−1) commute in GL(m,r)rk
(by (1.16)), Z(s,ω, ⟨tb,1⟩ ⋅ W ) = Z(s,ω,Wb). For Z∗(s,ω, ⟨tb,1⟩ ⋅W ) we use the following
observations.
(1) By (1.8) (with N−GLrk instead of NGLrk), if [vb] = wtb[v], wtb⟨[v], ς−([v])⟩ = ⟨[vb], ς−([vb])⟩.
(2) The conjugation of the subgroup of elements [v] by wtb multiplies dv by ∣b∣1−rk(rk−1)/2.
(3) The elements wtb and diag(Irk−1, a) commute in GL(m,r)rk .
(4) We have wtb diag(Irk−1, brk) = diag(bIrk,1)tb, and by Proposition 1, w⟨tb,1⟩ = ⟨wtb,1⟩.
(5) When we change variables a↦ brka, ω(⟨a,1⟩)↦ (brk, a)−1m π∨(⟨br,1⟩)kω(⟨a,1⟩), and the sign(brk, a)−1m is cancelled by the similar change in W .
(6) dψbx = ∣b∣1/2dψx (dx = dψx, see § 3.1), hence the measure of F rk−2 appearing in Z∗(s,ω,Wb)
equals ∣b∣(rk−2)/2dv.
Note that for (5) it is crucial that brk ∈ Cr,1. Also s′rk = k(s − 1/2) + rk/2. We obtain
Z∗(s,ω, ⟨tb,1⟩ ⋅W ) = π(⟨br,1⟩)−kητ(⟨b,1⟩)∣b∣k(s−1/2)Z∗(s,ω,Wb).
This computation implies (3.10).
3.2.2. The functional equation (3.11). Since
π(⟨br,1⟩)−kητ(⟨b,1⟩)∣b∣k(s−1/2)π∗(⟨br,1⟩)−kητ∗(⟨b,1⟩)∣b∣k(1−s−1/2) = 1,
equality (3.11) is independent of the choice of ψ. Hence we assume the conductor of ψ is 0. Let
S(F ) be the space of Schwartz functions on F , and define the Fourier transform of φ ∈ S(F )
by φ̂(y) = ∫F φ(x)ψ−1(xy)dx. Let
Y = {(y) = ( 1y Irk−2
0 0 1
)} < N−GLrk .
For each 1 ≤ i ≤ rk − 2, embed F i in F rk−2 by y ↦ (y,0rk−2−i). For x ∈ F , put
ℓi(x) = ( 1 0 xIi 1
Irk−2−i
) .
For a given W ∈Wψ(ρ1(τ)), let l > 0 be such that W is right-invariant under the subgroup
{⟨(y), ς−((y))⟩ ∶ y ∈ Y, ∀1 ≤ i ≤ rk − 2, ∣yi∣ ≤ q−l}.
Such an l always exists because if W is right-invariant under the similar subgroup but with ς−
replaced by ς ′ ∈ C1(Y,µm), y ↦ ς ′(y)ς−(y)−1 is a continuous character in Hom(Y,µm), hence
trivializes for l≫ 0. Let φi ∈ S(F ) be such that φ̂i is the characteristic function of ̟lO and set
φiW (h) = ∫
F
W (h⟨ℓi(x),1⟩)φi(x)dx, h ∈ GL(m,r)rk .
L-FUNCTIONS FOR SYMPLECTIC COVERINGS 25
Here dx = dψx. Let W0 ∈ Wψ(ρ1(τ)) be such that Z(s,ω,W0) is not identically 0, and define
for i = 1, . . . , rk −2, Wi = φiWi−1, i.e., for each i, there is a suitable li > 0, φ̂i is the characteristic
function of ̟liO, etc. Put W = ⟨w,1⟩ ⋅Wrk−2. Using the definitions and changing a↦ a−1,
Z∗(1 − s,ω∗,W ∗)
= ∫
F ∗
∫
F rk−2
Wrk−2(⟨diag(a, Irk−1),1⟩⟨(y), ς−((y))⟩)ω(⟨a,1⟩)∣a∣s′−(rk−1)/2 dy d∗a.
Consider 1 ≤ i ≤ rk − 2. For y ∈ F i, since ℓi(x) ∈ NGLrk , by (1.6) we have
ℓi(x)⟨(y), ς−((y))⟩ = ⟨( 1y Ii xy1
Irk−i−2
) , ς−((y))⟩ = ⟨( 1 Ii xy1
Irk−i−2
) ,1⟩⟨(y), ς−((y))⟩.(3.15)
The (rk,1) character ψ takes the value xyi on the upper triangular matrix on the r.h.s. Thus
∫
F i
Wi(⟨diag(a, Irk−1),1⟩⟨(y), ς−((y))⟩)dy
= ∫
F i
∫
F
Wi−1(⟨diag(a, Irk−1),1⟩⟨(y), ς−((y))⟩⟨ℓi(x),1⟩)φi(x)dxdy
= ∫
F i
Wi−1(⟨diag(a, Irk−1),1⟩⟨(y), ς−((y))⟩)φ̂i(yi)dy
= q−li ∫
F i−1
Wi−1(⟨diag(a, Irk−1),1⟩⟨(y), ς−((y))⟩)dy.
Here q−li is the volume of ̟liO. Applying this repeatedly for i = rk − 2, . . . ,1, we obtain
Z∗(1 − s,ω∗,W ∗)(3.16)
= q−∑
rk−2
i=1 li ∫
F ∗
W0(⟨diag(a, Irk−1),1⟩)ω(⟨a,1⟩)∣a∣s′−(rk−1)/2 d∗a = q−∑rk−2i=1 liZ(s,ω,W0).
Next we compute Z(1 − s,ω∗,W ∗). First we have
Z(1 − s,ω∗,W ∗)(3.17)
= ∫
F ∗
W ∗rk−2(⟨diag(a, Irk−1),1⟩ ∗⟨w,1⟩)ω∗(⟨a,1⟩)∣a∣(1−s)′−(rk−1)/2 d∗a
= ∫
F ∗
Wrk−2(⟨diag(Irk−1, a),1⟩⟨w,1⟩)ω(⟨a,1⟩)∣a∣s′−1+(rk−1)/2 d∗a.
Consider a fixed a and let 1 ≤ i ≤ rk − 2. For x ∈ F , wℓi(x) = [(0i−1, x,0rk−2−i)] whence (1.9)
implies w⟨ℓi(x),1⟩ = ⟨[(0i−1, x,0rk−2−i)], ς−([(0i−1, x,0rk−2−i)])⟩. Let yi = [(0i, yi+1, . . . , yrk−2)]
and note that yrk−2 is trivial and y0 is a general element of F rk−2. We then have
Wi(⟨diag(Irk−1, a),1⟩⟨yi, ς−(yi)⟩⟨w,1⟩)(3.18)
= ∫
F
Wi−1(⟨diag(Irk−1, a),1⟩⟨yi−1, ς−(yi−1)⟩⟨w,1⟩)φi(yi)dyi.
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Take z ∈ F rk−2 with ∣zi∣ = q−li , zj = 0 for j ≠ i. A computation using (1.6) similar to (3.15) shows
Wi−1(⟨diag(Irk−1, a),1⟩⟨[yi−1], ς−([yi−1])⟩⟨w,1⟩)
=Wi−1(⟨diag(Irk−1, a),1⟩⟨[yi−1], ς−([yi−1])⟩⟨w,1⟩⟨(z), ς−((z))⟩)
= ψ−1(yizi)Wi−1(⟨diag(Irk−1, a),1⟩⟨[yi−1], ς−([yi−1])⟩⟨w,1⟩).
According to our assumption on ψ, the l.h.s. vanishes unless ∣yi∣ ≤ qli (if ∣yi∣ > qli , there is zj such
that ψ(yizi) ≠ 1), and φi is the characteristic function of ̟−liO multiplied by q−li . Thus we can
replace φi(yi) with q−li on the r.h.s. of (3.18). Applying (3.18) repeatedly for i = rk − 2, . . . ,1
we obtain
Wrk−2(⟨diag(Irk−1, a),1⟩⟨w,1⟩) = q−∑rk−2i=1 li ∫
F rk−2
W0(⟨diag(Irk−1, a),1⟩⟨[x], ς−([x])⟩⟨w,1⟩)dx.
(3.19)
Here the measure dx on the r.h.s. coincides with the measure dv of Z∗(s,ω,W0), by our choices
of measures for φiW for each i. Plugging this into (3.17) we deduce
Z(1 − s,ω∗,W ∗) = q−∑rk−2i=1 liZ∗(s,ω,W0).(3.20)
By our choice of W0, Z(s,ω,W0) /≡ 0, and because γR̃S(s, π̃ × τ,ψ) is not identically zero,
(3.7) implies Z∗(s,ω,W0) /≡ 0 whence by (3.20), Z(1 − s,ω∗,W ∗) /≡ 0. Now combining (3.16)
and (3.20), and since π(iGL1)rk−1 = π∗(iGL1)rk−1 and ϑR̃S(1 − s, π, τ̃) = ϑR̃S(s, π̃, τ)−1, we deduce
γR̃S(1 − s, π × τ̃ , ψ−1) = βZ∗(1 − s,ω∗,W ∗)
Z(1 − s,ω∗,W ∗) = β
Z(s,ω,W0)
Z∗(s,ω,W0) = γ
R̃S(s, π̃ × τ,ψ)−1.
Here β = π(iGL1)rk−1ϑR̃S(1 − s, π, τ̃). Note that indeed W ∗ ∈Wψ−1(ρ1(τ∗)). This proves (3.11).
3.2.3. F = C. The definitions reduce to the GLrk ×GL1 integral for ρ1(τ) × π−1, which takes
the same form. Since τ is irreducible and generic, we can write τ = IndGLkBGLk (⊗ki=1τi) for quasi-
characters τi of F ∗. Then
γR̃S(s, π̃ × τ,ψ) = ϑR̃S(s, π̃, τ)γRS(s′, ρ1(τ) × π−1, ψ)(3.21)
=
k∏
i=1
((πτ−1i )(rr)∣r∣−(s−1/2)γRS(s′, ρ1(τi) × π−1, ψ)) ,
where γRS(s′, ρ1(τ) × π−1, ψ) is the Rankin–Selberg γ-factor of Jacquet and Shalika [JS90] for
ρ1(τ) × π−1 (see also [CPS04, Jac09]). For each i, ρ1(τi) = τi IndGLrBGLr (δ1/(2r)BGLr ) (the r.h.s. is
irreducible) and
γRS(s′, ρ1(τi) × π−1, ψ) = r∏
i=1
γTate(s′ + (r − 2i + 1)/(2r), τiπ−1, ψ),(3.22)
where γTate is Tate’s γ-factor ([Tat67]). Recall that over C, ∣ ⋅ ∣ is the square of the ordinary
absolute value ∣ ⋅ ∣R. Identify τi with the pair (lτi , tτi) ∈ Z ×C where τi(z) = (z/∣z∣R)lτi ∣z∣tτi and
similarly identify π−1 with (lπ−1 , tπ−1) ∈ Z ×C. For brevity set ti = tτi + tπ−1 and li = lτi + lπ−1 . By
Langlands’ definition of the L- and ǫ-functions (see [Kna94]), assuming ψ(z) = e2πi(z+z) (which
is possible since we already proved (3.10)),
L(s′, τiπ−1) = 2(2π)−(s′+ti+∣li∣R/2)Γ(s′ + ti + ∣li∣R/2), ǫ(s′, τiπ−1, ψ) = i∣li∣R.
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Then according to Tate’s computation ([Tat67]),
γTate(s′, τiπ−1, ψ) = ǫ(s′, τiπ−1, ψ)L(1 − s′, τ−1i π)
L(s′, τiπ−1) .
Note that lτ−1
i
= −lτi whence ∣lτ−1i ∣ = ∣lτi ∣. Using the multiplicativity formula
rrβ−1/2
r−1∏
i=0
Γ(β + i/r) = (2π)(r−1)/2Γ(rβ)
with β = s′ + ti + ∣li∣R/2 + (1 − r)/(2r), the r.h.s. of (3.22) equals
2(2rπ)−(1−s−rti+∣rli∣R/2)Γ(1 − s − rti + ∣rli∣R/2)
2(2rπ)−(s+rti+∣rli∣R/2)Γ(s + rti + ∣rli∣R/2) = ∣r∣s−1/2(π−1τi)(rr)γTate(s, τ ri π−r, ψ).
Together with (3.21), (3.22) and the definition of the archimedean L- and ǫ- factors (see e.g.,
[Sha85, § 3]) we obtain (3.12).
3.2.4. Crude functional equation. Let ϕ be an automorphic form in the space of Eτ (see § 2.2)
and ω be a matrix coefficient of π∨. Let Λ be a global (rk,1) functional on the space of Eτ .
For an automorphic form ϕ in the space of Eτ and b ∈ GL
(m,r)
rk (A), put Λϕ(b) = Λ(Eτ(b)ϕ). We
have the following Fourier coefficient of ϕ along (V(2,1rk−2), ψ):
ϕ1(b) = ϕV(2,1rk−2),ψ(b) = ∫
V
(2,1rk−2)
(F )/V
(2,1rk−2)
(A)
ϕ(⟨v, (η♢rk)−1(v)⟩b)ψ−1(v)dv.
Regard Y2 as the subgroup of diag(GL2, Irk−2) < GLrk. Then ϕ1 is an automorphic form on the
covering Ỹ2(A) obtained by restriction from GL(m,r)rk (A), with respect to the splitting of Ỹ2(F )
obtained by restricting (η♢rk)−1. Let ϕNGL21 be the constant term of ϕ1 along NGL2 < Y2. Then
(ϕ1 − ϕNGL21 )(b) = ∑
y∈F
Λϕ(⟨diag(y, Irk−1), (η♢rk)−1(diag(y, Irk−1))⟩b).(3.23)
We similarly define ϕ2 = ϕ
V
(1rk−2,2)
,ψ, which is an automorphic form on Ỹ2(A) when we iden-
tify Y2 with the subgroup of diag(Irk−2,GL2), and ϕNGL22 denotes its constant term along
diag(Irk−2,NGL2). Then (3.23) applies to ϕ2 − ϕNGL22 as well.
By virtue of the “exchange of roots” [GRS11, Lemma 7.1] (see also [Gin90, GRS01, Sou05]),
ϕ1(b) = ∫
Ark−2
ϕ2(w−1(⟨[v], (η♢,−rk )−1([v])⟩)b)dv(3.24)
= ∫
Ark−2
ϕ2(⟨[v], (η♢,−rk )−1([v])⟩⟨w, (η♢rk)−1(w)⟩)b)dv.
For the second equality we also used the fact thst ϕ is left-invariant under ⟨w, (η♢rk)−1(w)⟩. The
convergence of the r.h.s. is in the sense of [GRS11, Lemma 7.1], and u− ↦ ⟨u−, (η♢,−rk )−1(u−)⟩ is
the splitting of N−GLrk(A) in GLrk(A)(m,r).
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Let ω be a global matrix coefficient of π∨. The global integrals are
Z(s,ω,ϕ) = ∫
F ∗/A∗
(ϕ1 − ϕNGL21 )(⟨diag(a, Irk−1),1⟩)ω(⟨a,1⟩)∣a∣s′−(rk−1)/2 d∗a,
(3.25)
Z∗(s,ω,ϕ) = ∫
F ∗/A∗
∫
Ark−2
(ϕ2 − ϕNGL22 )(⟨diag(Irk−1, a),1⟩⟨[v], (η♢,−rk )−1([v])⟩⟨w, (η♢rk)−1(w)⟩)
(3.26)
ω(⟨a,1⟩)∣a∣s′−1+(rk−1)/2 dv d∗a.
Integral (3.25) was adapted from [BF99]. For Re(s) ≫ 0, when we plug in (3.23) and take
decomposable data,
Z(s,ω,ϕ) = ∫
A∗
Λϕ(⟨diag(a, Irk−1),1⟩)ω(⟨a,1⟩)∣a∣s′−(rk−1)/2 d∗a =∏
ν
Z(s,ων ,Wν),(3.27)
and similarly Z∗(s,ω,ϕ) =∏ν Z∗(s,ων ,Wν).
To obtain (3.13) we now argue as in the linear case, with some modifications because unless
r = 1, ϕ is not a cusp form. Also recall rk > 1. The argument is a combination of the methods
for Rankin–Selberg integrals for GLk ×GL1 and GL1 ×GL1, see [Tat67, JS81a, CPS04], and was
recently described by Ginzburg [Gin] for the purpose of locating the possible poles. Thus we
will be brief — the functional equation can be recovered from [Gin].
We rewrite the integral Z(s,ω,ϕ) over F ∗/A∗ using A∗ = A1 ×R>0, where A1 is the subgroup
of ideles of absolute value 1, and the formula d∗a = da1d∗t, where d∗t = t−1dt and dt is the
standard Lebesgue measure of R. Using (3.23) and unfolding,
Z(s,ω,ϕ) =
∞
∫
1
∫
A1
Λϕ(⟨diag(ta1, Irk−1),1⟩)ω(⟨ta1,1⟩)ts′−(rk−1)/2−1 da1 dt(3.28)
+
1
∫
0
∫
A1
(ϕ1 −ϕNGL21 )(⟨diag(ta1, Irk−1),1⟩)ω(⟨ta1,1⟩)ts′−(rk−1)/2−1 da1 dt.
For the second summand, applying (3.24) to ϕ1 and using (3.23) with ϕ2 − ϕ
NGL2
2 , and noting
that w⟨diag(a, Irk−1),1⟩ = ⟨diag(Irk−1, a),1⟩ (because locally we have Proposition 1), we obtain
1
∫
0
∫
A1
∫
Ark−2
Λϕ(⟨diag(Irk−1, ta1),1⟩⟨[v], (η♢,−rk )−1([v])⟩⟨w, (η♢rk)−1(w)⟩)(3.29)
ω(⟨ta1,1⟩)ts′−2+(rk−1)/2 dv da1 dt
+
1
∫
0
∫
A1
∫
Ark−2
ϕ
NGL2
2 (⟨diag(Irk−1, ta1),1⟩⟨[v], (η♢,−rk )−1([v])⟩⟨w, (η♢rk)−1(w)⟩)(3.30)
ω(⟨ta1,1⟩)ts′−2+(rk−1)/2 dv da1 dt
−
1
∫
0
∫
A1
ϕ
NGL2
1 (⟨diag(ta1, Irk−1),1⟩)ω(⟨ta1,1⟩)ts′−(rk−1)/2−1 da1 dt.(3.31)
Since τ is a cuspidal representation of GL
(m,r)
k (A), the constant terms ϕNGL21 and ϕNGL22 vanish
unless k = 1 (they factor through V(1,rk−1) and V(rk−1,1), respectively), in which case the constant
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terms can be computed as in [FK19, Theorem 4.4] (see also [KP84, § II.1]). Then
ϕ
NGL2
2 (⟨diag(Ir−1, t),1⟩) = τ(⟨tIk,1⟩)ω(⟨t,1⟩)δ(r−1)/(2r)P(1,r−1) (diag(Ir−1, t)),
ϕ
NGL2
1 (⟨diag(t, Ir−1),1⟩) = τ(⟨tIk,1⟩)ω(⟨t,1⟩)δ(r−1)/(2r)P(1,r−1) (diag(t, Ir−1)).
It follows that (3.30) and (3.31) vanish unless τ(⟨tIk,1⟩)ω(⟨t,1⟩) = 1, in which case we can
compute dt explicitly and obtain r/(s − 1) for (3.30) and r/s for (3.31).
The first summand on the r.h.s. of (3.28) and also (3.29) are absolutely convergent for all s
and uniformly for s in a vertical strip, see [JS81a, § 3.4]. Hence they are entire functions of s.
Carrying out this computation for Z∗(s,ω,ϕ), in the analog of (3.28) the summand corre-
sponding to 0 < t < 1 equals (3.29); we write the summand corresponding to 1 < t <∞ as three
integrals: the analog of (3.29) equals the first summand on the r.h.s. of (3.28); the analog of
(3.30) equals (3.31); and the analog of (3.31) equals (3.30). This shows that as meromorphic
continuations Z∗(s,ω,ϕ) = Z(s,ω,ϕ), thus ∏ν Z∗(s,ων ,Wν) = ∏ν Z(s,ων ,Wν), whence (3.13)
follows from (3.2), (3.4) and (3.7).
Corollary 23. Assume π and τ are genuine cuspidal representations of GL
(m,r)
1 (A) and GL(m,r)k (A),
and S is large. Then LS(s, π̃ × τ) is entire unless k = 1, in which case it is holomorphic except
at most simple poles at s = 0,1, whose residues can be read off (3.30)–(3.31).
Note that a more general corollary was obtained in [Gin] (for the coverings of [KP84]), without
the functional equation.
3.3. Local ǫ-, L-factors and complete L-function. We define local ǫ- and L-factors for
representations of GL
(m,r)
k ×GL
(m,r)
1 following Shahidi’s method [Sha90]. Assume F is non-
archimedean and (3.14) holds. When τ and π̃ are tempered let P (X) ∈ C[X] be such that the
zeroes of P (q−s) are those of γ(s, π̃×τ,ψ) and P (0) = 1, and define L(s, π̃×τ) = P (q−s)−1. This
definition is independent of ψ by (3.10), and (3.11) implies
ǫ(s, π̃ × τ,ψ) = γ(s, π̃ × τ,ψ)L(s, π̃ × τ)
L(1 − s, π × τ̃) ∈ C[q−s, qs]∗.(3.32)
Then we have
γ(s, π̃ × τ,ψ) = ǫ(s, π̃ × τ,ψ)L(1 − s, π × τ̃)
L(s, π̃ × τ) .(3.33)
The essentially tempered case is handled using (3.8). In general τ is given in terms of the
Langlands’ classification, say, the unique irreducible quotient of Ind
GL
(m,r)
k
P̃β
(⊗di=1τi), then L(s, π̃×
τ) and ǫ(s, π̃ × τ,ψ) are the products of the similar factors for π̃ × τi, 1 ≤ i ≤ d. Then (3.33) still
holds, by (3.8) and (3.14). Note that for k = 1 (3.14) holds vacuously.
When F = C define L(s, π̃×τ) = L(s, st○ϕ) and ǫ(s, π̃×τ,ψ) = ǫ(s, st○ϕ,ψ) with the notation
of Theorem 22. Then (3.33) holds because of (3.12).
When data are unramified and tempered, by Lemma 5 and (3.9) we deduce that L(s, π̃ × τ)
equals the unramified L-function (see § 1.5), then (3.32) and (3.9) also imply ǫ(s, π̃ × τ,ψ) = 1.
Now these statements hold in the unramified case in general, simply by the definition.
For genuine cuspidal representations π and τ , define L(s, π̃ × τ) =∏ν L(s, π̃ν × τν).
Theorem 24. The L-function L(s, π̃×τ) is absolutely convergent for Re(s)≫ 0, admits mero-
morphic continuation to C and satisfies a functional equation L(s, π̃×τ) = ǫ(s, π̃×τ)L(1−s, π×τ̃ ).
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Proof. Since (3.25) is absolutely convergent for Re(s)≫ 0 and so are the local integrals, iden-
tities (3.27) and (3.2) imply LS(s, π̃ × τ) is absolutely convergent there (S as in (3.13)). Then
so is L(s, π̃ × τ). The meromorphic continuation follows from Corollary 23 and the definitions
of the local L-functions. The last assertion follows from (3.13), (3.33) and (3.10). 
As a corollary we define the “standard” L-function of τ . Locally, we have the character ε⊗ϑ of
C̃r,1 where ϑ = 1 unlessm ≡ 2 (4) in which case ϑ = γψ′ . Then we have the induced representation
of GL
(m,r)
1 constructed by the Stone–von Neumann Theory ([KP84, § 0.3], [McN12, § 13.5]),
re-denoted ε⊗ϑ (an irreducible finite-dimensional representation). By definition (ε⊗ϑ)∗ = ε⊗ϑ.
Then for a genuine irreducible generic representation τ of GL
(m,r)
k we define
γ(s, τ,ψ) = γ(s, (ε⊗ ϑ) × τ,ψ), L(s, τ) = L(s, (ε⊗ ϑ) × τ), ǫ(s, τ,ψ) = ǫ(s, (ε ⊗ ϑ) × τ,ψ).
If τ is unramified and also parameterized using ϑ, L(s, τ) = Lϑ(s, τ). This notation is perhaps
misleading, since for m ≡ 2 (4) the r.h.s. depends on ϑ (but so does the l.h.s., which is short
for L(s, (ε ⊗ ϑ) × τ)). In practice we will only use this definition when m is odd.
Globally, define ϑ as in § 1.5, then for each place ν we have the character ε ⊗ ϑν . This
defines a genuine character ε ⊗ ϑ = ⊗′ν(ε ⊗ ϑν) of the center of GL(m,r)1 (A), which we can
extend to a maximal abelian subgroup of GL
(m,r)
1 (A) then induce to a genuine (irreducible)
cuspidal representation of GL
(m,r)
1 (A), by the global Stone–von Neumann Theory ([KP84, § 0.3,
§ II.1]). (In a global context we identified the local subgroups µm with a single subgroup of
C∗, so that the notation εν is unnecessary.) Re-denote this representation by ε ⊗ ϑ. Define
L(s, τ) = L(s, (ε⊗ϑ)× τ), then L(s, τ) =∏ν L(s, τν). We will only require this when m is odd.
4. The doubling integrals
Here F is a local field. We recall that all conjectures from § 2.2 are assumed to hold.
4.1. The doubling setup. Let n, k and m be positive integers, r = m when m is odd and
r =m/2 otherwise. Let G be either Sp2n or GLn. If G = Sp2n, let c = 2n, H = Sp2rkc, ǫ0 = −1, and
Q =MQ⋉U be the standard parabolic subgroup with MQ = GLc × . . .×GLc ×Sp2c. For G = GLn
put c = n, H = GL2rkc, ǫ0 = 1, Q =MQ ⋉U with MQ =M(crk−1,2c,crk−1) and U = V(crk−1,2c,crk−1).
Fix a nontrivial additive character ψ of F . We define the following character ψU of U .
Assume rk > 1. If G = Spc, ψU(diag(v, I2c, v∗)) = ψrk−1(v) for v ∈ V(crk−1), and for G = GLc,
ψU(diag(v1, I2c, v2)) = ψ−1rk−1(v1)ψ−1rk−1(v2), v1, v2 ∈ V(crk−1). Write the middle 4c × 4c block of an
element in U in the form
( Ic u vI2c u′
Ic
) .(4.1)
For G = Spc, let u1,1 (resp., u2,2) be the top left (resp., bottom right) c/2 × c/2 block of u,
otherwise G = GLc, u1,1 is the top left c × c block of u and u2,2 is the top c × c block of u′. In
both cases ψU is defined on (4.1) by ψ(tr(−ǫ0u1,1 + u2,2)). For rk = 1, U and ψU are trivial.
The product G ×G is embedded in MQ in the stabilizer of ψU , the embedding is given by
(g1, g2) =
⎧⎪⎪⎨⎪⎪⎩
diag(g1, . . . , g1,( g1,1 g1,2g2g1,3 g1,4 ) , g∗1 , . . . , g∗1), G = Spc,
diag(g1, . . . , g1, g1, g2, g1, . . . , g1), G = GLc .
Here if G = Spc, g1 = ( g1,1 g1,2g1,3 g1,4 ) with g1,i ∈Matn, and for G = GLc there are rk − 1 copies of g1 to
the right of g2. For clarity, put e1(g) = (g, Ic) and e2(g) = (Ic, g), g ∈ G.
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Consider G = Spc. We realize H(m) using σ2rkc. By [Kap, Proposition 7],
σ2rkc((g1, g2), (g′1, g′2)) = σ∗,rkc (g1, g′1)−1σc(g2, g′2), g1, g2, g′1, g′2 ∈ G.(4.2)
In particular e1(G) and e2(G) commute in H(m). Realize the left copy of G using σ∗,rkc and the
right copy using σc. The mappings
⟨g, ǫ⟩↦ ⟨e1(g), ǫ−1⟩, ⟨g, ǫ⟩↦ ⟨e2(g), ǫ⟩(4.3)
define the lift of the embedding G ×G < H to an embedding
{(ǫ1, ǫ2) ∈ µ2m ∶ ǫ1 = ǫ2}/G(m) ×G(m) →H(m) (µ2m = µm × µm).(4.4)
Then also
⟨e1(g1), ǫ−11 ⟩⟨e2(g2), ǫ2⟩ = ⟨(g1, g2), ǫ−11 ǫ2⟩.(4.5)
If G(m)[σ∗,rkc ] and G(m)[σc] denote the realizations of G(m) using σ∗,rkc and σc (resp.), we have
a canonical isomorphism
G(m)[σ∗,rkc ]→ G(m)[σc], ⟨g, ǫ⟩↦ ⟨g, ςrk+1∗,c (g)ǫ⟩.(4.6)
Assume G = GLc. Realize H(m,r) using σ♢2rkc and (both copies of) G(m) via σ♢c . Then by
(1.18) and with notation similar to (4.2),
σ♢2rkc((g1, g2), (g′1, g′2)) = σ♢c (g1, g′1)2rkc−1σ♢c (g2, g′2) = σ♢c (g1, g′1)−1σ♢c (g2, g′2).(4.7)
The analogs of (4.3) and (4.5) hold, and (4.3) implies (4.4) (i.e., with G(m,r), H(m,r)).
4.2. Sections and intertwining operators. We describe the spaces of sections and inter-
twining operators necessary for the definitions of local factors. See [CFK, § 3.3, § 4] for more
details. Let τ0 be a genuine irreducible admissible generic representation of GL
(m,r)
k , then ρc(τ0)
is an (rk, c) representation.
If G = Spc, let P be the standard Siegel parabolic subgroup of H = Sp2rkc, i.e., MP = GLrkc.
Denote τ = τ0, ρc(τ) is a representation of M̃P .
ForG = GLc, letH = GL2rkc, P = P(rkc,rkc), τ = τ0⊗τ∗0 , ρc(τ) = ρc(τ0)⊗ρc(τ∗0 ) andWψ(ρc(τ)) =
Wψ(ρc(τ))⊗Wψ(ρc(τ∗)). Extend det to a function ofMP by det(diag(m1,m2)) = det(m1m−12 ).
We use similar notation in the following setup: For a composition β = (β1, β2) of l, letH = GLrlc,
P = Pβrc and τ = τ1 ⊗ τ2, where each τi is a representation of GL
(m,r)
βi
with properties similar to
τ0, e.g., ρc(τi) is an (rβi, c) representation.
For s ∈ C we have the space V (s, ρc(τ)) of IndH(m)P̃ (∣det ∣r−1(s−1/2)Wψ(ρc(τ))) (for G = GLc,
H(m) is replaced by H(m,r)). A function f on C ×H(m) is called an entire section of V (ρc(τ))
if f(s, ⋅) ∈ V (s, ρc(τ)) for all s, and f(⋅, h) is an entire function of s for each h. We call f a
meromorphic section if ϕ(s)f(s, h) is an entire section for an entire and not identically zero
function ϕ ∶ C → C. Over non-archimedean fields an entire (resp., meromorphic) function will
always be polynomial (resp., rational) in q∓s. If F is unramified, a function f(s, ⋅) ∈ V (s, ρc(τ))
is unramified if it is right-invariant under the subgroup {⟨y, η2rkc(y)⟩ ∶ y ∈KH}, and normalized
if f(s, ⟨I2rkc,1⟩) = 1 (for G = GLc, η2rkc is replaced by η♢2rkc). The normalized unramified section
f is the unique entire section such that f(s, ⋅) is normalized unramified for all s. If h0 ∈ H(m),
h0 ⋅ f is the section defined by h0 ⋅ f(s, h) = f(s, hh0).
For G = Spc, let drk,c = diag(−Ic, Ic, . . . , (−1)rkIc) ∈ TGLrkc regarded as an element of MP , and
denote wP = δ−10 drk,c, P ′ = P and τ ′ = τ∗. Also let ψUP (( Irkc uIrkc )) = ψ(tr(x)), where x is the
bottom left c × c block of u. Define Yrk,c = V(crk) ⋉UP and ψrk,c = ψrk−1 ⊗ ψUP .
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IfG = GLc and τ = τ1⊗τ2, we have β′ = (β2, β1), wP = wβ′rc, τ ′ = τ2⊗τ1 and V (1−s,Wψ(ρc(τ ′)))
is induced from P ′ = Pβ′rc (instead of P ). In particular for τ = τ0 ⊗ τ∗0 , τ ′ = τ∗0 ⊗ τ0. In addition
Yrl,c = V(crl) and ψrl,c = ψrl−1 (when P = P(rkc,rkc), l = 2k and β′ = β = (k, k)).
For uniformity, put l = k if G = Spc. Consider the following intertwining operators
M(s, ρc(τ),wP ) ∶ V (s,Wψ(ρc(τ))) → V (1 − s,Wψ(ρc(τ ′))),
M(1 − s, ρc(τ ′),wP ′) ∶ V (1 − s,Wψ(ρc(τ ′)))→ V (s,Wψ(ρc(τ))).
For a meromorphic section f of V (ρc(τ)), M(s, ρc(τ),wP ) is defined for Re(s) ≫ 0 by the
absolutely convergent integral
M(s, ρc(τ),wP )f(s, h) = ∫
UP ′
f(s, ⟨w−1P u,1⟩h)du,(4.8)
then by meromorphic continuation to C. We normalize these operators as follows. Define
λ(s, c, τ,ψ)f = ∫
UP ′
f(s, ⟨δ0u,1⟩)ψ−1rl,c(u)du.(4.9)
The r.h.s. is absolutely convergent for Re(s)≫ 0, and can be made nonzero for a given s. Over
non-archimedean fields it can be made constant.
Theorem 25. For all s, dimHomYrl,c(V (s, ρc(τ)), ψrl,c) ≤ 1.
In the linear case m = 1 this was proved in [CFK, Appendix B]. The proof is based on the
analysis of the distributions on the orbits of the right action of Yrk,c (in loc. cit. r = 1) on the
homogeneous space P /H . Since P̃ /H(m) ≅ P /H and H(m) is split over Yrk,c, the proof carries
over immediately to arbitrary m. In fact one simple replaces all occurrences of k in loc. cit.
with rk.
For GLc a stronger result holds: the dimension is always 1, which follows immediately from
Proposition 7.
We also mention that the space in the theorem can still be zero for some s when G =
Spc, otherwise the corollary in [Ban98a, § 1] would imply λ(s, c, τ,ψ) is polynomial in q∓s,
contradicting [LR05, Proposition 4] for m = 1.
Corollary 26. The functional λ(s, c, τ,ψ) admits meromorphic continuation, which is contin-
uous in f over C.
Proof. Use Theorem 25 and [Ban98a] for non-archimedean fields, and [CFK, § 6.13] for C. 
Thus there is a meromorphic function C(s, c, τ,ψ) such that for all meromorphic sections f ,
λ(s, c, τ,ψ)f = C(s, c, τ,ψ)λ(1 − s, c, τ ′, ψ)M(s, ρc(τ),wP )f.(4.10)
The choice of measure on UP ′ is fixed as in [CFK, § 4] using dψx (see § 3.1). Define the
normalized intertwining operator by
M∗(s, c, τ,ψ) = C(s, c, τ,ψ)M(s, ρc(τ),wP ).(4.11)
It then follows that
M∗(1 − s, c, τ ′, ψ)M∗(s, c, τ,ψ) = 1.(4.12)
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Assume τ is genuine irreducible and unramified, and for G = GLc further assume l = 2k and
τ = τ0 ⊗ τ∗0 (this is the only case needed below). Using the definitions from § 1.5, let
a(s, c, τ)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[L(s − rc/2, τ)] ⌊rc/2⌋∏
j=1
L(2s − rc + 2j − 1, τ,∨2)∏⌈rc/2⌉j=1 L(2s − rc + 2j − 2, τ,∧2) G = Spc,
∏1≤j≤rcL(2s + j − rc − 1, τ0 × τ0) G = GLc,
b(s, c, τ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[L(s + rc/2, τ)] rc/2∏
j=1
L(2s + 2j − 2, τ,∨2)L(2s + 2j − 1, τ,∧2) G = Spc,
∏1≤j≤rcL(2s + j − 1, τ0 × τ0) G = GLc .
Here factors in square brackets are included only when m is odd. Also for x ∈ R, ⌊x⌋ (resp.,
⌈x⌉) is the largest (resp., smallest) integer smaller (resp., greater) than or equal to x. For m = 1
the definitions agree with [CFK, § 4] (also for r = 1, except the factors in square brackets).
Now if ψ is unramified and fτ (resp., fτ ′) is the normalized unramified section of V (ρc(τ))
(resp., V (ρc(τ ′))), the computations in [CFGK19, Lemmas 27, 33] and [Kap, Lemmas 79, 80]
(the inducing character for Spc is ϑ⊗1≤i≤k,1≤j≤rc χi∣ ∣r−1(s−1/2)−c/2+j/r−1/(2r), cf. [Kap, p. 89]) show
M(s, ρc(τ),wP )fτ = a(s, c, τ)b(s, c, τ)−1fτ ′ .(4.13)
This identity is in fact the Gindikin–Karpelevich formula [Gao18b, Corollary 7.4], which is the
extension of [Cas80, Theorem 3.1] to coverings.
4.3. The integrals and γ-factor. For G = Spc let ι = ( InIn ), ιg = ι−1gι is an outer involution
of G, which according to [Kap, § 1.6] lifts uniquely to an outer involution of G(m) (locally and
globally), also denoted ι. For G = GLc set ι = Ic. Let
δ = δ0δ1, δ0 = ( Irkcǫ0Irkc ) , δ1 = diag(I(rk−1)c, ( Ic IcIc ) , I(rk−1)c), U0 = U ∩UP .
Let π and τ be genuine irreducible admissible representations, π of G(m) and τ is either τ0
or τ0 ⊗ τ∗0 as in § 4.2 (according to G). Let ω be a matrix coefficient of π
∨ and f be an entire
section of V (ρc(τ)). The local integral is defined by
Z(s,ω, f) = ∫
G
∫
U0
ω(⟨g,1⟩)f(s, ⟨δu0,1⟩ ι⟨e2(g),1⟩)ψU(u0)du0 dg.(4.14)
It is absolutely convergent in Re(s)≫ 0 independently of the data (ω, f). Over non-archimedean
fields (4.14) can be made constant. Over C, the results in the linear case imply that the integrals
admit meromorphic continuation in s which is continuous in the input data, and for a given s,
one can choose data for which the integral is holomorphic and nonzero in a neighborhood of s,
and f is entire and KH -finite ([CFK, Corollary 44] with rk instead of k).
In its domain of definition, by [Kap, Propositions 68, 75] the integral belongs to
Hom(G,G)(m)(JU,ψ−1
U
(V (s, ρc(τ))), π∨ ⊗ πι).(4.15)
By [GK, Theorem 3.1] this space is at most one-dimensional, outside a discrete subset of
s. In particular, over non-archimedean fields this and Bernstein’s continuation principle (in
[Ban98a]) imply Z(s,ω, f) admits meromorphic continuation to a rational function in q−s, for
a meromorphic section f . Note that we only consider meromorphic sections.
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We can now define the γ-factor, as in [CFK, § 5] (see also [LR05, Kap15]). For G = Spc, let
N = c + 1 if m is odd otherwise N = c. Put iG = ⟨−Ic,1⟩. Since µ2m ⊂ F ∗, iG ∈ CG(m). Denote
Z∗(s,ω, f) = Z(1 − s,ω,M∗(s, c, τ,ψ)f),
ϑ(s, c, τ,ψ) = {[γ(s, τ,ψ)]τ(iGLk)rnτ(⟨rrIk,1⟩)−cητ(⟨2,1⟩)−c∣2r∣−kc(s−1/2) G = Spc,
τ0(⟨rrIk,1⟩)−2c∣r∣−2kc(s−1/2)τ0(iGLk)rc G = GLc .
Here γ(s, τ,ψ) (defined in § 3.3) appears only if m is odd.
Since outside a discrete subset of s the space (4.15) is at most one-dimensional, and by the
basic properties of the integrals described above, there is a well defined function γ(s, π × τ,ψ),
which is meromorphic and not identically zero, such that for all data (ω, f),
γ(s, π × τ,ψ)Z(s,ω, f) = π(iG)rkϑ(s, c, τ,ψ)Z∗(s,ω, f).(4.16)
For c = 0, Sp0 is the trivial group and when m is odd we formally define γ(s, π×τ,ψ) = γ(s, τ,ψ).
As in § 3.1, Schur’s Lemma (applied to π) and the uniqueness of the (rk, c) model for ρc(τ)
imply the γ-factor is independent of concrete realizations of π, τ and the (rk, c) model.
The following is our main theorem. We formulate it for G = Spc (except (4.24)), then explain
the modifications for GLc. When G = Spc, k > 1 and m is odd we assume (3.14) for the proof.
Theorem 27. The γ-factor satisfies the following properties.
● Unramified twisting:
γ(s, π × ∣det ∣s0τ,ψ) = γ(s + rs0, π × τ,ψ).(4.17)
● Multiplicativity: Let π be a quotient of IndG
(m)
R̃
(σβ′ ⊗ π′) where R is a standard parabolic
subgroup of G with MR = Mβ′ ×G′, β′ is a d′ parts composition of l ≤ n, and σβ′ ⊗ π′ is a
genuine irreducible admissible representation of M̃R (π′ is omitted when l = n). Let τ be a
quotient of Ind
GL
(m,r)
k
P̃β
(⊗di=1τi) with notation as in (2.8) or Conjecture 12. Then
γ(s, π × τ,ψ) = γ(s, π′ × τ,ψ) d
′
∏
i=1
γ(s, σi × (τ ⊗ τ∗), ψ),(4.18)
γ(s, π × τ,ψ) = d∏
i=1
γ(s, π × τi, ψ).(4.19)
Here if l = n, γ(s, π′ × τ,ψ) = γ(s, τ,ψ) when m is odd and omitted when it is even.
● Unramified factors: For unramified data and when π, τ are parameterized with one parameter,
γ(s, π × τ,ψ) = L(1 − s, π̃ × τ̃)
L(s, π × τ) .(4.20)
● Dependence on ψ: For b ∈ F ∗,
γ(s, π × τ,ψb) = ητ(⟨b,1⟩)N ∣b∣kN(s−1/2)γ(s, π × τ,ψ).(4.21)
● Duality:
γ(s, π̃ × τ,ψ) = γ(s, π × τ,ψ).(4.22)
● Functional equation:
γ(s, π × τ,ψ)γ(1 − s, π̃ × τ̃ , ψ−1) = 1.(4.23)
● Minimal factors: If c = k = 1,
γ(s, π × (τ0 ⊗ τ̃0), ψ) = γR̃S(s, π × τ0, ψ)γR̃S(s, π̃ × τ0, ψ).(4.24)
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● F = C: if m is odd denote LG = SON(C) and θ(πr) = πr, for even m put LG = SpN(C) and let
θ(πr) denote the representation attached to πr by the theta correspondence ([How89, AB95]).
Let ϕ ∶ C∗ → LG×GLk(C) be the homomorphism attached to θ(πr)⊗τ r and ǫ(s, st ○ϕ,ψ) and
L(s, st ○ ϕ) be Artin’s local factors attached to st ○ ϕ by Langlands’ correspondence ([Bor79,
Lan89]), where st is the standard representation. Then
γ(s, π × τ,ψ) = ǫ(s, st ○ ϕ,ψ)L(1 − s, st∨ ○ ϕ)
L(s, st ○ ϕ) .(4.25)
● Crude functional equation: Let F be a number field with a ring of adeles A and ψ be a
nontrivial character of F /A. Assume π and τ are genuine cuspidal representations of G(m)(A)
and GL
(m,r)
k (A). With the global parametrization and the set S as in § 1.5,
LS(s, π × τ) =∏
ν∈S
γ(s, πν × τν , ψν)LS(1 − s, π̃ × τ̃).(4.26)
Properties (4.18), (4.19), (4.21), (4.24) and (4.26) uniquely determine γ(s, π × τ,ψ) for any
local field F where ∣m∣ ≥ 1.
For G = GLc: in (4.17) ∣det ∣s0τ = ∣det ∣s0τ0 ⊗ ∣det ∣−s0τ∗0 ; in (4.18) γ(s, π′ × τ,ψ) is omitted
and τ ⊗ τ∗ is replaced by τ ; for (4.20) the denominator is replaced by L(s, π × τ0)L(s, π̃ × τ0)
and the numerator is obtained by changing (s, τ0) to (1 − s, τ̃0); in (4.21) replace (ητ ,N) by(ητ0 ,2c); regarding (4.25), LG = GLc(C) and the ǫ- and L-factors on the r.h.s. are repeated
with ϕ replaced by the homomorphism attached to (πr)∨ ⊗ τ r, but the identity can also be read
off (3.12) using (4.18), (4.19) and (4.24) (or using (4.18) and Corollary 30); and in (4.26)
τ = τ0⊗ τ∗0 is a genuine cuspidal representation of GL
(m,r)
k (A)×GL(m,r)k (A) (τ0 is genuine) and
the partial L-functions are modified according to the changes in (4.20).
5. Proof of Theorem 27
Arguments where coverings impose no additional difficulty are described briefly, for details
see [CFK, § 6] (and [Sou93, Sou95, Sou00, Kap13, Kap15]). For one difference see § 5.10.
5.1. Uniqueness. It clearly suffices to consider non-archimedean fields and supercuspidal rep-
resentations. Assume Fν is such a field (with µ2m < Fν) and ∣m∣ = 1 in Fν , and πν and τν be
genuine supercuspidal representations of G(m) and GL
(m,r)
k . Let F
′ be a global number field
with F ′ν = Fν and µ2m < F ′ (adding roots of unity to F ′ will not change F ′ν), and S′ be the
finite set of places ν′ of F ′ where ∣m∣ν′ < 1. First take genuine supercuspidal representations(πν′ , τν′)ν′∈S′, and apply the Poincare´ series argument of [Hen84, Appendice 1] (see also [GI18,
p. 1004]) to obtain genuine cuspidal representations (π, τ) of G(m)(A) and GL(m,r)k (A), such
that for each ν′ ∉ S′, πν′ and τν′ are constituents of genuine principal series representations. Also
globalize ψν to ψ. Then (4.18), (4.19), (4.21) and (4.24) uniquely determine γ(s, πν′ × τν′ , ψν′)
for all ν′ ∉ S′. When we apply (4.26) with S′ ⊂ S we deduce ∏ν′∈S′ γ(s, πν′ × τν′ , ψν′) is also
uniquely determined. Repeating this globalization argument with S′∪ν implies the uniqueness
of γ(s, πν × τν , ψν). (For G = GLc simply replace G(m) with G(m,r).)
5.2. Unramified twisting. This holds because V (s, ρc(∣det ∣s0τ)) = V (s + rs0, ρc(τ)) and
ϑ(s, c, ∣det ∣s0τ,ψ) = ϑ(s + rs0, c, τ,ψ), where we also use (3.8).
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5.3. Dependence on ψ. Consider G = Spc. Changing the character ψ entails changing the(k, c) model of ρc(τ) and the normalization of the intertwining operator. Let λ be an (rk, c)
functional realizing Wψ(ρc(τ)). Denote
tb = diag(brk−1Ic, . . . , bIc, I2c, b−1Ic, . . . b1−rkIc) ∈ TH .
First we compute Z(s,ω, ⟨tb,1⟩ ⋅f). Since the middle block of tb is I2c and e2(G) is contained
in the middle c × c block, (1.4) implies tb commutes with e2(G) in H(m). Also tb normalizes U0
and commutes with δ1, these hold in H(m) by (1.8). The choice of tb implies t
−1
b ψU = (ψb)U on U0
(x
−1
ψU(y) = ψU(xy)). Set yb = δ0tb. By Proposition 1, ⟨yb,1⟩ = δ0⟨tb,1⟩. The map ξ ↦ λ(⟨yb,1⟩ ⋅ξ)
is an (rk, c) functional realizing Wψb(ρc(τ)). Thus if f is a meromorphic section on V (ρc(τ))
where ρc(τ) is realized in Wψ(ρc(τ)), Z(s,ω, ⟨tb,1⟩ ⋅ f) is the similar integral with ψ replaced
by ψb (so, ρc(τ) is now realized in Wψb(ρc(τ))), multiplied by a measure constant cb.
We similarly compute Z∗(s,ω, ⟨tb,1⟩ ⋅ f). Since w−1P δ0tb = (brk−1Irkc)yb and ⟨brkIrkc,1⟩ ∈ C̃r,rkc,
by Proposition 1, (1.13) and because (b, b)m = 1,
w−1
P
δ0⟨tb,1⟩ = ⟨(brk−1Irkc)yb,1⟩ = ⟨brkIrkc,1⟩⟨b−1Irkc,1⟩⟨yb,1⟩.(5.1)
Thus we can take out the character ρc(τ)(⟨brIrkc,1⟩)k. The functional realizing Wψb(ρc(τ))
is given by ξ ↦ λ(⟨b−1Irkc,1⟩⟨yb,1⟩ξ). By (2.4), λ(⟨b−1Irkc,1⟩⟨yb,1⟩ξ) = ητ,c(⟨b,1⟩)−1λ(⟨yb,1⟩ξ),
where ητ,c is a quasi-character of F ∗ (c is even, see the last paragraph of § 2.1). Then
Z(1 − s,ω,M(s,Wψ(ρc(τ)),wP )tb ⋅ f) = cb∣b∣−d/2ητ,c(⟨b,1⟩)−1ρc(τ)(⟨brIrkc,1⟩)k(5.2)
∣b∣(rk−1)rkc(r−1(s−1/2)+d/2)δP (δ0tb)Z(1 − s,ω,M(s,Wψb(ρc(τ)),wP )f).
Here we used the notation M(s,Wψ(ρc(τ)),wP ) instead of M(s, ρc(τ),wP ) to note that the
character of the (rk, c) model of ρc(τ) changes; d is an integer and ∣b∣−d/2 is a measure constant.
It remains to relate between C(s, c, τ,ψb) and C(s, c, τ,ψ). Let
hb = diag(brkIc/2, brk−1Ic . . . , bIc, Ic, b−1Ic, . . . , b−rk+1Ic, b−rkIc/2) ∈ TH .
Put zb = δ0hb, then ⟨zb,1⟩ = δ0⟨hb,1⟩ by Proposition 1, and ξ ↦ λ(⟨zb,1⟩ξ) realizes Wψb(ρc(τ)).
Let f be a section of V (Wψ(ρc(τ))) as above. Using (1.8),
λ(s, c, τ,ψ)hb ⋅ f = δP (hb)∫
UP
f(⟨zb,1⟩⟨δ0u,1⟩)ψb(u)du = ∣b∣−d/2δP (hb)λ(s, c, τ,ψb)f.
Additionally w
−1
P zb = (brkIrkc)zb and w−1P ⟨zb,1⟩ = ⟨brkIrkc,1⟩⟨zb,1⟩. Then
λ(1 − s, c, τ∗, ψ)M(s,Wψ(ρc(τ)),wP )hb ⋅ f
= ∣b∣−dρc(τ)(⟨brIrkc,1⟩)k∣b∣(rk)2c(r−1(s−1/2)+d/2)δP (w−1P hb)δP (hb)
λ(1 − s, c, τ∗, ψb)M(s,Wψb(ρc(τ)),wP )f.
Therefore by (4.10),
C(s, c, τ,ψ) = ρc(τ)(⟨brIrkc,1⟩)−k∣b∣d/2−rk2c(s−1/2)C(s, c, τ,ψb).(5.3)
Altogether (5.2), (5.3), Lemma 18 and the definitions imply
γ(s, π × τ,ψb) = ητ(⟨b,1⟩)c∣b∣kc(s−1/2)γ(s, π × τ,ψ)ϑ(s, c, τ,ψb)
ϑ(s, c, τ,ψ) .
This proves the result if m is even (then N = c). In the odd case we also use (3.10) which for
the “standard” choice of π (see § 3.3) reads γR̃S(s, τ,ψb) = ϑ(br)−kητ(⟨b,1⟩)∣b∣k(s−1/2)γR̃S(s, τ,ψ),
but ϑ = 1 when m is odd (!).
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For G = GLc, the element tb remains the same; w
−1
P δ0tb = diag(brk−1Irkc, b1−rkIrkc)yb and by
Proposition 1 and (1.16),
w−1
P
δ0⟨tb,1⟩ = ⟨diag(brkIrkc, b−rkIrkc),1⟩⟨diag(b−1Irkc, bIrkc),1⟩⟨yb,1⟩.
Since ητ0,c = η−1τ∗0 ,c, λ translates on the left under ⟨diag(b−1Irkc, bIrkc),1⟩ by ητ0,c(⟨b,1⟩−1)ητ∗0 ,c(⟨b,1⟩) =
ητ0(⟨b,1⟩)−2c. In addition
hb = diag(brk−1Ic, . . . , bIc, Ic, b−1Ic, . . . , b−rkIc), zb = δ0hb,
w−1
P ⟨zb,1⟩ = ⟨diag(brkIrkc, b−rkIrkc)zb,1⟩; and ρc(τ) = ρc(τ0)⊗ ρc(τ∗0 ). Altogether we obtain
γ(s, π × (τ0 ⊗ τ∗0 ), ψb) = ητ0(⟨b,1⟩)2c∣b∣2kc(s−1/2)γ(s, π × (τ0 ⊗ τ∗0 ), ψ).(5.4)
5.4. Multiplicativity II: (4.19). Let G = Spc. By (2.8) and Conjecture 12, ρc(τ) is a quotient
of Ind
GL
(m,r)
rkc
P̃βrc
(⊗di=1ρc(τi)). For simplicity we will only consider d = 2. Let H ′, P ′, U ′0, δ′ = δ′0δ′1 be
the groups and elements defined in § 4 for the G(m) ×GL
(m,r)
β2
integral for the representations
π × τ2. Let L = ML ⋉ UL be the standard parabolic subgroup of H with ML = GLβ1rc ×H ′.
Plugging (2.1) into (4.14),
Z(s,ω, f) = ∫
G
ω(g)∫
U0
∫
Vβ′rc
f(s, ⟨wβrcv,1⟩⟨δu0,1⟩ι⟨e2(g),1⟩)ψ−1(v)ψU(u0)dv du0 dg.(5.5)
In fact there is an additional twist by a complex parameter, but this is similar to the proof in
the linear case ([CFK, § 6.3]) and omitted. Denote the r.h.s. of (5.5) by I(f).
By (1.6), (1.8) and because σ2rkc is trivial on W+2rkc,
⟨wβrcv,1⟩⟨δu0,1⟩ = ⟨wβrc,1⟩⟨v,1⟩⟨δ,1⟩⟨u0,1⟩ = ⟨wβrcδ0,1⟩⟨δ1,1⟩⟨δ−1v,1⟩⟨u0,1⟩.
We have the following properties.
(1) U0 = (U0 ∩UL) ⋊U ′0, δ−1Vβ′rc normalizes U0 and UL = δ−1Vβ′rc ⋉ (U0 ∩UL). Then if u0 = u′′0u′0
with u′′0 ∈ U0 ∩UL and u′0 ∈ U ′0, (1.6) implies
⟨δ−1v,1⟩⟨u0,1⟩ = ⟨δ−1v,1⟩⟨u′′0 ,1⟩⟨u′0,1⟩ = ⟨u,1⟩⟨u′0,1⟩, u = (δ−1v)u′′0 ∈ UL.
(2) wβrcδ0 = δ′0wL, where wLUL = U−L (wL = (
Iβ1rc
I2β2rc
ǫ0Iβ1rc
)), then ⟨wβrcδ0,1⟩ = ⟨δ′0,1⟩⟨wL,1⟩.
(3) δ1 = δ′1.
(4) wL commutes with δ′1 and U
′
0, this extends to H
(m) by (1.8).
(5) ι⟨e2(g),1⟩ normalizes the image of UL in H(m) (by (1.8)).
(6) ι⟨e2(g),1⟩ is the corresponding element in theG(m)×GL(m,r)β2 integral, and wL commutes with
ι⟨e2(g),1⟩ in H(m) (equivalently, wL and ⟨e2(G),1⟩ commute in H(m)). The first statement
is immediate from the definition, the second follows from Lemma 3 because wLe2(g) = e2(g).
Using these properties,
I(f) = ∫
UL
Z ′(s,ω, ⟨wLu,1⟩ ⋅ f)ψ−1(u)du.(5.6)
Here Z ′ is the G(m)×GL
(m,r)
β2
integral for π×τ2; ψ is the character of UL extended trivially from
the character of δ
−1
Vβ′rc, and ⟨wLu,1⟩ ⋅ f is regarded as a meromorphic section of V (ρc(τ2)).
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Thus by (4.16) (formally, for the justification see Corollary 28 below or [Sou00, Lemma 3.4]),
γ(s, π × τ2, ψ)I(f) = π(iG)rβ2ϑ(s, c, τ2, ψ)∫
UL
Z ′
∗(s,ω, (wLu) ⋅ f)ψ−1(u)du.
Reversing steps (5.5)–(5.6),
γ(s, π × τ2, ψ)I(f) = π(iG)rβ2ϑ(s, c, τ2, ψ)I(M∗(s, c, τ2, ψ)f).(5.7)
Note that the restriction of M∗(s, c, τ2, ψ)f to M̃P belongs to the space of
Ind
GL
(m,r)
rkc
P̃βrc
(Wψ(ρc(τ1))⊗Wψ(ρc(τ∗2 ))).
Next, since the dv-integration of (2.1) comprises the l.h.s. of (4.10),
I(M∗(s, c, τ2, ψ)f) = I(M∗(s, c, τ1 ⊗ τ∗2 , ψ)M∗(s, c, τ2, ψ)f).(5.8)
Here on the r.h.s. β is replaced with (β2, β1) in (5.5) (e.g., β′ becomes (β1, β2)).
To proceed we utilize the multiplicativity of the intertwining operators, namely
M∗(s, c, τ,ψ) =M∗(s, c, τ1, ψ)M∗(s, c, τ1 ⊗ τ∗2 , ψ)M∗(s, c, τ2, ψ).(5.9)
To see this, first apply (4.9) to f to obtain
∫
UP
∫
Vβ′rc
f(s, ⟨wβrcv,1⟩⟨drk,c,1⟩⟨δ0u,1⟩)ψ−1(v)ψ−1(u)dv du.
(See § 4.2 for the notation.) Applying (1), (2) and (4) to this integral and observing that
wβrc⟨drk,c,1⟩ = ⟨diag(d′,drβ2,c),1⟩ by Proposition 1, where d′ is a suitable diagonal matrix, we
can use (4.10) for H ′, thereby replacing f by M∗(s, c, τ2, ψ)f , then apply (4.10) for GL(m,r)rkc ,
then again use (1), (2), (4) and (4.10). This proves (5.9).
Applying the steps (5.5)–(5.6) to the r.h.s. of (5.8) and using (5.9) we deduce
2∏
i=1
γ(s, π × τi, ψ)I(f) = π(iG)rβiϑ(s, c, τi, ψ)I(M∗(s, c, τ,ψ)f).(5.10)
Since by (3.14), ∏2i=1 ϑ(s, c, τi, ψ) = ϑ(s, c, τ,ψ), we conclude (4.19).
For G = GLc, τ = τ0 ⊗ τ∗0 , τ0 is a quotient of Ind
GL
(m,r)
k
P̃β
(̺1 ⊗ ̺2) and τi = ̺i ⊗ ̺∗i . The formula
(4.19) for GL(m,r)c reads
γ(s, π × τ,ψ) = γ(s, π × τ1, ψ)γ(s, π × τ2, ψ).
The argument is similar to the above, note that Proposition 1 is still valid, and the intertwining
operator applied in (5.8) is replaced by M∗(s, c, ̺1 ⊗ ̺∗2, ψ)M∗(s, c, ̺2 ⊗ ̺∗1 , ψ).
The proof implies the following corollary. Assume ρc(τ) is an (rk, c) representation and a
quotient of Ind
GL
(m,r)
rkc
P̃βrc
(⊗di=1ρc(τi)), with any d ≥ 2 and where ρc(τi) are (rβi, c) representations.
Let V ′(s, ρc(τd)) be the space corresponding to the representation induced from P ′ to H ′, where
H ′ and P ′ are defined as above, for the G(m) ×GL
(m,r)
βd
integral involving π × τd (the corollary
applies to G = GLc as well).
Corollary 28. Let ω be a matrix coefficient of π∨. For every entire section f ′ ∈ V ′(ρc(τd))
there is an entire section f ∈ V (ρc(τ)) such that Z(s,ω, f) = Z(s,ω, f ′).
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Proof. As in [CFK, Corollary 33] this follows from (5.6) using the fact that wLUL = U−L to control
the unipotent integral, by choosing f such that ⟨wL,1⟩ ⋅f is supported in the preimage of LN in
H(m), where N is a small neighborhood of the identity in H . Note that such f exists, because
for a sufficiently small N , H(m) is split over N . 
5.5. Multiplicativity I: Identity (4.18). First assume G = Spc. The case l = c was proved in
[Kap, Lemma 79] for unramified data, although most of the proof is independent of this fact.
However, the general case (l ≤ c) is more complicated. The linear version of the proof is found
in [CFK, § 6.4.1] and we focus on the differences relevant to the covering.
It is enough to assume R is maximal, σ (resp., π′) is a genuine irreducible admissible repre-
sentation of GL
(m,r)
l (resp., G
′(m)) and l ≤ n. Set υ = σ ⊗π′. We may take π = IndG
(m)
R̃
(υ), then
π∨ = IndG
(m)
R̃
(υ∨). Realize G(m) using σc. Then if ϕ (resp., ϕ∨) belongs to the space of π (resp.,
π∨), for g0, g ∈ G,
ϕ(⟨g0,1⟩⟨g,1⟩) = σc(g0, g)ϕ(⟨g0g,1⟩), ϕ∨(⟨g0,1⟩⟨g,1⟩) = σ−1c (g0, g)ϕ∨(⟨g0g,1⟩).
(π∨ is anti-genuine.) Let {,} be the canonical M̃R-invariant pairing on υ ⊗ υ∨. We realize the
G(m)-invariant pairing on π ×π∨ using a semi-invariant measure dg0 on R/G (see [BZ76, 1.21]):
{ϕ,ϕ∨} = ∫
R/G
{ϕ(⟨g0,1⟩), ϕ∨(⟨g0,1⟩)}dg0.
We can assume
ω(⟨g,1⟩) = ∫
R/G
{ϕ(⟨g0,1⟩), ϕ∨(⟨g0,1⟩⟨g,1⟩)}dg0.
First we replace the dg-integral of Z(s,ω, f) with an iterated integral over (G△/G × G) ×(R/G), where G△ is the diagonal embedding of G in G ×G. For g ∈ G,
ϕ(⟨g0,1⟩⟨gg1,1⟩)ϕ∨(⟨g0,1⟩⟨gg2,1⟩) = σ−1c (g, g1)σc(g, g2)ϕ(⟨g0g,1⟩⟨g1,1⟩)ϕ(⟨g0g,1⟩⟨g2,1⟩).
(5.11)
Also by (4.2),
f(s, ⟨δu0,1⟩ι⟨e1(gg1)e2(gg2),1⟩) = σ∗,rkc (g, g1)σ−1c (g, g2)f(s, ⟨δu0,1⟩ι⟨(g, g),1⟩)ι⟨e1(g1)e2(g2),1⟩).
Recall σ∗,rkc and σc are cohomologous and by (1.12), for g, g1 ∈ G,
σ∗,rkc (g, g1) = (ς
rk+1
∗,c (g)ςrk+1∗,c (g1)
ςrk+1∗,c (gg1) )
rk+1
σc(g, g1).(5.12)
Using (5.12) to express σ∗,rkc (g, g1)σ−1c (g, g1) we obtain
{ϕ(⟨g0,1⟩⟨gg1,1⟩), ϕ∨(⟨g0,1⟩⟨gg2,1⟩)}f(s, ⟨δu0,1⟩ι⟨(gg1, gg2), ςrk+1∗,c (gg1)⟩)
= {ϕ(⟨g0g,1⟩⟨g1,1⟩), ϕ∨(⟨g0g,1⟩⟨g2,1⟩)}f(s, ⟨δu0,1⟩ι⟨(g, g), ςrk+1∗,c (g)⟩ι⟨(g1, g2), ςrk+1∗,c (g1)⟩).
According to [Kap, Corollary 69], for any section f ,
∫
U0
f(s, ⟨δu0,1⟩ ι⟨(g, g), ςrk+1∗,c (g)⟩)ψU(u0)du0 = ∫
U0
f(s, ⟨δu0,1⟩)ψU (u0)du0.
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Therefore
∫
U0
{ϕ(⟨g0,1⟩⟨gg1,1⟩), ϕ∨(⟨g0,1⟩⟨gg2,1⟩)}f(s, ⟨δu0,1⟩ι⟨(gg1, gg2), ςrk+1∗,c (gg1)⟩)ψU(u0)du0
(5.13)
= ∫
U0
{ϕ(⟨g0g,1⟩⟨g1,1⟩), ϕ∨(⟨g0g,1⟩⟨g2,1⟩)}f(s, ⟨δu0,1⟩ι⟨(g1, g2), ςrk+1∗,c (g1)⟩)ψU(u0)du0.
Thus we can write Z(s,ω, f) in the form
∫
G△/G×G
∫
R/G
∫
U0
{ϕ(⟨g0,1⟩⟨g1,1⟩), ϕ∨(⟨g0,1⟩⟨g2,1⟩)}(5.14)
f(s, ⟨δu0,1⟩ι⟨(g1, g2), ςrk+1∗,c (g1)⟩)ψU (u0)du0 dg0 d(g1, g2).
Applying (5.13) again in the opposite direction with g0 = Ic and g = g0, the integral becomes
∫
G△/G×G
∫
R/G
∫
U0
{ϕ(⟨g0g1,1⟩), ϕ∨(⟨g0g2,1⟩)}
f(s, ⟨δu0,1⟩ι⟨(g0g1, g0g2), ςrk+1∗,c (g0g1)⟩)ψU (u0)du0 dg0 d(g1, g2).
The dg0-integral collapses into the d(g1, g2)-integral, and further factoring through R we have
∫
R×R/G×G
∫
MR
∫
UR
∫
U0
δ
−1/2
R (m){ϕ(⟨g1,1⟩), υ∨(m)ϕ∨(⟨g2,1⟩)}(5.15)
f(s, ⟨δu0,1⟩ι⟨e2(zm),1⟩ι⟨(g1, g2), ςrk+1∗,c (g1)⟩)ψU(u0)du0 dz dmd(g1, g2).
(Cf. [CFK, (6.12)].) Here we also used (1.6) to separate between z and mg2, and (5.11) and
(4.2) to separate between m and g2 in f and ϕ∨.
By (4.19) (or trivially for k = 1) we may assume τ is essentially tempered. Applying Corol-
lary 8 twice, first to ρc(τ) with l, and second to ρc−l(τ) with c′ = c − 2l, and using transitivity
of induction, we can assume f(s, ⋅) is a section on the space induced to H(m) from P̃ and
Ind
GL
(m,r)
rkc
P̃(rkl,rkc′,rkl)
((Wψ(ρl(τ))⊗Wψ(ρc′(τ))⊗Wψ(ρl(τ)))δ−1/(2rk)P(rkl,rkc′,rkl))(5.16)
(Cf. [CFK, (6.13)]). Now for any h ∈H(m), the du0-integration of (5.15) takes the form
∫
U0
∫
V1
∫
V2
f(s, ⟨diag(Irkl, κc′,l)v2,1⟩⟨κl,c−lv1,1⟩⟨δu0,1⟩h)ψU (u0)dv2 dv1 du0.(5.17)
(Cf. [CFK, (6.14)].) Here κl,c−l and V1 (resp., κc′,l and V2) correspond to the application of
(2.3) to Wψ(ρc(τ)) (resp., Wψ(ρc−l(τ))). Note that we can use (1.6) and the fact that σ2rkc is
trivial on W+2rkc for manipulations involving κl,c−l, κc′,l, v1 and v2. As in the linear case we can
shift v1 and v2 to the right of u0 in (5.15), using (1.6)–(1.8). Set V = (κl,c−lδ0)
−1
V2 ⋉
δ−10 V1 < V(crk)
and κ = diag(Irkl, κc′,l)κl,c−l. Then (5.15) equals
∫
R×R/G×G
∫
MR
∫
UR
∫
U0
δ
−1/2
R (m){ϕ(⟨g1,1⟩), υ∨(m)ϕ∨(⟨g2,1⟩)}(5.18)
f(s, ⟨κδu0v,1⟩ι⟨e2(zm),1⟩ι⟨(g1, g2), ςrk+1∗,c (g1)⟩)ψU (u0)du0 dv dz dmd(g1, g2).
(Cf. [CFK, (6.16)].) Here all conjugations involved take elements of NH into elements of NH .
L-FUNCTIONS FOR SYMPLECTIC COVERINGS 41
Next we shift ⟨e2(z),1⟩ to the left, and use the coordinates of z and u0 to form a unipotent
subgroup U○ < UP . Part of the coordinates of U○, including those from z, will be used for the
application of an intertwining operator m(s, τ,w) below. Conjugating δ1u0v by ιe2(z) we write
κδu0v(1, ιz) = κδ0(1, ιz)κδ0 xz δ1 uz rz au0,z bz v,
where xz , uz, rz , au0,z, bz ∈ NH (the precise description of these elements was given in [CFK]).
This identity holds in H(m) as well, by (1.8) (note that δ1, u0, v ∈ NH) and (1.6). Also while
ιe2(z) ∈ N−H , κδ0(ιe2(z)) ∈ NH , and moreover κδ0(1, ιz) ∈ V(rkl,rk(c−l)) ⋉ UP so that h ↦ f(s, h)
is left-invariant on κδ0(ι⟨e2(z),1⟩). Now we can apply the steps [CFK, p. 48, (2)–(4)] which
include a change of variables and using the invariance properties of f on elements from NH ,
and arrive at the analog of [CFK, (6.19)]:
∫
R×R/G×G
∫
MR
∫
V
∫
U○
δ
−1/2
R (m){ϕ(⟨g1,1⟩), υ∨(m)ϕ∨(⟨g2,1⟩)}(5.19)
f(s, ⟨κδuv,1⟩ι⟨e2(m),1⟩ι⟨(g1, g2), ςrk+1∗,c (g1)⟩)ψU (u)dudv dmd(g1, g2).
Here U○ > U0 is the subgroup of elements uzrz (see U● below); ψU is extended trivially to U○.
Let Hσ = GL2rkl, Uσ0 , P σ and δσ = δσ0 δσ1 be the groups and elements defined in § 4 for the
GL
(m,r)
l
×GL
(m,r)
k
integral, and H ′, P ′, U ′0 and δ
′ = δ′0δ′1 be the notation for the G′
(m) ×GL
(m,r)
k
integral. Fix the standard parabolic subgroup L <H with ML =Hσ ×H ′, and identify Hσ and
H ′ with the factors of ML.
Denote κ● = δ−10 κ = diag(κl,c′ , Irkl)κc−l,l and U● = κ●U○ < UP . Denote the top right rkc × rkc
block of elements of U● by (ui,j)1≤i,j≤3. Then ( Irkl u1,1Irkl ) (resp., ( Irkc′ u2,2Irkc′ )) is a general element
of Uσ0 (resp., U
′
0), u
2,1 ∈ Matrkc′×rkl (resp., u3,1 ∈ Matrkl) and its bottom left c′ × l (resp., l × l)
block is 0. The remaining blocks take arbitrary coordinates but such that U● <H . In addition
ψU restricts to ψUσ
0
(resp., ψU ′
0
) on u1,1 (resp., u2,2) and is trivial on the other coordinates.
Write δ0 = w−1δ′0δσ0w (δ′0 ∈H ′ <ML), where
w−1 = diag(Irkl,⎛⎝
Irkc′
Irkl
ǫ0Irkl
Irkc′
⎞
⎠ , Irkl).(5.20)
Then w((δ−10 κδ0)δ1) = δσ1 δ′1. Let [ui,j] be the subgroup of U● generated by elements whose coor-
dinates ut,t
′
are zeroed out for (t, t′) ≠ (i, j),
Uσ0 = w[u1,1, u3,3], U ′0 = δσw[u2,2], Z = δ′δσw[u1,2, u1,3, u2,3], O = [u2,1, u3,1, u3,2].
We will write the integration du as an iterated integral according to these subgroups.
Let L0 be the standard parabolic subgroup of H whose Levi part is M(rkl,rkc′,rkl). Denote
m(s, τ,w)f(s, h) = ∫
Z
f(s, ⟨w−1z,1⟩h)dz, Z =
⎧⎪⎪⎨⎪⎪⎩
diag(Irkl,⎛⎝
Irkl z1 z2
Irkc′
Irkc′ z
∗
1
Irkl
⎞
⎠ , Irkl) ∈ H
⎫⎪⎪⎬⎪⎪⎭
.
This is a standard intertwining operator from the space of the representation of H(m) induced
from L̃0 and the representation of P̃(rkl,rkc′,rkl) appearing in (5.16), to
IndH
(m)
L̃
(δ−1/2L (∣det ∣dV (s,Wψ(ρl(τ))⊗Wψ(ρl(τ∗)))) ⊗ V (s,Wψ(ρc′(τ)))) .(5.21)
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Here d = (rk − 1/2)(c − l) + 1/2. To see this consider the decomposition
w−1z =
⎛
⎝
Irkc′
Irkl
ǫ0Irkl
Irkc′
⎞
⎠
⎛
⎝
Irkc′
Irkl z2
Irkl
Irkc′
⎞
⎠
⎛
⎝
Irkc′
Irkl
Irkl
Irkc′
⎞
⎠
⎛
⎝
Irkl z1
Irkc′
Irkc′ z
∗
1
Irkl
⎞
⎠ .
Returning to (5.19), we obtain
∫
R×R/G×G
∫
MR
∫
V
∫
O
∫
Uσ0
∫
U ′
0
δ
−1/2
R (m){ϕ(⟨g1,1⟩), υ∨(m)ϕ∨(⟨g2,1⟩)}
(5.22)
m(s, τ,w)f(s, ⟨δ′u′,1⟩⟨δσuσ,1⟩⟨w1o,1⟩ ⟨κ●v,1⟩ι⟨e2(m),1⟩ι⟨(g1, g2), ςrk+1∗,c (g1)⟩)ψU ′(u′)ψUσ(uσ)
du′ duσ dodv dmd(g1, g2).
(Cf. [CFK, (6.22)].) Let m = diag(a, g, a∗) ∈MR (a ∈ GLl, g ∈ G′). Then by (1.4) in G(m),
⟨m,1⟩ = ⟨diag(a, Ic′ , a∗),1⟩⟨diag(Il, g′, Il),1⟩
and a similar identity holds in H(m) for the image of MR under e2 (e.g., e2(m)). Hence we can
consider each of the factors a and g separately.
Observe that κ● belongs to the subgroup {diag(x, I2l, x∗) ∶ x ∈ GLrkc−l} of H . Hence
ιe2(diag(a, Ic′ , a∗)) commutes with κ● in H , and also in H(m) by (1.4), noting that as an
element of GLrkc−l, detκ● = ∓1 so that (deta,detκ●)m = 1. Additionally ιe2(diag(a, Ic′ , a∗))
commutes with v, normalizes O (with a change of measure ∣deta∣(1−rk)(c−l)) and
w(ιe2(diag(a, Ic′ , a∗))) = diag(Irkl, a, I2(rkc−rkl−l), a∗, Irkl) = eσ2(a),
where eσ2 is the embedding of the right copy of GLl in H
σ for the GL
(m,r)
l ×GL
(m,r)
k integral.
Then by Lemma 3,
w(ι⟨e2(diag(a, Ic′ , a∗)),1⟩) = ⟨eσ2(a),1⟩.(5.23)
(This is [Kap, (4.20)], proved for l = n but the argument applies to l ≤ n.)
Regarding e2(diag(Il, g, Il)), as observed in [CFK] it does not normalize V nor O, but
this was handled by combining a subgroup of O with a subgroup of V . The manipulations
from loc. cit. extend to H(m) using (1.6) and (1.8). Since wκ
●(ιe2(diag(Il, g, Il))) = ι′e′2(g),
ι′(wκ●(ιe2(diag(Il, g, Il)))) = e′2(g) and Lemma 3 implies
ι′(wκ●(ι⟨e2(diag(Il, g, Il)),1⟩)) = ⟨e′2(g),1⟩,
whence the analog of (5.23) also holds:
wκ●(ι⟨e2(diag(Il, g, Il)),1⟩) = ι′⟨e′2(g),1⟩.
Thus (5.22) equals
I(m(s, τ,w)f)
(5.24)
= ∫
R×R/G×G
∫
V
∫
O
∫
GLl
∫
Uσ0
∫
G′
∫
U ′
0
δ
−1/2
R (a)∣det a∣(1−rk)(c−l)
{ϕ(⟨g1,1⟩), σ∨(⟨a,1⟩)⊗ π′∨(⟨g,1⟩)ϕ∨(⟨g2,1⟩)}
m(s, τ,w)f(s, (⟨δ′u′,1⟩ι′⟨e′2(g),1⟩) (⟨δσuσ,1⟩⟨eσ2(a),1⟩) ⟨w1o,1⟩⟨κ●v,1⟩ι⟨(g1, g2), ςrk+1∗,c (g1)⟩)
ψU ′(u′)ψUσ(uσ)du′ dg duσ dadodv d(g1, g2).
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(Cf. [CFK, (6.24)].) Note that δ
−1/2
R (a)∣det a∣(1−rk)(c−l) = ∣deta∣−d. The duσda-integral is the
GL
(m,r)
l ×GL
(m,r)
k integral for σ × (τ ⊗ τ∗) and the du′dg-integral is the G′(m) ×GL(m,r)k integral
for π′ × τ . Therefore when we multiply Z(s,ω, f) by the appropriate γ-factors we deduce
γ(s, σ × (τ ⊗ τ∗), ψ)γ(s, π′ × τ,ψ)Z(s,ω, f)(5.25)
= σ(iGLl)rkτ(⟨rrIk,1⟩)−2l∣r∣−2kl(s−1/2)τ(iGLk)rlπ′(iG′)rkϑ(s, c′, τ,ψ)
× I(M∗(s, l, τ ⊗ τ∗, ψ)M∗(s, c′, τ,ψ)m(s, τ,w)f).
(If m is even and l = n, γ(s, π′ ×τ,ψ) is omitted.) This step is justified as in the linear case (see
[CFK, (6.25)]). Applying the same manipulations (5.14)–(5.24) to Z∗(s,ω, f) yields
Z∗(s,ω, f) = I(m(1 − s, τ∗,w)M∗(s, c, τ,ψ)f).
For any b ∈ F ∗, set C(b) = ητ(⟨b,1⟩)2l∣b∣2kl(s−1/2). Next we claim
M∗(s, l, τ ⊗ τ∗, ψ)M∗(s, c′, τ,ψ)m(s, τ,w) = C(1/2)m(1 − s, τ∗,w)M∗(s, c, τ,ψ).(5.26)
This identity follows as in [CFK, (6.26)]. Specifically, both sides are proportional (the unique-
ness result in [CFK, pp. 51–52] extends to our context by replacing k with rk), and the propor-
tionality factor can be computed by expressing λ(s, c, τ,ψ) as an iterated integral and applying
(4.10). In more detail, repeating the part of the above argument concerning unipotent integra-
tions and Weyl elements (e.g., ignoring the integral over G ×G), we see that λ(s, c, τ,ψ) can
be evaluated as the composition of λ2(s, l, τ ⊗ τ∗, ψ) and λ(s, c′, τ,ψ), where λ2(⋯) is given by
(4.9) except that the character ψ−1rk,c appearing in (4.9) is replaced with (ψ2)−1rk,c (but ρl(τ) is
still realized in Wψ(ρl(τ))). See [CFK, (6.30)–(6.32)]. The factor C(2) (C(2)−1 = C(1/2)) is
obtained when in (4.10), f is replaced with its right translate by ⟨diag(2Irkl, Irkl),1⟩ and we use
Proposition 1, and note that ητ,l = ηlτ and 2rkl(r−1(s − 1/2)) = 2kl(s − 1/2) (see [CFK, (6.31)]).
Since iG = iGLliG′ in ML (iGLl, iG′ belong to the subgroups W+...), π(iG) = σ(iGLl)π′(iG′). Also
C(1/2)τ(⟨rrIk,1⟩)−2l∣r∣−2kl(s−1/2)τ(iGLk)rlϑ(s, c′, τ,ψ) = ϑ(s, c, τ,ψ).
(As above ϑ(s, c′, τ,ψ) is omitted when m is even and l = n.) We conclude
γ(s, σ × (τ ⊗ τ∗), ψ)γ(s, π′ × τ,ψ)Z(s,ω, f) = π(iG)rkϑ(s, c, τ,ψ)Z∗(s,ω, f).
Assume G = GLc. The argument was carried out in [Kap, Lemma 80] in the unramified case,
but except for the choice of realization for the matrix coefficient ω, the proof was applicable in
the ramified (or archimedean) case as well. Moreover, as opposed to the symplectic case, [Kap,
Lemma 80] already treated all l ≤ c, so we can be more brief. See also [CFK, § 6.4.5].
Recall τ = τ0⊗τ∗0 and we assume τ0 (and thereby τ∗0 ) is essentially tempered. Now R = P(l,c−l),
υ = σ1 ⊗ σ2 is a representation of GL
(m,r)
l ×GL
(m,r)
c−l and π = Ind
G(m,r)
R̃
(υ). Formula (4.18) reads
γ(s, π × τ,ψ) = γ(s, σ1 × τ,ψ)γ(s, σ2 × τ,ψ).
Since π∨ = IndG
(m,r)
R̃
(υ∨), we again realize {ϕ,ϕ∨} using a semi-invariant measure on R/G,
ω(⟨g,1⟩) = ∫
R/G
{ϕ(⟨g0,1⟩), ϕ∨(⟨g0,1⟩⟨g,1⟩)}dg0.
For g ∈ G, we have (5.11) with σ◇c instead of σc, and by (4.7),
f(s, ⟨δu0,1⟩⟨e1(gg1)e2(gg2),1⟩) = σ◇c (g, g1)σ◇c (g, g2)−1f(s, ⟨δu0,1⟩ι⟨(g, g),1⟩)ι⟨e1(g1)e2(g2),1⟩).
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Hence
{ϕ(⟨g0,1⟩⟨gg1,1⟩), ϕ∨(⟨g0,1⟩⟨gg2,1⟩)}f(s, ⟨δu0,1⟩ι⟨(gg1, gg2),1⟩)
= {ϕ(⟨g0g,1⟩⟨g1,1⟩), ϕ∨(⟨g0g,1⟩⟨g2,1⟩)}f(s, ⟨δu0,1⟩⟨(g, g),1⟩⟨(g1, g2),1⟩).
According to [Kap, Corollary 76],
∫
U0
f(s, ⟨δu0,1⟩ ⟨(g, g),1⟩)ψU (u0)du0 = ∫
U0
f(s, ⟨δu0,1⟩)ψU (u0)du0.
Thus we obtain a formula similar to (5.13) (without ι and ςrk+1∗,c ), which we use exactly as above,
to write dg over G△/G×G then collapse dg0 into d(g1, g2) and obtain the analog of (5.15). Now
the arguments for [Kap, (4.33)–(4.44)] can be applied (we can also use Lemma 3) and we reach
I(m(s, τ,w)f)
(5.27)
= ∫
R×R/G×G
∫
V
∫
V
∫
U3
∫
GLb
∫
U4
∫
GLa
∫
U1
ωa(⟨x,1⟩)ωb(⟨y,1⟩∣detx∣b/2−rkb∣det y∣rka−a/2
m(s, τ,w)f(s, ⟨δlu1,1⟩⟨el2(x),1⟩⟨δc−lu4,1⟩⟨ec−l2 (y),1⟩⟨w−1u3,1⟩⟨k● diag(v′, v),1⟩⟨(g1, g2)⟩)
ψU(u1)ψU(u4)du1 dxdu4 dy du3 dv dv′ d(g1, g2).
(Cf. (5.24) and [Kap, (4.44)].) Here δl and el2 (resp., δ
c−l and ec−l2 ) correspond to the GL
(m,r)
l ×GL
(m,r)
k
(resp., GL
(m,r)
c−l ×GL
(m,r)
k ) integral for σ1 × (τ0 ⊗ τ∗0 ) (resp., σ2 × (τ0 ⊗ τ∗0 )), and U3 plays the role
of O in (5.24) (U3 was the notation of [Kap, (4.44)]).
The analog of (5.25) takes the form
γ(s, σ1 × τ,ψ)γ(s, σ2 × τ,ψ)Z(s,ω, f)
= π(iG)rkϑ(s, c, τ,ψ)I(M∗(s, l, τ,ψ)M∗(s, c − l, τ,ψ)m(s, τ,w)f).
The proof is then complete once we prove the analog of (5.26):
M∗(s, l, τ,ψ)M∗(s, c − l, τ,ψ)m(s, τ,w) =m(1 − s, τ∗,w)M∗(s, c, τ,ψ),
which is similar and simpler, and note that there is no additional twist of ψ by 2 here.
5.5.1. The GL
(m,r)
1 ×GL
(m,r)
k
-factors. We adapt the arguments from [CFGK19, § 3.7], [CFK,
§ 6.10.2] and the covering version [Kap, § 4.3]. For rk = 1 these factors were related to the
linear factors by [Gan12] (see also [Kap, (4.62), (4.63)]) and (4.24) is already known. Hence in
this section rk > 1. While the minimal case m = k = 1 can be computed by relating the γ-factor
to the Tate γ-factor (see [CFK, § 6.5]), already when r > 1 (and k = 1) there is an additional
unipotent integration over U0 to consider, so that the linear analog is the case k > 1.
We recall several results from [Kap, § 4.3], which are applicable also when data are not
unramified. The section f is on the representation
I(s,Wψ(ρ1(τ0)),Wψ(ρ1(τ∗0 ))) = IndH(m,r)P̃ (∣det ∣s−1/2Wψ(ρ1(τ0))⊗ ∣det ∣−(s−1/2)Wψ(ρ1(τ∗0 ))).
(5.28)
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Write v ∈ V(rk,rk) in the form
[ y zu x ] =
⎛⎜⎜⎜⎝
Irk−1 y z
1 u x
1
Irk−1
⎞⎟⎟⎟⎠
.
With this notation U0 = {[ y z0 x ]} and ψU([ y z0 x ]) = ψ(x1), where x = (x1, . . . , xrk−1). There is a
unique Whittaker model on (5.28). We fix a character of NH by
ψ(diag(d, d′)[ y zu x ]) = ψ(
rk−1∑
i=1
di,i+1 − u +
rk−1∑
i=1
d′i,i+1), d, d′ ∈ NGLrk .(5.29)
(See [Kap, (4.51)].) The corresponding Whittaker model of (5.28) is spanned by the functions
Wf(s, h) = ∫
V(rk,rk)
f(s, ⟨δ0[ y zu x ],1⟩h)ψ(u)dxdy dz du.(5.30)
The Whittaker model of I(s,Wψ(ρ1(τ0)),Wψ(ρ1(τ∗0 )))∗ with respect to the inverse of (5.29) is
spanned by mappings
W ∗f (s, h) = ∫
V(rk,rk)
f(s, ⟨δ0[ y zu x ],1⟩ ∗h)ψ(u)dxdy dz du.(5.31)
Denote
[t, v] = diag(Irk,
⎛⎜⎝
1
Irk−2
−t v 1
⎞⎟⎠), w
′ = ( Irk Irk−1
1
) .
Let v− ↦ ⟨v−, ς−(v−)⟩ be the splitting of N−H in H(m,r). Also let ζ ∈ C. The study of the
GL
(m,r)
1 ×GL
(m,r)
k case is based on the following integral, defined for a matrix coefficient ω of
π∨ and a holomorphic section f of (5.28):
Ψ(ζ, s,ω, f)
(5.32)
= ∫
F ∗
∫
F rk−2
∫
F
Wf(s, ⟨diag(I2rk−1, a),1⟩⟨[t, v], ς−([t, v])⟩⟨w′,1⟩)ω(⟨a,1⟩)∣a∣ζ+rk−1 dtdv d∗a.
Assume F is non-archimedean. By [Kap, Proposition 83] this integral is well defined, there are
constants B,D ∈ R such that (5.32) is absolutely convergent for Re(ζ) ≤ BRe(s)+D for all data(ω, f), and admits meromorphic continuation to a function in C(q−ζ , q−s). This continuation
belongs to (4.15) with π replaced by ∣ ∣−ζπ. Moreover, outside finitely many values of q−s, the
continuation with ζ = 0 belongs to (4.15). It is therefore proportional to Z(s,ω, f). Over
F = C, the convergence, meromorphic continuation and continuity of the continuation of (5.32)
follow from [CFK, Claim 36], applied to the (rk,1) representation ρ1(τ0) (instead of the (k,1)
representation there). It is then also proportional to Z(s,ω, f).
Proposition 29. We have γR̃S(s, π̃ × τ0, ψ)π(iGL1)rk−1ϑR̃S(s, π̃, τ)−1Z(s,ω, f) = Ψ(0, s, ω, f),
as meromorphic continuations.
Proof. The linear analog of this result was proved in [CFK, Claim 37], following the unramified
version of the claim [CFGK19, Claim 36]. For the covering version of [CFGK19, Claim 36],
which we mostly follow here, see [Kap, Lemma 85]. The proof technique is due to Soudry
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[Sou93] and has since been used also in [Sou95, GRS98, Sou00, Kap12, Kap13, Kap15]. We can
take most of the proof of [CFGK19, Claim 36] word for word, so we describe it only briefly.
Note that the only changes for F = C concern the justifications, which were described in [CFK,
Claim 37] (apply this claim to the (rk,1) representation). Define the following integral:
Z ′(s,ω, f) = ∫
F ∗
ω(⟨a,1⟩)∫ f(s, ⟨δ0[ y zu x ](t),1⟩⟨e2(a),1⟩)ψ(x1)dxdy dz dudtd∗a.
Here (t) = diag(Irk, ( 1 −t1 ) , Irk−2) ∈ P ∩ NH . This integral is defined in the sense of [Kap,
(4.65)], can be regarded as an element of (4.15) and Z ′(s,ω, f) = Z(s,ω, f) (as meromorphic
continuations). These observations were extended (from [CFGK19, Claim 36]) to coverings in
[Kap, Lemma 85]. The only difference to note is that, while the splitting ofNl = {[ 0 0b 0 ] ∶ b ∈̟lO}
for l > 0 is not unique when ∣m∣ < 1 (in [Kap, Lemma 85], ∣m∣ = 1), still any f is right-invariant
under right-translations by {⟨y,1⟩ ∶ y ∈ Nl} when l ≫ 0 (see § 3.2.2 where we explained that
ς ′ς− trivializes). We proceed to prove the analog of [Kap, (4.66)]:
γR̃S(s, π̃ × τ0, ψ)π(iG)rk−1ϑR̃S(s, π̃, τ)−1Z ′(s,ω, f) = Ψ(0, s, ω, f).
Indeed the substitution from loc. cit. (see [Kap, (4.67), (4.68)]) but with an arbitrary W ∈
Wψ(ρ1(τ0)) (as opposed to the normalized unramified function in loc. cit.), shows that Z ′(s,ω, f)
equals the integral Z(s,ω,W ) of (3.1), and for the same substitution Ψ(0, s, ω, f) = Z∗(s,ω,W )
of (3.3) (see [Kap, (4.69), (4.71)]). Together with (3.7) this completes the proof (as opposed to
loc. cit. we do not need to compute Z(s,ω,W ) and Z∗(s,W,ω), since we have (3.7)). 
The main application of this result in [CFGK19, Kap] was to the computation of the integral
with unramified data; in [CFK] it was used to obtain deeper analytic properties (e.g., poles, or
meromorphic continuation over archimedean fields). Here we apply Proposition 29 to compute
the GL
(m,r)
1 ×GL
(m,r)
k factors in terms of the factors from § 3.1 (cf., [CFK, § 6.10.1]).
Corollary 30. For any k ≥ 1, γ(s, π × (τ0 ⊗ τ∗0 ), ψ) = γR̃S(s, π × τ0, ψ)γR̃S(s, π̃ × τ0, ψ). In
particular (4.24) holds.
Proof. First observe that f ↦ Wf is the functional λ(s,1, τ0 ⊗ τ∗0 , ψ) of (4.9) except that ψ−1rl,1
appearing in (4.9) is replaced with ψrl,1, denote this functional by λ−1 = λ−1(s,1, τ0 ⊗ τ∗0 , ψ).
Thus when we formally apply (4.10) to Ψ(ζ, s,ω, f) we obtain
Ψ(ζ, s,ω, f) =∫
F ∗
∫
F rk−2
∫
F
λ−1((⟨diag(I2rk−1, a),1⟩⟨[t, v], ς−([t, v])⟩⟨w′,1⟩)
⋅M∗(s,1, τ0 ⊗ τ∗0 , ψ)f)ω(⟨a,1⟩)∣a∣ζ+rk−1 dtdv d∗a.
This application is justified by observing that the integrand of Ψ(ζ, s,ω, f) is a Schwartz func-
tion of [t, v]. Indeed let Yi = {[0i−1, y,0rk−1−i] ∶ y ∈ F},
X = {diag(Irk−1,( Irk−1 x1
1
)) ∶ x ∈ F rk−1}
and Xi < X be the subgroup of elements whose coordinates other than xi are zero. Any given
f is right-invariant under w
′−1⟨x,1⟩ whenever the coordinates of x are sufficiently small. Then
for any a ∈ F ∗, y ∈ Yi and x ∈ Xi, 1 ≤ i ≤ rk − 1,
λ−1((⟨diag(I2rk−1, a),1⟩⟨[y], ς−([y])⟩⟨w′,1⟩) ⋅ f)
= λ−1((⟨diag(I2rk−1, a),1⟩⟨[y], ς−([y])⟩⟨x,1⟩⟨w′,1⟩) ⋅ f)
= ψ−1(xy)λ−1((⟨diag(I2rk−1, a),1⟩⟨[y], ς−([y])⟩⟨w′,1⟩) ⋅ f).
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This implies the integrand is a Schwartz function of [t, v] (see [Kap, (4.58)–(4.61)] and also,
e.g., [CFK, Lemma 10]).
Taking ζ = 0 we obtain, as meromorphic continuations,
Ψ(0, s, ω, f) =∫
F ∗
∫
F rk−2
∫
F
λ−1((⟨diag(I2rk−1, a),1⟩⟨[t, v], ς−([t, v])⟩⟨w′,1⟩)
⋅M∗(s,1, τ0 ⊗ τ∗0 , ψ)f)ω(⟨a,1⟩)∣a∣rk−1 dtdv d∗a.
By Proposition 29,
γR̃S(s, π̃ × τ0, ψ)π(iGL1)rk−1ϑR̃S(s, π̃, τ0)−1Z(s,ω, f) = Ψ(0, s, ω, f)
= Ψ(0, s, ω,M∗(s,1, τ0 ⊗ τ∗0 , ψ)f),
and further applying the proposition to the r.h.s. we deduce
γR̃S(1 − s, π̃ × τ̃0, ψ)−1γR̃S(s, π̃ × τ0, ψ)ϑR̃S(1 − s, π̃, τ̃0)ϑR̃S(s, π̃, τ0)−1Z(s,ω, f) = Z∗(s,ω, f).
In addition according to (3.10) and (3.11) (note that ψ−1 = ψ−1),
γR̃S(s, π × τ0, ψ)γR̃S(1 − s, π̃ × τ̃0, ψ)
= π(⟨(−1)r,1⟩)kητ0(⟨−1,1⟩)−1γR̃S(s, π × τ0, ψ)γR̃S(1 − s, π̃ × τ̃0, ψ−1) = π(iGL1)rkτ0(iGL1)r.
Here note that because −1 is an r-th root of unity (when m is even, by assumption) and
ητ0(⟨ar,1⟩) = τ0(⟨arIk,1⟩)r, ητ0(⟨−1,1⟩) = τ0(iGL1)r. The result follows. 
5.6. Unramified factors. Using (4.19) and (4.18) we reduce to the case of c = k = 1, i.e.,
GL
(m,r)
1 ×GL
(m,r)
1 γ-factors, which follows from (4.24) and (3.9). This proves (4.20).
Corollary 31. When data are unramified,
C(s, c, τ,ψ) = b(1 − s, c, τ̃)
a(s, c, τ) [
L(s, τ)
L(1 − s, τ̃)] .(5.33)
Here the factor in square brackets appears only when G = Spc and m is odd.
Proof. By (2.8) and (5.9) we can already assume τ is tempered. Then condition [Kap, (2.45)]
holds and by [Kap, Theorems 66, 87], when data are unramified
Z(s,ω, f) = L(s, π × τ)
b(s, c, τ) .(5.34)
Here if G = GLc, τ = τ0 ⊗ τ∗0 and L(s, π × τ) = L(s, π × τ0)L(s, π̃ × τ0). Now (5.33) follows by
combining (5.34) with (4.13), (4.16) and (4.20), and when G = Spc and m is odd we also use
(3.9) for the factor γ(s, τ,ψ) appearing in ϑ(s, c, τ,ψ) (see § 3.3). 
Remark 32. For our purposes here it suffices to know (5.33) at almost all places in the setting
of (4.26), and this holds without the need to assume τ is tempered.
5.7. The case F = C. Both π and τ are quotients of principal series representations, say, with
inducing data {πj}j and {τi}i. Applying (4.19), (4.18), (4.24) and (3.12) we conclude γ(s, π ×
τ,ψ) is the product of factors γTate(s, τ ri πrj , ψ)γTate(s, τ ri π−rj , ψ), and an additional product of
factors γTate(s, τ ri , ψ) when G = Spc and m is odd. By [CFK, Theorem 27 (5.2), (5.3), (5.8)],
γ(s, πr×τ r, ψ) defined in [CFK] equals γ(s, π×τ,ψ) when m is odd, and γ(s, τ r, ψ)γ(s, π×τ,ψ)
otherwise. Then when G ≠ Spc or m is odd, (4.25) follows from [CFK, Theorem 27 (5.9)],
proved using the results of Shahidi [Sha85] (see [CFK, § 6.14] and also [And87, And94]).
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Consider G = Spc and even m (then N = c). We can already assume τ is tempered (see
[Sha85]), i.e., k = 1. According to Gan and Savin [GS12, Corollary 11.3(ii)], for r = 1,
γG(2)(s, π × τ,ψ) = γSOc+1(s, θ(π) × τ,ψ),
where γG(2) is the G
(2) ×GL
(2,1)
1 factor defined in [Gan12] and γSOc+1 is the SOc+1 ×GL1 factor
defined in [LR05, RS05]. Over C the γ-factor is uniquely determined by (4.18), (4.19) and
(4.24), hence γ(s, π × τ,ψ) = γG(2)(s, πr × τ r, ψ) for all r, and the γ-factor γ(s, θ(πr) × τ r, ψ)
defined in [CFK] (note that SOc+1 is split) is identical with γSOc+1(s, θ(πr) × τ r, ψ). Therefore
γ(s, π × τ,ψ) = γ(s, θ(πr) × τ r, ψ)
and the result again follows from [CFK, Theorem 27 (5.9)].
5.8. The global integral. The global integral for G = Spc was defined in [Kap, § 3.1] and
for GLc in [Kap, Appendix A]. We briefly recall the construction for Spc. We use the notation
from § 4 and in particular § 4.1 in the global setting. Refer to [Kap, § 1.5] for the choice of a
2-cocycle ρ on H(m)(A), this defines the splitting of H(F ) in H(m)(A), the 2-cocycles on each
copy of G(m)(A) and the identifications of G(F ) in each.
Let τ be a genuine cuspidal representation of GL
(m,r)
k (A). Let f be a standard K̃H -finite
section on the space of Ind
H(m)(A)
P̃ (A)
(∣det ∣r−1(s−1/2)Eτ), where Eτ was defined in § 2.2. We have the
Eisenstein series E(h; s, f), defined as a sum over P (F )/H(F ) (see [Kap, (3.1)]).
Let π be a genuine cuspidal representation of G(m)(A) (more precisely the right copy of
G(m)(A), see [Kap, § 3.1]) and consider two cusp forms ϕ1 and ϕ2 in the space of π. The global
integral is given by
Z(s,ϕ1, ϕ2, f) = ∫
G(F )×G(F )/G(A)×G(A)
∫
U(F )/U(A)
ϕ
(η×)−1
1 (⟨g1,1⟩) ιϕ2(⟨g2,1⟩)(5.35)
×E(⟨u, η−1(u)⟩⟨e1(g1),1⟩⟨e2(g2),1⟩; s, f)ψU (u)dudg1 dg2.
Here η× is a global 1-cochain defined in [Kap, § 1.5] to compensate for differences between the
cocycles on the copies of G(m)(A), so that ϕ(η×)−11 is an automorphic form on the left copy (see
[Kap, Corollary 13]). By [Kap, Theorem 63] (5.35) is well defined, absolutely convergent away
from the poles of the series and admits meromorphic continuation to C. For decomposable
data, by [Kap, Theorem 64 and (3.16)] (and Conjecture 15), in Re(s) ≫ 0 (5.35) is Eulerian.
The similar results for GLc were proved in [Kap, Theorems A.2–A.3]. By (5.34) (proved in
loc. cit. with the assumption that τ is tempered replaced by weaker assumptions implied by
Conjecture 16, see also Remark 32),
Z(s,ϕ1, ϕ2, f) = LS(s, π × τ)
bS(s, c, τ) ZS(s,ω, f).(5.36)
The superscript (resp., subscript) S denotes the infinite (resp., finite) product of local factors
over the places outside (resp., in) S, e.g., ZS(s,ω, f) =∏ν∈S Z(s,ων , fν).
5.9. Crude functional equation. We present the argument briefly, for more details see [CFK,
§ 6.9]. We use the definitions and notation of § 5.8. According to the functional equation of
the Eisenstein series and (4.13), for a standard K̃H-finite decomposable section f ,
E(⋅; s, f) = E(⋅; 1 − s,M(s,Eτ ,wP )f) = aS(s, c, τ)
bS(s, c, τ)E(⋅; 1 − s, f ′).(5.37)
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Here M(s,Eτ ,wP ) is an intertwining operator — the global analog of (4.8). By Conjecture 15,
Eτ = ⊗′νρc(τν), and by Lemma 14, f ′ν(s, h) =Mν(s, ρc(τν),wP )fν(s, h) is a section on V (ρc(τ∗ν )).
Using (5.37) and (5.36) for bS(s, c, τ)f ,
LS(s, π × τ)ZS(s,ω, f) = aS(s, c, τ)
bS(1 − s, c, τ̃)LS(1 − s, π̃ × τ̃)ZS(1 − s,ω, f ′).(5.38)
Let ϑ○(s, c, τν , ψν) be equal to ϑ(s, c, τν , ψν) when m is even or G = GLc, otherwise it is
ϑ(s, c, τν , ψν)γ(s, τν , ψν)−1. In the latter case because (3.13) implies γ(s, τ,ψ) = 1,
γS(s, τ,ψ)−1ϑ○S(s, c, τ,ψ) = γS(s, τ,ψ)−1γ(s, τ,ψ)ϑ○S(s, c, τ,ψ) = ϑS(s, c, τ,ψ).
Since for almost all ν, ητν is unramified (see the discussion following Conjecture 16) and also∏ν ητν(⟨2,1⟩) = 1 (by (2.16)), we have ϑ○(s, c, τ,ψ) = (ϑ○)S(s, c, τ,ψ) = 1. Also π(iG) = πS(iG) =
1. The global analog of Theorem 25 implies C(s, c, τ,ψ) = 1, then by (5.33) and (3.9),
CS(s, c, τ,ψ) = bS(1 − s, c, τ̃)
aS(s, c, τ) [γS(s, τ,ψ)−1] =∏ν∈S πν(iG)
rkϑν(s, c, τν , ψν)b
S(1 − s, c, τ̃)
aS(s, c, τ) .(5.39)
Finally (4.26) follows from (5.38), (5.39) and for all ν ∈ S, the definition (4.16).
5.10. Duality. Identity (4.22) is trivial for Spc, let G = GLc. The idea of the proof is to apply
the involution ∗ to the section f , in order to relate between Z(s, f,ω) and Z(s, f∗, ω∗). This
was the method of the proof of [LR05, (30)]. However, when rk > 1 the application of ∗ changes
the character ψU , so that we obtain an intermediate integral with a different embedding of
G ×G, which must then be related to Z(s, f∗, ω∗). This problem was avoided in [CFK, § 6.11]
using a local-global argument based on uniqueness; here since uniqueness is still not proved at
the places where ∣m∣ < 1, we provide a purely local argument.
Put w′ = diag(I(rk−1)c, ( Ic−Ic ) , I(rk−1)c), w′ normalizes U but does not fix ψU . The embedding
of G ×G in the stabilizer of w
′
ψU is given by w
′(g1, g2). Identity (4.7) still holds with this new
embedding. Thus we can define an integral Z1(s, f,ω) which is similar to (4.14) except that(ψU , δ1) are replaced with (w′ψU , δ−11 ), and where the embedding of (Ic,G) in H is given by
w′e2(g) = diag(I(rk−1)c, g, Irkc).
Recall V (s, ρc(τ)) is the space of IndH(m,r)P̃ (∣det ∣r−1(s−1/2)Wψ(ρc(τ))). To explicate the depen-
dence on ψ we re-denote it by V (s,Wψ(ρc(τ))). For a section f (say, entire) on V (Wψ(ρc(τ))),
(2.10) and Lemma 14 imply that f∗ defined by f∗(s, h) = f(s, ∗h) is a section on V (Wψ−1(ρc(τ))).
Further denote ω∗(g) = ω(∗g), it is a matrix coefficient of (π∨)∗ = (π∗)∨. Now according to
(4.21) (see (5.4)) and (4.16),
γ(s, π̃ × τ,ψ) = γ(s, π̃ × τ,ψ−1) = π(iG)rkτ0(⟨rrIk,1⟩)−2c∣r∣−2kc(s−1/2)τ0(iGLk)rcZ∗(s, f∗, ω∗)Z(s, f∗, ω∗) .
(5.40)
The integrals on the r.h.s. belong to (4.15) with ψU replaced by ψ−1U . By definition
Z∗(s, f∗, ω∗)
Z(s, f∗, ω∗) =
Z(1 − s,C(s, c, τ,ψ−1)M(s,Wψ−1(ρc(τ)),w)(f∗), ω∗)
Z(s, f∗, ω∗) .
Since ∗δ = δ0δ−11 , ∗U0 = U0 and ψ−1U (∗u0) = w′ψU(u0), after a change of variables g ↦ ∗g (g ∈ G)
in the integral Z(s, f∗, ω∗) we obtain
Z(s, f∗, ω∗) = Z1(s, f,ω).(5.41)
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(Note that f is a section on V (Wψ(ρc(τ))).) In addition
M(s,Wψ−1(ρc(τ)),w)(f∗) = (M(s,Wψ(ρc(τ)),w)f)∗, C(s, c, τ,ψ−1) = C(s, c, τ,ψ).
Indeed the first equality follows from ∗⟨w−1P u,1⟩ = ⟨∗(w−1P u),1⟩, and the second can be computed
using § 5.3 with b = −1. Thus we obtain an identity similar to (5.41) for Z∗(s, f∗, ω∗) and
Z∗(s, f∗, ω∗)
Z(s, f∗, ω∗) =
Z1(1 − s,M∗(s,Wψ(ρc(τ)),w)f,ω)
Z1(s, f,ω) .(5.42)
Lemma 33. There is a constant β ∈ C∗ depending only on H(m,r) and ψ such that Z1(s, f,ω) =
βZ(s, ⟨w′,1⟩−1 ⋅ f,ω).
The lemma is proved below. We apply it to both numerator and denominator on the r.h.s.
of (5.42), and because M(s,Wψ(ρc(τ)),w) commutes with right-translation,
Z∗(s, f∗, ω∗)
Z(s, f∗, ω∗) =
Z∗(s, ⟨w′,1⟩−1 ⋅ f,ω)
Z(s, ⟨w′,1⟩−1 ⋅ f,ω) = π(iG)−rkτ0(⟨rrIk,1⟩)2c∣r∣2kc(s−1/2)τ0(iGLk)−rcγ(s, π × τ,ψ).
This together with (5.40) implies (4.22).
Proof of Lemma 33. First observe that since (f,ω) ↦ Z(s, f,ω) belongs to (4.15), (ω, f) ↦
Z(s, ⟨w′,1⟩−1 ⋅f,ω) belongs to the analog of (4.15) with ψU replaced by w′ψU and (G,G) replaced
by w
′(G,G). The integral Z1(s, f,ω) belongs to the same space, by a direct verification of its
equivariance properties. It follows that Z1(s, f,ω) and Z(s, ⟨w′,1⟩−1 ⋅ f,ω) are proportional,
and it remains to compute the proportionality factor using a substitution. A priori since both
integrals are nontrivial (for certain choices of data), if they are proportional, the proportionality
factor must be nonzero.
Denote for any integers d, l ≥ 0, Nd,l = Id +Matd(̟lO). Set Nl = N2rkc,l. There is l0 ≫ 0 such
that H(m,r) is split over Nl0 . Let y ↦ ⟨y, ς(y)⟩ be one such splitting and let u− ↦ ⟨u−, ς−(u−)⟩
be the splitting of N−H . Then y ↦ ς(y)ς−(y)−1 is in Hom(N−H ∩ Nl0 , µm) (a locally constant
character). Hence there is l≫ l0 such that ς = ς− on N−H ∩Nl, and the symmetric argument on
NH implies we can already assume (possibly further increasing l) ς = 1 on NH ∩Nl. Also fix a
splitting u ↦ ⟨u, ς ′(u)⟩ of δ0w′−1N−H in H(m,r) and take l≫ l0 such that ς = ς ′ on δ0w′−1N−H .
Consider some w0 ∈ W+2rkc. Since w0Nl = Nl, for any subgroup Y < Nl such that w0⟨y,1⟩ =⟨w0y,1⟩ we have the splittings w0y ↦ ⟨w0y, ς(w0y)⟩ and w0y ↦ y ↦ w0⟨y, ς(y)⟩ = ⟨w0y, ς(y)⟩, hence
we may take l such that ς(y) = ς(w0y), for all y ∈ Y . We assume this for Y = e2(Nc,l) < Nl and
w0 = δ0w′ (use Lemma 3).
Now let f be such that ⟨δ0,1⟩ ⋅ f is right-invariant on {⟨v, ς(v)⟩ ∶ v ∈ Nl}, supported in
P̃ (δ0δ−11 )Nl and with δ0 ⋅ f(s, ⟨I2rkc,1⟩) = 1. The du0-integral of Z1(s, f,ω) takes the form
∫
U0
δ0 ⋅ f(s, ⟨δ0δ−11 u0,1⟩⟨w′e2(g),1⟩⟨δ0,1⟩−1)w′ψU(u0)du0.(5.43)
Then δ0(w′ e2(g)−1(δ−11 u0))δ−10 = δ0ug with ug ∈ UP depending on u0 and g. The condition on the
support of ⟨δ0,1⟩ ⋅ f implies that the integrand vanishes unless g−1 ∈ Nc,l, and the nontrivial
coordinates of u0 belong in ̟lO. Specifically if we identify UP with matrices in Matrkc (the
top right block of u ∈ UP belongs to Matrkc) and denote u0 = [(X Y0 Z )] where 0 ∈ Matc, ug =[( X Y−g−1 g−1Z )]. In H(m,r), using (1.7), (1.8) and (1.9),
⟨δ0δ−11 u0,1⟩⟨w′e2(g),1⟩⟨δ0,1⟩−1 = δ0⟨w′e2(g),1⟩⟨δ0ug, ς−(δ0ug)⟩.
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Also δ0⟨w′e2(g),1⟩ = ⟨δ0w′e2(g),1⟩ by Lemma 3, and ⟨δ0ug, ς−(δ0ug)⟩ = ⟨δ0ug, ς(δ0ug)⟩ by our choice
of l. Then (5.43) becomes
∫
U0
δ0 ⋅ f(s, ⟨δ0w′e2(g),1⟩⟨δ0ug, ς(δ0ug)⟩)du0 = vol(U0 ∩Nl)δ0 ⋅ f(s, ⟨δ0w′e2(g),1⟩).
Note that w
′
ψU(u0) was omitted because for a sufficiently large l we can assume it is trivial on
u0. Thus if we choose ω which is right-invariant on {⟨g, ς(e2(g))⟩ ∶ g ∈ Nc,l} (this is possible by
(1.18)) and ω(⟨Ic,1⟩) = 1, and note that ς(e2(g)) = ς(δ0w′e2(g)) for g ∈ Nc,l by our choice of l,
f(s, ⟨δ0w′e2(g),1⟩)ω(⟨g,1⟩) = f(s, ⟨δ0w′e2(g), ς(δ0w′e2(g))⟩)ω(⟨g, ς(e2(g))⟩)(5.44)
= δ0 ⋅ f(s, ⟨I2rkc,1⟩)ω(⟨Ic,1⟩) = 1.
Therefore Z1(s, f,ω) = vol(U0 ∩Nl)vol(Nc,l).
Similarly computing Z(s, ⟨w′,1⟩−1 ⋅ f,ω), we see that
δ0δ1u0e2(g)w′−1δ−10 = δ0w′e2(g) ⋅ ⎛⎝
Ic −Z 0 g
I(rk−1)c 0 0
I(rk−1)c Xg
Ic
⎞
⎠ ⋅
δ0[( X Y −XZ−g−1 g−1Z )].
(δ0w
′
e2(g) = diag(I(2rk−1)c, g).) As above, the integrand vanishes unless g−1 ∈ Nc,l, and the
coordinates of X,Y and Z belong in ̟lO. In H(m,r) we have
δ0 ⋅ f(s, ⟨δ0δ1u0,1⟩⟨e2(g),1⟩⟨w′,1⟩−1⟨δ0,1⟩−1)
= δ0 ⋅ f(s, ⟨δ0w′e2(g),1⟩⟨δ0[( X Y −XZ−g−1 g−1Z )], ς(δ0[( X Y −XZ−g−1 g−1Z )])ϑ(g,X,Y,Z)⟩)
= ϑ(g,X,Y,Z)δ0 ⋅ f(s, ⟨δ0w′e2(g),1⟩).
Here ϑ(g,X,Y,Z) ∈ µm is uniquely determined by σ♢2rkc and l, and l only depends on H(m,r)
and ψ; the second equality holds because ς = ς ′. Hence the du0-integral becomes
δ0 ⋅ f(s, ⟨δ0w′e2(g),1⟩)∫
U0
ϑ(g,X,Y,Z)du0
and by (5.44), Z(s, ⟨w′,1⟩−1 ⋅f,ω) = ∫Nc,l ∫U0 ϑ(g,X,Y,Z)du0dg. The constant β is then vol(U0∩
Nl)vol(Nc,l) divided by this integral, which clearly depends only onH(m,r) and ψ, and is nonzero
as we already explained above. 
Remark 34. There is a priori no reason to expect β to be independent of the representations.
5.11. Functional equation. Assume G = Spc. If m is odd, let π0 denote the representation of
GL
(m,r)
1 constructed in § 3.3, corresponding to ε⊗1. Then by (3.11) and (3.10), and since π
∗
0 = π0
and π0(⟨(−1)r,1⟩) = 1, we have γ(s, τ,ψ)γ(1 − s, τ̃ , ψ) = ητ(⟨−1,1⟩). In addition ητητ∗ = 1, thus
ϑ(s, c, τ,ψ)ϑ(1 − s, c, τ̃ , ψ) = ητ(⟨−1,1⟩)N . Together with (4.12) we obtain
γ(s, π × τ,ψ)γ(1 − s, π × τ̃ , ψ) = ητ(⟨−1,1⟩)N .
For G = GLc a similar argument shows γ(s, π × τ,ψ)γ(1 − s, π × τ̃ , ψ) = 1. Then (4.23) follows
from (4.22) and (4.21).
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6. L- and ǫ-factors
We define the local factors using Theorem 27, as in § 3.3, following Shahidi [Sha90] (see also
[LR05, Gan12, CFK]). Let π and τ be as in § 4.3. Assume F is non-archimedean. When π
and τ are tempered, L(s, π × τ) = 1/P (q−s) for P (X) ∈ C[X] with P (0) = 1 such that that the
zeroes of P (q−s) coincide with the zeros of γ(s, π × τ,ψ). By (4.21), L(s, π × τ) is independent
of ψ, and this leads to the definition of ǫ(s, π × τ,ψ), which is in C[q−s, qs]∗ by (4.23). The
definition when τ is essentially tempered is immediate from (4.17).
When π = ∣det ∣t0π0 for t0 ∈ R∗ and a tempered π0, which only happens when G = GLc, we de-
viate from [CFK] because we do not have (4.24) for c > 1. Let t be an auxiliary complex param-
eter. For ∣det ∣tπ0×τ , (4.15) is at most one-dimensional in a finite intersection of open sets {s, t ∈
C ∶ qbisqb
′
it ≠ ci}. This follows from [GK, (2.7)], identity µ(a)∣a∣bs = θh((1, a)) in the notation
of loc. cit. changes to µ(a)∣a∣bs+b′t = θh((1, a)) for some b′ ∈ Z when π0 is replaced by ∣det ∣tπ0.
Hence by Bernstein’s continuation principle ([Ban98a]) γ(s, ∣det ∣tπ0 × τ,ψ) ∈ C(q−s, q−t). We
can then write γ(s, ∣det ∣tπ0 × τ,ψ) = P1(q−s, q−t)/P2(q−s, q−t) for some relatively prime P1, P2 ∈
C[X,Y ]. Denote P1(X,Y ) = ∑i≥0X iP i1(Y ) where P i1(Y ) ∈ C[Y ] and let i0 be minimal such
that P i1(q−t0) ≠ 0. Note that i0 exists, because otherwise P1(q−s, q−t0) would be identically 0, but
for each fixed t, γ(s, ∣det ∣tπ0×τ,ψ) is a well defined and nontrivial rational function in q−s. De-
fine P (X) = X−i0P i01 (q−t0)−1P1(X,q−t0) (then P ∈ C[X], P (0) = 1) and L(s, π × τ) = 1/P (q−s).
Similarly for π̃ = ∣det ∣−t0 π̃0, γ(s, ∣det ∣tπ̃0 × τ̃ , ψ−1) = P3(q−s, q−t)/P4(q−s, q−t), i0 is minimal such
that P i03 (qt0) ≠ 0, P ′(X) =X−i0P i03 (qt0)−1P3(X,qt0) and L(s, π̃ × τ̃) = 1/P ′(q−s). Now define
ǫ(s, π × τ,ψ) = γ(s, π × τ,ψ)L(s, π × τ)
L(1 − s, π̃ × τ̃) =
γ(s, π × τ,ψ)P ′(qs−1)
P (q−s) .
Then (4.23) still implies ǫ(s, π×τ,ψ) ∈ C[q−s, q−t]∗. Note that we do not claim the definition for∣det ∣t0π0 × τ agrees with the tempered case when t0 = 0 (although it would follow from (4.24)).
Having defined L- and ǫ-factors for essentially tempered π and τ , the general case is defined
via the Langlands classification: Let (⊗d′i=1σi)⊗π′ be Langlands’ data for π, where π′ is omitted
when ⊗d
′
i=1σi is a representation of a Levi subgroup of Spc of rank n or if G = GLc; and let ⊗dj=1τj
be Langlands’ data for τ0 (τ = τ0 for Spc, or τ0 ⊗ τ∗0 for GLc). Then
L(s, π × τ) =∏
i,j
L(s, σi ⊗ (τj ⊗ τ∗j ))∏
j
L(s, π′ × τj).(6.1)
Here the product ∏j L(s, π′ × τj) is included only when G = Spc and either π′ appeared in the
inducing data of π, or π′ did not appear but m is odd in which case L(s, π′ × τj) is taken to be
L(s, τj). The factor ǫ(s, π × τ,ψ) is defined using the same product of ǫ-factors.
When data are unramified, by Lemma 5, (4.20) and the definitions we deduce that L(s, π×τ)
equals the unramified L-function of § 1.5 and ǫ(s, π × τ,ψ) = 1. In this case by (4.20), when
G = GLc and π0 is tempered,
L(s, ∣det ∣tπ0 × τ) = L(s + t, π0 × τ)L(s − t, π̃0 × τ)
and L(s, ∣det ∣t0π0 × τ) is the expected L-function for ∣det ∣t0π0 × τ .
For F = C define L(s, π × τ) = L(s, r ○ ϕ) and ǫ(s, π × τ,ψ) = ǫ(s, r ○ ϕ,ψ) with the notation
of Theorem 27.
According to (4.18), (4.19), (4.17) and (4.25), over any local field,
γ(s, π × τ,ψ) = ǫ(s, π × τ,ψ)L(1 − s, π̃ × τ̃)
L(s, π × τ) .(6.2)
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Finally we define the complete L-function. Let G = Spc. Let π and τ be genuine irreducible
cuspidal representations of G(m)(A) and GL(m,r)k (A). Define L(s, π × τ) =∏ν L(s, πν × τν).
Theorem 35. The L-function L(s, π×τ) is absolutely convergent for Re(s)≫ 0, admits mero-
morphic continuation to C and satisfies a functional equation L(s, π×τ) = ǫ(s, π×τ)L(1−s, π̃×τ̃).
Proof. The proof is similar to the proof of Theorem 24. Briefly, the convergence and mero-
morphic continuation follow from the properties of the global integral (5.35), (5.36) and the
local integrals (see § 4.3), note that bS(s, c, τ) (in (5.36)) admits meromorphic continuation by
[Gao18b]. The functional equation follows from (4.26), (6.2) and (4.21). 
7. Shimura lift from Sp(2)c (A) to GLN(A)
Let G = Spc, N = c (c = 2n). Let F be a totally imaginary number field with a ring of adeles
A, and S∞ be the set of complex places. Let π be a genuine cuspidal representation of G(2)(A).
Theorem 36. The representation π of G(2)(A) has a Shimura lift Π to GLN(A).
To prove the theorem, we construct the candidate lift Π as in [CKPSS04, CFK], then verify
the conditions of the Converse Theorem of [CKPSS01, § 2] (the twisted version of [CPS94]).
Fix a nonempty finite set of finite places Sπ such that for all finite ν ∉ Sπ, πν is unramified.
We use ϑ = γψ to parameterize π (see § 1.5). For a finite ν ∉ Sπ, πν is a constituent of a
genuine unramified representation Ind
G(2)(Fν)
B̃G(Fν)
(⊗ni=1ε⊗ϑµi) and Πν is the irreducible unramified
constituent of Ind
GLN(Fν)
BGLN (Fν)
(⊗ni=1µ2i ⊗ µ−2i ). For ν ∈ S∞, let Πν be the local functorial lift of the
representation θ(Πν) attached to π by the theta correspondence, to GLN(Fν) (for θ(Πν) see
[How89, AB95]; for the lift see [Bor79, Lan89] and [CKPSS04, § 5.1]). For ν ∈ Sπ, let Πν be an
arbitrary irreducible representation of GLN(Fν) with a trivial central character. Put Π = ⊗′νΠν .
The central character of Π is trivial.
The product L(s,Π) is absolutely convergent for Re(s)≫ 0, because if τ0 is the “standard”
representation of GL
(2,1)
1 (A) defined in § 3.3 (i.e., τ0,ν corresponds to ε⊗ϑν), LS(s,Π) = LS(s, π×
τ0) for S = Sπ ∪ S∞.
Let η be an automorphic character of A∗, which is sufficiently highly ramified over all ν ∈ Sπ,
and let A0(Sπ, η) be the set of cuspidal representations τ ′ of GLk(A) such that for ν ∈ Sπ, τ ′ν is
the twist of an unramified representation by ην , and 1 ≤ k < N . For τ ′ ∈ A0(Sπ, η), let τ = ϑ⊗τ ′
be the genuine cuspidal representation of GL
(2,1)
k (A) corresponding to τ ′ (see § 1.6). For each
ν ∈ Sπ, if τ ′ν = ην Ind
GLk(Fν)
BGLk(Fν)
(⊗ki=1χν,i) where χν,i are unramified, ϑν ⊗ τ ′ν is either unramified if∣2∣ = 1, or ramified when ∣2∣ < 1 but the ramification level of ϑνηνχν,i still depends only on ην ,
because ϑν is fixed independently of τ ′.
Proposition 37. L(s, π × τ) = L(s,Π × τ), ǫ(s, π × τ) = ǫ(s,Π × τ) and L(1 − s, π̃ × τ̃) =
L(1 − s,Π∨ × τ∨). Moreover, the L-factors for ν ∈ Sπ are trivial.
Proof. The equality between the local L- and ǫ-factors for ν ∉ Sπ follows from the proof of [CFK,
Lemma 48], which extends to G(2), by virtue of Lemma 5, Theorem 27 and § 6, and using the
fact that since GL(2,1)c (Fν) is split over GLc(Fν), the γ-factor for GL(2,1)c (Fν) × GL(2,1)k (Fν)
coincides with the linear γ-factor of [CFK]. The similar equality for ν ∈ S∞ holds by the
definitions and (4.25).
Let ν ∈ Sπ. We omit ν and use local notation, i.e., π = πν , and recall ϑ = γψ. Let θψ(π)
be the irreducible representation of SOc+1 given by the theta correspondence, where SOc+1 is
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either split or non-split ([GS12, Theorem 1.1], the assumption that the residue characteristic
is odd was removed by [GT16], see also [How89, Wal90, GGP12]). Also let π0 be an arbitrary
irreducible representation of SOc+1. Assume k = 1. Then τ = ϑ⊗ ηχ where χ is an unramified
quasi-character of F ∗. According to [GS12, Theorem 1.3], γ(s, π × τ,ψ) coincides with the
γ-factor γSOc+1(s, θψ(π) × ηχ,ψ) for SOc+1 ×GL1 defined in [LR05, RS05]. For the latter, the
stability result of Rallis and Soudry [RS05] together with the fundamental properties of the
γ-factor proved in [LR05] (in particular, the multiplicative properties and low rank cases) and
[JS85] imply γ(s, θψ(π)×ηχ,ψ) = γ(s,Π×ηχ,ψ) (see [CKPSS01, CKPSS04]). Now we proceed
exactly as in [CFK, Lemma 51] to obtain the result on the L- and ǫ-factors for all k ≥ 1. 
Remark 38. The theta correspondence does not seem to play a crucial role here: One can ex-
tend the arguments of [RS05] to obtain stability for the Sp(2)c ×GL
(2,1)
1 γ-factor. In the generic
setting Zhang [Zha17] proved stability when q is odd for the Rankin–Selberg γ-factor from
[Kap15]. One can also attempt to use the Langlands–Shahidi γ-factor (see [CPSS08, Szp13]).
Thus L(s,Π × τ) = ǫ(s,Π × τ)L(1 − s,Π∨ × τ∨) follows from Proposition 37 and Theorem 35.
Proposition 39. L(s,Π × τ) and L(1 − s,Π∨ × τ∨) are entire.
Proof. As in [CFK, Theorem 68] consider (5.36), with the finite set S of places outside which
all data are unramified, and multiply both sides by bS(s, c, τ). The function bS(s, c, τ) is entire,
because bS(s, c, τ ′) is entire by [KS02, Proposition 2.1] (τ ′ is not self-dual).
Next we see that Z(s,ϕ1, ϕ2, f) is holomorphic in Re(s) ≥ 1/2. This follows from [CFK,
Theorem 66], where we proved that the Eisenstein series is holomorphic given the condition on
τ ′. Since r = 1, the section f belongs to the space of IndH
(2)(A)
P̃(A)
(∣det ∣s−1/2Eτ) where MP = GLkc
as in the linear case. Hence the constant term computation from [JLZ13, Proposition 2.3] is
still valid, and the (global and local) intertwining operators (see [CFK, (10.2)]) only involve the
representation τ of GL
(2,1)
k , so that their analytic results can be deduced from the linear case.
The remaining poles to consider (when we argue as in the proof of [CFK, Theorem 66]) are
those in the strip 1/2 < Re(s) < 1. Let ρ(h) be the leading coefficient of the Laurent expansion
of E(h; s, f) about s in this strip. The computation of the exponents of the series ([CFK,
Lemma 65]) still applies, because r = 1 and using [CFK, (10.2), (10.3) and (10.6)], so that ρ is
square-integrable. Now we apply [MW95, § III.3.1], which is valid for a large class of covering
groups, in particular Sp(m)c for all m, as in [CFK, Theorem 66].
Specifically, let N(H) ≥ 1 be the integer defined in [MW95, § III.3.2], and Aν0 be the
subgroup of a ∈ A∗ such that aν = 1 for all ν ≠ ν0 and aν0 ∈ O∗2ν0 for some ν0 ∈ Sπ. Then{⟨diag(I(c−1)k, aIk),1⟩ ∶ a ∈ Aν0} is a subgroup of CM̃(kc)(A) ∩H(2)(A). The restriction of the
N(H)-th power of the central character of the representation τ⊗. . .⊗τ of M̃(kc)(A) to this group
is given by τ
N(H)
ν0 (⟨aν0Ik,1⟩) = (ϑν0ην0)N(H)(akν0), which is not positive real, if ην0 is sufficiently
highly ramified independently of τ . Therefore ρ can not be square-integrable.
It remains to show that if πν is unramified or ν ∈ S∞, each pole of L(s, πν ×τν) at Re(s) ≥ 1/2
occurs with the same multiplicity in Z(s,ω, f) for an entire (factorizable) section f , which is
also K̃Hν -finite for each ν ∈ S∞. In [CFK, Theorem 68] this was obtained by combining [CFK,
Lemma 53] for the places where πν is unramified with [CFK, Corollary 44 and Lemma 58]
for ν ∈ S∞. In the former case ∣2∣ = 1 whence GL(2,1)k (Fν) is split over GLk(Fν), then [CFK,
Lemma 53] is directly applicable. In the latter [CFK, Corollary 44 and Lemma 58] are imme-
diately applicable because Fν = C and ρc(τν) is (rk, c) = (k, c) for r = 1. 
Proposition 40. L(s,Π×τ) and L(1−s,Π∨ ×τ∨) are bounded in vertical strips of finite width.
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Proof. This follows as in [CFK, Corollary 71] from [CFK, Theorem 70], which is based on the
argument of [GL06, Proposition 1]. The properties of LS∞(π × τ) are identical with those in
the linear case ([CFK, Lemma 50]). It remains to know LS(s, π × τ) is a meromorphic function
of finite order, which is Theorem A.2 in Appendix A. 
The existence of a Shimura lift Π′ now follows from the Converse Theorem [CKPSS01, § 2],
namely, there exists an irreducible automorphic representation Π′ of GLN(A) such that Π′ν ≅ Πν
for all ν ∉ Sπ. The proof of Theorem 36 is complete.
When we combine this theorem with the characterization of the image of global functoriality
of Ginzburg, Rallis and Soudry [GRS11, § 11] using their descent method (for generic represen-
tations), and with the strong multiplicity one result for isobaric representations ([JS81a, JS81b])
we conclude the analog of [CKPSS04, Corollary 7.1], that no data is lost at the places of Sπ:
Corollary 41. If π is globally ψ-generic, Π is the unique lift of π.
As another corollary, over non-archimedean fields we have the following “local Converse
Theorem”, which follows from [CFK, § 11] in a straightforward manner. For a genuine ir-
reducible representation π of G(2), an irreducible representation Π of GLN is called a (local)
Shimura lift of π if for every irreducible supercuspidal representation τ of GLk and all k,
γ(s, π × τ,ψ) = γ(s,Π × τ,ψ). According to Henniart [Hen02, Proposition 1.9], this condition
uniquely determines the supercuspidal support of Π. Then we have the following local map l,
from genuine irreducible representations of G(2), to the set of equivalence classes of irreducible
supercuspidal representations of general linear groups, such that the supercuspidal support of
any lift of π is l(π). When π is supercuspidal, l(π) exists by the analog of [CFK, Corollary 72]
(which adapted the proof of [CKPSS04, Proposition 7.2]), and is based on the globalization of π
using [Hen84, Appendice 1], the globalization of an irreducible supercuspidal representation τ ′
of GLk using [Sha90, § 5], the proof above and (4.26). The only difference is, after we globalize
τ ′, we use the representation τ = ϑ⊗ τ ′ of GL(2,1)k (A). Now l is extended to arbitrary genuine
irreducible representations as in [CFK, § 11].
Appendix A. On a result of Mu¨ller
The purpose of this section is to prove, in the setup of general covering groups, that partial L-
functions occurring in the constant term of Eisenstein series with cuspidal data are meromorphic
functions of finite order. This is one of the main ingredients towards proving that entire
complete L-functions are bounded in vertical strips of finite width, a property which is one of
the conditions of the Converse Theorem (e.g., [CPS94]).
In the linear case, for globally generic representations boundedness in vertical strips was
proved by Gelbart and Shahidi [GS01], using deep results of complex analysis. Gelbart and
Lapid [GL06] generalized and sharpened some of the results of [GS01], while providing a proof
which underlines the role of Mu¨ller’s bounds [Mu¨l89, Mu¨l00] on the growth of Eisenstein series
(Mu¨ller’s bounds were also crucial for [GS01]). To us, the advantage of the approach of [GL06]
is that their proof, being independent of the Whittaker model, lends itself to “transparent
extensions” to covering groups (once the local theory is fully developed).
Let G be a reductive group defined over a totally imaginary field F . Assume G̃(A) is a
topological central extension of G(A) by µm, satisfying the properties from [MW95, § I.1]
(this includes the coverings of [Moo68, Ste68, Mat69, BD01]), realized using a 2-cocycle ρ ∈
Z2(G(A), µm). Fix a splitting y ↦ ⟨y, η(y)⟩ of G(F ) in G̃(A). Recall G̃(A) ≅ {(ǫν)ν ∈ µm ∶
∏ν ǫν = 1}/∏′ν G̃ν(Fν), where ∏′ν G̃ν(Fν) is a restricted direct product with respect to, say,
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(Kν , ην)ν∉S, Kν = G(Oν), yν ↦ ⟨yν , ην(yν)⟩ is a splitting of Kν in G̃(Fν), and S is a sufficiently
large finite set. Let G(Afin) = ∏′ν∉S∞ G(Fν) and G∞ = ∏ν∈S∞G(Fν). Our assumption on F
implies G̃∞ is split over G∞. Thus we can assume ρ and the 1-cochain η are trivial on S∞, i.e.,
ρ = ρS∞(=∏ν∉S∞ ρν) and similarly η = ηS∞. It also follows that for x∞ ∈ G∞ and y ∈ G(Afin),
⟨x∞,1⟩⟨y,1⟩ = ⟨x∞y,1⟩ = ⟨y,1⟩⟨x∞,1⟩.
In particular x∞ and y commute in G̃(A).
Mu¨ller [Mu¨l89] carried out his analysis on the space L2(Γ/G∞) where Γ is an arithmetic
group, then used the correspondence between automorphic forms on G(A) and G∞ given in
[BJ79, § 4.3(2)], to derive an adelic version of the Trace Class Conjecture proved in [Mu¨l89,
Corollary 0.2] (see [Mu¨l89, pp. 527–528]). We start by extending (the formal part of) this
correspondence to G̃(A).
Let K0 < G(Afin) be a compact open subgroup such that G̃(A) is split over K0, and fix a
splitting y ↦ ⟨y, ς(y)⟩ of K0 in G̃(A). Denote the projection of G(F ) into G(Afin) by G(F )fin,
and for g ∈ G(A) put Γg = (G∞ × gK0) ∩G(F ).
Since η = ηS∞, y ↦ ⟨y, η(y)⟩ is a splitting of G(F )fin in G̃(A). For y ∈ K0, write g⟨y, ς(y)⟩ =⟨gy, ςg(y)⟩. If gy ∈ G(F )fin, gy ↦ ⟨gy, ςg(y)⟩ and gy ↦ ⟨gy, η(gy)⟩ are both splittings of gK0 ∩
G(F )fin, thus µg(y) = ςg(y)η−1(gy) is a character of gK0∩G(F )fin. In addition (because η = ηS∞)
the image of the projection of {⟨x, η(x)⟩ ∶ x ∈ Γg} into G̃∞ is contained in {⟨x∞,1⟩ ∶ x∞ ∈ G∞}.
Consider a genuine function f on G(F )/G̃(A)/K0, where G(F ) and K0 are identified with
subgroups of G̃(A) using η and ς (resp.). Then
f(⟨g, ǫ⟩) = f(⟨g, ǫ⟩⟨y, ς(y)⟩) = µg(y)f(⟨g, ǫ⟩).
Hence f vanishes on the preimage of gG∞ in G̃(A), unless µg is trivial.
Write G(A) = G(F )GG∞K0 where G ⊂ G(A) is a finite set of elements whose components
at S∞ are all trivial, and let G◇ = {g ∈ G ∶ µg = 1}. For f as above and g ∈ G, let fg be the
(genuine) function on G̃∞ defined by fg(⟨x∞, ǫ⟩) = f(⟨g,1⟩⟨x∞, ǫ⟩). If z∞ ∈ G∞ and y ∈ K0
satisfy z∞gy ∈ Γg,
fg(⟨z∞,1⟩⟨x∞,1⟩) = f(⟨z∞gy, ςg(y)⟩⟨g,1⟩⟨x∞,1⟩) = µg(y)fg(⟨x∞,1⟩) = fg(⟨x∞,1⟩),
where the last equality holds either because fg vanishes on both sides, or µg(y) = 1.
In the opposite direction assume (fg)g∈G◇ is a genuine function on ∐g∈G◇(Γg/G̃∞). Define a
genuine function f on G(F )/G̃(A)/K0 by f(h) = fg(⟨x∞, ǫ⟩) where
h = ⟨z, η(z)⟩⟨g, ǫ⟩⟨x∞,1⟩⟨y, ς(y)⟩, z ∈ G(F ), g ∈ G♢, x∞ ∈ G∞, y ∈K0.
The equivariance properties are satisfied, once we prove f is well defined. Indeed if
h = ⟨z′, η(z′)⟩⟨g′, ǫ′⟩⟨x′∞,1⟩⟨y′, ς(y′)⟩
with similar notation, then g = g′, (x′∞x−1∞ )g(y′y−1) = z′−1z ∈ G(F ) and
⟨(x′∞x−1∞ )g(y′y−1), ςg(y′y−1)ς−1(y′y−1)ρ(y′, y−1)ρ(y, y−1)−1ς(y′)ς−1(y)ǫ′ǫ−1⟩
= ⟨z′−1z, ρ(z′−1, z)ρ(z′, z′−1)−1η−1(z′)η(z)⟩.
Hence
ςg(y′y−1)ς−1(y′y−1)ρ(y′, y−1)ρ(y, y−1)−1ς(y′)ς−1(y)ǫ′ǫ−1 = ρ(z′−1, z)ρ(z′, z′−1)−1η−1(z′)η(z).
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Because g ∈ G◇, µg = 1 whence ςg(y′y−1) = η(g(y′y−1)) and because ς(y1)ς(y2)ρ(y1, y2) = ς(y1y2)
for all y1, y2 ∈K0 and ς is trivial on the identity,
η(g(y′y−1))ǫ′ǫ−1 = ρ(z′−1, z)ρ(z′, z′−1)−1η−1(z′)η(z).
In addition since g(y′y−1) coincides with the projection of z′−1z into G(Afin) and η = ηS∞,
η(g(y′y−1)) = η(z′−1z) = ρ(z′−1, z)η(z′−1)η(z), then using ρ(z′, z′−1)−1η−1(z′) = η(z′−1) we con-
clude ǫ = ǫ′.
Also observe that the space of genuine functions on Γg/G̃∞ is isomorphic to the space of
functions on Γg/G∞. To summarize:
Corollary A.1. The map f ↦ (fg)g∈G◇ is a bijection between genuine functions on G(F )/G̃(A)/K0
and ∐g∈G◇(Γg/G∞).
Theorem A.2. Assume G is split over F , M is the Levi part of a maximal parabolic subgroup
P =M ⋉ U of G and π is a genuine cuspidal representation of M̃(A). The partial L-function
LS(s, π) defined in [Gao18b] is a meromorphic function of finite order. In particular with the
notation of (4.26), LS(s, π × τ) is a meromorphic function of finite order.
Proof. Let E(g,ϕ, s) be the Eisenstein series attached to the representation induced from P̃ (A)
and π to G̃(A). We use notation as in [GL06, § 2.2] except that M(A) is replaced with M̃(A),
M(F ) is regarded as a subgroup of M̃(A) by first embedding it in G(F ) then using the splitting
fixed above, and the maximal compact subgroup is K̃, where K is a maximal compact subgroup
of G(A) as in [MW95, § I.1.4]. The section ϕ is standard, i.e., its restriction to K̃ is independent
of s, and also K̃-finite.
We argue as in the proof of [GL06, Theorem 2]: the inductive step [Sha90, Proposition 4.1]
was extended to the covering groups of [BD01] in [Gao18b, § 8.3], and it remains to prove:
● There exists a nontrivial entire function q(s) of finite order and constants c0, l > 0, such that
for any compact set C ⊂ G(A), there is c1 > 0 satisfying ∣q(s)E(g; s,ϕ)∣ ≤ c1ec0∣s∣l for all g ∈ C
and s ∈ C.
In the linear setting this result was contained in [Mu¨l00, Theorem 0.2] and proved in [Mu¨l00,
Corollary 3.4, (3.15), Lemma 3.1 and Proposition 3.2]. The proof was based on the inner
product formula of Langlands for truncated Eisenstein series ([Lan66, Art80]) and on growth
bounds for (normalized) intertwining operators. We describe the extension of these to covering
groups.
The general properties of Eisenstein series and global intertwining operators were developed
simultaneously for reductive groups and their coverings in [MW95] (see [MW95, § II.1.5–7,
§ IV]). In particular:
(1) Fix a character ξ of the center CM̃(A) of M̃(A), a character µ of the center z of the enveloping
algebra of the Lie algebra of G∞, and a finite-dimensional unitary representation σ of K̃.
The subspace of cusp forms on U(A)M(F )/G̃(A) which translate on the left under CM̃(A)
by ξ, and are eigenvectors for z with eigenvalue µ, on which K̃ acts by σ, is finite-dimensional
(see [MW95, I.2.17–18] for the precise definitions and results).
(2) The singularities of Eisenstein series and intertwining operators lie on root hyperplanes
([MW95, § IV.1.11]).
(3) The truncation operator of Arthur [Art80] is also defined in the context of covering groups,
and the truncated Eisenstein series is square-integrable ([MW95, § I.2.13, § IV.3.4]).
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Li [Li13, § 3] extended the inner product formula of Langlands for truncated Eisenstein series
to coverings groups, and actually treated the more general asymptotic formula of [Art82b] (see
also [MW95, § II.2]).
For the intertwining operators, the main result of [Mu¨l89, Mu¨l00] was that cuspidal intertwin-
ing operators between associated parabolic subgroups can be normalized by entire functions of
finite order, so that the normalized operators are entire operator-valued functions of finite order.
The result for arbitrary parabolic subgroups ([Mu¨l00, Theorem 2.4]) was shown by first reduc-
ing to the rank-1 case, using the multiplicativity of intertwining operators, [Art81, Lemma 1.1]
and [Art82a, (1.4), (1.5)], all of which still apply. (Since P is maximal, for our purpose the
rank-1 case [Mu¨l00, Theorem 2.1] is sufficient.)
The rank-1 case was proved in [Mu¨l89] for automorphic forms on G∞, left-invariant under
certain arithmetic subgroups, and reinterpreted in the adelic setting in [Mu¨l00, pp. 1129–1131]
using the correspondence of [BJ79, § 4.3(2)], which extends to G̃(A) when we apply the formal
Corollary A.1 to automorphic forms. 
Remark 42. For this work there is no need to consider an arbitrary number field. Moreover,
in light of [GI18] applications of this section will probably be to coverings of rank m > 2, so that
taking a totally imaginary field is not a compromise.
Remark 43. In a recent work Bernstein and Lapid [BL] presented a proof of the meromorphic
continuation of general Eisenstein series on reductive groups, which does not use the spectral
theory. Their proof can probably also be extended to covering groups.
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