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This tool will be beneficial in many regions of the US, enabling risk reduction in oil and gas prospecting and decreased prospecting and development costs. In the 1998-1999 oil industry environment, many smaller exploration companies lacked the resources of a pool of expert exploration personnel. Downsizing, low oil prices and scarcity of exploration funds have also affected larger companies, and will, with time, affect the end users of oil industry products in the US as reserves are depleted. The proposed expert exploration tool will benefit a diverse group in the US, leading to a more efficient use of scarce funds and lower product prices for consumers.
This third of ten semi-annual reports contains an account of the progress, problems encountered, plans for the next quarter, and an assessment of the prospects for future progress.
Summary of Progress
During this six-month period the majority of data acquisition for this project was completed with the compiling and analyzing of well logs, geophysical data, and production information needed to characterize production potential in the Delaware basin. A majority of this data now resides in several online databases on our servers and is in proper form to be accessed by external programs such as web applications.
A new concept was developed and tested in well log analysis using neural networks. Bulk volume oil (BVO) was successfully predicted using wire line logs as inputs, providing another tool for estimating both the potential success of a well, and the interval to perforate.
Regional attributes have been gridded to a 40-ac bin (gridblock) size and our fuzzy ranking procedures have been applied to determine which attributes are best able to predict production trends in the basin, using the average value of the first 12 months of oil production as the value to be predicted.
A study to determine the ability of an artificial intelligence system to predict depth using seismic attributes in a Delaware field was completed and the results published. 1 Significant improvements over standard techniques were found particularly when test wells were on the dataset boundary where extrapolation is required.
An initial step in programming the expert system was undertaken, and a decision tree program was coded in Java Expert System Shell (JESS) that allows development and tabulation of rules and relationships between rules that can be used by our expert system. This important program allows lists of rules to be entered and easily tested and verified. 3 The design of the expert system itself was clarified and an expanded system was created where several distinct factors such as geologic/geophysical data, trap assessment, and formation assessment will be operated on in parallel to increase efficiency of the overall system.
Coding of the Java interface, which users will utilize to access data in the online databases and run the expert system, has begun. Development of the interface will be an important ongoing project over the next year and will eventually tie together the data and the expert system programs coded in JESS while allowing user customization and informative reports of results to be returned.
The second annual consortium meeting was held November 2, in Hobbs, New
Mexico. Research and progress to date was presented to a group of industry and academic professionals.
Progress and Discussion of Results

Geology
During the last half of 2000, further progress was made on geologic data acquisition and synthesis in the Brushy Canyon Formation and on discerning the relationships of these data to the presence of recoverable oil and gas. In order to complement previous work that identified productive areas from the lower Brushy Canyon Formation, 74 wells (shown in Fig. 1 ) were identified throughout the basin that had unsuccessfully attempted completions in the lower Brushy Canyon. These wells were identified after a thorough search of all wells that have been drilled in the New Mexico part of the Delaware Basin. Unsuccessful completions were defined as wells that penetrated the lower Brushy Canyon, with casing set through the lower Brushy Canyon and subsequently perforated but with no resulting commercial production of hydrocarbons. In many cases, the prospective pay zone in the Brushy Canyon was artificially fractured or otherwise stimulated in an attempt to establish production.
These unsuccessful tests were plotted on maps that show the distribution of reservoir quality sandstones in the lower Brushy Canyon (Figs. 2 and 3) . One of these plots revealed that many of the unsuccessful test wells were drilled where there is insufficient reservoir quality sandstone for commercial production to be established (shown in Fig. 2 ). The other plot revealed that many wells were located to the southeast of major pinchouts and oil accumulations and were therefore drilled into downdip, watersaturated portion of traps seen in Fig. 3 . However, in the western part of the basin, there were a substantial number of unsuccessful wells that penetrated thick sections of reservoir quality sandstones in the lower Brushy Canyon. The lack of exploratory success of these wells needs to be incorporated into the fuzzy logic system, so development of a method of identifying these areas via artificial intelligence was begun.
Work was undertaken to differentiate between productive and nonproductive reservoir quality sandstones. Two areas were selected for detailed data acquisition and analysis. These areas are identified by the blue rectangles in Fig. 4 . The eastern area is characterized by substantial and lateral contiguous production from the lower Brushy 
Geophysics
For the aeromagnetic, gravity, Brushy Canyon tops, and Brushy Canyon thickness maps, additional data attributes were computed. These attributes include first and second derivatives directionally aligned along latitude and longitude, dip magnitude and azimuth, and curvature magnitude and azimuth.
Engineering
Determining the water saturations in thin-bedded turbidites using wire-line logs is difficult; errors in Sw calculation frequently result in uneconomical completions.
Consequently, current Brushy Canyon completion decisions include expensive core information to provide an acceptable indicator of oil saturation to compensate for the Sw calculation problem. Completion decisions can be improved and less core data is needed using a method that correlates wire-OLQH ORJV ZLWK FRUH PHDVXUHG EXON YROXPH RLO 6 o ).
A neural network was trained and tested using density porosity, neutron porosity, and shallow and deep resistivity logs as input variables. The neural network was trained to predict the BVO product from whole core analysis. A neural network BVO log is shown in Fig. 5 .
The trained and tested neural network was then used to estimate BVO in 25
additional Brushy Canyon wells that were not used in the training, but had the same four wire-line logs. A 6 o cutoff of 22 units was determined and values greater than the cutoff were summed through the perforated interval in each well. The summed bulk volume oil of the 25 wells was plotted versus the first year's total production, shown in Fig. 6 . The plot suggests that E 6 o greater than 20,000 units will usually result in an economical new well, reentry, or re-completion.
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The usefulness of the nonlinear plot in Fig. 6 was improved by calculating the average, sum, and the standard deviation of the BVO log for each of the 25 wells. These statistical parameters were used as input to a neural network that was trained with Nash Draw #23 well information. The trained neural network was used to predict the first-year production values that are plotted versus the actual values in Fig. 7 .
Database
In order to relate production data from 2257 Brushy Canyon wells to the regional geophysical, geological and geochemical data, it is necessary to perform some data scaling. In New Mexico, Delaware well spacing is 40 acres. Therefore the minimum size of interest for any given area is 40 acres. The regional data was mapped, then gridded at an interval of one data point every 1320 ft. This resulted in 60,478 data points or 40-ac "bins" for each value or attribute calculated in the 3780-square-mile New
Mexico portion of the Delaware basin. With four base values and eight attributes calculated for each base value, the resulting data set contains 2,177,208 individual pieces of information. As we add other regional data this number will double or triple. Each bin has a corresponding location in both latitude/longitude and oilfield xy coordinate systems. Using these locations and the producing well locations it is possible to relate production to the regional data. The average value of the first 12 months of production from each well was selected as the production indicator. Well production from 2257 wells was processed to generate this production indicator. Twelve-month average values were calculated independently for oil, gas, and water production.
Oil is the primary factor in determining Brushy Canyon economics; however, significant gas production does exist and that needs either a separate analysis, or 8 inclusion via a total hydrocarbon equivalent calculation. Water production has a negative economic effect and also may need to be examined.
Computational Intelligence
Regional data analysis
Each of the 36 data and data attributes calculated and loaded into the database were analyzed using fuzzy ranking. Since it is both statistically dangerous and not computationally feasible to use all 36 attributes to form a regression relationship, software was developed based on a fuzzy-ranking algorithm 2 to select attributes best suited for predicting production indicators. The algorithm statistically determines how well a particular input (regional data or data attribute) could resolve a particular output (production indicator) with respect to any number of other inputs using fuzzy curve analysis. To illustrate the technique a simple example is given.
Consider a set of random numbers in the range {0,1} using x={x i }, i=1,2,…,99, and x i =0.01*i, and plot each value (y I = Random(x i )) as seen in where N is the size of the data set or the total number of fuzzy membership functions. Figure 10 shows the curves for the data sets shown in Figs. 8 and 9 . This simple example illustrates the ability of the fuzzy ranking approach to screen apparently random data for obscure trends such as the correlation between seismic attributes and reservoir properties.
Based on the deviation from a flat curve, each attribute is assigned a rank, which allows a direct estimation of which attributes would contribute the most to a particular regression. The fuzzy ranking algorithm was applied to select the optimal inputs (data or attributes) for computing the average value of the first 12 months of oil production in Brushy Canyon wells. The prioritized attributes are: 
Depth mapping using seismic attributes
Accurate depth maps are useful for reservoir development, particularly for stratigraphic and structural trap location, drilling depth and reservoir modeling. During this reporting period, three velocity-to-depth transforms were evaluated.
Well log and 3-D seismic data were used to construct three depth maps for the top of the target L horizon of the Nash Draw field in southeastern New Mexico. The first two depth maps were made using Landmark™ software packages TDQ and Z-map. The third depth map was made using a multilayer perceptron (MLP) neural network to regress for velocity at each seismic bin. At Nash Draw most of the wells are confined to the central region of the seismic survey, and conventional geostatistics reliably interpolated depths in the region defined by well control. The MLP approach used the best three of 28 "fuzzy" ranked seismic attributes to predict the average velocity field from the surface to the L horizon. Each map was constructed using 15 wells as control points, with three wells excluded for testing. Test wells 1 and 2 were located away from the control wells and had anomalous average velocities/depths.
The three test wells were used to compare the robustness of the computed depth maps, and all depth predictions were compared to the true depths determined from gamma ray logs for each well. TDQ, Z-map and MLP predicted values within 229.4, 104.7 and 7.6 ft, respectively, at test well 1; 129.4, 47.7 and 43.7 ft, respectively, at test 
Depth filtering of gravity data
Renewed interest in the Delaware Basin and surrounding area gravity and aeromagnetic data sets has been sparked with the advent of new computing tools. Current computing technology (processor speed and memory size) permits larger data sets to be used in combination with advanced modeling software to produce results that offer renewed interest in geophysical prospecting with potential field methods. The goal in this study was to offer an unbiased 3-D differential density model for the Delaware Basin and adjoining Central Basin Platform region covering 31-34° north latitude; -102--105° east longitude. Tikhonov regularization inverse techniques were applied to solve for the unknown density distribution of a model space described by rectangular blocks of dimension 16 × 16 × 3 (x, y, z). The Tikhonov regularization technique is the most widely used technique for regularizing discrete ill-posed problems. Because of the size of the model space (768 grid blocks) and the data space (1700 surfaces measurements) the system matrix, which relates the data to the unknown model parameters is considered slightly ill-posed. Tikhonov regularization provides a way of performing the inversion in a quick and stable manner, at a low cost. This method and current computer computing capability allowed this approach to be implemented on large gravity data sets with a sizable model space. Other advantages of the method include:
1)
Existing geologic information can be used to constrain the solution by using a starting model.
2)
Subjective user input is minimized.
3)
No problems are encountered related to wave number domain transforms (as in the upward/downward continuation problem).
Applying this method to a gravity data set covering southeast New Mexico and west Texas showed geologically believable results when compared to previous geologic work describing the basement structure. The method is too coarse for application to the Brushy Canyon interval in the Delaware Sands but the methodology is established with this work.
Expert system advances
In order for the expert system to run more efficiently, clarifications to the procedure have been made. An initial flow chart (Fig. 12 ) was expanded to reflect the desirability of breaking the analysis down into several parallel systems that combine results for output (Fig. 13) . The current working model is built on three tiers. The first tier is data entry and initialization. In this tier an applet is opened in the user's browser.
The applet allows the selection of an area of interest (AOI) using latitude/longitude, X/Y, or township-section-range coordinates. Once the AOI has been defined, the applet opens up a link to the online database to determine what information is available in that location. The data may include well logs, log analysis, regional data, and/or regional data analysis. At this stage the user also will be given default values for important analysis parameters that he may accept or alter to reflect personal or corporate philosophy. In tier two, the parameters from tier one are passed to the server and analyses are made using 13 several parallel expert systems. Analyses include such factors as regional indications, trap assessment, formation assessment, applicability of secondary recovery techniques or re-completions and other factors. Once these evaluations are made an overall evaluation, or risk assessment, will be applied and the current/projected price of oil or user input price included. The third tier outputs data from the server back to the client computer via the applet and provides reports, graphs, and tables to support the "expert" opinion made.
JESS (The Java Expert System Shell) has been selected as our expert system software. Aside from being publicly available, the software is versatile and written in the Java programming language, which is already being used in the project to develop the web interface. The final expert system will incorporate all the data gathered, and knowledge obtained for this project in a decision-making program that uses similar processes of elimination and decision that an expert human explorationist familiar with the Delaware basin would use. Therefore a preliminary program was written in JESS to input and test rules for the Fuzzy Expert System. The program, MakeTree, allows the input of crisp decisions in a simple and efficient manner. These "rules" could be entered by anyone with minimal knowledge of computers and the resulting decision tree can easily be tested along all branches by more knowledgeable persons. This program will be very useful in coding the hundreds or even thousands of rules needed for the project.
To reduce the complexity of developing a procedure, Java technology has been selected with development software that includes server-side and user-side program. Pure
Coding of Java interface
To date in this project, many kinds of data have been collected, generated and stored into several databases. For convenient user access, we intend to develop webbased application software. With web-based applications, the user simply installs a browser which contains the Java Virtual Machine (Netscape or Internet Explorer), and all of the application software and databases will reside on a host web server. When a user opens the application through the browser (browsing the web site), the requested part of the software will be downloaded into the user's computer (user side) via the Internet and is interpreted or is executed by their browser and Java Virtual Machine.
Both the regional data and production data are managed separately by a relational database system in Microsoft SQL and Microsoft Access on two different servers. Easyto-use interfaces accessing this data through a web-based application and interactive web interface will be developed.
The application software is divided into three layers:
• Interactive web interface layer
• Server layer
• Database interface layer
The first layer is the man-machine interface, which displays the menu, button, map and data including static data and dynamic data. Through it users can browse, search, access databases and send requests to the server by clicking at menu or button.
The second layer will process the user's request. It will find the relevant software or the data the user requested and display it in a user-side browser window. Software here consists of the HTML file, Java Applets and JSP tags. If Java Applets are contained in the HTML file, they will be downloaded to user side and then executed on the user machine by the Java Virtual Machine. If JSP files are requested or contained in the HTML file, they will initially be compiled by Java Engine on the server side and executed on the server to generate HTML files containing dynamic contents that are sent to the user side.
The third layer is the database interface. Data are stored in tables in several databases. The database manager systems are useful tools for the database administrator to manage huge amounts of data on the server side. When data in the database are requested by the user, the request will be sent to second layer where the query will be translated into the SQL language and sent to the database management system (third layer) that accesses relevant tables in the databases, gets the requested data and sends them back to the second layer.
Data to be accessed in this manner currently include regional data such as aeromagnetic, gravity, structure, thickness, source, and correlations and local data including production, logs and PredictOnline. Figure 12 shows the working interface as seen on a user-side browser.
Users can initiate operations by clicking on the relevant database seen as a menu on the left side of Fig. 12 to generate requested results. For example operations such as input, edit, delete, and search can be performed, or statistical operations can be applied.
When a user's query is a SQL statement, or translated into an SQL statement, the database will be queried and output similar to that seen in Fig. 13 The REACT team presented the results of their first-year research, which included
• Installation of the collected data into the database
• Construction of regional structure, isopach, and thickness-porosity maps
• Training of a neural network to predict the product of porosity and oil saturation (bulk volume oil) based on whole core measurements
• Use of fuzzy ranking to prioritize 3D seismic attributes that were then correlated with depth using a neural network
• Development of a radial basis function neural network for use as a log evaluation tool
• Development of an interactive web-based neural network, PredictOnline, coded in Java and available to consortium members for beta testing
• Completion of a draft design of the Fuzzy Expert Exploration (FEE) Tool system based on readily available software.
Problems
The acquisition of regional seismic lines continues to be a problem due to the value of the data. Local datasets are available such as those from the DOE-funded Nash Draw project. The processed data from this 3D data set was used to develop new methods of interpreting the distribution of thickness, porosity, water saturation and depth 19 throughout the survey area. The methodology can be applied throughout the Delaware Basin.
Coding of the required algorithms is an ongoing problem. The project's graduate students, who gain expertise in developing software, leave for high paying industry jobs following completion of a MS degree. Consideration was given to contracting the work to professional coders. Maintenance of the code is a major drawback to this solution of the web software problem.
Tasks for Next Six Months
Work commenced on detailed geologic and production data acquisition and analysis in commercial and noncommercial areas. The goal of the work is to evaluate the postulated explanations of production versus nonproductives area in a manner that can be rigorously applied to the fuzzy logic system. Initial work includes acquiring data that may be relevant to localized reservoir, seal, and source rock distribution that in turn may relate to commercial oil and gas accumulations. Detailed mapping and analysis of areal variability of porous vs. nonporous sandstones and hydrocarbon seals and source rocks commenced and is approximately 40% complete.
During the next reporting period work will proceed with the acquisition, digital mapping, and digital analysis of these variables. The distribution of these variables will be related to the distribution of production. The acquisition of digital log data will commence and this phase of the project will be integrated with work underway on neural network prediction of bulk volume oil as related to reservoir productivity.
Additional whole core analyses and open-hole logs from Delaware wells other than those in the Nash Draw Unit have been donated to the project. The neural network analysis technique will be tested with the new data.
newly mapped features for the next report.
Based on visual observations (linear correlations) the prospect of developing correlations between regional information and production indicators is good. These correlations alone will reduce the risk of drilling new Brushy Canyon wells. The task of coding of the web interface is proceeding at a deliberate pace with the REACT group developing the expertise required to generate the web software,
Conclusion
During this six-month period the majority of data acquisition for the Brushy Canyon project was completed and now resides in several online databases on our servers in a format that can be accessed by external applications. Regional data were gridded to a 40-ac bin (gridblock) size and fuzzy ranking was used to determine which attributes are best able to predict production trends in the basin. Bulk volume oil was successfully predicted using wire line logs as inputs, providing a new tool for estimating both the potential success of a well, and the interval to perforate. An artificial intelligence system was used to predict depth using seismic attributes in a Delaware field and significant improvements over standard techniques were found.
The design of the expert system itself was clarified, and initial coding of the expert system was undertaken. A decision tree program that allows development, tabulation, and testing of rules and relationships between rules was written. Development of the java interface was initiated and will be an important ongoing project over the next year, eventually tying together the data and the expert system programs coded in JESS.
Research and progress to date was presented to a group of industry and academic professionals.
With data and tools prepared, progress towards development and implementation of rules and the web interfaces will move forward. The six months since the last report have seen five papers or presentations given, while industry and academic interest in the project has grown. 
