The process of determining the physical locations of nodes in a wireless sensor network is known as localization. Self-localization is critical for large-scale sensor networks, because manual or assisted localization is often impractical due to time requirements, economic constraints, or inherent limitations of the deployment scenarios. We propose scalable solutions for reliably localizing wireless sensor networks in environments conducive to several types of ranging errors. We follow a hybrid hardware-software approach for acoustic ranging or radio interferometry to acquire internode distance measurements, and a resilient self-localization algorithm to compute the node location estimates. The acoustic ranging method improves on previous work, extending the practical measurement range up to 35 m in grassy outdoor environments, achieving a distance-invariant median measurement error of about 1% (33 cm). The localization algorithm is based on least-squares scaling with soft constraints. Empirical evaluation using ranging results obtained from sensor network field experiments and simulations confirms that our approach is more resilient than multidimensional scaling (MDS) algorithms against large-magnitude ranging errors and sparse range measurements: conditions that are common in large-scale outdoor sensor network deployments.
INTRODUCTION
Localization is the process of assigning location information to the nodes of a wireless sensor network (WSN). Many applications require sensor location information. For example, knowing the positions of individual sensor nodes is necessary for intrusion detection and target tracking applications. Similarly, geographic routing relies on node locations to forward packets [Ko and Vaidya 1998 ]. This makes localization an essential middleware service in WSNs.
Manually surveying and entering node coordinates is often impractical for large-scale sensor networks. An alternative is using GPS; unfortunately, equipping each node with a specialized positioning device such as a GPS receiver is usually too costly, or does not provide sufficient accuracy. Moreover, GPS is impractical for some outdoor deployments, such as on bridges and in tunnels. Thus, self-localization is critical to deployment of large-scale sensor networks.
Although many algorithms have been proposed for self-localization of sensor networks, most have only been studied under simulation with idealized environmental conditions. In order to provide a reliable self-localization service that demonstrably works in real environments where conditions differ significantly from idealized models, we approach the problem through experiments as well as simulations.
There are two steps in self-localization algorithms. First, we get estimates of the distances between nodes, or computing ranges. Note that sometimes it is not possible to get direct estimates of the range but only of functions based on the range. Second, we localize based on reconciling these estimates. In order to demonstrate our techniques, we implement ranging and localization services on the MICA2 mote platform of Crossbow Technology 1 and obtain results from an experimental testbed, namely, an outdoor WSN deployment covering a 3300-m 2 area. We compare our approach with other existing localization algorithms, and use the experimental data to feed simulations which help us gain a deeper understanding of the obtained results.
The simplest method for estimating distances between nodes is acoustic ranging using the time-difference of arrival (TDoA) method. Specifically, in TDoA the distance between a pair of nodes is calculated based on the difference in propagation times of a radio and an acoustic signal between them. In principle, sound propagation should be simple and predictable in an open environment. Unfortunately, many outdoor environments are rather challenging:
for example, grass has a serious damping effect on sound, the cheap speaker hardware and operating system mean scheduling and actuation delays which affect timing measurements, echos and multipath effects provide very erroneous data. We show how these problems can be addressed by integrating a suite of signal processing, statistical filtering, and consistency checking techniques into distance measurement.
Once distance information is available, the simplest algorithm is to apply a multilateration localization scheme that extends trilateration to obtain node locations. Multilateration determines the coordinates of nodes using distance measurements to at least three nodes with known locations, or anchors. Each node can easily localize its own position if it has a sufficient number of distances. This makes the multilateration algorithm a suitable scheme for distributed localization. However, in experimental deployments, we observe that multilateration is sensitive to ranging errors and requires a high measurement density to achieve good performance.
Multilateration does not work well in environments, such as grassy meadows, which yield a sparse set of distance estimates. To address this problem, we design a localization algorithm based on least-squares scaling (LSS), a variant of the multidimensional scaling (MDS) technique. In LSS, the positions of all nodes are computed together from the set of all measurement. A complete description of the LSS method can be found in Cox and Cox [2001] . This comprehensive approach increases robustness by offering tolerance to sparse and noisy measurements, because it considers all available information holistically. Unlike classical MDS, 2 LSS does not require distance measurements between all pairs of nodes. We further extended LSS with soft constraints to exploit deployment-specific information, such as minimum internode spacing.
Sometimes it is not feasible to do acoustic distance measurements, either because of deployment environment or because of the deployment requirements. In this case, radio interferometry-based ranging can be employed to obtain internode distances. However, radio interferometric distance measurement returns a linear combination of distances between two senders and two receivers [Maroti et al. 2005] rather than estimates of the distances themselves. We propose a method to extend the LSS localization algorithm so that it can handle the measurements represented by linear combinations of distances. We show that the LSS algorithm is flexible enough to handle measurements provided in this form.
Experimental evaluation shows that our localization schemes are robust and resilient not only against sparse range measurements, but also against largemagnitude ranging errors. Such resilience makes the schemes particularly well suited for large-scale, sparse sensor networks, such as outdoor deployments. The above algorithms can be used to provide accurate and reliable location information in a variety of environments and sensor network deployments that have proven challenging for other localization methods. The specific contributions of this work are as follows:
(1) A robust long-distance acoustic ranging service for measuring distances between nodes up to 35 m apart in grassy outdoor environments (the raw empirical data we obtained is available online 3 ):
(2) A novel LSS-based localization algorithm that does not require anchors and is significantly more resilient against low measurement density than MDS. (3) Experimental evaluation of the performance of these methods on several sensor network deployments in diverse environments.
The remainder of the article is organized as follows. Section 2 surveys related research and situates our work in the context of prior approaches to localization in sensor networks. Section 3 introduces the robust acoustic distance measurement method. Multilateration-and LSS-based localization algorithms are presented in Sections 4 and 5, respectively. Section 6 concludes the article.
RELATED WORK
The Global Positioning System (GPS) is by far the most popular standard for electronic outdoor localization [Hofmann-Wellenhof et al. 1997] . However, GPS units are either too costly or too imprecise for typical wireless sensor networks. GPS localization offers ±6.3-m error with 95% confidence when selective availability is turned off (Interagency GPS Executive Board), 4 compared to the less than 1-m error desired in many sensor network applications, such as target tracking or intrusion detection. As such, many hybrid methods employ a twotiered approach in which a set of anchor nodes is used to localize nonanchor nodes. Anchors are assumed to know their own locations, while the remaining nodes estimate their distances to anchors and perform multilateration to determine their own locations. These systems primarily differ in how distances to anchors are measured. Two well-known localization methods that take this approach are Cricket and APS.
The Cricket location support system provides locationing services for indoor mobile nodes [Priyantha et al. 2000] . Preinstalled active anchors broadcast their location information over an RF channel together with an ultrasonic pulse. Passive receivers use TDoA to estimate their distances to the anchors. The GPS-less localization algorithm of Bulusu et al. [2000] uses a fixed number of anchors with overlapping coverage. Anchors periodically broadcast radio signals, while mobile nodes use a simple connectivity metric to infer proximity to a subset of these anchors, and localize themselves to the centroid of this set.
The Ad-Hoc Positioning System (APS) is a family of distributed localization algorithms based on trilateration [Niculescu and Nath 2001] . The basic idea is to perform multihop propagation of distances to anchors throughout the network, so that every node can trilaterate its position. Four different distance metrics were developed, ranging from minimum hop count and sum of hop lengths-for isotropic, uniform density networks-to local geometric constructions, which require higher anchor density to control error propagation. Another variant of APS relies on sensor nodes able to measure the angleof-arrival of a signal from an anchor [Niculescu and Nath 2003] .
Another localization method uses anchors which broadcast preencoded location information along with the transmission power level [Bergamo and Mazzini 2002] . Sensor nodes use a simple power attenuation model to infer distance based on the difference between transmission power level and received signal strength. However, the small, uncalibrated antennas and radios of inexpensive wireless sensor nodes make it difficult to achieve acceptable precision with this technique.
Non-anchor-based localization schemes have also been explored. Convex optimization has been proposed as the basis for a constraint-based localization scheme [Doherty et al. 2001] . In this algorithm, measured data such as RF communication range or angular information from optical devices is used to constrain the feasible node positions. Semidefinite programming (SDP) is then used to find a solution to the localization problem.
Another method relies on geometric properties of subgraphs to localize the network. The 4-cliques of the measurement graph which constitute robust quadrilaterals, invulnerable to discontinuous flexes and flips, have been used for unique localization [Moore et al. 2004] . Robust quads with an overlap of at least three nodes are incrementally merged. Unfortunately, this algorithm localizes very few nodes in the case of sparse, noisy measurements, as found in large outdoor environments, because very few robust quads are found in the data. As such, an approximate solution which localizes more nodes is preferable.
This work expands on multidimensional scaling (MDS), which has been proposed as the basis for a centralized robust localization algorithm given a set of distance measurements [Shang and Ruml 2004] . MDS is a technique that can be applied to calculate positions of nodes given a set of distances. One problem with this centralized approach is that it requires distances between all pairs of nodes. As a remedy, MDS-MAP estimates the missing distances with the shortest path lengths from the graph of measured distances [Shang et al. 2003 ]. Another approach is to apply a local MDS-MAP for each node along with its hop count-limited neighborhood and then incrementally merge the neighborhoods into a global coordinate system. As an alternative to classical MDS, the local map may be computed by directly minimizing the discrepancies between measurements and distances in the estimated map [Ji and Zha 2004] .
Distance measurement errors are one of the primary causes of localization errors, and have a great impact on the overall localization accuracy. Zhang et al. [2008] characterized common types of measurement errors and proposed a method for filtering out internally inconsistent measurements. We undertake a similar approach to handling acoustic distance measurement errors.
The TDoA distance measurement method generates a sound signal to make measurements. This is a hindrance in localizing sensor nodes where loud ambient noise is unacceptable (indoors, or where stealthiness is a consideration). In order to address this limitation, a radio interferometric localization method has 3:6
• Y. Kwon et al. been developed that requires only radio signals [Maroti et al. 2005] . Because this method does not require sound signals, it can be used in sound damping areas such as a grassy field. In this measurement, the phase differences of a slowly varying radio interference signal from two senders are measured by two receivers. The result is a combination of four distances between the senders and the receivers.
Another recent approach to dealing with inadequacies of many localization algorithms in realistic environments proposes combining results from multiple localization methods to achieve better results [Stoleru et al. 2007 ]. The cost is increased computation time and energy consumption. Rather than using multiple methods together, we propose selecting a combination of ranging method and localization algorithm appropriate to the deployment location and network configuration.
A similar approach involves using multisensor fusion to break the localization problem into two components: determining the layout of the network (derived from an image), and assigning the sensor nodes to specific positions in that layout (derived from ranging information). The matching is performed using the subgraph isomorphism algorithm ]. This method is only applicable when the network layout is known or is easy to determine.
In general, distances between nodes are measured by actively generating signals and measuring them. However, for a large-scale localization spanning several square kilometers, such as community wireless networks covering several city blocks, these active localization methods have difficulties due to the limitations in the physical actuator device or the energy resources. As a solution for this problem, a passive localization scheme was presented in Kwon and Agha [2008] . In passive localization, each node records large-scale environmental events such as the sound of thunder or the shadows of moving clouds. From the recordings, projected distances, which are the distances from nodes to a plane perpendicular to the event propagation direction, for each event are computed. Finally node positions are computed by the principal axis analysis on the matrix of projected distances.
The localization problem has also been approached from a theoretical perspective. It has been proven that, in the general case, localization with noisy measurements is NP-complete [Aspnes et al. 2004] . However, a polynomialtime algorithm based on semidefinite programming has been shown to solve a more constrained version of the localization problem [So and Ye 2007] .
LONG-DISTANCE ACOUSTIC RANGING
Wireless sensor nodes featuring sounder and microphone components can use acoustic actuation and sensing to measure internode distances. We have chosen the acoustic medium for ranging purposes for three reasons. First, acoustic signal propagation tends to be isotropic on open terrain and to have predictable signal attenuation. Second, acoustic ranging yields reasonable accuracy even at significant measurement ranges. Finally, acoustic sensors (i.e., microphones) and actuators (i.e., sounders) are inexpensive and commonly available on WSN platforms, for example, MICA2 motes with MTS310 sensor boards (see footnote 1 for Crossbow Technology; also see Hill [2003] ).
In this section, we first introduce the basic acoustic ranging methodology and examine the sources of measurement error inherent to this medium. Then we introduce an advanced ranging service that can obtain measurements with higher accuracy and robustness, followed by an evaluation of results from field experiments.
TDoA Ranging
Our ranging service is based on the time difference of arrival (TDoA) between radio and acoustic signals, which utilizes the fact that these signals propagate at known but significantly different speeds: approximately 340 m/s for sound and almost instantaneously at short distances for radio waves. The TDoA method measures the arrival time difference between radio and acoustic signals originating at the same point to estimate the distances between nodes.
A bare-bones TDoA ranging service operates as follows. The sender broadcasts a radio message followed by an acoustic signal (chirp) with a known frequency signature. Each node receiving the radio message starts listening for the chirp. Detecting nodes then compute the difference in arrival times of the radio and acoustic signals, and consequently the distance.
We evaluate the performance of ranging services on a network of 46 MICA2 motes with MTS310 sensor boards. Experiments were performed in a relatively flat, grassy area near an airport, with occasionally loud, broadband aircraft engine noise present. The sensors covered a 3300-m-area, where grass height varied between 10 and 15 cm. As for the localization experiments described later in the paper, the sensors were arranged in a 7 × 7 offset grid pattern with 9.14 m and 10.22 m grid spacing between the nearest neighbors. However, neither the grid pattern nor the spacing constraints were considered in the ranging experiments described here.
Unfortunately, a naive implementation of this method performs very poorly in the WSN setting. Unfiltered measurements produce errors as large as 30 m, with a mean of 7.42 m and a standard deviation over 10 m. Specifically, this implementation suffers from low signal power, synchronization problems, multipath effects, and other complex issues from physical and digital domains.
For this reason, acoustic ranging in the context of resource-constrained WSN platforms is significantly more complex than this basic framework. The sensor nodes' processing and storage capacities are tightly limited, as are the capabilities of inexpensive sensors and actuators typically found on such platforms. This in turn places significant limitations on the signal detection methods of the ranging service.
We thus have to consider several sources of error observed in TDoA ranging experiments, which have shown to be very significant: (1) clock synchronization and timing effects, (2) acoustic sensing and actuation delays, (3) unit-to-unit variation, (4) signal attenuation, (5) environmental noise, (6) multipath propagation effects, and (7) unreliable sensing. Some of these errors have very distinctive characteristics, which we can take into account when making distance estimates. For example, we expect errors from sources (1), (2), and (3), to follow a Gaussian distribution with a fairly small variance. Errors due to (4) and (5) are likely to be geographically correlated, whereas those from sources (6) and (7) may or may not be, depending on the situation.
Approach
Taking into consideration the sources of error listed above, we created a ranging service resilient against common types of errors. Range measurement accuracy was improved by employing clock synchronization and a sophisticated signal detection mechanism, and by performing statistical filtering and consistency checking on the range estimates. We will now describe in some detail several components of our comprehensive approach to robust acoustic ranging, addressing and mitigating each source of error encountered in the original experiment.
3.2.1 Hardware Extension. The first issue we need to address is signal attenuation, which directly affects the maximum measurement range. In outdoor settings, where signal-absorbing obstacles are common, and particularly in grassy, uneven and wooded areas, signal attenuation is the primary challenge for long-distance ranging. Thus sensor nodes must generate sufficiently powerful acoustic signals if we are to achieve reliable ranging measurements at longer distances.
The MTS310 sensor board comes equipped with a hardware phase-locked loop tone detector. Its output is a binary value indicating whether or not a tone in the 4.0-to 4.5k-Hz frequency band is present. The default MTS310 speaker cannot produce a signal strong enough for this detector to pick up over 10 m away. To increase the maximum measurement range of the MICA2 platform, we augmented the MTS310 sensor board with an inexpensive ($5), off-the-shelf Radio-Shack 102-dB Siven Sound Piezo Buzzer, part number 273-079.
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• 3:9 signal-to-noise ratio (SNR) in high-attenuation environments, allowing nodes to detect acoustic signals at much longer distances. The increased measurement range (up to 35 m, from less than 10 m originally) is critical for large-scale outdoor deployments of sensor networks, where high sensor density is often too costly or impractical to realize.
3.2.2 Clock Synchronization. Second, since the TDoA method relies on precisely measuring relatively short intervals over which sound travels between nodes, the clocks of source and destination nodes must be tightly synchronized to account for the delays incurred in the transmission of the radio message. Considering only the receiver timestamps of radio and acoustic signals without accounting for these delays would result in erroneous distance estimates. Fixed and nondeterministic delays due to task scheduling, protocol stack, radio driver, and radio hardware affect the time between the sending of the radio message and its receipt. We used clock synchronization to eliminate all of the fixed delays, as well as nondeterministic delays due to scheduling and the higher levels of the protocol stack.
We synchronized source and destination nodes on an ad hoc basis using the very same radio message used for TDoA ranging. In other words, we did not need to establish clock synchrony a priori. Our synchronization method utilizes the MAC-layer time stamping from FTSP . The maximum clock rate difference between a pair of nodes is on the order of 50 μs/s, which translates to maximum ranging error of about 0.15 cm for distances up to 35 m.
Signal Detection.
Our experiments indicate that the tone detector device on the MTS310 sensorboard may not be very reliable. In particular, we have observed that the probability of erroneous detection is strongly affected by environmental conditions at the time of measurement. Fortunately, the probability of detecting a tone in a sequence of measurements b(t), P[b(t) = 1], is much higher if a tone is actually present than if only background noise is. We modeled the output of this tone detector as a binary time series b(t), where
Based on this model, we improved the confidence of acoustic signal detection by accumulating the binary outputs of the tone detector from multiple ranging attempts in a single buffer. Rather than using a single chirp, a series of chirps was generated by the sender node. The starting positions of multiple chirps between the two nodes are correlated; on the other hand, the random background noise triggering the detector is not. We applied threshold detection to make the decision: the sum of the samples must exceed the threshold value to be recorded as a true detection, and this must happen for a sufficient number of nearby samples for a chirp to be recognized. Figure 2 illustrates the detection mechanism with an example.
Robust Detection.
While the signal detection method described above can eliminate some of the larger measurement errors, such as those due to multipath effects, additional measures need to be taken to mitigate transient errors due to environmental factors or low signal-to-noise ratio. To make the detector more robust, we encoded a pattern in the acoustic signal. We used a sequence of identical chirps interspersed with intervals of silence. When detecting the signal, we looked at both the chirp and the interval preceding it, allowing us to identify false detections due to noise or echoes not part of the pattern. To counteract the effect of echoes, we included small random delays between elements of the pattern. For identifying the tone itself, we applied threshold detection as described above. We computed the detection time series detect(t) as
where m is the number of samples accumulated, T is the threshold for signal detection, n is the total number of signal detections, k is the threshold for pattern identification, and δ θ (x) = 1 if x > θ and 0 otherwise. The beginning of the acoustic signal was determined as the minimum value of t that satisfies detect(t) = 1.
3.2.5 Nondeterministic Delays. Finally, to compute the distance d ij between source i and destination j, we needed to take into account the various delays that take place in the ranging process: message transmission, speaker activation, detector (receiver) delay, etc.
We computed d ij as follows. Denoting the nondeterministic message transmission delays at both sender and receiver as δ xmit , we had to introduce an additional constant time interval between the transmission of the radio message and the corresponding acoustic signal that was greater than δ xmit . We denoted this combined delay δ const . The time difference of arrival could then be expressed as t j detect − t j send − δ const , where t j send is the time at which node i sent the radio message according to node j's clock. Since t j send = t j recv − δ xmit , we computed the distance using information locally available at node j as Having addressed the above issues in the ranging method, we saw significant improvement in accuracy over the basic ranging service outlined in the previous section. Average error was reduced from 7.42 m to 0.67 m, with a standard deviation of 1.02 m. However, further improvement is still possible.
3.2.6 Statistical Filtering and Consistency Checking. Even with the advanced signal detection algorithm, individual range estimates may still be erroneous, whether due to a low detection threshold, hardware malfunction, or some other cause. To guard against such problems, we made multiple distance measurements for a pair of nodes and filtered the results to yield a more accurate estimate of the distance. Depending on the number of measurements available, we took the median or mode value of the measurements, which limited the effect of outliers. The mode operation is more resistant to the effects of uncorrelated large-magnitude errors than the median, but only if a sufficiently large number of measurements is available (otherwise, a value bucket with only two measurements may be the mode-hardly a reliable indicator). Statistical filtering techniques are quite effective at discounting uncorrelated errors caused by random, nonperiodic events.
Additionally, our ranging service employs internode consistency checks to identify measurements containing errors that may be correlated on a single node (e.g., errors due to faulty hardware or persistent wide-band noise). Bidirectional range estimates between a pair of nodes were discarded if they were inconsistent, and if three nodes had measurements between them, we could use the triangle inequality to identify the inconsistency. A caveat is that these checks cannot identify with certainty which of the measurements is incorrect. In the next section, we analyze the effect that filtering has on the results in an experimental setting.
Evaluation and Analysis
As in the baseline scenario, we evaluated the performance of the ranging service on a network of 46 MICA2 motes with the modified MTS310 sensor boards. We calibrated the ranging service in the target environment for best performance and determined the appropriate threshold values empirically. A high detection threshold is advantageous in noisy environments to limit false positives; on the other hand, a low threshold is more appropriate in high-attenuation environments as it reduces false negatives. For our experiments, the sum of the binary tone detection outputs from 10 chirps had to exceed the threshold value of 2 for at least 6 of 32 consecutive samples. Such low thresholds lead to correct detections of weak signals, but they also make the ranging service more vulnerable to false positives.
The distance measurements in the experiments were subject to several factors, including varied environmental conditions in the deployment area (e.g., grass height, noise) and performance variations between different microphonespeaker pairs. For this reason, we believe the data to be representative of the behavior of the ranging service in a variety of realistic deployments. 3.3.1 Analysis: Accuracy. Figure 3 shows the error distribution for the distance measurements across all nodes after filtering and consistency checks. We can identify several distinct features of the error distribution from the figure. There is an approximately zero-mean, Gaussian component of the error with a small variance. This component is most likely due to timing effects, hardware delays, and unit-to-unit variation. The fact that the error distribution is virtually zero-mean suggests increasing the number of samples and taking the median or mode is an effective technique for improving accuracy.
Another type of error is present in the measurements. These errors cluster to the right of the mean, caused by overestimation due to late signal detections. The most likely explanation for these errors is that environmental effects (e.g., taller than average grass absorbing the signal more) cause more "misses" in the detection of the early part of the signal. Since these errors are correlated with node positions, internal consistency checking will not be effective even if the number of measurements is increased.
In the unfiltered results, we also see a small number of large-magnitude errors, over 1.5 m and as high as 11 m. The causes of the large-magnitude errors can be attributed to nonrecurring ambient noise or faulty hardware. It is not likely that such errors are correlated across pairs of nodes, and all errors over 1.5 m are eliminated with bidirectional consistency checks.
To better see the effects of filtering on ranging measurements, we plotted the ideal, raw, and filtered measurements versus the actual distances (Figure 4) . The figure indicates that large-magnitude errors occur more frequently when measuring over a longer distance. Two factors contribute to this effect: (1) since signal power drops significantly at longer distances and the background noise is independent of the distance, the lower SNR increases the probability of false detection. (2) It takes longer for a sound signal to reach a more distant node, leaving a bigger window of time for the node to make a false detection. Assuming a constant probability of getting a noise-induced false positive, a more distant node experiences a higher error rate. Fortunately, our filtering mechanism is quite effective at dealing with this problem, eliminating all errors greater than 1.5 m. As a result, we achieved a mean error of 0.08 m with a standard deviation of 0.31 m. This means that the majority of range measurements were less than 1% of the maximum measurement range of 35 m. These errors are distance-invariant, that is, they are not correlated with the distances between nodes.
3.3.2 Analysis: Maximum Range. To determine the maximum detection range, we have tested the ranging service with a low detection threshold in quiet environments. While the maximum range varied with the features of the environment between each node pair, in our experiments it was 22 m on 10-to 15-cm tall grass and over 35 m on pavement, on average. Interestingly, the higher threshold values needed to make accurate measurements in noisy environments did not significantly reduce the maximum range (15-20 m on grass and 30 m on pavement). We should note that some speaker-microphone pairs had ranges consistently shorter or longer than the typical values above, likely due to unit-to-unit power and sensitivity variations of the sensor boards. While environmental conditions usually dictate the maximum detection range in practice, the theoretical maximum range of the service is closely related to the buffer space available in the underlying WSN platform. At distances up to 30 m, our ranging service took up less than 800 bytes of RAM, which left plenty of memory available for other applications to run concurrently with the ranging service. This is a significant improvement over the ranging method described in Sallai et al. [2004] , which consumed all available RAM of the MICA2 mote to achieve a theoretical maximum range of less than 16 m. To the best of our knowledge, it is also the first fully functional ranging service for wireless sensor networks offering long range and good precision with a relatively small memory footprint.
MULTILATERATION-BASED LOCALIZATION
In this and the following sections we discuss a suite of localization schemes and their experimental evaluations. In order to localize a node in a plane, multilateration (or trilateration) requires distance measurements to at least three non-collinear nodes that know their own locations, and to localize a node in a 3 dimensional space, at least 4 non-coplanar points are needed. We call the nodes with their locations anchors. Ideally, drawing imaginary circles centered at anchors, with circle radius corresponding to the measured distance, the circles should intersect at the node being localized; this is the basis of trilateration. In theory, to find the location of a node in a plane, three anchors should suffice. In practice, however, errors in distance measurements keep the range circles at the anchors from intersecting at a single point. One source of these error that happens whenever we try to localize in a plane is when nodes are on an uneven surface (such as the ground outdoor). However, because the vertical distances on an uneven surface may be quite small, rather than try to localize them in the 3 dimensional space, we regard the vertical offset as errors. As such, the system of equations determined by all measurements generally does not have an exact solution. A more robust approach is to estimate positions through error minimization using as many anchors as available (hence, multilateration). One such scheme is based on least squares estimation.
Algorithm
Let A be a set of anchor nodes to which a node has direct distance measurements. We determine the position of the node, (x, y), as the argument that minimizes the following error function:
where (x a , y a ) is anchor a's position, d a is the measured distance to a, and w(c a ) is the weight based on the degree of confidence in a's position and the quality of d a . E is a sum of squared differences between the measured distances to the anchor nodes and the estimated distances based on the position estimate. Because, in practical deployment, there are only few anchor nodes from which a node has direct measurements, E is relatively cheap to compute. Thus, multilateration is a plausible solution for a distributed localization scheme. However, in real WSN experiments, there are some practical concerns that need to be addressed. The first problem is removing erroneous measurements. Observe that in minimizing E even a single large outlier can have more effect than many correct measurements. Thus, filtering out erroneous measurements is one of the most important tasks in localization. However, because a sensor node does not generally have distance data for other nodes, it is difficult to use geometrical constraints such as bidirectional checking or triangular inequality checking. For the self-consistency checking problem, we developed an intersection consistency checking algorithm.
Another concern is the limited processing power of MICA2 sensor nodes. We minimized E by the gradient descent method, because this simple method performs reasonably and it can easily adopt freshly added measurements: unless measurement data is changing abruptly, current best position can be a good start position for the new optimum solution. However, because the ATmega 128L processor of the MICA2 node does not support the floating-point operations, any such operation requires a software emulation, which slows down the localization process greatly. Thus, we used 32-bit integers as a fixed-point number, by scaling the measurements, for most of the operations: we use centimeters as a unit of distance instead of meters. We also modified E such that it does not have the square root term as follows:
However, with integers, we cannot increase the precision arbitrarily because of the overflow. This problem is severe if we start the gradient decent algorithm from a random starting point where errors are large. The overflow problem is also relieved by the intersection consistency checking method: it finds a good initial starting point and removes inconsistent measurements which cause large E .
Intersection Consistency Checking.
The intersection consistency checking method is based on the following simple observation. Recall that errors in distance measurements to anchors do not allow the corresponding range circles to intersect at a single point. Rather, some intersection points of the circles would form a cluster around the node being localized. For an anchor with a sufficiently accurate distance measurement, its range circle should have intersection points close to other consistent anchors' intersection points.
Exploiting this observation, we compute intersection points of all pairs of circles and drop from consideration those anchors having no intersection points close to other intersection points (e.g., beyond 1 m in range). The remaining anchor nodes, that is, those with consistent distance estimates, are used for localization. Specifically, let I be the set of all intersection points of a node and let C a be a consistent set for an anchor node a as follows: 
where δ is the maximum acceptable distance between two intersection points and θ is the minimum number of consistent anchors for an anchor to be used. Then we consider the anchor a in E if |C a | > θ. Observe that we may take the mode of the intersection points of the remaining anchors instead of minimizing the error if the number of anchors is sufficiently large. Figure 5 (a) illustrates the intersection consistency check. The circles represent measured distances from anchor nodes (the small circles) to a nonanchor node (the square). The range circles are centered at the anchor positions and each has the radius of the measured distance to the nonanchor node. Consider the anchor at (−1.7, 7.0). It has a large measurement error and does have intersection points close to the cluster. The intersection consistency check filters this anchor out.
Experimental Evaluation
We performed a small-scale experiment to evaluate the performance of distributed multilateration localization in real deployments. The experiment employed 15 MICA2 nodes (of which five were anchors) with MICA sensor boards in a 25 × 25-m 2 parking lot. The acoustic ranging service described in Section 3 was used to measure distances between nodes. At the time of the experiment, only five MICA sensor boards were fitted with loudspeakers. All of these were used for anchor nodes, resulting in one-way distance measurements. The median operation was used as a statistical filter to discard outliers. however, the large number of anchors required (one-third of the sensor nodes in this case) is somewhat troubling for large-scale deployments.
RESILIENT WSN LOCALIZATION WITH LSS
In the previous section we discussed a multilateration-based localization algorithm. Although this simple distributed algorithm works reasonably in a favorable environment such as a parking lot, it does not perform robustly in a harsh environment such as a grassy field. Some of the problems are sparse distance measurements and the lack of coordination among nodes. The former leaves a large portion of nodes unlocalized and requires a higher density of anchor nodes. The latter complicates removing bad measurements by internode consistency checking and impedes sharing useful information among nodes.
To address the limitations, we developed a centralized localization scheme based on least-squares scaling (LSS) [Cox and Cox 2001] with soft constraints. With this scheme, because all the measurement data is collected to a central node, one can easily apply various consistency checks to the measurements. The LSS scheme localizes all nodes together from the set of all measurements. Thus, it does not lose any information, from the already sparse measurement data, in the localization. Note that a distance measurement affects not only its local neighbor configurations but the global configuration as well. With LSS, one can easily adopt deploymental hints, such as the minimum internode spacing, to the localization process through the soft constraints.
In this section, we describe an LSS localization algorithm that is resilient against measurement errors and sparse ranging information common in lowdensity outdoor WSN deployments. Later, we demonstrate the flexibility of the LSS algorithm by applying it to a set of measurements given as linear combinations of distances, and evaluate the performance of LSS with a radiointerferometric distance measurement method.
Algorithm
A node can compute a coordinate system of a group of nodes in a region if sufficient pairwise distance information between nodes is available. Given these local coordinate systems, we can compute an absolute coordinate system, where each node's position is based on external reference points, if more than three anchor nodes are available in the entire sensor field, so the number of anchors does not increase with the scale of the sensor network. The anchors' positions should be expressed in terms of the external coordinate system. However, even without a single anchor node, we can still compute a relative coordinate system, where the positions of nodes respect the measured distances, but can be flipped, rotated, and translated from some external reference system. This may be useful, for example, in geographic routing, where only relative node locations are important. Since finding a transformation, which is a combination the three operations, from a relative coordinate system to an absolute coordinate system can be accomplished easily, we will focus on finding a relative coordinate system.
Multidimensional scaling is "any procedure which starts with the 'distance' between a set of points and finds a configuration of points, preferably, in a small number of dimensions, usually 2 or 3" [Cox and Cox 2001, pp. 51-53] . Here, a configuration refers to a set of coordinate values. When distances between nodes are available, MDS [Shang et al. 2003; Shang and Ruml 2004; Cox and Cox 2001] finds their relative coordinates. In localization using classical MDS, the input distance matrix is transformed to a quadratic matrix of coordinates via double averaging. Then the singular value decomposition (SVD) is applied to the quadratic matrix to calculate its principal components. The first two principal components are the configuration sought. One critical requirement is that the distances between all pairs of nodes be known a priori.
An alternative technique is LSS [Cox and Cox 2001] , which seeks a configuration C = {(x i , y i ) : i = 1, . . . , n} from a set of distances D full = {d ij : i, j = 1, . . . , n} by minimizing the unweighted error function E u :
, and d ij is the measured distance between points (x i , y i ) and (x j , y j ). An important property of LSS is that it still works using only a subset of D full . This property allows LSS-based localization to tolerate sparse measurement data. The error function is the sum of squares of differences between estimated distances and corresponding measured distances. As a result, errors in distance measurement are squared, too. Therefore, weighting distance measurements according to their confidence helps limit the effect of measurement errors on localization results. Statistical entities (e.g., standard deviation) can make a good choice for such weights. We extend the error function E u to accommodate different weights by defining E w :
where D ⊆ D full is a set of distance measurements from a ranging service. In many sensor deployments, a minimum distance between nodes can be known in advance: unless nodes are deployed via a purely random process, it is unlikely that two nodes will be placed very close together. Note that the minimum distance does not mean the largest minimum separation distance but a distance that is smaller than or equal to the largest minimum bound. Furthermore, our penalty-based constraint enforcement approach allows some nodes to violate the minimum separation condition, with locally distorted results. LSS allows us to incorporate this minimum spacing constraint into localization as Fig. 6 . Two-level iterative localization algorithm: improve method improves the current position estimation by the gradient descent method and a small perturbation proportional to its error level. explore method explores new paths of the gradient descent to overcome the local minima by perturbing the current best position by a large amount.
a soft constraint [Fletcher 1987 ]. Using the soft constraint, we penalize pairs of nodes which do not have distance measurements from the ranging service and whose assigned coordinates violate the minimum spacing constraint, so that any output solution would become more consistent. This can be visualized as straightening a plane which is incorrectly folded. Note that the set of penalized pairs dynamically changes as minimization progresses. With the soft constraint, the error function which we seek to minimize becomes
where d min is the minimum node spacing and w D is the weight for the soft constraint. Observe that w ij = 0 for pairs of nodes which do not have distance measurements in D. We use a variation of the gradient descent method to find a configuration that minimizes the error term. Our localization algorithm ( Figure 6 ) has two layers of minimization process. The bottom layer, improve method, refines the current position estimate by the gradient descent method and by a series of small perturbations, proportional to the current error level. This proportional perturbation is analogous to the random movement of the simulated annealing algorithm [Russell and Norvig 1995] . That is, when the errors are large, the global configuration is distorted, which requires large change to correct, and when the errors are small, the local configurations are distorted, for which small perturbation would speed up the convergence. improve method determines its arrival to the best point by counting the futile gradient descent minimization attempts. That is, if the current position doesn't improve for certain number of trials, it returns.
The small perturbation improves the current position estimate efficiently; however, it cannot overcome large local minima. To overcome this problem, the top layer, explore method, is introduced. explore method makes a series of large perturbation to the current best position estimate to initiate new paths of gradient descent based position improvements. Figure 6 outlines the iterative localization algorithm. In improve the perturbation scale, per, is determined by scaling the current error level, minErr, by ErrScale=0.01 on each loop. However, to make the search effectively overcome the local minima and prevent it from searching blindly, we set the perturbation level within the bound MaxPer=100 and MinPer=10. improve returns when MaxFlat=100 consecutive minimization attempts become futile. explore tries to search different paths by perturbing the current best position by ExpPer=100.
Experimental Evaluation
To evaluate the resilience of LSS localization, we performed an experiment with 46 MICA2 motes equipped with standard sensor boards and our custom loudspeakers in a 60 × 55-m 2 grassy area, using the grid layout of Figure 7 . 6 The minimum inter-node spacing was 9.14 m. To allow a margin of error, we applied a soft constraint, with d min = 8.5m, w ij = 1, and w D = 10. As w D was increased, the rate of convergence increased similarly. Figure 8 compares the actual and estimated node positions. The computed coordinate system is translated and rotated to line up with the actual node coordinates. Most errors are found in the bottom left quadrant; the overall average localization error is 2.47 m. Without the largest five errors, the average improves to 1.5 m. As seen in Figure 7 , lack of measured distances allows the two nodes in the (0∼10,10∼20) area to be swapped. Adding a simulated measurement of 10.2 m between nodes (9.14, 18.28) and (18.28, 13.71) corrects the position estimates. The lower three nodes are rotated because of a large underestime (i.e., < 1 m) of the distance between nodes (9.14,0) and (18.28,9.14) and a large overestimate of the distance between (18.28,4.57) and (27.42,0) . Lack of measurements between the second and third column creates a hole, attracting the estimated coordinates of the nodes in the upper left and lower right quadrants, while the concentration of overestimated distances in the middle pushes the coordinates in the upper right quadrant outward. Note also that the minimum constraint prevents nodes in the (50∼60,0∼40) area from being flipped inward.
To examine the impact of the soft constraint, we repeated the same localization experiment without applying the constraint. The estimated positions did not converge anywhere near the actual positions after several hours of running the iterative minimization algorithm. We conclude that using soft constraints such as a minimum separation distance is crucial in environments where distance measurements are sparse or large measurement errors are common.
Effect of Initial Conditions
Because our LSS algorithm minimizes E by the gradient descent algorithm, the initial condition would affect the overall performances of the algorithm. In order to evaluate its effect, we ran 10 LSS algorithms starting from different initial configurations. The initial x-y coordinates of nodes were assigned by generating uniform random numbers ranging from −1 to 1. These initial positions are further scattered by the perturbation of the explore method of Figure 6 . Figure 9 is a log-log graph that shows how the error function E(t) of the 10 runs decreased over time. From the graph, four runs almost converge to their final good configuration within 100 steps, by step 1000, nine runs found their near final configuration, and finally the remaining one run found its way to the minimum at step 2500.
Effect of Node Layout
In the previous section, we evaluated the performance of LSS on a WSN of the grid layout. Some of the reasons we chose the grid layout were to easily deploy the sensors at known positions for later analysis and to help evaluate the localization results systematically. However, the effect of this layout on the LSS localization problem must be addressed. To this end, we compare the results of the LSS method with two variants of MDS, MDS-MAP and stress majorization-based MDS, and apply them to a simulated random deployment pattern.
First, for comparison purposes, we evaluate the MDS variants on the same data set. Unlike classical MDS, these algorithms do not require the full set of distance measurements. MDS-MAP estimates the missing distances with the shortest path lengths, and the stress majorization technique is known to be good for preserving the global configuration. However, both algorithms fail to converge to the real configuration given the measured distances of Figure 7 . The results are presented in Figure 10 (compare to the LSS result in Figure 8) . The average position error of MDS-MAP was 6.53 m. It seems that when the percentage of missing distances is large, the shortest path lengths do not give accurate estimates. In this experiment, only 10% of the elements of the distance matrix were measured. However, in the following simulations, where 50% of the distances were removed, MDS-MAP performed reasonably. The stress majorization-based MDS resulted in an average position error of 23.13 m. One observation we can glean from the figure is that the estimated positions are not sufficiently spread out. We investigate the cause of this behavior by considering a random node configuration via simulation. For the simulation, we uniformly placed 50 nodes on a 5 × 50-m 2 area and generated distance measurements between nodes sampled from the normal distribution N(d, 0.05·d), where d is the real distance between nodes. Simulated distance measurements were created to match the characteristics of the actual deployment. In particular, we restricted the longest distance measurements to 25 (m). Considering the random layout, we disregarded the soft constraint on the minimum node separation distance by setting w 0 = 0 for this experiment. Figure 11 (a) shows a LSS localization result on the random layout. It has median and mean localization errors of 0.590 m and 0.639 m, respectively. Large portions of the error can be attributed to the nodes at the top-right corner of the graph. Because these nodes do not have many measurements to the rest of the nodes, their configuration is slightly rotated from their real positions. However, apart from the global configuration, their position estimates are accurate relative to their local configuration. respectively. Compared to the result of Figure 10 (a), this result is more acceptable: the overall configuration is correct, but the result is not accurate. This is because the shortest path lengths give only rough estimates and they dilate the accuracy of the measured distances. Despite the accuracy problem, the absence of nondeterministic delay in MDS-MAP has a practical importance: it guarantees a reasonable result in a predictable amount of time. In order to test if MDS-MAP could speed up convergence, we tried adopting the use of the MDS-MAP simulation result as a starting point for LSS (i.e., in the initialize method of Figure 6 ). The performance gain, in this case, was not huge: it saved less than a second on a Pentium4 1.7-GHz machine without improving accuracy. It is possible that, despite this insignificant performance gain, in some contexts, the guaranteed performance of a deterministic algorithms, such as MDS-MAP, may be useful in the initialization process. Figure 11(c) shows the stress majorization-based MDS result. Again, many nodes fail to converge to the accurate position. After several experiments, our conclusion is that this MDS algorithm is not robust against the lack of longdistance measurements. That is, the 25-m range restriction derived from experimental range measurements prevents the algorithm from converging to the real positions. In order to confirm this hypothesis, we repeated the MDS algorithm again on the same node configuration, but randomly removed the measured distances with a probability of 0.5 instead of systematically removing distances longer than 25 m. This resulted in 612 distance measurements available for localization, which was slightly larger than the previous experiment, where 600 measurements were used. Figure 12(c) shows the result of the stress majorization-based MDS localization. The median and the mean localization errors of the experiment were 0.532 m and 0.678 m, respectively. On the same condition, MDS-MAP produced the result of Figure 12 (b). Its median and mean errors were 2.382 m and 2.603 m, respectively. Again, the shortest path length estimates work against the accurate measurements. The LSS algorithm produces a localization result with the median and mean errors of 0.555 m and 0.711 m, respectively, which is essentially identical to the stress majorization-based MDS result. Figure 12(a) shows the LSS localization result.
Resilient Localization for Sensor Networks in Outdoor Environments
From these results we can draw the conclusion that our LSS localization achieves the original design goal of robustness against sparse and inaccurate distance measurements, which are prevalent in actual WSN deployments. We feel that this result also underscores the importance of using actual measurement data, rather than pure simulations, in evaluating localization algorithms. Unrealistic simulation parameters, such as those used in Figures 12, fail to identify a critical flaw in the stress majorization-based MDS approach.
LSS Localization on Radio Interferometric Distance Measurements
The radio interferometric (RI) distance measurement method is a recently invented noble distance measurement method that relies solely on the interference pattern of two radio signals with slightly different frequencies. Because the RI method uses only radio signals, it can be used in a place where stealthiness is required. Also, the measurement has a longer range than sound signal-based methods like TDoA. However, it involves two senders and two receivers for each measurement, which slows the measurement scheduling and complicates the localization algorithm also. In this section, we demonstrate the flexibility of LSS localization algorithm by an experiment on a set of RI distance measurements.
Each RI distance involves two sender nodes and two receiver nodes. Let n 1 and n 2 be two senders and n 3 and n 4 be two receivers. Then an RI distance d 1234 between the four nodes is
The LSS algorithm applied to a set of RI distances D finds the positions of nodes that minimize the following error function:
where d abcd is a measured RI distance andd abcd is an estimated RI distance based on the current position estimate. Observe that we can easily impose geometrical constraints, such as the minimum separation distances, as soft constraints by adding the error terms to E. For the experimental evaluation, we use a measurement data set provided by Vanderbilt University. Figure 13(a) shows the distribution of the RI distance measurements for the node configuration of Figure 13(b) . Each cross mark in the graph is a measurement whose horizontal coordinate is the actual distance and whose vertical coordinate is the measured distance. The diagonal line indicates the ideal measurement. The mean and the median errors of the measurement data are 0.473 m and 0.211 m, respectively, and the standard deviation is 0.638 m. This result is obtained without using soft constraints. Also, because the localization result is a relative coordinate system, we rotate, translate, and flip the result to align it with the real node positions for clarity. As is common in localization experiments, the nodes at the boundary show large errors. For example, the large localization error for the node at the position (5, 42) is due to the large measurement error. The measurements involving this node have the mean and the median errors of 0.590 m and 0.457 m, respectively.
One of the problems in applying the LSS localization algorithm to RI distances is that the error function E has more terms than that of LSS on nodeto-node distances. Ideally, between a system of n nodes, there are ( n 4 ) choices of sender-receiver pairs and for each pair there are three independent measurements. Comparing with the node-to-node distances, which have ( n 2 ) senderreceiver choices, the number of terms in the error function can be O(n 4 ) for the RI distances and O(n 2 ) for the node-to-node distances. Thus, the convergence time of the LSS on RI distance grows fast in terms of the number of nodes, which restricts the direct application of the RI measurement-based LSS algorithm to large-scale systems. Table I shows an example of the convergence times of LSS based on simulated RI distances from different node configurations: we made a full set of RI distances from nodes in grid configurations and ran the LSS algorithm on a Pentium 4, 1.7-GHz machine.
This scalability problem can be addressed by reasonably compromising the robustness of the LSS algorithm. Note that what makes LSS robust against sparse and erroneous measurements is its comprehensive approach. That is, it uses all measurements together in computing the positions of all nodes without losing any information. A suggested method is to convert the set of RI distance measurements to a set of node-to-node distances. For each node, we choose its neighboring nodes that have the most measurements with the node, and localize each neighbor by the LSS algorithm based on RI distances. From the localization result, we can obtain a set of node-to-node distances to which we can apply the standard LSS algorithm.
CONCLUSIONS
We have designed and implemented a fully functional localization system for wireless sensor networks, in particular for the MICA2 mote platform. By applying advanced filtering and consistency checking techniques, we have shown how to significantly improve range measurement distance and accuracy, even in environments conducive to measurement errors. Experiments have shown that our method provides a threefold range improvement while maintaining a distance-invariant median measurement error of about 1% of the maximum range. The problems of sparse and noisy ranging measurements are addressed by developing a holistic approach based on LSS localization. To address problems caused by unrealistically small distance measurements (e.g., caused by recording ambient noise or extraneous signals from concurrently scheduling neighboring partitions of the network), we introduce a minimum node spacing soft constraint that can be effectively used with the LSS localization algorithm. The successful application of the LSS algorithm to radio interferometric distance measurements shows the flexibility of this approach. Note that it is possible to distribute LSS: each node can localize a small patch of its neighboring nodes, and the patches are stitched together with using overlapping nodes dimensionality constraints (by translating and rotating frames of reference). This distributed version of the LSS localization algorithm was studied in Kwon et al. [2005] . Several avenues of research remain to be explored. It may be possible to further improve the quality of ranging estimates, particularly through consistency checking, if additional sensing modalities are available in conjunction with acoustics. The gradient descent method of the LSS localization algorithm could also be improved: it sometimes gets stuck at a deep local minimum and therefore fails to progress for a while. Such local minima often show locally correct but globally skewed results. Although the consistent perturbation scheme will eventually overcome the barrier of the local minima, a more sophisticated approach might be necessary to overcome the sparse measurement problem and to speed up the localization process. A possible candidate may be identifying the correctly localized local patches and globally perturbing the local patches with new starting points.
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We are currently conducting research on improving the size of the area for localization. In the localization of a large area such as the size of a small city, current distance measurement methods which rely on actively generated signals pose serious limitations due to the physical limits of the WSN nodes. A more practical approach for such large-scale localization may be a passive localization scheme based on large environmental events. We have done some preliminary research in this direction by developing a prototype passive localization scheme [Kwon and Agha 2008] .
