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ABSTRACT 
This article is talking about the study constructive method of structural identification systems with chaotic dynamics. It 
is shown that the reconstructed attractors are a source of information not only about the dynamics but also on the basis 
of the attractors which can be identified and the mere sight of models. It is known that the knowledge of the symmetry 
group allows you to specify the form of a minimal system. Forming a group transformation can be found in the recon-
structed attractor. The affine system as the basic model is selected. Type of a nonlinear system is the subject of calcula-
tions. A theoretical analysis is performed and proof of the possibility of constructing models in the central invariant 
manifold reduced. This developed algorithm for determining the observed symmetry in the attractor. The results of 
identification used in real systems are an application. 
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1. Introduction 
The first work on the reconstruction of the strange at-
tractor from the time series has been publishing the re-
sults on hydrodynamics [1]. The article shows that you 
can get a satisfactory picture of the strange attractor of 
the geometric dimensions of a small, if the variables x, 
appearing in the equations of the dynamical system  d dx t F x , use the m-dimensional vectors, derived 
from the elements of time series of the same principle, 
which in the problems of autoregression. That same year, 
F. Takens reported on his theorem, which was published 
a year later [2]. That it is the basis of all algorithms for 
time series analysis methods of nonlinear dynamics. The 
problem of determining the form of a dynamical system 
from its one-dimensional realization belongs to a class of 
incorrect problems. Unlike the problem of analyzing this 
issue is ambiguous, since there are infinitely many dy-
namical systems of various kinds which can play the ex-
isting signal with a given degree of accuracy. 
The method of the global reconstruction of a dynamic 
system of equations for its one-dimensional realization 
was proposed in [3,4]. The algorithm is as follows. 
One-dimensional realization of the process is in a system, 
which is considered a “black box” recovered phase por-
trait on the Takens theorem, topologically equivalent to 
the attractor of the original system. A priori given equa-
tion is the method of least squares which is a set of un-
known coefficients. 
Now there are considerable publications, developing 
and constantly improving the proposed the method [5-11]. 
For example, in R. Brown and others [12] to reconstruc-
tion dynamic equations on the experimental time series 
with a broadband continuous spectrum use additional 
information about the dynamic and statistical properties 
of the original system contained in the implementation. 
In obtaining equation takes into account the values of 
Lyapunov exponents and the probability density, calcu-
lated from the original time series. However, the result-
ing evolution equations have a very cumbersome, incon-
venient to use. In [13] used the hidden variables to write 
a model equation. In [12] describes a method for syn-
chronizing the model with the original data. In a number 
of O.L. Anosov proposed reconstruction algorithm scalar 
differential equations for systems with delay. 
However, the feature of many studies is that the pro-
posed methods are illustrated with examples of simple 
low-dimensional model systems when we know in ad-
vance what should be the result of global reconstruction. 
It does not show substantial benefits given by the modi-
fications of the basic method [3]. Described in the publi-
cations of the algorithms are tested on a number of 
known model systems with small dimension and a simple 
form right sides. The efficiency of the method is demon-
strated by the example of time series generated by the 
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real “black boxes”. 
The challenge is the need to work with noisy data in 
the processing of experimental time series. On the one 
hand, more desirable is the use of sequential differentia-
tion to restore the phase trajectory, because it can get a 
model that contains, in general, approximately n times 
smaller than the coefficients of the various non-linear 
than when using the method of delays. But differentiation 
will inevitably lead to increased noise components of 
high order. Without pre-filtering the time dependence of 
the second derivative can be noise-like process. In addi-
tion, methods of attachment are obvious flaws in the 
analysis significantly heterogeneous implementations, 
i.e., signals in which areas with fast motion alternating 
with areas of slow motions. 
Arbitrary choice of nonlinearities, as a rule, does not 
allow for a successful reconstruction of the dynamic 
equations for real systems. In particular, in [14] indicated 
the presence of three typical cases: 
1) Reconstruction of locally describe the phase trajec-
tory of the original system. In this case, the reconstructed 
model is unstable in the sense that the solution of these 
equations reproduces the signal under investigation only 
in a short period of time. 
2) There is poor local predictability of the phase tra-
jectory, but there is visual similarity of the phase por-
traits. Reconstruction of solution is stable in the sense of 
Poisson. In this case, the attractor of the reconstructed 
model has metric characteristics similar to those of the 
original attractor. 
3) There is a good local predictability of the phase tra-
jectory of any point in time values exceeding the charac-
teristic correlation time. The phase portrait reconstructed 
model is identical to the original, and the system is Pois-
son stable. 
2. Group Properties for the Construction of  
Equivalent Mapping 
Consider the research questions of the global structure of 
orbits of dynamical systems, which do not depend on the 
choice of coordinate system, i.e., admit a symmetry 
transformation. From a global point of view, the change 
of coordinates is a diffeomorphism (in the case of a 
smooth structure) or a homeomorphism (in the topologi-
cal situation) phase spaces. Thus, we can introduce a 
natural equivalence relation between the dynamical sys-
tems associated with different classes of coordinate 
changes, and interpret the problem of describing the 
structure of orbits as a classification problem of dynami-
cal systems up to these equivalence relations. 
Given the equivalence of the trajectories on the torus 
[15], we can show that every periodic point of the map, 
whose spectrum does not contain a unit, defines certain 
-modules. Since these periodic orbits are separated 
from each other, their spectra can be outraged, regardless, 
at least, for any finite set of points. The modules from a 
variety of periodic orbits a independent. 
1
On the other hand, at least in some cases, the local 
spectrum is a complete invariant with respect to a smooth 
conjugacy. Different approaches to the problem of local 
smooth conjugacy shown in [16]. 
For the global structure of orbits there are ways to 
build structures of independent modules associated with 
periodic orbits. In the case of infinitely many periodic 
orbits, like expanding mapping and hyperbolic automor-
phism of the torus, there are infinitely many invariants of 
the local -equivalence. For these two cases, which 
represent the simplest examples of hyperbolic systems, 
the spectra of periodic orbits form a complete system of 
invariants for - and 
1
1  -equivalences in the vicinity 
of these maps, respectively. Satisfactory description of 
the set of possible values for the eigen values of periodic 
points remains an open problem. 
A variety of modules offer a significant, although not 
complete information about the smooth equivalence in 
the vicinity of the rotation. Every real analytic compres-
sion stores a unique way an affine structure. For the dis-
crete map , two structures identified near the ends of 
the segment are found in the middle. The transition func-
tions between the two structures in any of the fundamen-
tal domain  ,a a    generate infinite moduli space  
[16]. In practice, this can be interpreted to mean that 
there are changes of coordinates that will  affine map-
ping from  –10, 0    in the [0, a] and   ,1а    in 
the   ,12 а   . Coordinates are uniquely determined up 
to two factors, one at each end. Then the map    2 ,1а ,1 а       can be normalized so that    : 0,1  0,1a : 
     
   2a
a t a a a
a a
    
    , 
which can be extended to the whole real line by the for-
mula 
    ,a aT k T k k     . 
Thus, the two diffeomorphism 1 and 2, for which  
   1 20 0  0   
are equivalent if  
    2 1 1T T s     s  
for some s in [0,1]. Constructed above the map transition 
depends on the factors that determine the linearization  
in the vicinity of the endpoints, as well as the choice of 
the reference point а as well. It is obvious that the change 
does not alter the linearization map transition if a 
amended accordingly. Changing the reference point leads 
to the substitution mapping the transition to the equiva-
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lent. 
The notion of smooth equivalence in accordance with 
[16] can be easily moved in case of continuous time. 
Flow equivalence is a contingency flows as a differenti-
able actions of a group  of real numbers. The struc-
ture of the orbits of the flow, unlike the case of dis-
crete-time systems, has two distinct aspects: 1) The rela-
tive behavior of points on different orbits and 2) evolu-
tion of the initial condition along the orbit over time. 
There is a natural way to change the thread, keeping the 
first aspect of the structure of its orbits, and it does not 
change its orbit. 

For the two streams t  and t  will define the time 
change by using the vector fields of infinitesimal gen-
erator of the symmetry group: 
0
d
d
t
tt


  and 
0
d
d
t
tt


 . 
From the uniqueness of solutions of differential equa-
tions, it follows that the zeros of the vector fields are 
fixed points of the corresponding flow. Thus, we con-
clude that (х) = 0 if and only if (х) = 0. In addition, if x 
is not a fixed point, then the tangent vector to the curve   t x  and   t x , does not vanish and have the 
same direction. 
It is natural to try to describe all the changes of time 
given flow modulo trivial substitutions. This problem is 
essentially equivalent to the problem of describing the 
space of all sufficiently smooth positive functions up to 
adding features that are derivatives of other smooth func-
tions in the direction of flow. 
It makes sense when determining equivalence to con-
sider the conservation of structural stability for flows. 
One way of determining is based on the equivalence of 
all the perturbations [16]. Not being fully degenerate, this 
requirement is rarely performed, for example, in the pres-
ence of periodic orbits of periods are modules in this 
sense. We assume that the local topological equivalence 
should preserve the structural stability, thus transforming 
the homeomorphism can be quite close to the identity for 
small perturbations. 
For all the above concepts in this section of the com-
pact phase spaces is immaterial. In addition, a natural 
way to modify these definitions for the cases where for 
some points of the dynamical system is defined only for 
a finite time interval. Such a generalization leads to the 
concepts of local and semilocal structural stability. 
For any contraction phase space can not have a smooth 
structure, so that these concepts are not directly applica-
ble. However, the contraction mapping of a small disc in 
the Euclidean space, structural stability, as well as a hy-
perbolic linear map in the vicinity of the fixed point. 
Symmetry rotation is not structurally stable. Since the 
topological conjugacy preserves the periodic orbits, and 
the transformation of rotation by an irrational angle can 
not be associated with the transformation of rotation, for 
which the corresponding number is rational. But since 
the rational numbers, and the set of irrational numbers 
are dense, then some arbitrarily small perturbations of the 
turn to rational angle you can find the rotation by an irra-
tional angle, and vice versa. 
3. Geometric Method for the Reduction of  
Systems 
According to [15] on centrally-stable manifold, the sys-
tem around an equilibrium point O takes the form  
 
 
 
1
2
0
, , ,
, , ,
, , ,
y By f x y z
z Cz f x y z
x Ax x y z
 
 
 



            (1) 
where  
, ,m k n mx y z       k   1,j m ; 
 1spectr , ,m kA    , Re 0,j    1,j m k  ; 
 1spectr , ,k nC    , Re 0,j    1,j k n  ; 
r -functions f1, f2 and 0  together with its first deriva-
tives vanish at the origin. 
In this case, the right side of the system may depend 
on the control u either continuously (in this case, smooth 
manifolds, discussed below, depend continuously on u), 
or smooth. In the latter case, u is included in the number 
of “central” variables x and, thus, further investigated the 
variety and the foliation will have the smoothness of u, 
equal to the smoothness of x. 
Theorem 1. In a small neighborhood of the equilib-
rium state there exists a (m + k)-dimensional cen-
ter-stable invariant manifold. Central-stable manifold is 
not uniquely defined, but for any two manifolds 1
sCW  
and 2
sCW  functions 1
sC  and 2sC  the class  that 
contains the point O and concerns at this point subspace 
{z = 0}, define the same the same symmetries group of 
the point O. 
r
Proof. Without loss of generality, we consider the sec-
ond-order system. Let the system defined on a manifold 
gives rise to a one-parameter transformation group gen-
erated by the operator 
   1 2
1 2
A x x
x x
     , 
with infinitesimal operator 
   1 2
1 2
X x x
x x
     . 
We need to show that the operator 
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   1 2
1 2
, ,A x x
x x
       
   . 
system defined by 2
sCW  an equivalent ( - group op-
tion). 
We write the transformation of the group as a Li series 
(the operator exponential): 
1 1
2 2
1 1
2 2
e ,
e ,
e ,
e .
X
X
X
X
x x
x x
x x
x x




 
 


 
We represent A  in the previous coordinates. For this 
we compute: 
       
       
1 2
1 2
1 2
1
e e
x x x x x x
X X
x x x x x x
A Ax Ax
x x
A x A x
2x x
 
  
 

   
  
 

 
 



, 
it follows that 
     
     
1 1
2 2
e ,
e .
X
x x x
X
x x x
A x x
A x x








 
 



  
Since 1,2 do not depend on , as determined by the 
operator X, we have 
 1d e 0d XA x    , 
so 
1 1 1e e e
X X XA x AX x XA x  
     
   0  . 
A similar formula holds for the second coordinate, 
which together form a differential equation: 
,A AX XA A X
      
     
with initial condition 
   
0
,A x A   x

. 
Solution of the resulting Cauchy problem can be ob-
tained by expanding the operator  ,A x   in a Taylor 
series in powers of : 
    2 2 2
0 0
,
2!
A AA x A x
 
    
      
    , 
thus, we have: 
 
0
,A A X
 
 

. 
Similarly, 
 2 2
0
, ,A A X X
 
    

. 
Finally, a number will look like in the Hausdorff form: 
   2, , ,
2!
A A A X A X X       , . 
By Theorem from [15] function 1
sC  and 2sC  de-
termine the same expansion in Taylor series, which sug-
gests field commutations: 
 , 0A X  , 
i.e. 
.A A  
Thus, the theorem is proved. 
At the reference time t  –t of A, B and C go into re-
spectively A, B and C. Thus, part of the spectrum of 
characteristic exponents corresponding to the variable z, 
is now left of the imaginary axis, and part of the spec-
trum, corresponding to the variable y—the right of it. To 
the system obtained from system (1) by time reversal, we 
can again apply the theorem about the Central stable 
manifold and get the following theorem on center-unsta- 
ble manifold. 
Theorem 2. In a small neighborhood of the equilib-
rium state О there exists an (n – k)-dimensional invariant 
manifold is a -smooth. Center unstable manifold in-
cludes all trajectories that remain in a small neighbor-
hood of O for all negative values of time. For any two 
 and 2  functions 1
r
usC
1
usCW W usC  and 2usC , the class 
 containing the point O and tangent at this point sub-
space {y = 0} define the same symmetries group.  
r
Intersection of center-stable and unstable manifolds of 
a central -smooth m-dimensional invariant center 
manifold, defined by the equation of the form (y, z) = 
C(x). Function C with all derivatives, in particular, the 
Taylor expansion of functions C at O is uniquely deter-
mined by the system.  
r
Straightening of the central stable and center-unstable 
manifolds, as well as rectification of the strong stable and 
strong unstable invariant foliations on these manifolds 
leads to the good fact. 
Theorem 3 [15]. With a -smooth transformation 
of the system (1) can locally be reduced to 
1r
  
  
     
1
2
0 1 2
, , ,
, , ,
, , , , ,
y A F x y z y
z C F x y z z
x Bx x x y z y x y z z
 
 
   



 
where 0 —is a -smooth function, which together 
with its first derivative vanishes at x = 0; F1,2 are func-
tions that vanish at the origin:  
r
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1
1,2
r  ; .    1 2, ,0 ,0, 0x y x z   
Here, the local center-unstable manifold given by the 
equation {y = 0}, the local center-stable manifold—{z = 
0}, and a local center manifold—{y = 0, z = 0}. Strong 
stable foliation consists of surfaces {x = const, z = 0}, 
and the layers are strongly unstable foliation of the form 
{x = const, y = 0}. 
A similar theory is constructed for discrete systems. 
For systems that admit the group of symmetries and 
construct models of systems, reduced to a central invari-
ant manifold results can be summarized as follows [17].  
In the local region of the qualitative dynamic behavior 
of systems typologically equivalent system, reduced to 
the central manifold  
   0x Ax t x  ,           (2) 
where  0 x —is a -smooth function  r
    0 0 0 0 00, 0xx x     , 
whose structure is determined by the symmetry trans-
formation. 
For a discrete system, the local center manifold is de-
termined by the system: 
     01 ,x t Ax t x           (3) 
where  0 x —is a -smooth function  r
    0 0 0 0 00, 0xx x     
defined on the basis of symmetry groups constructed on 
the reconstructed attractor. 
For the reconstruction of a nonlinear system in the 
forms (2), (3) proposed the allocation of local regions of 
phase trajectories  1 x  and  2 x  that are close to 
periodic, and the construction of finite-transformations 
transform one area to another. That is, the construction of 
the symmetry group of phase trajectories, which is char-
acterized by the transformation of graphs:  
     1 2graph graphx x  . 
The resulting transformations determine the structure 
of the desired evolution equations.  
4. Algorithms and Applications 
The result of reconstruction algorithms [1] is a set of 
points belonging to the attractor of the system. The task 
is an automatic search for symmetries of the local sec-
tions of the phase trajectories. We seek the symmetry of 
translation, rotation, stretching and compression. 
You must select the initial sequence collection sites so 
that when reducing them to a single scale, position and 
angle of rotation, they would be most similar to each 
other, as well as numerical indicators of transformations 
taking one piece to another without breaking of symme-
try, to give a numerical estimate degree of symmetry 
breaking. The Figure 1 shows a schematic illustration of 
the problem. 
The task of allocating a set of similar fragments in the 
circuit is defined as follows:  
Input: sequence of n points 1 2, , , nv v v , the func-
tion  1 2,Dist V V , which gives an assessment of similar-
ity between any two fragments of the original sequence  
1, , ,i j j j pV v v v   . 
Output: a set of disjoint fragments of the original se-
quence  1 2, , , kS V V V  , such that for any other set of 
fragments  hV1 2, , ,S V V    of the condition:  
 
 
, 1
, 1
1 1: max
1 ,
1 1max
1 ,
i j
i j
k
iV V S ii j
h
iV V S ii j
S S V
mDist V V
V
mDist V V
   
 
        
     




 
Number of different fragments, which can be identi-
fied in the original sequence:  
 1 1
2
m n n   
Number of arbitrary sets of fragments, determined by 
the size of the set of all subsets of the set 1 2, , , mV V V : 
  2mu m    
Based on this challenge  
   22nT n   . 
Marking. In the simplest case for the selection of frag-
ments of trajectories satisfying the decision to consider 
the fragments located between all possible pairs of con-
tour points. In most problems, this approach is not possi-
ble because of limited computer resources. So it makes 
sense to consider as a start / end fragment only some 
points of the contour, for example, extremes of functions 
of each of the coordinates and evenly distributed along 
the length of the markers on the slowly varying parts 
(Figure 2). This approach provides a sufficient rational 
partition of the circuit, although it suffers from some 
redundancy. 
Partitioning algorithm can be anything important to 
exclude monotonous plots and identify the markers 
characteristic sections of the circuit. Extracting fragments. 
To isolate fragments of contour to study the simplest case, 
you can use brute force pairs of markers. In this case, the 
number of fragments needed to be addressed:  
2
полн 2
n nF  , 
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Figure 1. Schematic illustration of the problem. 
 
 
Figure 2. Example of marking. 
 
where n — number of markers on the contour.  
It makes sense to limit the length of a fragment in the 
original contour points as the top and bottom as well as 
fragments, the length of the approaching to the original 
contour, are not of interest to identify patterns of distri-
bution symmetry, and too small fragments do not reflect 
the specific behavior of the system. In addition, the in-
troduction of restrictions on the length of the above - 
increase the number of fragments for consideration is 
linear, as opposed to quadratic, with the full brute force.  
Selected fragments for the possibility of a comparison 
between a need to interpolate in a way that they all de-
scribed the same fixed number of points (Figure 3). 
Normalization. After reducing to one the number of 
points each of the fragments should be subjected to the 
normalization procedure. The aim of the procedure is to 
convert the fragment into a descriptor—the image that is 
invariant with respect to the transport, rotation, and scal-
ing the original fragment, and obtaining the numerical 
parameters of this transformation (Figure 4).  
The proposed normalization procedure is a sequence 
of the following: 
Isolation in a fragment of the so-called “axis”—pairs 
of points, the distance between the maximum in the cur-
rent space projection.  
Rotation of the fragment so that its axis were parallel 
to the coordinate axes.  
The construction restricting fragment of the n-dimen-
sional parallelepiped and the shift of the fragment so that 
the center of the parallelepiped coincides with the center 
coordinates.  
Scaling the fragment so that the length of its main axis 
is equal to 1. 
Fragment of an n-dimensional the contour F consisting 
of m real points, represented as a matrix : m n
 1 2b nF X X X   , 
where 
T
,1 ,2 ,, , ,i i i i mX x x x    . 
For a compact description of the transformation fragment 
as a single matrix, we give it to homogeneous coordi-
nates using matrix transformations, obtain: 
 1 2 1c nF X X X   
In the normalization process uses three types of trans-
formations: translation, scaling and rotation. 
Translation transformation in a matrix form is: 
 
  
 
Figure 3. Interpolation of selected fragments. 
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Figure 4. Three initial symmetrical 3-dimensional fragment (top) and their total descriptor (bottom). 
 
sh
sh,1 sh,2 sh,
1 0 0
0 1 0
0 0 1
1n
M
g g g
    


   


0
0
0




,       (4) 
where rtg —angle, a significant elements of the matrix 
are located in cells (i, i), (i, j), (j, i) и (j, j).  
Normalization Algorithm Is as Follows 
1) Initialize the total transformation matrix of nor-
malization:  
where sh, 1, ,ig i  
norm
1 0 0
0 1 0
0 0 1
M
       


   

. 
n —the shift along the axis iX . 
Transformation of the scaling down and scaling up 
sc
sc
sc
sc
0 0
0 0
0 0 0
0 0 0 1
g
g
M
g
         


    


0
0
,          (5) 2) Setting the order of normalization .  1k 
where scg —a scaling factor. 
Rotation transformation is: 
   
   rt rtrt rt rt
1 0 0 0
0
cos sin
sin cos
0 0 0
0 0 0 1
g g
M
g g
     
 


 

 
0


0

,   (6) 
3) r
kF F .  
4) Finding the fragment kA — 
,1 ,2 ,
,1 ,2 ,
1
1
i i i nk
i j j n
x x x
A
x x x
    

  
the largest segment connecting two points of the loop 
kF  in space. With a simple enumeration pairs of points 
fragment of kF  sought a pair with the greatest distance: 
 2, ,max n d j d i
d k
x x

  
5) Transfer kA  so that it coincided with the first 
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point of origin. Conversion is performed by multiplying 
with the matrix translation  form (4) with coeffi-
cients  
sh,kM
 1,ksh,ig A i
sh,
k k M 
norm
 : 
sh kA A . 
6) Complement the overall normalization of the cur-
rent transformation matrix:  
norm sh,kM M M . 
7) Rotation sh
kA  so that it coincided with the direction 
of the axis kX .  
a) Initialize rotation matrix:  
rt,
0
0
1
kM
       
 
1 0
0 1
0 0


 

sh
k k
 
b) Setting the plane of rotation .  p n
rt , pA A  
c) Calculating the angle between the projection rt,
k
pA  
on the plane 1 pOX X  and the axis 1X  of the formula: 
 
     
 
     
 
     
 
     
,
2,
arctan , 2, 0, 2, 0;
2,
2,
arctan ,
2
,
3 ,
2



2, 0, 2, 0;
2,
2,
arctan 2, 0, 2, 0;
2,
2,
arctan 2, 0, 2, 0.
2,
k
k k
k
k
k k
k
k p k
k k
k
k
k k
k
A k
A k A p
A p
A k
A k A p
A p
A k
A k A p
A p
A k
A k A p
A p

                                      
 
d) Rotation rt,
k
pA  with a matrix form (6) by an angle 
rtg ,k p 
rt ,
k k
:  
rt, 1 rt ,p p pA A M  
rt,k k 
norm
nor
k k 
. 
e) Complement the current rotation matrix transforma-
tion:  
rt , rt,M M M p . 
f) Setting the next plane of rotation .  1p p 
g) If , then go to step {d}.  1p 
8) Complement the overall normalization of the cur-
rent transformation matrix:  
norm rt,kM M M . 
9) The transformation of the fragment by the current 
matrix of normalization:  
1
mF F M
  
10) Installation of the next order of normalization 
1k k  .  
11) If k n , then go to step {4}.  
12) Formation of the bounding parallelepiped frag-
ment B is described by the matrix :  2 n
1,1 1,2 1,
2,1 2,2 2,
n
n
b b b
B
b b b
    

 , 
  1, 2,min , maxi i ib X b  iX . 
13) Transfer fragment so that the center of the bound-
ing parallelepiped it coincided with the origin. Conver-
sion is performed by multiplying with the translation 
matrix shM  form (6) with coefficients  
    sh, 1, 2, 2ig B i B i   :  
cn sc
kF F M  . 
14) Scaling of the fragment in a way that restricts its 
parallelepiped fit into the unit cube. This conversion 
scaling matrix scM  form (5) with a coefficient  
  sc 2, 1, g B i B i  : 
norm cn scF F M   
15) Complement the overall normalization of the cur-
rent transformation matrix:  
norm norm cn scM M M M   . 
End. 
The result of the normalization procedure is the de-
scriptor the fragment normF , the matrix norm  is con-
verted into a fragment of the descriptor and a set of indi-
cators and all the intermediate transformation matrices: 
M
1n   matrices  
sh,kM ,  2 2n n  
matrices rt , pM  and one matrix scM . 
In what is easily obtain the transformation matrix of 
one fragment to another: 
1
trans norm normAB A BM М M   . 
Evaluation of symmetry breaking. After receiving the 
handles of the two supposedly symmetrical fragments 
AF  and BF  can give a numerical estimate of diver-
gence between them AB , for it is proposed to use the 
properties of Fourier series. Also, this indicator can be 
used as an estimate of the degree of symmetry break-
down.  
D
Successively translate the descriptor in both frequency 
representation, using the discrete Fourier transform for 
each point: 
  2 1 1
, ,
1
e , 1
im k p
m
d k d p
p
s x d
   

n   . 
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For an n-dimensional the descriptor in this case applies 
n-dimensional Fourier transforms independently for each 
coordinate. Result of the transformation will range fol-
lowing structure: 
,0 ,1 , , 1d d d d mS s s s d n
     . 
Couples      1 1 2 2 21 2, , ,n n nS S S S S S    
onjugate numbers. The transition
n
are complex c rom the 
spectr riginal contour by using the inverse 
 f
um to the o
discrete Fourier transform of the form: 
  2 1 1
, ,
1
1 e , 1
im k p
m
d k d p
p
x s d n
m
  

   . 
For the purpose of comparing the contours ou-
rier transformation is convenient because it ovides a 
selection 
 
of the F
pr
of principal components. The closer a pair of 
conjugate elements in the middle of the spectrum, the 
smaller, high frequency, especially circuit it describes. 
Each of the pairs of conjugate elements of the spectrum 
determines when restoring an ellipse, and all recovered 
shape is a superposition of these ellipses. Each of the 
next pair will be added to restore the image all the more 
finer details of the original contour. The first, odd ele-
ment of the spectrum indicates the position of the center 
of the figure for comparison; the contours are not being 
used. 
To calculate the distance between the fragments is pro-
posed to summarize the relevant elements of the diver-
gence of the spectra of these contours, after Fourier
transformation. Higher-frequency pair (close to the cen-
ter of the spectrum), the elements of the spectrum have 
less impact on the indicator closeness, than the low fre-
quency. 
Corresponding criterion is: 
   
    
2 2

1
, , , ,
, , , ,
Im Im ,
Re Re
n n
i
j
B i j A i j
B i j A i j
R
I S S
R S S
,
1 1
A B
i j
D I
q 
 
 
 

     
 
 

 
where q—the number of conjugate pairs of elements of 
the spectrum, n—the dimension of phase space; 
 
i — 
discount factors  1, ,i q  , which determine the de-
gree of importance of components of the spectrum of 
frequencies—the relevant elements of the spectrum con-
tours A and B. Coefficients i  are chosen empirically, 
based on the conditions of the problem.  
Once the fragments have been normalized circuit, 
must choose from a variety of sequences of one the most 
satisfying the requirements of the problem—containing 
the most balanced between fragments. Number se-
quences that can be composed of non-overlapping frag-
ments, even for small problems with the number of 
markers about 100 very large, so it is proposed to solve 
by using a genetic algorithm. 
5. Examples 
5.1. Detection of Symmetries for a Model  
the re-
Example 
Source data set consists of 300 points. These are 
sult of Ressler system simulation 
 1 2 3
2 1 20.2 ,x x x 
 3 3 1
,
0.2 2.6 .
x x x
x x x
  
  


 
The observed parameter x3 reconstructed attractor 
(Figure 5).  
Attractor has been subjected to alignment markers. 
Th
 paths have been selected 1375, the others 
di
e total number of markers: 144. After labeling of the 
10238 possible
d not satisfy the restrictions in length: from 5 to 50 
points of the original contour. Each segment was inter-
polated 60-th evenly spaced points along its length and 
subjected to the normalization procedure. After that was 
constructed adjacency matrix fragments (Figure 6). Been 
carried out selection of solutions by using genetic algo-
rithm (population size 200, the probability of mutation 
rates 0.3   and 0.1  , limiting the number of 
steps lengths: 5, an elite selection of a new generation, 
the type of parental choice—outbreeding, unique indi-
vidual opulat  selected the winning solu-
tion. 
The time of the preprocessing step: 3 min. 27 sec. 
Time step of genetic selection decisions: 4 min. 36 sec., 
the po
 in the p ion) and
pulation converged 5 times for 533 iterations, the 
de
5.
e data repre-
t applied. The 
reco been subjected to alignment 
 limiting the number of steps lengths: 8, an elite se- 
cision of the winner: the similarity of the fragments 
0.3917, length 197. 
The results are shown in Figure 7. Part of the trajec-
tory for which were not symmetrical parts shown dotted. 
2. Reconstruction of the Model to  
Experimental Data 
Original data set consists of 200 points. Th
sent the traffic network. Smoothing was no
nstructed attractor has 
markers. The total number of markers: 192. After label-
ing of the 18153 possible paths have been selected 2633, 
the others did not satisfy the restrictions in length: from 
15 to 30 points of the original contour. Each segment was 
interpolated 60-th evenly spaced points along its length 
and subjected to the normalization procedure in Figure 
8. 
Was carried out the evolutionary selection of solutions 
(population size 200, the probability of mutation rates 
and
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Figure 5. Attractor. 
 
 
Figure 6. Attractor with markers. 
 
lection of a new generation, the type of parental choice—
outbreeding lation) and 
lected the winning solution. The time of the preproc-
ethod of least squares, gives the 
fo
 
, unique individual in the popu
se
essing stage: 12 min. 43 sec. Time step of genetic selec-
tion decisions: 6 min. 11 sec., The population converged 
8 times for 652 iterations, the decision of the winner: the 
similarity of fragments of 0.576, length 125. The results 
are shown in Figure 9. 
The presence of the symmetry of the system deter-
mined the structure of the form (3). Parameter identifica-
tion system using the m
llowing result: 
  
 
Figure 7. Decision-winner in the time series (top) and in the 
attractor (botom). 
 
 
Figure 8. Labeled attractor. 
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(a) 
 
(b) 
Figure 9. Decision-winner at baseline (a) and the attractor 
(b). 
 

,  
 ,  
0.9413 0.1805 0.1164 0.0295
0.0545 0.8226 0.1622 0.1056
0.0014 0.0105 0.4455 0.8471
0.0062 0.0341 0.8860 0.5404
A
          
   0.0001 0.40
0.0399
0.0463
exp sin
0.4848
0.1851
t t
        
 410  2.1037   0.0124    0.1202   0.0302C    . 
Figure 10 shows a comparison of the dynamics of the 
original system and the reconstructed model. 
Note that in determining t e conversion makes sen
to consider the conservati of structural stability for
el assumed that the local topological equiva
ould preserve the structural stability, and the conver- 
h
on 
s
 
e 
flows. Based on the equivalence of all the disturbances in 
mod lence 
sh
 
Figure 10. Comparison of dynamics. 
 
sion can be close enough to the identity for small pertur-
bations. 
6. Conclusion 
The use of symmetric properties of evolution equations 
can be successfully used for the reconstruction of the 
system. Developing a constructive method for structural 
identification systems with chaotic dynamics based on 
geometric analysis of the experimentally obtained phase 
portrait of the system. 
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