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Abstract
Bayesian Inference and Information Bottle-
neck are the two most popular objectives for
neural networks, but they can be optimised
only via a variational lower bound: the Vari-
ational Information Bottleneck (VIB). In this
manuscript we show that the two objectives are
actually equivalent to the InfoMax: maximise
the information between the data and the la-
bels. The InfoMax representation of the two
objectives is not relevant only per se, since
it helps to understand the role of the network
capacity, but also because it allows us to de-
rive a variational objective, the Variational In-
foMax (VIM), that maximises them directly
without resorting to any lower bound. The
theoretical improvement of VIM over VIB is
highlighted by the computational experiments,
where the model trained by VIM improves the
VIB model in three different tasks: accuracy,
robustness to noise and representation quality.
1 Introduction
Deep neural networks are a flexible family of models that
easily scale to millions of parameters and data points.
Due to the large number of parameters involved, train-
ing such models while avoiding the overfitting scenario
is not easy. Indeed, it is well known that minimising the
naive accuracy term is not a good objective, or in gen-
eral, any metric that is a distance between the predicted
and the real labels. In particular, as observed in (Zhang
et al., 2016) in the case of really powerful networks (e.g.
convolutional net) it is possible to train with success, a
neural net with random labels. The latter scenario means
that the network is no longer learning a description (rep-
resentation) of the data with the associated labels, but
a function from the weights to the labels (Achille and
Soatto, 2018a).
In light of this empirical observation, to bound the in-
formation conveyed in the weights, many heuristic reg-
ulariser techniques were proposed: from the classic
L1/L2 weights regularisation, bounding the norm of the
weights, to the more recent ones such as Dropout (Sri-
vastava et al., 2014) and batch normalization (Ioffe and
Szegedy, 2015), bounding the entropy of the weights.
Such heuristic approaches are not easy to interpret and
the hyper-parameter tuning is often not trivial.
A solution to the interpretability issue is to consider a
Bayesian description, and read the neural network as a
model describing the distribution associating the data to
the labels. Under this perspective it is possible to relate
the Dropout technique to the Bayesian inference prob-
lem (Kingma et al., 2015) and describe the neural net
as an information channel (Alemi et al., 2016; Achille
and Soatto, 2018b). The latter two descriptions pro-
vide two regularised objectives: the Variational Dropout
(VD) (Kingma et al., 2015) aiming to learn the opti-
mal weights, and the Variational Information Bottleneck
(VIB) (Alemi et al., 2016) aiming to learn the optimal
representation of the data. Although the two tasks: op-
timal weights and optimal representations are intuitively
related, and VD is a special case of VIB, as observed in
(Alemi et al., 2016) the objective optimised to learn the
optimal weights is not the one optimised to learn an op-
timal representation and vice-versa.
In this manuscript, we try to address the reasons for such
counter intuitive behaviour by studying the network from
an information theory perspective. In particular we con-
sider a third definition of the optimal network: one max-
imising the information theory between the data and its
labels, the InfoMax (IM) principle. The IM description
has a twofold relevance: theoretical and computational.
From a theoretical side it allows to identify an objective
regulariser as a network capacity constraint, and in par-
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ticular to prove that the optimal network is learning both
optimal weights and optimal representations, i.e. VD and
VIB should have the same optimum. But its main advan-
tage is computationally, since it can be optimised directly
via a variational network, the same used for VD and VIB,
that are optimising a lower bound of the same princi-
ple. The theoretical advantages of the introduced objec-
tive are confirmed by the experimental results, where the
model trained optimising the Variational InfoMax (VIM)
performs better than VIB in three different tasks: accu-
racy, network robustness and representation quality.
2 Background and related work
Given a dataset D, containing a set of N observations of
tuples (x, y), samples of the random variables (X,Y ) ∼
p(X,Y ), the goal is to learn a model with parameter θ ∼
p(θ) of the conditional probability p(y|x, θ), such that
for any x ∼ p(x), p(y, x|θ) = p(y|x, θ)p(x) coincides
with the real p(y, x). I.e., find a model p(y|·, θ) such that
for any distance D the following objective is optimised:
min
θ
D(p(y, x), p(y, x|θ)). (1)
The naive idea to minimise the negative log-likelihood,
max
θ
1
N
N∑
i
− log p(yi|xi, θ), (2)
leads to model prone to overfit. Indeed, min-
imise the log-likelihood is equivalent to minimise the
Kullback-Leibler divergence DKL(p(y|x)||p(y|x, θ)) =
Ep(y|x)[log p(y|x) − log p(y|θ, x)], that is optimised by
a distribution p(y|θ) that does not depend by the input
x. The latter phenomenon where the information about
the labels come only from the weights is undesirable, and
coincides with the complete overfitting.
2.1 Variational Dropout
From the many regulariser techniques proposed, the most
popular is the Dropout one. Miming the biological be-
haviour of the real neural network, in (Srivastava et al.,
2014) it was proposed to train the artificial neural net-
work using only some units i.e. to dropout some units
during the training according to a distribution p(ξ) ∼
B(ξ). As observed in (Baldi and Vershynin, 2018), the
dropout technique is a way to restrict the space of dis-
tributions p(y|x, θ) that the network can learn, i.e. the
network capacity.
The original formulation with Bernoulli noise is not sta-
ble and not easy to train, so a relevant improvement was
provided in (Wang and Manning, 2013), where it was ob-
served that introducing a multiplicative Gaussian noise,
p(ξ) ∼ N (1, α = (1− ξ)/ξ) behaves like the Bernoulli
one, with the advantage of more robust and fast training.
Moreover, as observed in (Kingma et al., 2015), the in-
troduction of the Gaussian noise allows to move the noise
from the units to the weights.
For the sake of clarity, we describe the phenomenon in
the case where the network is a single layer with linear
activation; the generalisation to the deep network follows
naturally. Let us suppose V is the weight matrix to learn
andA andB respectively, the input and the output layers.
Then in the Gaussian dropout case we have that
B = (A · ξ)V, ξ ∼ N (1, α), (3)
that is equivalent, by the associative property of the direct
multiplication to
B = AV˜ , V˜ = v˜i,j = vi,jξi,j .
By this description, the network p(y|·, θ) can be read
as a composition of two distributions: the regression
p(y|·,W ), a function of the last layer, W , and the weight
inference q(W |·, φ), described by the rest of the network
weights φ and the noise ξ, i.e. (W,φ) = θ. Thanks to
this description we can read the network trained minimis-
ing the negative log-likelihood with Gaussian dropout, as
optimising the objective
Eq(W |D,φ)[− log p(y|x,W )]. (4)
Observing that (4) is a loose lower bound of the unfeasi-
ble to compute KL-divergence
−DKL(p(y, x|θ)||p(y, x)) (5)
(Kingma et al., 2015) provided an approximation of the
KL divergence DKL(q(W |D, φ)||p(W )) and then pro-
posed to optimise the Variational Inference (VI)
Eq(W |D,φ)[− log p(y|x, θ)]
+ Eq(θ|D,φ)[DKL(q(W |D, φ)||p(W ))],
(6)
which is a tight approximation of the term (5), with
p(W ) the prior of the regression weights being supposed
known.
2.2 The Information Bottleneck
In the section above we observed that the continuous
noise can be moved from the latent units to the weights.
Let us now leave the noise in the latent units. In this set-
ting the network p(y|·, θ) is the composition of two sub-
nets: the decoder p(y|z,W ) and the encoder q(z|·, φ),
i.e. p(y|x, θ) = p(y|z, θ)q(z|x, φ) for any x, where
the random variable Z is defined according to (3) as
Z = A · ξ. In light of this observation the VI objective
(6) can be rewritten as
Eq(z|x,φ)[− log p(y|z,W )]
+ Eq(z|x,φ)[DKL(q(z|x, φ)||p(z))].
(7)
In this way we have moved our attention from the
weights θ, a huge number of parameters difficult to in-
terpret, to the easier to describe latent variable Z. Ac-
cording to (Tishby et al., 2000) it is possible to define an
optimal network X → Z → Y , as the one learning a
representation Z that is a minimal sufficient statistic of
X for Y ; i.e. a description of the input data containing
only the necessary information to distinguish a class ele-
ment from another one. Formally, the minimal sufficient
representation is the random variable Z optimising the
following objective:
min
φ
I(Z;X|φ) s.t. I(Y ;Z|W ) = I(Y ;X|θ), (8)
where the conditional mutual information I(B;A|W ),
defined as
I(B;A|W ) = H(B|W )−H(B|A,W ),
is a measure of the information conveyed by A to B in a
channel defined by weights W , with conditional entropy
H(B|W ) = Ep(b,w)[− log p(b|w)] denoting a measure
of the information lost by B about W .
The objective in (8) is intractable, but it is possible to
optimise a lower bound of its Lagrangian form:
max
θ,φ
I(Y ;Z|W )− βI(Z;X|φ). (9)
Indeed, observing that
• H(Y |W ) = H(Y ) is constant,
• H(Y |Z,W ) ≤ Eq(z|x,φ)[− log p(y|z,W )],
• I(Z;X,φ) ≤ Eq(z|x,φ)[DKL(q(z|x, φ)||p(z))],
the following objective, the Variational Information Bot-
tleneck (VIB),
Eq(z|x,φ)[− log p(y|z,W )]
+ βEq(z|x,φ)[DKL(q(z|x, φ)||p(z))],
(10)
is a variational lower bound of the original IB in (8). Let
us observe that, since I(Z;X|φ) ≤ I(Z;X,φ) optimis-
ing (10) is equivalent to optimising a lower bound of (9).
The VIB model in (10), that is a generalisation of the VD
(7), was independently derived in (Achille and Soatto,
2018b) and (Alemi et al., 2017), where it was observed
that it is an outperforming regulariser, leading to robust
learning (in agreement with the Bayes theory) and op-
timal representation quality (in agreement with the IB
theory); but, as observed in (Alemi et al., 2016) the La-
grange hyper-parameter β chosen to maximise the accu-
racy is not the same one used to learn robust weights and
good quality representation. We suppose that this issue
arises from the fact that VD (7) and VIB (10) are optimis-
ing a lower bound of the respective objectives and that
the choice of the prior p(z) is arbitrary and often equal
to the easy to compute unit variance Normal distribution.
3 Capacity Constrained InfoMax
3.1 A third definition of optimal network
In the previous section we described two different defini-
tions of the optimal network, optimal Bayesian inference
(5) and minimal sufficient representation Z (8). In this
section we provide an information theoretic description
of the first principle and we show that it is equivalent to
the second one.
The InfoMax The mutual information between the
variables X and Y , is a constant of the system and it
is defined as
I(X;Y ) := DKL(p(X,Y )||p(X)p(Y )).
By property of the KL divergence, the mutual informa-
tion can be decomposed as follow:
I(X;Y ) =DKL(p(X,Y )||p(X,Y |θ))+
DKL(p(X,Y |θ)||p(X|θ)p(Y |θ))+
DKL(p(X|θ)p(Y |θ)||p(X)p(Y )),
(11)
where the third term is trivially zero for any θ, and
the second term is the conditional mutual information
I(Y ;X|θ). Noting that the first term is the inference ob-
jective (5) to minimise, the latter problem can be rewrit-
ten as the following InfoMax objective
max
θ
I(Y ;X|θ), (12)
with optimum value θ∗, that satisfies the following equal-
ity:
I(Y ;X, θ∗) = I(Y ;X|θ∗) = I(Y ;X).
By the highlighted equivalence between the InfoMax and
the Bayes inference, it is possible to show the equiva-
lence between the Bayes Inference (5) and the Informa-
tion Bottleneck (8). In order to prove such an assertion it
is enough to show that the optimal solution learnt by (12)
is minimal and sufficient.
Proposition The network learning parameters θ∗ op-
timising the InfoMax objective (12), i.e. I(Y ;X|θ∗) =
I(Y ;X), is learning, in the hidden layer, a minimal suf-
ficient representation Z of the input X for the variable
Y .
Proof. Let us observe that a model p(y|x, θ) optimises
(12) if I(Y ; θ) = 0, indeed I(Y ;X, θ) = I(Y ;X|θ) +
I(Y ; θ). Then, in order to prove the proposition it is
enough to show that the parameter optimising (8) sat-
isfies I(Y ; θ) = 0.
A representation Z ofX is sufficient for Y , if there exists
a function φ such that Z = φ(X), and
p(y|x) = p(y|φ(x),W )φ(x), (13)
or equivalently, see (Cover and Thomas, 2012) section
2.9, if it satisfies the following equality:
I(Y ;X) = I(Y ;Z|W ). (14)
By the deterministic property of φ, I(Y ;φ) = 0 for any
sufficient statistic. Then it remains to show that only for
the minimal sufficient statisticZ it holds that I(Y ;W ) =
0.
A sufficient statistic Z, is minimal if the encoding in-
formation I(Z,X) is minimal. Or equivalently, since
Z = φ(X), and then H(Z|X) = 0 for any φ, if the
entropy H(Z) = H(φ(X)) is minimal. Since by (13)
we have that
H(Y |X) = H(Y |Z,W ) +H(Z),
we obtain that a minimal sufficient representation is as-
sociated to a maximal H(Y |Z,W ), or equivalently to
a minimal I(Y ;Z,W ). But, by (14), and remembering
that I(Y ;Z,W ) = I(Y ;Z|W )+I(Y ;W ), we have that
only for a minimal sufficient representation I(Y ;W ) =
0. Q.E.D.
Thanks to this proposition we showed that the similarity
between the variational objectives (6) and (10) is not a
causality but comes from the equivalence of the two the-
oretical objectives from which they were derived. More-
over, we showed that both the Bayes Inference (5) and
the IB (8) problems are equivalent to the IM (12). Such a
relationship allows us to derive an alternative variational
objective that optimises directly the IM without resort-
ing to any lower bound approximation, and moreover to
highlight the role of network capacity and why it should
be bounded.
3.2 The channel capacity
The direct optimisation of the InfoMax objective (12)
is unfeasible: it is necessary to rewrite it. Let us start
by observing that the feasible to optimise negative log-
likelihood, E[− log p(y|x, θ)], is equivalent to optimising
the MI I(Y ;X, θ), an upper bound of the desired condi-
tional information I(Y ;X|θ). Then it is useful to rewrite
the IM (12) in terms of I(Y ;X, θ):
max
θ
I(Y ;X, θ), s.t. I(Y ;X, θ) ≤ I(Y ;X). (15)
In this new form we are asserting that the network ca-
pacity C(θ) = supθ I(Y ;X, θ), the maximum value that
the mutual information can reach, has to be equal to
the visible mutual information I(Y ;X). Indeed, with-
out such a bound the information can achieve the value
H(X) +H(θ), which is the scenario of pure overfitting.
The capacity, as a function of the weights, is in general,
unfeasible to compute, but given the observation made
above on the relationship between weights and represen-
tation, in the following we try to write the capacity in
terms of the representation.
In a network of the type X → Z → Y , by the Data Pro-
cessing Inequality the MI I(Z;X|φ) is an upper bound
of I(Y ;X|θ). Then, C(θ) ≤ I(Z;X|φ), moreover
by equation (8), we have that for an optimal parameter
θ∗ = (W ∗, φ∗), the optimal capacity I(Y ;X) coincides
with the encoding information I(Z;X,φ∗) = H(Z),
where the latter equality follows from the sufficiency
property of Z. Then the InfoMax objective (12) can be
written as follows:
max
W,φ
I(Y ;φ(X),W ), s.t. H(φ(X)) = I(X;Y ).
(16)
The alternative formulation (16) does not depend any-
more on the parameter θ, everything is defined in terms
of the sub-networks, and this highlights the relationship
between the network capacity and the entropy of the la-
tent layer, underlying that the choice of the prior is fun-
damental in order to have a proper learning. Indeed, if a
prior p(z) with high variance is prone to over-fit, a prior
with small variance will under-fit.
3.3 The Variational InfoMax
The choice of Z In the analysis above we have seen
that the choice of the prior is fundamental. This is in
principle a real issue since the possible distributions are
infinite. For this reason, before deriving the variational
objective optimising the IM, we remember that in al-
most any case it is possible to restrict our attention to
a standard Gaussian distribution. Such an observation
is the classic principle on which is based the Normalis-
ing Flow technique (Rezende and Mohamed, 2015). The
proof is divided into two steps: in the first it is shown
there exists an invertible function g, where the objec-
tive is unchanged since the I(Y ; g(Z)) = I(Y ;Z) and
H(g(Z)) = H(Z), see (Cover and Thomas, 2012) chap-
ter 2. The second step follows by the Inverse Function
Theorem, where, as observed in (Kingma et al., 2016),
locally almost any function can be approximated by an
invertible function.
Given these observations, we can assume without loss of
generality that the latent entropy is distributed according
to p(z) ∼ N (0, σ2I), such that H(Z) = I(X,Y ). In
this way the IM can be re-written as
max
W,φ
I(Y ;φ(X),W ), s.t. q(z|φ) ∼ N(0, σ2I),
(17)
an objective that depends only by the variance of the
prior and not by its shape.
The variational objective The advantage of the alter-
native representation of IM (17), is that it can be opti-
mised via the following variational method:
max
φ,W
Eq(z|x,φ)[p(y|z,W )]− βD(q(z|φ)||p(z)),
s.t. p(z) ∼ N (0, σ2I),
(18)
a Lagrangian relaxed form of the intractable variational
objective
max
φ,W
Eq(z|x,φ)[p(y|z,W )], s.t. q(z|φ) ∼ N (0, σ2I).
D is any function, measuring the distance between two
distribution, e.g. the KL-divergence, and β is the La-
grangian multiplier associated to the chosen divergence.
4 Experiments
In this section we compare the behaviour of the same
stochastic neural networks trained by optimising respec-
tively the VIB and VIM objectives. The section is di-
vided into two parts: in the first one, considering the
same setting analysed in (Alemi et al., 2016) of MNIST
data and a fully-connected network, we show that the
network trained with VIM outperforms the one trained
with VIB, and that the optimal accuracy VIM model is
the most robust to noise and with better quality represen-
tation. This is in agreement with the theory section where
a maximally informative (maximal accuracy) model is
the one learning the minimal sufficient representation
(good quality representation) and minimising the Bayes
Inference problem (robust to noise). In the second part,
we consider a more challenging setting, CIFAR10 data
and a convolutional network, to describe the role of the
two hyper-parameters: the variance of the prior σ2 and
the Lagrange multiplier β. We observe that the choice of
σ is relevant for both the variational objectives, and has
not to be neglected.
In all the experiments we consider as a metric D in (18),
the Maximum Mean Discrepancy (MMD), an approxi-
mation of the KL divergence (Zhao et al., 2017), defined
as:
MMD(q(z)||p(z)) =
sup
f :||f ||Hk≤1
Ep(z)[f(Z)]− Eq(z)[f(Z)],
where Hk is Reproducing Kernel Hilbert Space associ-
ated to the positive definite kernel k(z1, z2) = K/(K +
‖z1 − z2‖22) ≥ 0, with K the dimension of the latent
space, i.e. z ∈ RK .
4.1 MNIST setting
The first setting that we consider to evaluate VIM is
the one already considered by (Alemi et al., 2016) and
(Pereyra et al., 2017), where it is observed that the VIB
objective outperforms the three most popular heuristic
methods: Dropout, Label Smoothing (Szegedy et al.,
2015) and Confidence Penalty (Pereyra et al., 2017).
Consistently with (Alemi et al., 2016), we consider a
network with encoder modelled by an MLP with fully
connected layers of the form 784− 1024− 1024− 2K,
with ReLu activation, where K is the dimension of the
representation space, and as a decoder a logistic re-
gression with Softmax activation, i.e. p(y; z,W ) =
exp(yc)/
∑
c ∈ C exp(yc), where y = (yc)C=101 =
Wz + b. Since the goal of this manuscript is not to pro-
vide the state of the art performance, nor to assert that
VIM is the best regulariser in any setting, but simply to
observe that VIM is a tighter approximation of the IB ob-
jective than VIB, in all the experiments we consider the
same (network) hyper-parameters used in (Alemi et al.,
2016), and we use the Adam optimiser (Kingma and Ba,
2014) with learning rate 10−4.
Accuracy The first task of a neural network is to pre-
dict the correct label, so the first metric that we consider
to evaluate the objective is the test accuracy of the trained
network.
As we see from table (1) and figure 1 the network trained
with VIM and having standard deviation σ = 1, and La-
grangian β = 10−3, slightly outperforms the best VIB
solution, with the same objective hyper-parameters β and
σ. Obviously, as we can see in figure 1 the accuracy
performance is a function of both the objective hyper-
parameters β and σ, and it is simply a coincidence that
both VIM and VIB are optimised by the same couple
(β, σ). Indeed, as we will see in the 2d MNIST case
(see figure 2 and in the CIFAR10 case, see figure 4) the
optimal hyper-parameters for the two objectives are not
necessarily the same.
Table 1: Comparison test-error on MNIST (smaller is
better), with Z ∈ N (0, I), I ∈ RK×K , K = 256
Model error (%)
Baseline 1.38
Dropout (Alemi et al., 2016) 1.34
Label Smoothing (Pereyra et al., 2017) 1.23
Confidence Penalty (Pereyra et al., 2017) 1.17
VIB (β = 10−3, σ = 1) (Alemi et al., 2016) 1.13
VIM(β = 10−3, σ = 1) 1.10
(a) Comparison test-error of the same network trained with
VIM and VIB as a function of β, for a fixed σ = 1
(b) Comparison test-error of the same network trained with
VIM with two different priors, σ ∈ {1, 2} as a function of
β
Figure 1: Test-error on MNIST dataset for VIM and VIB
trained networks
Table 2: Distance between original and adversarial sam-
ple
Model L2 L1 L∞
Baseline 2.20 713 0.37
VIB (β = 10−3, σ = 1) 3.38 752 0.59
VIB (β = 10−4, σ = 1) 3.58 697 0.63
VIM(β = 10−3, σ = 1) 3.70 700 0.65
Robustness to noise We observed that an optimal net-
work is the one learning some weights that do not share
any information with the label, which means that an op-
timal network should be robust to noise. In particular,
as observed in (Szegedy et al., 2015) small perturbations
on the input, sometimes just a single pixel, can lead to a
wrong classification. For this reason, in agreement with
(Alemi et al., 2016), we decided to measure the robust-
ness of the network with the magnitude of corruption ad-
versary that leads to a misclassification.
Formally, given a network M and an input x with label
Ci such that M(x) = Ci, the successful adversary A(x)
of x ∈ Ci, of a (targeted) attach with target Cj with i 6=
j is the closest element x′, with respect to a prescribed
measure, such that M(A(x)) = Cj . Defining x′ as the
successful adversary of x, the robustness of the network
is defined as the average distance ||x − x′||n, with n ∈
{1, 2,∞},
In particular, in our experiments, consistent with the
choice made in (Alemi et al., 2016), we compute the ad-
versary attach of the first ten zero digits in the test set
with adversary target the label one, i.e. M(A(x)) = C1
with x ∈ C0, using the adversary method proposed in
(Carlini and Wagner, 2017) optimised according the L2
distance.
As we see from the results listed in table 2 the VIM
model with σ = 1 and β = 10−3, obtaining best ac-
curacy performance, is the most robust with respect to
all the metrics considered but L1, that, as observed in
(Alemi et al., 2016) decreases when the L2 distance in-
creases.
This result gives visible evidence of the theoretical
equivalence between InfoMax, the objective associated
to the network accuracy, and the Bayes Inference, the
objective ensuring the network robustness. Indeed, the
VIM optimised network is the one having maximal ac-
curacy and also is the most robust to adversarial attack.
Quality of the representation According to IB theory
an optimal network should learn a good quality repre-
sentation. The debate on what is a good representation is
open; in this manuscript we follow the definition given in
Table 3: Adjusted Rand and Hoyer index of the learned
representation (higher is better)
Model adjR Hoyer
Baseline 0.938 0.37
VIB (β = 10−3, σ = 1) 0.948 0.31
VIB (β = 10−4, σ = 1) 0.951 0.33
VIM(β = 10−3, σ = 1) 0.954 0.41
(Mathieu et al., 2018) and we consider a good represen-
tation as the one that decomposes the hidden factors of
the data. To evaluate the decomposition of the represen-
tation we consider two properties: clustering and sparse-
ness. Indeed, a representation with high clustering is the
one that is able to separate out the hidden factors of the
visible data that allows us to recognise if an element be-
longs in a certain class; and a sparse representation can
be thought of as one where each embedding has a sig-
nificant proportion of its dimensions off, i.e. close to 0
(Olshausen and Field, 1996). To evaluate the clustering,
we evaluate the adjusted Rand index adjR between the
sets Ci, individuated by a classic K-means trained with
10 clusters and the set of representations associated by
labels Li; defining ai = Ci ∩ Li the adjR-index is de-
fined as
adjR =
∑
i ai∑
Ci
∈ [0, 1],
yielding 1 for a complete overlapping between the clus-
ters and the correct set and 0 if no point lies in the in-
tersection between the two sets. For the sparseness we
consider the Hoyer extrinsic metric (Hurley and Rickard,
2009),
Hoyer(z) =
√
d− ‖z‖1/‖z‖2√
d− 1 ∈ [0, 1],
yielding 0 for a fully dense vector and 1 for a fully
sparse vector. Since in our experiments we are consider-
ing latent representation with different variance and high
sparseness can be simply associated to a large variance,
following the same approach in (Mathieu et al., 2018),
we evaluate the Hoyer metric on a normalised represen-
tation vector, i.e. Hoyer = H(z/σ).
In total agreement with the accuracy and robustness per-
formance discussed above, we see in table 3 that the VIM
trained network is the one learning the best quality rep-
resentation, confirming empirically that the Bayesian In-
ference (5), the Information Bottleneck (8) and the In-
foMax (12) are actually the same objective. Moreover,
we observe that also in this case the VIB trained network
with β = 10−4 is learning a better representation than
the counterpart with β = 10−3 that has optimal accu-
racy, suggesting that the VIB trained model cannot be
(a) baseline, adjR: 0.81,
Hoyer: 0.305 test error:
4.87%
(b) VIB, adjR: 0.81, Hoyer:
0.305, test error: 3.61%
(c) VIM, adjR: 0.901, Hoyer : 0.328, test error: 3.05%
Figure 2: 2d learnt representation of the MNIST data,
the network trained with VIM (c) is the most informative
(smaller test error) and it is learning the best representa-
tion (higher Rand and Hoyer indices )
optimised to be the best in all the three tasks at the same
time.
2d latent For the sake of completeness we considered
also the case K = 2. This scenario is useful to visu-
alise what the network is learning, and see the behaviour
in a more challenging scenario than the one considered
above. We see in figure 2 that, as confirmed by the Hoyer
and Rand indices, the learnt representations of VIM are
well clustered and the intersection between the different
clusters is minimal (high Rand score), and symmetric
around the origin, i.e. representation close to zero and
then more sparse. We conclude that, in agreement to
what was observed for the case K = 256, a better rep-
resentation corresponds with a smaller test error. Let us
notice that in this case, the optimal σ parameter differs
for the two variational objectives. Such a phenomenon
will be visible also in another challenging case, the CI-
FAR10 that we discuss below.
4.2 CIFAR setting
Classifying the MNIST data, although a classic bench-
mark, is a quite simple task, and the differences between
the two variational objectives is small. The aim of this
section is to show that the differences between the two
considered objectives is apparent in a more challeng-
ing context, and that the choice of the variational hyper-
parameters is fundamental in order to have good perfor-
mance. For this reason in this section we decided to train
a convolutional neural network to classify the CIFAR10
dataset. We take into consideration this setting since,
as observed in (Zhang et al., 2016), a classical CNN
without regulariser is prone to overfit and moreover, in
Achille and Soatto (2018b) was observed that consider-
ing the VIB objective, the overfitting phenomenon es-
sentially disappears and the accuracy performance is im-
proved drastically. We performed the experiments con-
sidering an encoder network of four convolutional layers
with filter of size 4 × 4 and increasing kernel size, fol-
lowed with a Batch Normalization, as illustrated in table
4, and the decoder a classic logistic as in the MNIST set-
ting. The structure of the network is similar to the one
considered in (Zhang et al., 2016), and as already ob-
served in (Achille and Soatto, 2018b) the batch normal-
ization is added only to have more stable computation,
without really affecting the final results. The network is
trained using Adam with learning rate starting from 10−3
and decreasing after 30 epochs by a factor of 2.
As we can see in figure 4, the difference between the
VIB and VIM trained modesl, in this scenario, is clear.
Both the models are optimised by a Lagrangian param-
eter β = 10−3, but if the VIM model has its minimum
for σ = 2.5, the VIB is minimised by σ = 0.5. Ac-
cording with what was seen in the 2d MNIST setting,
and in agreement to what was observed in the theory sec-
tion: when VIB performs well, VIM cannot improve too
much, instead the performance gap is larger in the more
challenging case where VIB obtains results that are far
from optimal. We conclude, by describing the quality of
the learned representation, to better understand the role
of the two hyper-parameters and the odd behaviour of the
VIB, where the hyper-parameters associated to the best
accuracy are not the same associated to the best qual-
ity representation. As we see in figure 3, the two objec-
tives are learning representations of similar quality, apart
from the strange behaviour of the VIM trained model
for β = 102, that is learning really sparse representa-
tion which is then difficult to clusterise. From the results
in figure 3 it is possible to make two observations: the
choice of the prior entropy is relevant for both the varia-
tional objectives, indeed if the VIB model is more robust,
the difference in performance between the two VIB vari-
ants (σ = 0.5, σ = 2.5) is not negligible; see also the
accuracy performance in figure 4. Secondly, we under-
line that, as observed in the MNIST framework, if in the
VIM case the single model that has best accuracy is also
the one learning the best representation, in the VIB con-
text this assertion does not hold true. Indeed, if the min-
imal test error is obtained for σ = 0.5, see figure 4, the
(a) adjusted Rand index, for VIM and VIB, as a function of
log(β). As expected VIM is less robust to a change of σ
(b) Hoyer index, for VIM and VIB, as a function of log(β).
The two models have really similar results: apart the isolated
case β = 102, the best results are obtained by the two models
with highest σ.
Figure 3: Evaluation of the learned representation by the
VIM and VIB optimisers. Note that VIM with σ = 2.5
(blue line) almost always improves over the other VIM
with smaller σ; such behaviour does not hold true in the
VIB case.
best Hoyer metric is achieved by the VIB with σ = 2.5
figure 3. This phenomenon is presumably a symptom of
a non-accurate objective.
5 Conclusion
In this manuscript we presented the Variational InfoMax
(VIM), a variational objective that is optimising the In-
foMax, an objective equivalent to Bayes Inference and
the Information Bottleneck, maximising the information
between the input data and the output labels. Differently
from the Variational Information Bottleneck (VIB), that
is optimising a lower bound of the IM, the VIM optimises
directly the learned principle. The theoretical differences
appear clear in the computational experiments, where the
VIM trained models outperform the VIB trained ones,
in test accuracy, network robustness and representation
(a) comparison test error, as a function of β for a fixed σ, VIM
σ = 2.5 and VIB σ = 0.5 CIFAR10
(b) comparison test error as a function of σ for a fixed β = 1,
CIFAR10
Figure 4: Comparison test error of the CNN trained with
VIM and VIB, as a function of the two hyper-parameters
σ and β. We observe that a correct choice of the pa-
rameters is fundamental, but in general VIM outperforms
VIB.
Table 4: CNN architecture of the encoder network used
for the CIFAR experiments
Input (32× 32× 3)
Conv(4× 4, 128)
BN + ReLu
Conv(4× 4, 256
BN + ReLu
Conv(4× 4, 512)
BN + ReLu
Conv(4× 4, 1024)
BN + ReLu
Fully connected 2K, K = 64
quality. Moreover, the VIM derivation discloses the role
of the latent prior, and in particular of its entropy that
coincides with the network capacity, and then with the
maximal information that can be transmitted via the net-
work. Such observations, confirmed in the experiments,
suggests to consider the variance of the prior as an hyper-
parameter of the objective. In future work we will try to
overcome such an issue, trying to consider the latent vari-
ance an objective term to optimise, in a fashion similar to
the variational tempering technique (Mandt et al., 2016).
The equivalence between Bayes inference and InfoMax
and its easy optimisation, suggests to describe the Life-
Long learning problem, learning more than one task with
the same network, from an information theoretic per-
spective. In particular, in future work we will investigate
a natural extension of the InfoMax to the LifeLong sce-
nario, the conditional InfoMax: given a network already
trained for a task A, and learned representation ZA, train
the same net for a task B optimising the ZA-conditioned
mutual information between the visible data xB and the
label yB (of task B), I(YB , XB |ZA).
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