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Abstract
At the beginning of 1950’s Erdo˝s and Rado suggested the inves-
tigation of the Ramsey-type results where the number of colors is
not finite. This marked the birth of the so-called canonizing Ram-
sey theory. In 1985 Pro¨mel and Voigt made the first step towards the
structural canonizing Ramsey theory when they proved the canonical
Ramsey property for the class of finite linearly ordered hypergraphs,
and the subclasses thereof defined by forbidden substructures. Build-
ing on their results in this paper we provide several new structural
canonical Ramsey results. We prove the canonical Ramsey theorem
for the class of all finite linearly ordered tournaments, the class of all
finite posets with linear extensions and the class of all finite linearly
ordered metric spaces. We conclude the paper with the canonical ver-
sion of the celebrated Nesˇetrˇil-Ro¨dl Theorem. In contrast to the “clas-
sical” Ramsey-theoretic approach, in this paper we advocate the use
of category theory to manage the complexity of otherwise technically
overwhelming proofs typical in canonical Ramsey theory.
Key Words: canonizing Ramsey theory, finite structures, category
theory
AMS Subj. Classification (2010): 05C55, 18A99
1 Introduction
The leitmotif of Ramsey theory is to prove the existence of regular patterns
that occur when a large structure is considered in a restricted context. It
started with the following result of F. P. Ramsey [14]:
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Theorem 1.1 (Ramsey Theorem [14]). For positive integers k and r and an
arbitrary coloring χ :
(
ω
k
)
→ {1, 2, . . . , r} there exists an infinite set S ⊆ ω
such that χ(X) = χ(Y ) for all X,Y ∈
(
S
k
)
.
Here, ω = {0, 1, 2, . . .}, and for a set S and a positive integer k by
(
S
k
)
we
denote the set of all the k-element subsets of S. Its finite version takes the
following form.
Theorem 1.2 (Finite Ramsey Theorem [14]). For positive integers k, m and
r there exists an integer n such that for every coloring χ :
(
n
k
)
→ {1, 2, . . . , r}
there exists a set S ∈
(
n
m
)
such that χ(X) = χ(Y ) for all X,Y ∈
(
S
k
)
.
Generalizing the Finite Ramsey Theorem, the structural Ramsey theory
originated at the beginning of 1970s in a series of papers (see [6] for refer-
ences). We say that a class K of finite structures has the Ramsey property
if the following holds: for any number k > 2 of colors and all A,B ∈ K such
that A embeds into B there is a C ∈ K such that no matter how we color
the copies of A in C with k colors, there is a monochromatic copy B′ of B
in C (that is, all the copies of A that fall within B′ are colored by the same
color).
Many natural classes of structures (such as finite graphs, metric spaces
and posets, just to name a few) do not have the Ramsey property. It is
quite common, though, that after expanding the structures under consider-
ation with appropriately chosen linear orders, the resulting class of expanded
structures has the Ramsey property. For example, the class of all finite lin-
early ordered graphs (V,E,<), where (V,E) is a finite graph and < is a
linear order on the set V of vertices of the graph, has the Ramsey prop-
erty [1, 8]. The same is true for metric spaces [7]. In case of finite posets
the class of all the structures (P,⊑, <) where (P,⊑) is a finite poset and <
is a linear order on P which extends ⊑ has the Ramsey property [12, 4].
One of the cornerstones of the structural Ramsey theory is the famous
Nesˇetrˇil-Ro¨dl Theorem whose formulation requires some terminology. Let
Θ = (Ri)i∈I be a sequence of finitary relational symbols. A linearly or-
dered Θ-structure A = (A,ΘA, <A) is a set A together with a sequence
ΘA = (RAi )i∈I of finitary relations on A (which are the interpretations of
the symbols in Θ), and with a linear order <A on A. A finite linearly or-
dered Θ-structure A = (A,ΘA, <A) is irreducible if for every a, b ∈ A such
that a 6= b there is an i ∈ I and a tuple (x1, x2, . . . , xri) ∈ R
A
i such that
xp = a and xq = b for some p, q ∈ {1, . . . , ri} (here, ri is the arity of Ri). For
a family F of irreducible finite linearly ordered Θ-structures let ForbΘ,<(F)
denote the class of all finite linearly ordered Θ-structures A such that no
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structure from F embeds into A (so, F is the family of forbidden substruc-
tures).
Theorem 1.3 (The Nesˇetrˇil-Ro¨dl Theorem [9, 10, 11]). Let Θ be an arbi-
trary sequence of finitary relational symbols and let F be a family of irre-
ducible finite linearly ordered Θ-structures. Then ForbΘ,<(F) has the Ram-
sey property.
At the beginning of 1950’s Erdo˝s and Rado suggested the investigation
of the Ramsey-type results where the number of colors is not finite. Their
paper [3] marked the birth of the so-called canonizing Ramsey theory. Before
we state the famous Erdo˝s-Rado Canonization Theorem let us introduce a
piece of notation. Take any (possibly empty) Q ⊆ {1, 2, . . . , k}. For a
k-element set X = {x1, x2, . . . , xk} ⊆ ω where x1 < x2 < . . . < xk let
X : Q = {xq : q ∈ Q}. (Note that X : ∅ = ∅.)
Theorem 1.4 (Erdo˝s-Rado Canonization Theorem [3]). For a positive inte-
ger k and an arbitrary coloring χ :
(
ω
k
)
→ ω there exists an infinite set S ⊆ ω
and a possibly empty set Q ⊆ {1, 2, . . . , k} such that for all X,Y ∈
(
S
k
)
we
have: χ(X) = χ(Y ) if and only if X : Q = Y : Q.
Its finite version takes the following form.
Theorem 1.5 (Finite Erdo˝s-Rado Canonization Theorem). For positive
integers k and m there exists an integer n such that for every coloring χ :(
n
k
)
→ ω there exists a set S ∈
(
n
m
)
and a possibly empty set Q ⊆ {1, 2, . . . , k}
such that for all X,Y ∈
(
S
k
)
we have: χ(X) = χ(Y ) if and only if X : Q =
Y : Q.
In 1985 Pro¨mel and Voigt proved the canonical Ramsey theorem for
hypergraphs [13]. Let r = (r1, r2, . . . , rk) be a finite sequence of positive inte-
gers. A linearly ordered r-hypergraph is a structureH = (H,E1, E2, . . . , Ek, <)
where H is a set of vertices of H, < is a linear order on H and Ei ⊆
(
H
ri
)
is a
set of ri-hyperedges of H, 1 6 i 6 k. A finite linearly ordered r-hypergraph
H = (H,E1, E2, . . . , Ek, <) is irreducible if for every a, b ∈ H such that a 6= b
there is an i ∈ {1, 2, . . . , k} and a hyperedge e ∈ Ei such that a, b ∈ e. For
a family F of irreducible finite linearly ordered r-hypergraphs let Forbr(F)
denote the class of all finite linearly ordered r-hypergraphs H such that no
hypergraph from F embeds into H.
Let G and H be finite linearly ordered r-hypergraphs. By
(
G
H
)
we denote
the set of all the induced linearly ordered subhypergraphs of G that are
isomorphic to H. Now, let Q ⊆ {1, 2, . . . , n(H)} be a (possibly empty) set,
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where n(H) is the number of vertices of H, and let {w1 < w2 < . . . < wn(H)}
be the set of vertices of H (as a linearly ordered set). By H : Q we denote
the subhypergraph of H induced by {wq : q ∈ Q}. (Note that H : ∅ is the
empty linearly ordered hypergraph (∅,∅,∅).)
Theorem 1.6 (Canonical Ramsey Theorem for Hypergraphs [13]). Let r be
a finite sequence of positive integers and let F be a family of irreducible finite
linearly ordered r-hypergraphs. Then Forbr(F) has the canonical Ramsey
property.
Explicitly, for any H, E ∈ Forbr(F) there exists a G ∈ Forbr(F) such
that for every coloring χ :
(
G
H
)
→ ω there exists an E∗ ∈
(
G
E
)
and a (possibly
empty) set Q ⊆ {1, 2, . . . , n(H)} such that for all H′,H′′ ∈
(
E∗
H
)
we have:
χ(H′) = χ(H′′) if and only if H′ : Q = H′′ : Q.
Linearly ordered (2)-hypergraphs are usually referred to as linearly or-
dered graphs, while linearly ordered (t)-hypergraphs for t > 2 are usually
referred to as linearly ordered t-uniform hypergraphs. The following is an
immediate consequence of Theorem 1.6:
Corollary 1.7 ([13]). (a) The class of all finite linearly ordered graphs has
the canonical Ramsey property.
(b) For every n > 3 the class of all finite linearly ordered Kn-free graphs
has the canonical Ramsey property. (Here, Kn stands for the complete graph
on n vertices; a graph is Kn-free if it does not embed Kn.)
(c) The class of all finite linearly ordered t-uniform hypergraphs, t > 2,
has the canonical Ramsey property.
Theorem 1.6 appears to be the first structural canonical Ramsey re-
sult. In this paper we build on the results of [13] to provide several new
structural canonical Ramsey results. In contrast to [13] where the authors
prove canonical Ramsey statements using the “classical” Ramsey-theoretic
approach, in this paper we modify the ideas from [5] and using the appro-
priate “transfer techniques” formulated in the language of category theory
we prove the canonical Ramsey theorem for the class of all finite linearly
ordered tournaments, the class of all finite posets with linear extensions, the
class of all finite linearly ordered metric spaces and the class of all finite
linearly ordered oriented graphs. We conclude the paper with the canonical
version of the celebrated Nesˇetrˇil-Ro¨dl Theorem.
In Section 2 we provide a brief overview of basic category-theoretic no-
tions. Section 3 is devoted to the reinterpretation of the canonical Ramsey
property in the language of category theory. As the motivating example for
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our categorical techniques we derive the canonical Ramsey property for the
class of all finite linearly ordered tournaments. In Section 4 we present a
technical result which enables us to transfer the canonical Ramsey property
from a category to its hereditary subcategory, and as an immediate conse-
quence prove the canonical Ramsey property for the class of all finite posets
with linear extensions. In Section 5 we introduce canonical pre-adjunctions
between two categories (see [5] for the motivation) and use them to prove the
canonical Ramsey property for the class of all finite linearly ordered metric
spaces, as well as some standard subclasses thereof. The paper concludes
with Section 6 in which we prove the canonical version of the Nesˇetrˇil-Ro¨dl
Theorem (Theorem 1.3) and from it easily derive the canonical Ramsey
property for the class of all finite linearly ordered oriented graphs.
2 Categories and functors
In this section we provide a brief overview of basic elementary category-
theoretic notions. For a detailed account of category theory we refer the
reader to [2].
In order to specify a category C one has to specify a class of objects
Ob(C), a set of morphisms homC(A,B) for all A,B ∈ Ob(C), the identity
morphism idA for all A ∈ Ob(C), and the composition of morphisms · so that
idB ·f = f = f ·idA for all f ∈ homC(A,B), and (f ·g)·h = f ·(g ·h) whenever
the compositions are defined. A morphism f ∈ homC(B,C) is monic or left
cancellable if f · g = f · h implies g = h for all g, h ∈ homC(A,B) where
A ∈ Ob(C) is arbitrary.
Example 2.1. Let Θ = (Ri)i∈I be a sequence of finitary relational sym-
bols. Any class K of Θ-structures can be thought of as a category whose
objects are the objects from K and whose morphisms are the embeddings.
In particular:
(1) A chain is a pair (A,<) where < is a linear (= total) order on A. In
case A is finite, instead of (A,<) we shall simply write A = {a1 <
a2 < . . . < an}. We shall also allow chains to be empty. The empty
chain is, therefore, the structure (∅,∅). Finite chains and embeddings
constitute a category that we denote by Ch.
(2) Finite linearly ordered graphs and embeddings constitute a category
that we denote by Gra. We also allow the empty graph (∅,∅,∅).
(3) Let r = (ri)i∈I be a sequence of positive integers. A linearly ordered
r-hypergraph is a structure H = (H, (Ei)i∈I , <) where H is a set of
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vertices of H, < is a linear order on H and Ei ⊆
(
H
ri
)
is a set of
ri-hyperedges of H, i ∈ I. Finite linearly ordered r-hypergraphs and
embeddings constitute a category that we denote by Hgr(r). We also
allow the empty r-hypergraph (∅, (∅)i∈I ,∅).
(4) A reflexive digraph with a linear extension is a structure (V, ρ,<) where
< is a linear order on V and ρ ⊆ V 2 is a reflexive binary relation such
that (x, y) ∈ ρ and x 6= y implies x < y for all x, y ∈ V . The empty
reflexive digraph with a linear extension is the structure (∅,∅,∅). Fi-
nite reflexive digraphs with linear extensions together with embeddings
constitute a category that we denote by EDig.
(5) A linearly ordered tournament is a structure (V,E,<) where < is a
linear order on V and E ⊆ V 2 is an irreflexive binary relation such that
and for all x, y ∈ V satisfying x 6= y we have that either (x, y) ∈ E or
(y, x) ∈ E. The empty tournament is the structure (∅,∅,∅). Finite
linearly ordered tournaments and embeddings constitute a category
that we denote by Tour.
(6) An oriented graph V = (V, ρ) is a set V together with an irreflex-
ive binary relation ρ on V such that (v1, v2) ∈ ρ ⇒ (v2, v1) /∈ ρ
for all v1, v2 ∈ V . A linearly ordered oriented graph is a structure
V = (V, ρ,<) where (V, ρ) is an oriented graph and < is a linear or-
der on V . The empty linearly ordered oriented graph is the structure
(∅,∅,∅). Finite linearly ordered oriented graphs together with em-
beddings constitute a category which we denote by OGra.
(7) A poset with a linear extension is a structure (A,⊑, <) where < is a
linear order on V and ⊑ ⊆ A2 is a partial order on A (that is, a reflex-
ive, antisymmetric and transitive relation) such that x ⊑ y and x 6= y
implies x < y for all x, y ∈ A. The empty poset with a linear extension
is the structure (∅,∅,∅). Finite posets with linear extensions and
embeddings constitute a category that we denote by Pos.
(8) A linearly ordered metric space is a structure M = (M,d,<) where
d : M2 → R is a metric and < is a linear order on M . A linearly
ordered metric space (M,d,<) is rational if d : M2 → Q. The empty
metric space is the structure (∅,∅,∅). Finite linearly ordered metric
spaces and isometric embeddings constitute a category that we denote
by Met.
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(9) For a sequence Θ = (Ri)i∈I of finitary relational symbols and a binary
relational symbol < not in Θ let Rel(Θ, <) denote the category whose
objects are all the finite linearly ordered Θ-relational structures and
whose morphisms are embeddings. We also allow the empty linearly
ordered Θ-relational structure (∅, (∅)i∈I ,∅).
A category D is a subcategory of a category C if Ob(D) ⊆ Ob(C) and
homD(A,B) ⊆ homC(A,B) for all A,B ∈ Ob(D). A category D is a
full subcategory of a category C if Ob(D) ⊆ Ob(C) and homD(A,B) =
homC(A,B) for all A,B ∈ Ob(D). A category D is a hereditary subcategory
of a category C if D is a full subcategory of C and for all D ∈ Ob(D) and
all C ∈ Ob(C), if homC(C,D) 6= ∅ then C ∈ Ob(D).
Example 2.2. For a linearly ordered metric space M = (M,d,<) let
spec(M) = {d(x, y) : x, y ∈M}
denote the spectre ofM, that is, the set of all the distances that are attained
by points in M. For a nonempty finite S ⊆ R of nonnegative reals let
Met(S) denote the full subcategory of Met spanned by all those M ∈
Ob(Met) satisfying spec(M) ⊆ S.
A functor F : C→ D from a category C to a category D maps Ob(C)
to Ob(D) and maps morphisms of C to morphisms of D so that F (f) ∈
homD(F (A), F (B)) whenever f ∈ homC(A,B), F (f ·g) = F (f) ·F (g) when-
ever f · g is defined, and F (idA) = idF (A).
Categories C and D are isomorphic if there exist functors F : C → D
and G : D → C which are inverses of one another both on objects and on
morphisms.
An oriented multigraph ∆ consists of a collection (possibly a class) of
vertices Ob(∆), a collection of arrows Arr(∆), and two maps dom, cod :
Arr(∆)→ Ob(∆) which assign to each arrow f ∈ Arr(∆) its domain dom(f)
and its codomain cod(f). If dom(f) = γ and cod(f) = δ we write briefly
f : γ → δ. Intuitively, an oriented multigraph is a “category without com-
position”. Therefore, each category C can be understood as an oriented
multigraph whose vertices are the objects of the category and whose arrows
are the morphisms of the category. A multigraph homomorphism between
oriented multigraphs Γ and ∆ is a pair of maps (which we denote by the
same symbol) F : Ob(Γ) → Ob(∆) and F : Arr(Γ) → Arr(∆) such that if
f : σ → τ in Γ, then F (f) : F (σ)→ F (τ) in ∆.
Let C be a category. For any oriented multigraph ∆, a diagram in C of
shape ∆ is a multigraph homomorphism F : ∆→ C. Intuitively, a diagram
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∃C
• • • B1
==
B2
OO
B1
aa
•
OO @@✁✁✁✁✁✁✁✁
•
@@✁✁✁✁✁✁✁✁
^^❃❃❃❃❃❃❃❃
•
^^❃❃❃❃❃❃❃❃
OO
A1
f1
OO
f2
==⑤⑤⑤⑤⑤⑤⑤⑤
A2
f4
==⑤⑤⑤⑤⑤⑤⑤⑤
f3
aa❇❇❇❇❇❇❇❇
A2
f5
aa❇❇❇❇❇❇❇❇
f6
OO
∆
F // C
Figure 1: A diagram in C (of shape ∆) with a commutative cocone
in C is an arrangement of objects and morphisms in C that has the shape
of ∆. A diagram F : ∆ → C is commutative if morphisms along every two
paths between the same nodes compose to give the same morphism.
A diagram F : ∆ → C is has a commutative cocone in C if there exists
a C ∈ Ob(C) and a family of morphisms (eδ : F (δ) → C)δ∈Ob(∆) such that
for every arrow g : δ → γ in Arr(∆) we have eγ · F (g) = eδ:
C
F (δ)
eδ
==④④④④④④④④
F (g)
// F (γ)
eγ
aa❉❉❉❉❉❉❉❉
(see Fig. 1 for an illustration). We say that C together with the family of
morphisms (eδ)δ∈Ob(∆) is a commutative cocone in C over the diagram F .
3 The canonical Ramsey property in the language
of category theory
For a set S we say that S = X0 ∪ X1 ∪ . . . ∪ Xk ∪ . . . is an ω-coloring of
S if Xi ∩ Xj = ∅ whenever i 6= j. Equivalently, an ω-coloring of S is any
mapping χ : S → ω. The relationship between the two notions is obvious
and we shall use both.
Definition 3.1. For A,B,C ∈ Ob(C) we write C
can
−→ (B)A to denote
that for every ω-coloring χ : homC(A,C) → ω there is a morphism w ∈
homC(B,C), an object Q ∈ Ob(C) and a morphism q ∈ homC(Q,A) such
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that, for all f, g ∈ homC(A,B) we have: χ(w · f) = χ(w · g) if and only if
f · q = g · q.
Q
q // A
f
((
g
66 B
w // C
A category C has the canonical Ramsey property if for all A,B ∈ Ob(C)
such that homC(A,B) 6= ∅ there is a C ∈ Ob(C) such that C
can
−→ (B)A.
Example 3.2. The category Ch of finite chains and embeddings (Exam-
ple 2.1) has the canonical Ramsey property. This is just a reformulation of
the Finite Erdo˝s-Rado Canonization Theorem (Theorem 1.5). To see that
this is indeed the case, it suffices to note that X : Q corresponds to the
image of the embedding q 7→ xq of the finite chain (Q,<) into the finite
chain (X,<).
Example 3.3. The category Gra of finite linearly ordered graphs and em-
beddings has the canonical Ramsey property. This is just a reformulation
of Corollary 1.7 (a).
Let C be a category and let F ⊆ Ob(C) be a class of objects in C. By
ForbC(F) we denote the full subcategory of C spanned by the class of all
those A ∈ Ob(C) satisfying homC(F,A) = ∅ for all F ∈ F. The class F is
then referred to as a class of forbidden subobjects.
Example 3.4. Let r = (r1, r2, . . . , rn) be a finite sequence of positive in-
tegers. The category Hgr(r) of finite linearly ordered r-hypergraphs and
embeddings has the canonical Ramsey property. Moreover, if F is a fam-
ily of irreducible finite linearly ordered r-hypergraphs then the category
ForbHgr(r)(F) has the canonical Ramsey property. This is just a reformula-
tion of Theorem 1.6.
Clearly, if C and D are isomorphic categories, then one of them has the
canonical Ramsey property if and only if the other one does. This is the
easiest way to transfer the the canonical Ramsey property from one category
to the other.
Proposition 3.5. (a) The category EDig has the canonical Ramsey prop-
erty.
(b) The category Tour has the canonical Ramsey property.
Proof. (a) Let us show that EDig has the canonical Ramsey property by
showing that the categories EDig and Gra are isomorphic. The claim then
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follows from Example 3.3. Consider the functors F : Gra → EDig and
G : EDig→ Gra defined by
F (V,E,<) = (V, ρE , <), F (f) = f, and
G(V, ρ,<) = (V,Eρ, <), G(f) = f,
where
ρE = {(x, y) : {x, y} ∈ E and x < y} ∪ {(x, x) : x ∈ V }, and
Eρ = {{x, y} : (x, y) ∈ ρ and x 6= y}.
It is easy to see that F and G are well defined and that they are mutually
inverse. Therefore, the categories EDig and Gra are isomorphic.
(b) Let us show thatTour has the canonical Ramsey property by showing
that this category is also isomorphic to Gra. Consider the functors F :
Gra→ Tour and G : Tour→ Gra defined by
F (V,E,<) = (V,E′, <), F (f) = f, and
G(V, T,<) = (V, T ′, <), G(f) = f,
where
E′ = {(x, y) : {x, y} ∈ E and x < y} ∪ {(x, y) : {x, y} /∈ E and x > y}, and
T ′ = {{x, y} : (x, y) ∈ T and x < y}.
It is easy to see that F and G are well defined and that they are mutually
inverse. Therefore, the categories Tour and Gra are isomorphic.
4 Posets with linear extensions
Another way of transferring the Ramsey property is from a category to its
subcategory. We shall now present a technical result which enables us to
transfer the canonical Ramsey property from a category to its hereditary
subcategory.
Consider a finite, acyclic, bipartite digraph where all the arrows go from
one class of vertices into the other and the out-degree of all the vertices in
the first class is 2:
• • • . . . •
•
OO ??⑦⑦⑦⑦⑦⑦⑦
•
??⑦⑦⑦⑦⑦⑦⑦
__❅❅❅❅❅❅❅
•
OO ==⑤⑤⑤⑤⑤⑤⑤⑤
. . . •
OOhh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
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• • • B B B
•
OO ??⑧⑧⑧⑧⑧⑧⑧⑧
•
??⑧⑧⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄❄❄
•
__❄❄❄❄❄❄❄❄
OO
A
f1
OO
f2
>>⑦⑦⑦⑦⑦⑦⑦⑦
A
f4
>>⑦⑦⑦⑦⑦⑦⑦⑦
f3
``❅❅❅❅❅❅❅❅
Af5
``❅❅❅❅❅❅❅❅
f6
OO
∆
F // C
Figure 2: A binary diagram in C (of shape ∆)
Such a digraph will be referred to as a binary digraph. A binary diagram
in a category C is a diagram F : ∆ → C where ∆ is a binary digraph, F
takes the bottom row of ∆ onto the same object, and takes the top row of ∆
onto the same object, Fig. 2. A subcategory D of a category C is closed for
binary diagrams if every binary diagram F : ∆→ D which has a commuting
cocone in C has a commuting cocone in D.
Theorem 4.1. Let C be a category such that every morphism in C is monic
and such that homC(A,B) is finite for all A,B ∈ Ob(C), and let D be a
hereditary subcategory of C. If C has the canonical Ramsey property and D
is closed for binary diagrams, then D has the canonical Ramsey property.
Proof. Take any A,B ∈ Ob(D) such that homD(A,B) 6= ∅. Since D is
a subcategory of C and C has the canonical Ramsey property, there is a
C ∈ Ob(C) such that C
can
−→ (B)A.
Let us now construct a binary diagram inD as follows. Let homC(B,C) =
{e1, e2, . . . , en}. Intuitively, for each ei ∈ homC(B,C) we add a copy of B
to the diagram, and whenever ei · u = ej · v for some u, v ∈ homD(A,B) we
add a copy of A to the diagram together with two arrows: one going into
the ith copy of B labelled by u and another one going into the jth copy of B
labelled by v (note that, by the construction, this diagram has a commuting
cocone in C):
C
B
e1
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
B
ei
>>⑤⑤⑤⑤⑤⑤⑤⑤
. . . B
ej
``❇❇❇❇❇❇❇❇
B
en
hhPPPPPPPPPPPPPPP
A
OO >>⑦⑦⑦⑦⑦⑦⑦⑦
A
v
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
u
OO
. . . A
>>⑦⑦⑦⑦⑦⑦⑦⑦
``❇❇❇❇❇❇❇❇
D
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Formally, let ∆ be the binary digraph whose objects are
Ob(∆) = {1, 2, . . . , n} ∪ {(u, v, i, j) : 1 6 i, j 6 n; i 6= j;
u, v ∈ homD(A,B); ei · u = ej · v}
and whose arrows are of the form u : (u, v, i, j) → i and v : (u, v, i, j) → j.
Let F : ∆→ D be the following diagram whose action on objects is:
F (i) = B, 1 6 i 6 n,
F ((u, v, i, j)) = A, ei · u = ej · v,
and whose action on morphisms is F (g) = g:
i j B B
(u, v, i, j)
v
;;✇✇✇✇✇✇✇✇✇✇
u
cc●●●●●●●●●●
A
v
@@        
u
^^❃❃❃❃❃❃❃❃
∆
F // C
As we have already observed in the informal discussion above, the di-
agram F : ∆ → D has a commuting cocone in C, so, by the assumption,
it has a commuting cocone in D. Therefore, there is a D ∈ Ob(D) and
morphisms fi : B → D, 1 6 i 6 n, such that the following diagram in D
commutes:
D D
B
f1
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
B
fi
>>⑤⑤⑤⑤⑤⑤⑤⑤
. . . B
fj
``❇❇❇❇❇❇❇❇
B
fn
hhPPPPPPPPPPPPPPP
A
OO >>⑦⑦⑦⑦⑦⑦⑦⑦
A
v
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
u
OO
. . . A
>>⑦⑦⑦⑦⑦⑦⑦⑦
``❇❇❇❇❇❇❇❇
Let us show that in D we have D
can
−→ (B)A. Take any ω-coloring
homD(A,D) = X0 ∪ X1 ∪ . . . ∪ Xk ∪ . . .
and define an ω-coloring
homC(A,C) = X
′
0 ∪ X
′
1 ∪ . . . ∪ X
′
k ∪ . . .
as follows. For j ∈ ω let
X ′j+1 = {es · u : 1 6 s 6 n, u ∈ homD(A,B), fs · u ∈ Xj},
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and then let
X ′0 = homC(A,C) \
⋃
j∈ω
X ′j+1.
Let us show that X ′i ∩ X
′
j = ∅ whenever i 6= j. By the definition of X
′
0 it
suffices to consider the case where i > 1 and j > 1. Assume, to the contrary,
that there is an h ∈ X ′i+1 ∩ X
′
j+1 for some i, j ∈ ω such that i 6= j. Then
h = es · u for some s and some u ∈ homD(A,D) such that fs · u ∈ Xi, and
h = et · v for some t and some v ∈ homD(A,D) such that ft · v ∈ Xj . Then
es · u = h = et · v. Clearly, s 6= t and we have that (u, v, s, t) ∈ Ob(∆).
(Suppose, to the contrary, that s = t. Then es · u = es · v implies u = v
because all the morphisms in C are monic. But then Xi ∋ fs ·u = fs ·v = ft ·
v ∈ Xj, which contradicts the assumption that Xi ∩Xj = ∅.) Consequently,
fs · u = ft · v because D and the morphisms fi : B → D, 1 6 i 6 n, form a
commuting cocone over F : ∆→ D in D. Therefore, fs ·u = ft ·v ∈ Xi∩Xj,
which is not possible.
Let χ : homD(A,D) → ω be the coloring such that χ(Xi) = i for all
i ∈ ω, and let χ′ : homC(A,C)→ ω be the coloring such that χ
′(X ′i ) = i for
all i ∈ ω. Since, by construction, C
can
−→ (B)A, there is an eℓ ∈ homC(B,C),
an object Q ∈ Ob(C) and a morphism q ∈ homC(Q,A) such that
χ′(eℓ · u) = χ
′(eℓ · v) if and only if u · q = v · q,
for all u, v ∈ homC(A,B). By the assumption,D is a hereditary subcategory
of C so Q ∈ Ob(D) and q ∈ homD(Q,A). Finally, in order to show that
χ(fℓ · u) = χ(fℓ · v) if and only if u · q = v · q
for all u, v ∈ homD(A,B) = homC(A,B) it suffices to note that χ(fℓ ·
u) = χ′(eℓ · u) − 1 for all u ∈ homD(A,B), and that χ
′(eℓ · u) > 1 for all
u ∈ homD(A,B).
Corollary 4.2. The category Pos has the canonical Ramsey property.
Proof. Clearly, morphisms in EDig are monic, hom-sets in EDig are finite
and EDig has the canonical Ramsey property (see Proposition 3.5). Since
Pos is a hereditary subcategory of EDig, in order to prove that Pos has the
canonical Ramsey property it suffices to show that Pos is closed for binary
diagrams in EDig (Theorem 4.1).
Let F : ∆→ Pos be a binary diagram in Pos where the top row of the
diagram maps onto B = (B,⊑B, <B) and the bottom row of the diagram
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maps onto A = (A,⊑A, <A). Assume that F has a commuting cocone in
EDig with the tip at C = (C, ρC , <C) and the morphisms e1, . . . , en:
C EDig
B
e1
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
B
ei
>>⑥⑥⑥⑥⑥⑥⑥⑥
. . . B
ej
``❆❆❆❆❆❆❆❆
B
en
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
A
OO >>⑦⑦⑦⑦⑦⑦⑦⑦
A
v
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
u
OO
. . . A
;;①①①①①①①①①
``❇❇❇❇❇❇❇❇
Pos
Define D = (D, ρD, <D) as follows: D = e1(B) ∪ e2(B) ∪ . . . ∪ en(B) ⊆ C,
ρD is the transitive closure of ρC ∩D2, and <D = <C ∩D2. The relation ρD
is clearly reflexive (because ρC is reflexive) and transitive. It is also easy to
see that (x, y) ∈ ρD and x 6= y implies x <D y. Therefore, ρD is a partial
order on D and <D is a linear extension of ρD, so D ∈ Ob(Pos).
For i ∈ {1, 2, . . . , n} define fi : B → D by fi(x) = ei(x), x ∈ B. It is
easy to see that each fi is actually an embedding B → D. Therefore, D
together with the embeddings f1, . . . , fn forms a commuting cocone over F
in Pos. This completes the proof that Pos is closed for binary diagrams in
EDig.
5 Metric spaces
One useful strategy for proving the Ramsey property for categories con-
sists of establishing a pre-adjunction between two categories (see [5]). As
the canonical Ramsey property is much stronger than the “usual” Ramsey
property, we shall need a stronger version which we refer to as a canonical
pre-adjunction.
Definition 5.1. Let C and D be categories. A pair of maps
F : Ob(D)⇄ Ob(C) : G
is a canonical pre-adjunction between C and D provided there is a family of
maps
ΦY ,X : homC(F (Y),X )→ homD(Y, G(X ))
and a family of maps
FY ,X : homD(Y,X )→ homC(F (Y), F (X ))
satisfying the following (when appropriate we shall omit the subscripts for
the family of maps F and treat F as a functor-like entity):
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(CPA1) for every C ∈ Ob(C), every D, E ∈ Ob(D), every u ∈ homC(F (D), C)
and every f ∈ homD(E ,D) we have that ΦD,C(u) · f = ΦE,C(u · F (f)).
F (D)
u // C D
ΦD,C(u) // G(C)
F (E)
F (f)
OO
u·F (f)
88♣♣♣♣♣♣♣♣♣♣♣♣♣♣
E
f
OO
ΦE,C(u·F (f))
88♣♣♣♣♣♣♣♣♣♣♣♣♣♣
(CPA2) for allD, E ∈ Ob(D) andQ ∈ Ob(C), and for every q ∈ homC(Q, F (E))
there exist a Q′ ∈ Ob(D) and a q′ ∈ homD(Q
′, E) such that for all
f, g ∈ homD(E ,D) we have: F (f)·q = F (g)·q if and only if f ·q
′ = g ·q′.
F (D) D
F (E)
F (f)
II
F (g)
UU
E
f
HH
g
VV
Q
q
OO
Q′
q′
OO
(Note that in a pre-adjunction F and G are not required to be functors,
although F is “defined on morphisms” as well.)
Theorem 5.2. Let C and D be categories such that C has the canonical
Ramsey property. If there exists a canonical pre-adjunction F : Ob(D) ⇄
Ob(C) : G then D has the canonical Ramsey property.
Proof. Let F : Ob(D)⇄ Ob(C) : G be a canonical pre-adjunction and let
ΦY ,X : homC(F (Y),X )→ homD(Y, G(X ))
and
FY ,X : homD(Y,X )→ homC(F (Y), F (X ))
be families of maps satisfying (CPA1) and (CPA2).
Take any D, E ∈ Ob(D). Since C has the canonical Ramsey property,
there is a C ∈ Ob(C) such that C
can
−→ (F (D))F (E). Let us show thatG(C)
can
−→
(D)E . Take any coloring χ : homD(E , G(C)) → ω and construct a coloring
χ′ : homC(F (E), C) = ω as follows:
χ′(u) = χ(ΦE,C(u)). (5.1)
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By the choice of C there exist a u ∈ homC(F (D), C), a Q ∈ Ob(C) and a
q ∈ homC(Q, F (E)) such that
χ′(u · α) = χ′(u · β) iff α · q = β · q, (5.2)
for all α, β ∈ homC(F (E), F (D)). By (CPA2) there exist a Q
′ ∈ Ob(D) and
a q′ ∈ homD(Q
′, E) such that for all f, g ∈ homD(E ,D) we have:
F (f) · q = F (g) · q iff f · q′ = g · q′. (5.3)
Let us show that for all f, g ∈ homD(E ,D):
χ(ΦD,C(u) · f) = χ(ΦD,C(u) · g) iff f · q
′ = g · q′.
This follows as a sequence of straightforward equivalences:
χ(ΦD,C(u) · f) = χ(ΦD,C(u) · g)
iff χ(ΦE,C(u · F (f))) = χ(ΦE,C(u · F (g))) by (CPA1)
iff χ′(u · F (f)) = χ′(u · F (g)) by (5.1)
iff F (f) · q = F (g) · q by (5.2)
iff f · q′ = g · q′ by (5.3)
which completes the proof.
As a demonstration of this strategy we shall show that the class of all
finite linearly ordered metric spaces has the canonical Ramsey property. The
proof is a modification of the proof of [5, Theorem 4.4] and the technical
results that we inherit from [5] shall not be repeated here.
Let T = {0 = t0 < t1 < . . . < tℓ} ⊆ R be a finite set of nonnegative
reals. We say that T is tight [5] if ti+j 6 ti+ tj for all 0 6 i 6 j 6 i+ j 6 ℓ.
Theorem 5.3. (a) The category Met(S) has the canonical Ramsey property
for every finite tight set S = {0 = s0 < s1 < . . . < sk} ⊆ R.
(b) Let (A,+) be a subsemigroup of the additive semigroup (R,+) such
that 0 ∈ A and let I be an arbitrary interval of reals. ThenMet({0}∪(I∩A))
has the canonical Ramsey property.
(c) The categories Met, Met(Q) and Met(Z) have the canonical Ram-
sey property.
Proof. (a) Let S = {0 = s0 < s1 < . . . < sk} ⊆ R be a tight set. In order to
show thatMet(S) has the canonical Ramsey property it suffices to establish
a canonical pre-adjunction
F : Ob(Met(S))⇄ Ob(Pos) : G
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since Pos has the canonical Ramsey property (Corollary 4.2).
For M = (M,d,<) ∈ Ob(Met(S)) put
F (M) = (M × {0, 1, . . . , k},⊑,≺),
where
(x, i) ⊑ (y, j) if and only if i 6 j and d(x, y) 6 sj − si,
and
(x, i) ≺ (y, j) if and only if i < j, or i = j and x < y.
It is easy to show (see [5]) that (M × {0, 1, . . . , k},⊑,≺) is a poset with a
linear extension, so the definition of F is correct.
For A = (A,⊑,≺) ∈ Ob(Pos) put
A<k = {(a0, a1, . . . , ak−1) : ai ∈ A, 0 6 i 6 k − 1}.
Define dA : (A
<k)2 → S as follows:
dA(a, b) = sj
where
j = min{p ∈ {0, 1, . . . , k − 1} : (∀i 6 k − 1− p)(ai ⊑ bi+p ∧ bi ⊑ ai+p)},
and min∅ = k. Next, put a ≺lex b if and only if there is a j such that
aj ≺ bj and (∀i < j)(ai = bi). Finally, let
G(A) = (A<k, dA,≺lex ).
It was shown in [5] that (A<k, dA,≺lex ) is a linearly ordered metric space
with distances in S.
For M = (M,d,<) ∈ Ob(Pos(S)) and A = (A,⊑,≺) ∈ Ob(Pos) let us
define
ΦM,A : homPos(F (M),A)→ homMet(S)(M, G(A))
as follows. For u : F (M) →֒ A let uˆ = ΦM,A(u) : M → A
<k be defined by
uˆ(x) = (u(x, 0), u(x, 1), . . . , u(x, k − 1)).
It was shown in [5] that the definition of Φ is correct, that is, for every
u : F (M) →֒ A the mapping uˆ is an embedding M →֒ G(A).
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As the final ingredient of the canonical pre-adjunction we are construct-
ing, for finite linearly ordered metric spaces M = (M,d,<) and M′ =
(M ′, d′, <) let us define
FM′,M : homMet(S)(M
′,M)→ homPos(F (M
′), F (M))
by
FM′,M(f)(x, i) = (f(x), i).
It was shown in [5] that FM′,M(f) is an embedding F (M
′) →֒ F (M). In
the sequel we shall omit the subscripts in FM′,M.
We still have to show that these families of maps satisfy the require-
ments (CPA1) and (CPA2) of Definition 5.1.
(CPA1) Let us show that ΦM,A(u) ◦ f = ΦM′,A(u ◦ F (f)). Put uˆ =
ΦM,A(u) and ̂u ◦ F (f) = ΦM′,A(u ◦ F (f)). Then
̂u ◦ F (f)(x) =
(
u ◦ F (f)(x, 0), u ◦ F (f)(x, 1), . . . , u ◦ F (f)(x, k − 1)
)
=
(
u(f(x), 0), u(f(x), 1), . . . , u(f(x), k − 1)
)
= uˆ(f(x)) = uˆ ◦ f(x).
(CPA2) Take any Q = (Q,⊑,≺) ∈ Ob(Pos) and assume that Q 6
F (M′) so that q : Q → F (M′) is the inclusion x 7→ x. Let
Q = {(x1, r1), (x2, r2), . . . , (xp, rp)} ⊆M
′ × {0, 1, . . . , k}.
Let Q′ = {x1, x2, . . . , xp} ⊆M
′ and take Q′ = (Q′, d′, <) to be the subspace
of M′ induced by Q′. Now take any f, g ∈ homMet(S)(Q
′,M′) and note
that
f↾Q′ = g↾Q′ if and only if F (f)↾Q = F (g)↾Q
holds trivially.
(b) If {0} ∪ (I ∩ A) = {0} the statement is trivially true. Assume,
therefore, that {0} ∪ (I ∩ A) 6= {0}. Then A 6= {0}. Take any U ,V ∈
Ob(Met({0} ∪ (I ∩A))) such that U →֒ V. Since V is finite, S = spec(V) is
a finite subset of A.
By [5, Lemma 4.3], there exists a finite tight set T = {0 = t0 < t1 <
. . . < tℓ} ⊆ A such that S ⊆ T , t1 = s1 and tℓ = sk. Then U ,V ∈
Ob(Met(T )) because spec(U) ⊆ spec(V) = S ⊆ T . The category Met(T )
has the canonical Ramsey property by (a), so there is a W ∈ Ob(Met(T ))
such that W
can
−→ (V)U . Since, by construction, the smallest and the largest
nonzero elements of S and T coincide and since S ⊆ {0} ∪ (I ∩A) it follows
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that T ⊆ {0}∪(I∩A), soMet(T ) is a full subcategory ofMet({0}∪(I∩A))
whence W ∈ Ob(Met({0} ∪ (I ∩A))).
(c) Directly from (b).
In [5] we used the same strategy based on pre-adjunctions and a very
similar argument to prove that the class of all finite convexly ordered ul-
trametric spaces has the Ramsey property (see [5] for technical details).
Interestingly, the generalization we outlined here fails to provide the analo-
gous result that the class of all finite convexly ordered ultrametric spaces has
the canonical Ramsey property. To the best of our knowledge, the status
of the canonical Ramsey property for the class of all finite convexly ordered
ultrametric spaces is still an open problem.
6 Canonizing the Nesˇetrˇil-Ro¨dl Theorem
We shall now prove the canonical version of the Nesˇetrˇil-Ro¨dl Theorem (The-
orem 1.3). Unsurprisingly, our starting point is Theorem 1.6. What remains
to be done is to translate the context of the Nesˇetrˇil-Ro¨dl Theorem (formu-
lated in terms of finite relational structures) to the context of hypergraphs.
Theorem 1.6 shows that Forbr(F) has the canonical Ramsey property
for every family F of irreducible finite linearly ordered r-hypergraphs and
every finite sequence r of positive integers. Let us now prove a “sideways
generalization” of this result where r is no longer required to be finite at the
cost of stipulating that F be finite.
Let r = (ri)i∈I be an arbitrary (not necessarily finite) sequence of
positive integers and let H = (H, (EHi )i∈I , <
H) be a linearly ordered r-
hypergraph. Take any I0 ⊆ I and let r0 = (ri0)i0∈I0 . Then the linearly
ordered r0-hypergraph H|I0 = (H, (E
H
i0
)i0∈I0 , <
H) will be referred to as the
I0-reduct of H. Clearly, if f : H →֒ G is an embedding between linearly
ordered r-hypergraphs H and G, then f : H|I0 →֒ G|I0 is also an embedding
for every I0 ⊆ I.
Let s = (sk)j∈J be another arbitrary (not necessarily finite) sequence
of positive integers and let g : I → J be a surjective map. For a linearly
ordered s-hypergraph H0 = (H, (EH
0
j )j∈J , <
H0) define a linearly ordered
r-hypergraph H = (H, (EHi )i∈I , <
H0) on the same set of vertices and with
the same linear ordering so that EHi = E
H0
g(i), for all i ∈ I. We then call H
the g-polymer of H0.
Lemma 6.1. Let r = (ri)i∈I and s = (sj)j∈J be arbitrary (not necessarily
finite) sequences of positive integers and let g : I → J be a surjective map.
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Let H0 and G0 be linearly ordered s-hypergraphs and let H and G be the
g-polymers of H0 and G0, respectively. Then f : H → G is an embedding if
and only of f : H0 → G0 is an embedding.
Proof. Obvious.
Theorem 6.2. Let r = (ri)i∈I be an arbitrary (not necessarily finite) se-
quence of positive integers and let F = {F1,F2, . . . ,Fm} be a finite family
of irreducible finite linearly ordered r-hypergraphs. Then ForbHgr(r)(F) has
the canonical Ramsey property.
Proof. Fix an arbitrary sequence r = (ri)i∈I of positive integers and a
finite family F = {F1,F2, . . . ,Fm} of irreducible finite linearly ordered
r-hypergraphs where Fj = (Fj , (E
Fj
i )i∈I , <
Fj ), 1 6 j 6 m. Take any
A = (A, (EAi )i∈I , <
A) and B = (B, (EBi )i∈I , <
B) from Ob(ForbHgr(r)(F))
such that A →֒ B. Without loss of generality we can assume that all the
sets A, B, F1, . . . , Fm are pairwise disjoint.
Let H = (H, (EHi )i∈I , <
H) be the disjoint union of linearly ordered r-
hypergraphs A, B, F1, . . . , Fm so that
H = A ∪B ∪ F1 ∪ . . . ∪ Fm,
EHi = E
A
i ∪ E
B
i ∪ E
F1
i ∪ . . . ∪ E
Fm
i , for each i ∈ I, and
<H = <A ⊕<B ⊕<F1 ⊕ . . .⊕<Fm .
Here, for disjoint linearly ordered sets (L,<) and (M,⊏) by <⊕⊏ we denote
the linear order on L ∪M where every element of L is smaller then every
element of M , the elements in L are ordered linearly by <, and the elements
in M are ordered linearly by ⊏.
Clearly, EHi = ∅ whenever ri > |H|. On the other hand, for every
ri 6 |H| there are only finitely many possibilities to choose E
H
i ⊆
(
H
ri
)
.
Therefore, there exists a finite set I0 ⊆ I such that for every i ∈ I we have
that EHi = E
H
i0
for some i0 ∈ I0. Define a surjective map g : I → I0 as
follows:
• for i0 ∈ I0 put g(i0) = i0;
• for i ∈ I \ I0 choose any i0 ∈ I0 such that E
H
i = E
H
i0
and put g(i) = i0.
Since G →֒ H for every G ∈ {A,B,F1, . . . ,Fm}, we have that
EGi = E
G
g(i) for every G ∈ {A,B,F1, . . . ,Fm} and every i ∈ I. (6.1)
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Now, let r0 = (ri)i∈I0 and let A
0, B0 and F0j , 1 6 j 6 m, be the I0-reducts
of A, B and Fj , 1 6 j 6 m, respectively. Note that, by (6.1), we also have
that A, B and Fj , 1 6 j 6 m, are g-polymers of A
0, B0 and F0j , 1 6 j 6 m,
respectively.
Let us show that each F0j , 1 6 j 6 m, is irreducible. Take any j ∈
{1, . . . ,m} and distinct a, b ∈ Fj . Since Fj is irreducible, there exists and
i ∈ I and a hyperedge e ∈ E
Fj
i such that a, b ∈ e. But E
Fj
i = E
Fj
g(i) and
g(i) ∈ I0. Therefore, e ∈ E
Fj
g(i) is a hyperedge of F
0
j .
Since r0 is a finite sequence of positive integers and F
0 = {F01 ,F
0
2 , . . . ,F
0
m}
is a family of irreducible linearly ordered r0-hypergraphs, ForbHgr(r0)(F
0)
has the canonical Ramsey property by Theorem 1.6.
It is easy to see that A0,B0 ∈ Ob(ForbHgr(r0)(F
0)). Namely, if f :
F0j →֒ A
0 is an embedding for some j then f : Fj →֒ A is also an embedding
because of Lemma 6.1 and the fact that Fj and A are g-polymers of F
0
j
and A0, respectively. This contradicts the choice of A. The same argument
applies to B0.
Therefore, there is a C0 = (C, (EC
0
i0
)i0∈I0 , <
C0) ∈ Ob(ForbHgr(r0)(F
0))
such that C0
can
−→ (B0)A
0
. Let C = (C, (ECi )i∈I , <
C0) be the g-polymer of C0.
As above, we easily conclude that C ∈ ForbHgr(r)(F). So, let us show that
C
can
−→ (B)A.
Take any ω-coloring χ : homHgr(r)(A, C) → ω. Since A, B and C are
g-polymers of A0, B0 and C0, respectively, it follows from Lemma 6.1 that
homHgr(r)(A, C) = homHgr(r0)(A
0, C0),
homHgr(r)(A,B) = homHgr(r0)(A
0,B0), and
homHgr(r)(B, C) = homHgr(r0)(B
0, C0).
Therefore, χ : homHgr(r0)(A
0, C0)→ ω is a well-defined ω-coloring.
Since C0
can
−→ (B0)A
0
in Hgr(r0), there is a w ∈ homHgr(r0)(B
0, C0), an
object Q0 ∈ Ob(Hgr(r0)) and a morphism q ∈ homHgr(r0)(Q
0,A0) such
that for all f, g ∈ homHgr(r0)(A
0,B0) we have: χ(w · f) = χ(w · g) if and
only if f · q = g · q. Let Q be the g-polymer of Q0. Then Q ∈ Ob(Hgr(r))
and q ∈ homHgr(r)(Q,A) by Lemma 6.1, so for all f, g ∈ homHgr(r)(A,B)
we have: χ(w · f) = χ(w · g) if and only if f · q = g · q. This completes the
proof.
Theorem 6.3 (Canonical Nesˇetrˇil-Ro¨dl Theorem). Let Θ = (Ri)i∈I be a
sequence of finitary relational symbols and let < be a binary relational symbol
not in Θ. Let F ⊆ Ob(Rel(Θ, <)) be a set consisting of irreducible linearly
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ordered Θ-relational structures. If at least one of the sets I, F is finite then
ForbRel(Θ,<)(F) has the canonical Ramsey property.
Proof. We start by recalling some basic facts about total quasiorders. A
total quasiorder is a reflexive and transitive binary relation such that each
pair of elements of the underlying set is comparable. Each total quasiorder
σ on a set I induces an equivalence relation ≡σ on I and a linear order
⊏σ on I/≡σ in a natural way: i ≡σ j if (i, j) ∈ σ and (j, i) ∈ σ, and
(i/≡σ) ⊏σ (j/≡σ) if (i, j) ∈ σ and (j, i) /∈ σ.
Let (A,<) be a linearly ordered set, let r be a positive integer, let I =
{1, . . . , r} and let a = (a1, . . . , ar) ∈ A
r. Then
tp(a) = {(i, j) : ai 6 aj}
is a total quasiorder on I which we refer to as the type of a. Assume that
σ = tp(a). Let s = |I/≡σ | and let i1, . . . , is be the representatives of the
classes of ≡σ enumerated so that (i1/≡σ) ⊏σ . . . ⊏σ (is/≡σ). Then
mat(a) = {ai1 , . . . , ais}
is the matrix of a. Conversely, given a matrix and a total quasiorder we can
always reconstruct the original tuple as follows. For a total quasiorder σ on
I such that |I/≡σ| = s and an s-element set µ = {b1, . . . , bs} ∈
(
A
s
)
such
that b1 < . . . < bs define an r-tuple
tup(σ, µ) = (a1, . . . , ar) ∈ A
r
as follows. Let i1, . . . , is be the representatives of the classes of ≡σ enumer-
ated so that (i1/≡σ) ⊏σ . . . ⊏σ (is/≡σ). Then put
aη = bξ if and only if η ≡σ iξ.
(In other words, we put b1 on all the entries in i1/≡σ, we put b2 on all the
entries in i2/≡σ, and so on.) Then it is a matter of routine to check that
tp(tup(σ, µ)) = σ, mat(tup(σ, µ)) = µ, and
tup(tp(a),mat(a)) = a,
(6.2)
Now, for each i ∈ I let Σi be the set of all the total quasiorders on
{1, 2, . . . , ar(Ri)}. Let J =
⋃
i∈I{i} × Σi, and for j = (i, σ) ∈ J let sj =
|{1, 2, . . . , ar(Ri)}/≡σ |. Finally, put s = (sj)j∈J .
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ForA = (A,ΘA, <A) ∈ Ob(Rel(Θ, <)) define aA† = (A, (EA
†
j )j∈J , <
A) ∈
Ob(Hgr(s)) as follows:
EA
†
(i,σ) = {mat(a) : a ∈ R
A
i and tp(a) = σ}.
On the other hand, take any B = (B, (EBj )j∈J , <
B) ∈ Ob(Hgr(s)) and define
B∗ = (B,ΘB
∗
, <B) ∈ Ob(Rel(Θ, <)) as follows:
RB
∗
i = {tup(σ, µ) : σ ∈ Σi and µ ∈ E
B
(i,σ)}.
Because of (6.2) we have that (A†)∗ = A and (B∗)† = B for all A ∈
Ob(Rel(Θ, <)) and all B ∈ Ob(Hgr(s)). Therefore, the functor
H : Rel(Θ, <)→ Hgr(s) : A 7→ A† : f 7→ f
is an isomorphism between the categories Rel(Θ, <) and Hgr(s), its inverse
being
G : Hgr(s)→ Rel(Θ, <) : B 7→ B∗ : f 7→ f.
Consequently, the categories ForbRel(Θ,<)(F) and ForbHgr(s)(H(F)) are iso-
morphic, the isomorphisms being the adequate restrictions of H and G.
Clearly, if I is a finite set then J is also a finite set. So, at least one
of the sets J , H(F) is finite, where H(F) = {H(F ) : F ∈ F}. It is also
easy to see that H(F ) is an irreducible s-hypergraph for each F ∈ F (since
each F ∈ F is irreducible). Therefore, Theorems 1.6 and 6.2 imply that the
category ForbHgr(s)(H(F)) has the canonical Ramsey property. Since, as
we have just seen, ForbHgr(s)(H(F)) is isomorphic to ForbRel(Θ,<)(F), the
latter category also has the canonical Ramsey property.
Corollary 6.4. The category OGra has the canonical Ramsey property.
Proof. Let R be a binary relational symbol and let 2 = (R). Let F1 and F2
be the following linearly ordered 2-relational structures:
F1 = ({1}, {(1, 1)}, <), and
F2 = ({1, 2}, {(1, 2), (2, 1)}, <),
where < is the usual ordering of the integers. Then it is easy to see that
ForbRel(2,<)({F1,F2}) = OGra. Since F1 and F2 are irreducible, Theo-
rem 6.3 yields that ForbRel(2,<)({F1,F2}) = OGra has the canonical Ram-
sey property.
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