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IoT-Driven Scheduling of
Residential HVAC and Virtual Bus Lanes
for Energy Savings
Daniel Petrov, PhD
University of Pittsburgh, 2021
The availability of commodity Internet connection and the decrease in price and form
factor of consumer electronics led to the emergence of Internet of Things (IoT), with which
our world becomes more connected and instrumented. IoT is a great vehicle for enabling
solutions to problems in the connected environment that surrounds us (i.e., smart homes and
smart cities). An example is the use of sensors and IoT to address issues related to energy
efficiency, the broad area of this dissertation.
Our hypothesis is that data processing and decision making need to be carried out at
the network edge, specifically as close to the physical system as possible, where data are
generated and used, to produce results in real-time and make sure the data is not exposed
to privacy and security risks. To this end, we propose to leverage scheduling principles
and statistical techniques in the context of two applications, namely aiming to reduce duty
cycle of HVAC (Heating, Ventilation, and Air Conditioning) systems in smart homes and to
mitigate road congestion in smart cities. The common goal in these two aims is the reduction
of energy consumption and the reduction of atmospheric pollution.
To achieve our first aim we propose intelligent scheduling of the duty cycles of HVAC
systems in residential buildings. Our solution combines linear and polynomial regression
enabled estimator that drives the calculations about the amounts of time thermally con-
ditioned air should be supplied to each room. The output from our estimator is fed into
our scheduler based on integer linear programming to decrease the duty cycle of the home’s
HVAC systems. We evaluate the effectiveness and efficiency of our HVAC solution with a
dataset collected from several residential houses in the state of Pennsylvania.
To achieve the second aim, we propose the concept of virtual bus lanes, that combines on-
demand creation of bus lanes with dynamic control of traffic lights. Moreover, we propose
iii
to guide drivers through less congested routes using light boards that provide to drivers
information in real-time for such routes. Our methods are anchored to priority scheduling,
incremental windowed-based aggregation, and shortest path first Dijkstra’s algorithm. We
evaluate the effectiveness and efficiency of our virtual bus lanes solution with a real dataset
from the city of Beijing, China, and a synthetic traffic scenario from the city of Luxembourg.
iv
Table of Contents
Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
1.0 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Current Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Objective, Approach & Novelty . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Dissertation Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.0 Residential HVAC: Computational Framework . . . . . . . . . . . . . . . 11
2.1 Problem Statement and Solution Overview . . . . . . . . . . . . . . . . . . . 11
2.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Regression Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Multiple Linear Regression . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Multiple Polynomial Regression . . . . . . . . . . . . . . . . . . . . . 19
2.4 ILPSS Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.1 Modeling Comfort Zone . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.2 Canonical Scheduling Cases . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.3 Newton’s Law of Cooling . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.4 ILPSS Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.5 ILPSS Scheduler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5 Comparison with State-of-the-art . . . . . . . . . . . . . . . . . . . . . . . . 36
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.0 Residential HVAC: Experimental Evaluation . . . . . . . . . . . . . . . . 40
3.1 Testbed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
v
3.4.1 Experiment 1: Estimation Accuracy . . . . . . . . . . . . . . . . . . . 47
3.4.2 Experiment 2: Regression Methods Comparison . . . . . . . . . . . . 57
3.4.3 Experiment 3: MLR vs MPR Comparison . . . . . . . . . . . . . . . . 58
3.4.4 Experiment 4: Scalability . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4.5 Experiment 5: Energy Savings . . . . . . . . . . . . . . . . . . . . . . 62
3.4.6 Experiments Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.0 Virtual Bus Lanes: Computational Framework . . . . . . . . . . . . . . . 68
4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2.1 Road Network, Paths & Trajectories . . . . . . . . . . . . . . . . . . . 70
4.2.2 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4 EPTrOn Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.4.1 Monitoring System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4.2 Dynamic Traffic Lights and Virtual Bus Lanes . . . . . . . . . . . . . 79
4.4.3 Routing Directive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.5 Comparison with State-of-the-art . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.0 Virtual Bus Lanes: Experimental Evaluation . . . . . . . . . . . . . . . . 89
5.1 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 Experimental Testbed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.4 Workloads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4.1 BeSPi Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4.2 SUMO Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.5.1 Experiment 1: On-Time Performance Improvements and Atmospheric
Pollution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.5.2 Experiment 2: Dedicated Bus Lanes Comparison . . . . . . . . . . . . 116
vi
5.5.3 Experiment 3: Scalability . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.5.4 Experiment 4: Load sensitivity with Light Boards . . . . . . . . . . . 123
5.5.5 Experiment 5: Car-following Model Impact . . . . . . . . . . . . . . . 123
5.5.6 Experiment 6: Dynamic Traffic Lights Approach . . . . . . . . . . . . 138
5.5.7 Experiment 7: Approach Robustness . . . . . . . . . . . . . . . . . . . 143
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.0 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.2 Broad Impact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
vii
List of Tables
1 Notation for HVAC Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 Example Sensor Convention . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 Example Readings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4 Function g observed values for running MLR . . . . . . . . . . . . . . . . . . 30
5 Temperature Change Function Coefficients . . . . . . . . . . . . . . . . . . . 31
6 Energy Saving Approaches Using HVAC Scheduling . . . . . . . . . . . . . . 35
7 Experimental Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
8 Notation for Virtual Bus Lanes . . . . . . . . . . . . . . . . . . . . . . . . . . 71
9 BeSPi Workloads Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
10 SUMO Vehicle Type Parameters . . . . . . . . . . . . . . . . . . . . . . . . . 97
11 Vehicle Types Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
12 Vehicle Types Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
13 Number of Vehicles per Vehicle Type . . . . . . . . . . . . . . . . . . . . . . 98
14 SUMO Workloads Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 103
15 SUMO Experiments Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
16 SUMO Experiments Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
viii
List of Figures
1 US Greenhouse Emissions by Economic Sector, 1990-2016 . . . . . . . . . . . 3
2 IoT Computational Framework . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3 System Model - gateway and sensor connectivity . . . . . . . . . . . . . . . . 16
4 ILPSS Solution with scheduler S . . . . . . . . . . . . . . . . . . . . . . . . . 21
5 Comfort Zone of a user for a room . . . . . . . . . . . . . . . . . . . . . . . . 21
6 Canonical cases for scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . 26
7 Raspberry Pi Zero W . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
8 Time difference (accuracy) between estimated and actual amount of time
needed to reach the target temperature, with MLR for different window lengths
for 4 rooms in Building 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
9 Time difference (accuracy) between estimated and actual amount of time
needed to reach the target temperature, with MLR for window length 8 for 8
rooms in Building 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
10 Time difference (accuracy) between estimated and actual amount of time
needed to reach the target temperature, with MLR for window length 8 for 11
rooms in Building 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
11 Time difference (accuracy) between estimated and actual amount of time
needed to reach the target temperature, with MLR for window length 8 for 3
rooms in Building 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
12 Time difference (accuracy) between estimated and actual amount of time
needed to reach the target temperature, with MLR for window length 8 for 18
rooms in Building 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
13 Time difference (accuracy) between estimated and actual amount of time
needed to reach the target temperature, with MLR for window length for 6
rooms in Building 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
ix
14 Time difference (accuracy) between estimated and actual amount of time
needed to reach the target temperature, with for window length for 8 rooms
in Building 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
15 Average time difference between estimated and actual time to reach a temper-
ature for MLR and LASSO with different shrinkage parameter values . . . . . 58
16 Time difference (accuracy) between estimated and actual amount of time
needed to reach the target temperature, with MLR and MPR, with occupancy,
for window length 8 for 4 rooms . . . . . . . . . . . . . . . . . . . . . . . . . 60
17 Average time to run MLR for different number of rooms for sliding window
length 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
18 Total durations of HVAC operation for ILPSS, D-DUAL and Naive . . . . . . 63
19 Total durations of HVAC operation for ILPSS, and ILPSS w/o Newton . . . 64
20 Monitoring System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
21 EPTrOn Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
22 R+ Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
23 Dynamic Traffic Lights Control - Red . . . . . . . . . . . . . . . . . . . . . . 81
24 Dynamic Traffic Lights Control - Green . . . . . . . . . . . . . . . . . . . . . 81
25 Time Lost for Naive and EPTrOn . . . . . . . . . . . . . . . . . . . . . . . . 105
26 Waiting Time for Naive and EPTrOn . . . . . . . . . . . . . . . . . . . . . . 107
27 Emissions CO for Naive and EPTrOn . . . . . . . . . . . . . . . . . . . . . . 108
28 Emissions CO2 for Naive and EPTrOn . . . . . . . . . . . . . . . . . . . . . . 110
29 Emissions HC for Naive and EPTrOn . . . . . . . . . . . . . . . . . . . . . . 111
30 Emissions PMx for Naive and EPTrOn . . . . . . . . . . . . . . . . . . . . . 113
31 Emissions NOx for Naive and EPTrOn . . . . . . . . . . . . . . . . . . . . . . 114
32 Fuel Consumption for Naive and EPTrOn . . . . . . . . . . . . . . . . . . . . 115
33 Time Lost for Naive and BUS2 . . . . . . . . . . . . . . . . . . . . . . . . . . 118
34 Time Lost for Naive and BUS3 . . . . . . . . . . . . . . . . . . . . . . . . . . 119
35 Time Lost for Naive and EPTrOn 30% scale . . . . . . . . . . . . . . . . . . 121
36 Waiting Time for Naive and EPTrOn 30% scale . . . . . . . . . . . . . . . . . 122
37 Time Lost for Naive and EPTrOn 60% scale . . . . . . . . . . . . . . . . . . 124
x
38 Waiting Time for Naive and EPTrOn 60% scale . . . . . . . . . . . . . . . . . 125
39 Time Lost for Naive and EPTrOn 90% scale . . . . . . . . . . . . . . . . . . 126
40 Waiting Time for Naive and EPTrOn 90% scale . . . . . . . . . . . . . . . . . 127
41 Time Lost for Naive and EPTrOn 200% scale . . . . . . . . . . . . . . . . . . 128
42 Waiting Time for Naive and EPTrOn 200% scale . . . . . . . . . . . . . . . . 129
43 The percentage of bus trips completed in epochs for [0%, 90%] traffic, EPTrOn,
and naive approaches. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
44 Time Lost for Naive and EPTrOn - IDM . . . . . . . . . . . . . . . . . . . . 131
45 Time Lost for Naive and EPTrOn - IDMM . . . . . . . . . . . . . . . . . . . 133
46 Time Lost for Naive and EPTrOn - ACC . . . . . . . . . . . . . . . . . . . . 134
47 Time Lost for Naive and EPTrOn - CACC . . . . . . . . . . . . . . . . . . . 136
48 Time Lost for Naive and EPTrOn - BKerner . . . . . . . . . . . . . . . . . . 137
49 Time Lost for Naive and DTL-Red . . . . . . . . . . . . . . . . . . . . . . . . 139
50 Time Lost for Naive and DTL-Green . . . . . . . . . . . . . . . . . . . . . . . 140
51 The percentage of bus trips completed for Gaussian, uniform, center and pe-
ripheral destination distribution, for EPTrOn and naive approaches. . . . . . 142
52 The average detour distance for ICEV cars, Gaussian, uniform, center and
peripheral destination distribution, EPTrOn and naive approaches. . . . . . . 142
xi
Preface
First and foremost I would like to thank my advisor Panos K. Chrysanthis. It has been
a great pleasure to be his student. He guided me through the sometimes convoluted and
challenging journey of becoming a scientist. His invaluable advises and the lessons I have
learned from him will be amongst the things I will carry with me from Pittsburgh. I would
also like to thank my co-advisor Daniel Mossé. He has always been the sounding board that
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Internet of Things (IoT) is an emerging field in academia and business. Many factors
such as the decrease in the form factor of computer components (i.e., CPUs, memory, bat-
tery), the development of system-on-chip general-purpose computers, and the decrease in
the price of those computers played major role for the commodity spread of IoT. Further-
more, IoT became a vehicle for enabling a world where the objects around us are connected
and communicate with each other–phones, cars, houses, refrigerators, ovens, light bulbs, and
others [64, 65, 74, 23]. Instrumented houses whereby a hub computer is controlling and facil-
itating the communication of objects with one another as well as the communication between
objects and humans became known as smart homes. Similarly, instrumented vehicles, road
infrastructure, and city infrastructure (i.e., street lamps, information boards, sprinklers) are
referred to as smart cities.
There is an increasing trend in the media outlets sharing concerns about the pollution,
resulting from human activities. A significant proportion of the pollution is attributed to
transportation and space conditioning. Parallel to this, the Internet of Things is making
its way into becoming a disruptive technology that leads to leaps in many aspects of our
life. Today our home appliances are smart, our cars get “over air updates” of their software,
many industries used IoT as a springboard to optimize their production processes. Addi-
tionally, the ubiquitous cloud computing enabled possibilities for carrying out computations
in environments that are not resource-constrained, theoretically. The latter gave rise to an
increase of privacy and security concerns amongst users. This dissertation addresses the
challenges related to reducing pollution, caused by space conditioning in residential build-
ings (for the rest of this dissertation residential building, house, and residential house will be
used interchangeably unless otherwise specified) and public transportation buses, equipped
with internal combustion engines.
Problem 1: The energy consumption of private houses, commercial, and public buildings
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has been increasing. The biggest amount of energy consumed in the US is for space heating
and cooling of residential buildings–47.7% in 2009 [48]. This induces higher costs and calls
for enabling new power plants that harm the environment [47]. To mitigate the negative
impact on the environment it is imperative to optimize the energy consumption in residential
buildings.
Smart homes are instrumented with sensors and actuators to support fine-grain temper-
ature control, among other advancements (i.e., lighting control, blinds, and shades control).
Predominantly residential buildings are equipped with a single ducting system and a single
HVAC system (i.e., furnace and air conditioning unit). The temperature control in such
buildings drives the duty cycle of their HVAC systems. Often the length of the duty cycle
increases due to the nature of people’s habits to change the desired temperature in the room
when they feel uncomfortable (i.e., cold or hot). The increased length of duty cycles of
HVAC systems increases the amounts of greenhouse gases, fine particulate matter (FPM),
and pollution emitted in the atmosphere. This observation motivated the first aim of this dis-
sertation, which is to effectively control the lengths of duty cycles of HVAC systems in smart
homes, therefore resulting in less pollution while maintaining the inhabitants’ comfort.
Problem 2: The greenhouse gas emissions produced by vehicles increased by 21.5% be-
tween 1990 and 2016 in the US (Figure 1) [77]. The traffic jams in many large cities increase
despite the efforts of the local authorities to build additional infrastructure to mitigate road
congestion. Traffic jams have a significant negative impact on humans’ physical and mental
health–people get stressed in traffic jams, and the idling engines of the vehicles emit green-
house gases and FPM in the atmosphere. This observation motivated the second aim of this
dissertation, which is to decrease the idling time of internal combustion engines of vehicles
(ICEVs) and promote the usage of public transportation by exploiting the infrastructure of
smart cities, therefore reducing pollution.
The common goal of the two aims of this dissertation is to reduce the generation of
greenhouse gases. We propose to achieve these two aims by developing effective models and
efficient methods for next-generation IoT systems, which exhibit low latency, low operational
cost and protect data privacy. Moreover, our solutions are expected to be effective and to
meet the following additional requirements:
2
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Figure 1: US Greenhouse Emissions by Economic Sector, 1990-2016
(1) towards our first aim for effectively controlling the lengths of duty cycles of HVAC systems
in smart homes, the proposed system should be capable of processing vast volumes of
data in short periods of time, as it will be deployed into large residential buildings and it
should accurately estimate the amounts of thermally conditioned air that is needed for
each room to satisfy the requirements of the occupants; and
(2) towards our second aim to decrease the idling time of internal combustion engines of
vehicles and promote the usage of public transportation in smart cities, the proposed
solution should be capable of processing vast volumes of data in short periods of time
as it will be deployed into large cities and it should ensure mass transit vehicles are not
slowed down by traffic jams, and real-time guidance is provided to drivers about the less
congested route to their destination.
3
1.2 Current Approaches
Several approaches have been proposed that address our aims. To put our proposed
solutions in context, we discuss the limitations of these existing approaches below.
Problem 1 (Control HVAC Duty Cycle) A room-level zoning of HVAC systems has been
proposed in [83]. The crux of that work is a 3-dimension study that focuses on HVAC
dimensioning, occupancy prediction, and leaks in the ducts and the dampers. Energy Plus
framework is used to simulate heating in a residential building in the study about HVAC
dimensioning. This work relies on an idealized model that does not model thermal energy
leakage out of the building. This is not the case in reality.
The work has been extended further into [82], whereby a novel accurate room occupancy
detection mechanism has been proposed. It helps saving energy by avoiding the thermal
conditioning of rooms that are not occupied, but it does not address the following shortcom-
ing of fine-grain temperature control on a per room basis—it often increases the duty cycle
of the HVAC system due to the humans’ habits. Specifically, people get to the thermostat
to change the temperature in the room they occupy when they feel uncomfortable. More-
over, the vents in smart homes can be opened and closed remotely. It is not uncommon for
people, who feel comfortable, to close the vents in their rooms to mitigate the possibilities
for changing the temperatures from the current ones in those rooms. Thereby, the furnace
is often started with the goal of thermal conditioning of a single room only. Furthermore,
another occupant may need to change the temperature in their room soon after the furnace
supplied enough thermally conditioned air to reach the temperature desired by a particular
occupant and went off. This real-life scenario presents a very inefficient way of scheduling
the thermal conditioning in a smart home.
Furthermore, a plethora of algorithms has been proposed for room temperature estima-
tion, linear, polynomial and logistic regressions, neural networks–to name a few [49, 36]. The
ideal machine learning (ML) technique to be used in this context should not be computation-
ally expensive so that the computations can be carried out at the edge of the network where
data is generated and consumed. This ideal ML technique should tolerate varying times
between two consecutive measurements and it should provide accurate results [40, 91, 63].
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Problem 2 (Control Mass Transit Buses Delay and City Road Network Congestion) Rapid
proliferation of smart mobile devices that are equipped with positioning sensors (e.g., GPS
and Galileo), and ubiquitous Internet connectivity facilitated the growth of near real-time
traffic analysis [71]. Some cities aimed to reduce pollution by implementing smart traffic
lights that adaptively steer the traffic to mitigate congestions–left turns are forbidden during
rush hours in some areas of Washington, D.C., and mid-lane direction is switched on some
bridges in Pittsburgh. While forbidding left turns eliminates the presence of cars that are
waiting on the opposite traffic to go to make their turns, this solution increases the length of
the route traveled. Moreover, there is no limit on how much the traveled distance is increased.
Changing the direction of lanes on-demand brings a different challenge. Specifically, the
traffic flow gets increased on part of the road network, but this causes congestion in the
following road segments that have a fixed number of lanes per direction. This phenomenon
is caused by the fact that the throughput of a given road is equal to the throughput of its
most narrow segment.
A slightly different approach is taken in Pittsburgh and Los Angeles—they installed
cameras at intersections across the city (500 cameras in the city of Los Angeles). The
images from them are fed to a system that counts the cars and adaptively adjusts the timing
of the green light cycles of the traffic signals [68, 81]. Moreover, the system has additional
functionality whereby human operators can overrule the system and adjust the green light
signals as they like. To this end, dynamic adjustment of green cycles of traffic lights has
merit, but having a small number of operators to control the traffic lights at five hundred
intersections is prone to error—they can easily cause starvation to some streets over others.
Additionally, this solution does not address the idling internal combustion engines that emit
pollution.
The City of San Jose collaborates with private companies in performing a case study
that aims to help the drivers to adapt their speed to the green light cycles of the traffic
lights on their route [80]. Specifically, the cellular phones of the drivers are running an
application that sends the location of their cars and their velocity to a system in the cloud.
The system returns to the phone information about the traffic lights on the next intersection
along the way of the vehicle. The system suggests speed adjustment to drivers that aims to
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minimize the waiting time for drivers before they can cross the intersection. This solution
is computationally intensive and exposes sensitive information to privacy and security risks.
The information about each driver/car is processed in the cloud. Moreover, the transmission
of data to the cloud induces delay that may be critical in reality due to the induced delay,
i.e., the proposed adjustment of speed may be impossible.
An ideal solution will terminate the traffic jams once and for all. Some studies show that
the additional infrastructure built does not solve the problem of traffic jams. It only attracts
new traffic and changes the scale of the problem [61, 25, 94]. The latter phenomenon, also
known as “induced demand”, is worth exploring because the direct effect of traffic jams
leads to an increase in the amount of fuel spent to transport one person per mile. This
suggests a balanced solution, that promotes the use of public transportation while reducing
air pollution due to buses idling, and decreasing the number of cars driving on the streets.
To achieve our aims, we have to circumvent the aforementioned technical challenges to
support large-scale complex pollution reduction and environmental applications.
1.3 Objective, Approach & Novelty
The premise of this dissertation is that energy savings and pollution reduction are achiev-
able by developing effective models and efficient methods for IoT systems, which exhibit low
latency, low operational cost and protect data privacy. Our hypothesis is that data process-
ing and decision making needs to be carried out at the network edge as much as possible,
where data are generated and used, to produce results in real time and make sure the data
is not exposed to privacy and security risks. The objective of this dissertation is to develop
a set of novel interactive approaches and implement corresponding prototype platforms that
embody our hypothesis and address the aforementioned limitation of existing approaches in
addressing the problems of “Control of HVAC duty cycle”, and “Control of mass transit buses
delay and city road network congestion”. The novelty of our approaches is anchored to lever-
aging scheduling, statistical techniques, window-based aggregation, and indexing techniques
to support practical solutions for smart cities and smart homes.
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Aim 1 To achieve our smart homes aim, we propose intelligent scheduling of the duty cycles
of HVAC systems in residential buildings. Our solution employs a statistical technique as an
estimator that drives the calculations about the amounts of time thermally conditioned air
should be supplied to each room to reach the temperature, desired by the inhabitants of the
room. The output from our estimator, as well as the requirements of the guardian, which
provides quality of services (QoS) guarantees, are fed into our scheduler that uses integer
learning programming to decrease the duty cycles of HVAC systems.
In addition to providing estimates, the selected statistical technique should be compu-
tationally cheap to be run on cost-efficient commodity computers with modest capabilities.
Additionally, the scheduler does not require significant computational capabilities either.
This enables the proposed solution to be executed at the edge of the network where data
is produced. Another advantage of avoiding data transmission and processing in the cloud
eliminates the exposure of data to privacy and security risks.
Our work using linear regression as an estimator has great performance when run on
Raspberry Pi for a relatively large residential building of 32 rooms. The estimator is run,
the data is fed into the scheduler and a schedule is generated, and results are produced in
a sub-second time frame. We experimented with additional statistical techniques and other
approaches to estimate thermal energy exchange. The results showed that linear regression
outperforms them with respect to accuracy for most of the cases. In the rest of the cases, it
produces comparable results but does not require fine-tuning, unlike the other techniques.
Our solution, called ILPSS, takes the desired temperature along with the latest time
by which the user expects the temperature to be reached (which we call a deadline). Its
innovation is that ILPSS combines scheduling and regression techniques. The former op-
timizes HVAC duty cycles and the latter estimates the time needed to reach the desired
temperature for each request. Moreover, we added guarantees that the desired temperature
will be reached and maintained by the deadline. That is achieved by inducing additional
requirements to the HVAC duty cycle schedule.
Aim 2 To achieve our smart cities aim, we propose the concept of virtual bus lanes, that
combines on-demand creation of bus lanes with dynamic control of traffic lights. By cre-
ating bus lanes on demand, we eliminate the slowdown of buses and having them stuck in
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traffic jams. Our approach, called Environment Protective Traffic Orchestration (EPTrOn),
implements a monitoring system that collects information about the traffic. The monitoring
system identifies the congested road segments and the current location of the buses. This
information is fed to schedulers at each intersection that dynamically adjusts the green light
cycles of traffic lights to facilitate the generation of virtual bus lanes. Moreover, guidance
information for less congested routes to given destinations is calculated at each intersection.
The information is provided to drivers in an effort to speed up their travels.
The developed technique for congestion identification should provide accurate results
with respect to both the average speed of the vehicles on each road segment and the number
of vehicles per road segment. It should not expose sensitive information about the drivers
and the vehicles to privacy and security risks. Furthermore, the scheduling of traffic lights
should be computationally cheap in order to be run at the edge network. Similarly, the
guidance information should be bounded in order to achieve the feasibility of generating it
within seconds.
We employ priority scheduling techniques to drive the implicit creation of “green waves”
for traffic. Furthermore, we use R+ tree spatial indexing and window-based aggregation
techniques to assign vehicles to streets and determine traffic jams. Dijkstra’s shortest path
algorithm is used to calculate less congested routes.
1.4 Contributions
In this dissertation, our objective is to provide solutions that get us towards our two
aims. Specifically, we make the following two contributions:
(1) Practical HVAC Scheduling: We present an IoT solution that schedules the duty cycles
of HVAC systems in residential buildings intelligently. It reduces the energy consumption
for space conditioning while meeting users’ comfort requirements for target temperature,
which are guaranteed by what we call guardian. The solution works on a per-room basis.
Our experimental evaluation with real data showed that our approach achieves energy
savings up to 49% (26% on average), compared to the baseline commodity HVAC. Fur-
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thermore, we demonstrated that our computationally cheap solution can be deployed on
low-cost commodity hardware, such as Raspberry Pi Zero, and it is capable of addressing
the demands for HVAC control of real-world residential buildings. Moreover, our solu-
tion is based on the IoT computational framework that we also propose. The framework
consists of three building blocks—estimator, guardian, and scheduler.
(2) On-demand Dynamic Bus Lanes Creation: We present a proactive solution that amelio-
rates the traffic ahead of public buses in congested areas, called Environment Protective
Traffic Orchestration (EPTrOn). EPTrOn mitigates congestion by establishing virtual
bus lanes and shaping traffic by controlling traffic lights and directing traffic using light
boards at intersections. Moreover, our EPTrOn solution pushes ICEV vehicles away from
congested streets, where their engines will be idling for a prolonged amount of time. EP-
TrOn shortens the time lost in traffic by buses three times, on average. Moreover, the
penalty induced on cars in order to create the virtual bus lanes does not go beyond 10
seconds on average (less than 1% on average).
We evaluate the effectiveness and efficiency of our solution on real datasets. Our smart
home solution is evaluated with two datasets collected from residential houses in Pennsylva-
nia. Our smart city solution is evaluated with two different datasets–one contains data for




This dissertation is structured thematically along the lines of the two aims. Specifically
Chapters 2 + 3 cover the background and the computation framework, and experimental
evaluation towards aim 1. Chapters 4 + 5 cover the background and the computation
framework, and experimental evaluation towards aim 2, respectively. It is to be noted,
however, that we discuss the related work, relative to each contribution in the respective
chapter - Chapter 2 for HVAC scheduling and Chapter 4 for dynamic traffic orchestration.
Finally, in Chapter 6 we provide conclusions and purposed future work.
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2.0 Residential HVAC: Computational Framework
In this chapter, we present ILPSS (Integer Linear Programming for Smart Scheduling),
a novel solution for optimizing the duty cycle of the HVAC (Heating, Ventilation and Air
Conditioning) equipment and improving users’ comfort by allowing users to specify comfort
levels at specific times in each room of a residence. Our proposal builds on multiple vari-
able, linear regression model, and integer linear programming and can be run on a home
IoT (Internet of Things) hub. The IoT hub is a computer controlling and facilitating the
communication of home devices.
In Section 2.1 we present the background of our solution. The system model is discussed
in Section 2.2, followed by the regression models for our time-temperature estimator in
Section 2.3. Our ILPSS solution is presented in Section 2.4. Section 2.5 discusses the
comparison of our solution to the state-of-the-art. We summarize our findings in this chapter
in Section 2.6. The results of the experimental evaluation are pretended in Chapter 3.
2.1 Problem Statement and Solution Overview
Many buildings in the US are equipped with thermostats that control the temperature.
In commercial buildings often each room has a thermostat, while in residential houses one
thermostat controls the temperature on one floor or in the whole house. Furthermore, sensors
to detect the presence/absence of humans are installed in more and more buildings. Such
“smart” buildings have systems in place to control the lighting as well. Recently, buildings are
built with sensors and actuators that allow fine-grain control of the temperature at the room
level and the duty cycles of the lighting. Moreover, the emergence of the Internet of Things
enabled new technologies and it also facilitated increased autonomy in space conditioning
and lighting—smartphone-based geo-fencing, as well as connected thermostats, power plugs,
and light bulbs aim to improve quality of life [64, 65, 74, 23].
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Problem Statement Given a smart building—that has IoT infrastructure installed and is
enabled for fine-grain control of the temperature, the system can open or close the vents
“on-demand”. Further, the (smart) thermostat will command the HVAC unit to turn on
at the appropriate time to regulate the temperature in the room for which temperature
adjustment is needed. Some commercially available smart thermostats offer geofencing and
static thermo-temporal programs to address the need for reaching the temperature, desired
by the user at a time, specified by the user. The usage of geofencing raises a number of privacy
and security concerns. Specifically, the distance between the users and the thermostat is
calculated in the cloud, using their geolocation. Some individuals may oppose having their
location information shared with an application, as they do not have control over whether
the application sends their location to the cloud or not [26]. Moreover, both approaches (i.e.,
the usage of geofencing and statically configured programs) fail to address the expectation of
the user for having their desired temperature at the time they need it. Consequently, the on-
per-room-basis temperature control may lead to multiple starts and stops of the HVAC (i.e.,
HVAC short cycling). This increases the energy consumption and the pollution produced by
the HVAC system [69]. In this dissertation, we address the problem of maximizing comfort
(i.e., having the right temperature at the right time, as requested by the users). Moreover,
we aim at decreasing the energy consumption and the HVAC short cycling, while maximizing
comfort. Additionally, the necessary computations should not expose users’ personal data
to any privacy and security concerns.
Approach In this chapter, we propose an IoT computational framework, which consists
of an estimator, guardian, and scheduler. The estimator models the context in which the
temperature in the room changes and provides estimates for changes in the temperature
in the future. The guardian provides quality of service (QoS) guarantees, for example, the
desired temperature will be reached by the deadline, provided by the user. The scheduler
gets input from the estimator and the guardian, as well as the requests of the users, and
generates a schedule for the HVAC that enables energy savings. Our solution leverages this
IoT computational framework. The latter is depicted in Figure 2.
This IoT computational framework can lead to different solutions, with estimators, dif-
ferent QoS, and different schedulers. We proposed a two-dimensional comfort zone model
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Figure 2: IoT Computational Framework
of guardian, namely a temperature-temporal model, that is combined with ILPSS time-
temperature estimation model to optimize HVAC duty cycles using integer linear program-
ming (ILP). Our ILPSS solution is depicted in Figure 4 and it is discussed in details in
Section 2.4). Given the comfort zones requirements of users, our proposed ILPSS IoT-based
solution schedules the duty cycles of HVAC systems intelligently for energy reduction. More-
over, the requirements are to achieve target temperature within a user-defined interval of
time, on a per-room basis, and the HVAC systems are installed in residential buildings.
The time-temperature estimation model is based on multiple linear regression (MLR) (this
is one of the estimators that we evaluated; the other one is multiple polynomial regression
(MPR)) that estimates the time needed to reach the desired temperature for each request.
The time estimation is calculated using sensor readings from each room.
ILPSS is a lightweight computational solution that can run on a “smart” gateway in a
real-life IoT “hub” and keep the computations local in the hub, avoiding exposure of users’
data to privacy and security concerns.
All requests and data sensor readings from all rooms are delivered to the smart gateway
(defined in the next section), which uses them to prepare a schedule that controls the duty
cycle of the HVAC system to minimize energy while maintaining users’ comfort.
Furthermore, our solution is oblivious to the underlying networking infrastructure. The
information it operates on is fed into the gateway from the sensor readings and user requests.
The gateway may be connected to wired, wireless, or ad-hoc networks in order to receive
data from sensors and users. Often these gateways are deployed on Raspberry Pi computers.
We deployed successfully our ILPSS on Raspberry Pi Zero (as discussed in the next chapter).
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2.2 System Model
In this section, we discuss our system model of residential buildings. The notation that
we have adopted for the rest of this chapter is summarized in Table 1.
A room has direct space conditioning capabilities if there is a vent installed in the room,
and that vent is connected to the controller that is in charge of space conditioning (of part
of) the building. Each such room is equipped with a self-contained sensing unit whose
measurements are denoted {xij}, whereby i denotes the sample number and j denotes the
sensor that generated the measurement. It is to be noted, however, that the sensors may not
be combined in a single sensing unit. We combined them for practical reasons—it is easier
to install, maintain and operate a single unit, rather than individual sensors [59].
Definition 1. (Window of measurements) A window w is a vector of n consecutive mea-
surements of the sensors ordered in time. The oldest measurement in the window is at time
t− w and the most recent one is at time t. Each measurement contains the values from all
available sensors that are fed into the thermal energy exchange function (discussed in Section
2.4) used in the multiple linear/polynomial regression.
Definition 2. (Request) request ui is a tuple
ui(i, tc, θi,target, ti,target) (2.1)
whereby tc is the timestamp that marks when the request was generated in room i, θi,target
is the desired temperature to be achieved for this room, ti,target is a moment in the future by
which the desired temperatures should be reached (the “deadline”).
The requests should be received enough time in advance in order to achieve the feasibility
of satisfying them. For example, if a user submits a request for a change of the temperature
in the room by 20 degrees and tsi,target is 5 seconds from now, the request is infeasible.
Definition 3. ( Objective criterion) Given the set Qcurr of current sensor readings for all
rooms i, 1 ≤ i ≤ m, the previous window w’s sets of sensor readings Qcurr−1, Qcurr−2, ...,
Qcurr−w, and the set R of requests ui for each room i in a house, generate a schedule S that
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Table 1: Notation for HVAC Scheduling
xi,j sensor reading
p number of sensors
i, j running counter
w window length
u user request
R set of requests
tc current time
θ temperature
Qc a set of sensor readings at time c
m number of rooms
fee thermal energy exchange function
g temperature change function
δt period of time
f user-defined function
cz comfort zone






pen, penP lus, penMinus “penalty” variables
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Figure 3: System Model - gateway and sensor connectivity
minimizes the duty cycle of the furnace/AC and achieves the requested target temperatures
θi,target by the users’ deadlines ti,target.
The schedule should be produced in real-time and it should meet all deadlines. Moreover,
we assume the furnace works at a single stage.
The residential building has an access point (AP). The AP has wired connectivity to
the Internet. Moreover, it provides connectivity to the IoT gateway. The latter provides
different protocols for wireless connectivity to the sensors, namely Bluetooth low energy
(BLE), Zigbee, and Wi-Fi, to name a few. The gateway works in conjunction with the AP
and provides means for users to submit their requests for space conditioning. Furthermore,
our system also runs on the gateway.
2.3 Regression Models
In this section, we present the two statistical techniques that are used in our thermo-
temporal estimator with our thermal energy exchange function, namely Multiple Linear
Regression (MLR) and Multiple Polynomial Regression (MPR).
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2.3.1 Multiple Linear Regression
Both MLR and MPR are used in our solution in a sliding window model, whereby n
consecutive sensor readings for each of the p sensors for each room (x11, x12, ..., xij, ..., xnp)
for all of the rooms in the building and run regression on them to derive the coefficients βi
of g(x1, .., xp, δt) of the regression model. When new sensor readings are available, we drop
the oldest readings and add the newest, ordered by time. An example is introduced in the
next section of this chapter.
Multiple linear regression (MLR) models the relationship between two or more explana-
tory variables xi, δt, and a response variable g by fitting a linear equation to observed data
(recall that the individual readings for sensor xi are denoted xi,j). For example, in our
problem, xi,j are the sensor readings for a room and g is the function that can be used to
calculate the change in temperature in that room. For simplicity, we will discuss the temper-
ature change function for one room only. It is to be noted, however, that each room has its
temperature change function. Every value of the independent variable xi is associated with
a value of the dependent variable g. Furthermore, multiple observations for each of the p
explanatory variables, as well as for the dependent variable are necessary for calculating the
coefficients of the relationship. The population regression line for p explanatory variables
x1, x2, ..., xp is defined as
µg = β0 + β1x1 + β2x2 + ...+ βpxp (2.2)
This line describes how the mean response µg changes with the explanatory variables. The
observed values for g vary about their means µg and are assumed to have the same stan-
dard deviation σ. The fitted values b0, b1, ..., bp estimate the parameters β0, β1, ..., βp of the
population regression line. We will get back to them later.
Since the observed values for g vary about their means µg, the multiple linear regression
model includes a term for this variation. Mathematically, the model is expressed as
data = fit + ε (2.3)
17
where “fit” represents the following expression from Eq. 2.2.
β0 + β1x1 + β2x2 + ...+ βpxp (2.4)
The ε is also called the “residual” term and it represents the deviations of the observed
values of g from their means µg, which are normally distributed with mean 0 and variance
σ.
Definition 4. (MLR) The model for multiple linear regression, given n observations, is
gi = β0 + β1xi1 + β2xi2 + ...+ βpxip + εi (2.5)
for i = 1, 2, ...,m. In the least-squares model, the best-fitting line for the observed data
is calculated by minimizing the sum of the squares of the deviations from each data point
to the line (if a point lies on the fitted line exactly, then its deviation is 0). Because the
deviations are first squared, then summed, there are no cancellations between positive and
negative values.
The values calculated from the expression b0+b1xi1+b2xi2+ ...+bpxip are denoted ĝi and
the residuals εi are equal to gi − ĝi, the difference between the observed and fitted values.
The sum of the residuals is ideally equal to zero.





also known as the mean-squared error (or MSE) [12, 38, 32, 60].
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2.3.2 Multiple Polynomial Regression
In this subsection, we discuss the other estimating model, namely the Multiple Polyno-
mial Regression (MPR), that we use with our thermal energy exchange function.
Recall from the previous subsection that Equation 2.2 is the mathematical model of
linear regression. Often the linear model does not fit closely the values of the dependent
variable g, i.e., the model deviation is significant. In such cases a model of higher degree is
a better fit:
β0 + β1x1 + β12x1x2 + β2x2 + ...+ βpxp (2.7)
The polynomial from Equation 2.7 is also hierarchical (a definition is provided later in the
section).
MPR is a special case of multiple linear regression, whereby the independent variables
xi are of order k > 1. Moreover, we formalize the problem as:
g = Xβ + ε (2.8)
where g is a vector of observations of the dependent variable, X is a matrix of observations
of the explanatory variables (i.e., p explanatory variables and n observations), β is a vector
p + 1 coefficients (i.e., one for each explanatory variable, as well as the intercept) and ε
is a vector of the residual. When k = 2, for at least one variable xl, the model is called
second-order or also quadratic model. The coefficients βi of the variables xi of degree one
are called linear effect parameters and the coefficient βl of the variable xl is called quadratic
effect parameter. Often the order of the polynomial model is kept as low as possible. In case
a linear model is not a good fit, the second-order model is tried. It is known that a poly-
nomial of degree (n − 1) can fit through n points. There is a tradeoff because finding such
polynomial induces significant computational costs, but it also helps to understand better
the underlying function. In other words, a polynomial of higher degree fits the data points
with smaller error/residual. Furthermore, the polynomial models should be maintained hi-
erarchical, because only hierarchical polynomials are invariant under linear transformations.
Definition 5. (Hierarchical polynomial) A polynomial of order k is called hierarchical if it
contains terms of all degrees of the independent variables from the highest to 0.
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Two different strategies are available for finding the “best” polynomial model, namely
forward selection procedure and backward selection procedure. The forward selection proce-
dure starts with building a simple model of degree one. The model keeps getting enhanced
with monomials (terms) of higher degree until the deviation ε is satisfactorily small. The
backward selection procedure starts with a polynomial model of the highest degree possible
(i.e., n − 1 for n observations). The monomials from the highest degrees kept being re-
moved one by one. The procedure concludes when the deviation ε is no more satisfactory
small. Specifically, too many monomials have been removed and the polynomial does not
fit the population. Regardless of which strategy is selected for the calculation, the addi-
tion/removal of terms induces significant computational costs. The strategy to circumvent
this shortcoming is the usage of orthogonal polynomials.
Definition 6. (Orthogonal polynomials) Two polynomials Pr(x1, .., xn) and Ps(x1, .., xn) are
orthogonal if their inner product is equal to zero for r 6= s.
2.4 ILPSS Solution
Our ILPSS solution is depicted in Figure 4. An MLR–based estimator (why we selected
MLR over MPR is discussed in the next chapter) and an ILP–based scheduling mechanism
S are interwoven in ILPSS to generate an HVAC schedule that optimizes energy consump-
tion and keeps the temperature in all rooms within the comfort zones of their occupants.
Furthermore, the comfort zones and the requests are provided by the users for their rooms
of occupancy.
In this section, the modeling of the comfort zone is discussed first, followed by the
principle of adversarial change of temperature in each room, caused by the environment,
namely Newton’s Law of Cooling. The section is concluded with an elaborate description of
the scheduler.
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Figure 4: ILPSS Solution with scheduler S
Figure 5: Comfort Zone of a user for a room
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2.4.1 Modeling Comfort Zone
Recall that users’ requests for a room i are in the format ui(i, tc, θi,target, ti,target) (Section
2.2). Note that users will be satisfied if the appropriate temperature is reached several
minutes/seconds before or after the deadline. This tolerance in temperature and time is
what defines “comfort zone”, and is depicted in Figure 5. tmin and tmax show the earliest
and latest point in time that the user tolerates reaching a temperature between θmin and
θmax. Functions f1, f2, f3, and f4 are user-defined functions of time that yield temperature.
The simplest way to model the comfort zone is to set f1, f2, f3, and f4 to be constants:
comfort zone within the rectangle in Figure 5. It is to be noted, however, that this will be
achieved only if two of the functions have explanatory variable time and dependent variable
temperature, while the other two have explanatory variables temperature and dependent
variable time. Furthermore, users with smaller tolerance to deviations will specify a smaller
comfort zone. We constrain the comfort zone to be continuous (i.e., there is no “bubble”
in it). Taking a practical perspective, it does not make sense for a user to tolerate two
different temperatures at the same point in time, but to have no tolerance to a temperature
in between them (i.e., the bubble). Formally:
Definition 7. (Comfort Zone) The comfort zone czu of user u is defined by:
czu =< tmin,u, tmax,u, θmin,u, θmax,u, f1,u, f2,u, f3,u, f4,u > (2.9)
where tmin,u ≤ ti,target ≤ tmax,u, θmin,u ≤ θi,target ≤ θmax,u for all requests u and f1,u, f2,u, f3,u
and f4,u are defined by the user. We assume each user has one comfort zone for each room














Additionally, functions f1, f2, f3, and f4 should be integrable in the regions for which they
are defined. It is to be noted, however, that for the case, whereby the comfort zone is a
rectangle, function f1 is the same as function f2. Moreover, function f3 is the same as
function f4. We can use the sum rule for integrals and simplify the comfort zone to two
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integrals only that cover the time from tmin to tmax. By replacing f2 with f1 and f3 with f4,























Once the time-temperature estimations and the comfort zones of the users are defined, the
solution has to schedule them. If the temperature change is needed in a room to achieve
the temperature for a given request, the temperature should be increased or decreased. The
amounts of time, for which thermally conditioned air has to be delivered to the rooms to
achieve the target temperatures in them, can have partial, complete, or no overlap. Even
though there is an infinite number of possible schedules, they can be reduced to a finite
number of unique cases, which we call canonical scheduling cases. The canonical scheduling
cases are discussed next.
2.4.2 Canonical Scheduling Cases
Intuitively, when scheduling the space conditioning of the rooms in a residential house,
the need of serializing the heating and cooling should be considered. Moreover, one may
wonder if there is a finite number of cases that should be addressed when a schedule for
space conditioning is produced. In this subsection, we show that there are twelve scheduling
cases that need to be handled when running our ILPSS Solution. We prove the following
theorem:
Theorem 1 (HVAC Scheduling Cases). There are 12 canonical scheduling cases and the
space conditioning of the rooms in a residential building fits in one of them, no matter how
many rooms the house has.
We use mathematical induction to show that all possible scheduling combinations fall
into one of the cases that are discussed in this subsection. The case of a single room in a
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house is not interesting, as it is trivial. Therefore, we will prove the theorem for n ≥ 2 rooms
in the house.
Base Case: The base case is a house with two rooms, n = 2. All possible combinations
for 2 rooms are depicted in Figure 6. There are 12 cases on the diagram, labeled a to l.
Each case consists of 2 lines, one for each room. The cases that require cooling are depicted
in blue (dotted line) and the cases that require heating are depicted in red (solid line). A
longer line depicts a longer amount of time for which thermally conditioned air should be
blown into the room. Often the rooms require different amounts of conditioned air to be
provided to reach their desired temperatures. For simplicity, we depicted only the case when
the request that has arrived earlier also requires more air (and thus time) to reach the goal.
The opposite case when the shorter request has an earlier arrival time is symmetric. The
case when the temperature does not have to be changed implies that the target temperature
has already been achieved and such rooms can be ignored. Given the intervals for two rooms
there are three scenarios to be considered:
• the intervals for the two rooms do not overlap
• the intervals overlap completely (i.e., one contains the other one) and
• partial overlap
For example, these scenarios are depicted by the cases in Figures 6(a), 6(b), and 6(c),
respectively. In these three cases, the temperature in both rooms should be decreased. The
three cases when both rooms should be heated follow in Figures 6(d), 6(e), and 6(f). The
mixture of heating and cooling is depicted in Figures 6(g) to 6(l). The cases when the cooling
precedes the heating arrival are depicted in Figures 6(g), 6(h), and 6(i), and the opposite
case in Figures 6(j), 6(k), and 6(l).
If the temperature in both rooms is expected to be adjusted in the same direction, there
is no difference from a scheduling point of view if both rooms require heating or cooling.
This effectively implies that Case d is identical to Case a, Case e to Case b, and Case f to
Case c. The other possibility is to have a mixture of heating and cooling Similarly, the order
of arrivals for cooling and heating when one room requires heating and the other cooling,
does not make a difference from a scheduling point of view. It is to be noted that Cases j,
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k, and l are identical to Cases g, h, and i, respectively. We conclude that there are six base
cases for scheduling and we refer to them as canonical cases—they are depicted in Figures
6(a), 6(b), 6(c), 6(g), 6(h), and 6(i).
Induction hypothesis : Assume that for some n = k rooms, whereby k is a positive integer
and k > 2, the time frames for space conditioning of the rooms in a given house can be split
into two equally large groups. One group will contain one room more than the other if the
number of rooms is an odd number. If we consider only the earliest starting and the latest
ending time frames in the group, it covers one of the canonical cases, discussed in the base
case. Further, each group can be split into two subgroups. This operation can be repeated
recursively until each subgroup contains no more than two rooms. Two rooms cover one of
the canonical cases, as discussed in the base case. The induction hypothesis is that k > 2
rooms can be scheduled as one of the canonical cases from the base case.
Induction step: We will now show that for n = k+ 1 the time frames for conditioning all
rooms can be split into two groups that are in one of the Canonical Cases. If we arbitrarily
take 1 room out of k + 1 rooms, we will have a set of k rooms, that we know that can be
split into two groups in a way that builds a canonical case. If we consider one of these two
groups arbitrarily and the room that has been taken out of the set earlier, as a group itself,
they can be thought of as two groups. The time frame of the room that has no other room
in its group, may not overlap with any of the time frames in the other group. This is a
canonical case and it does not matter if the temperature in the single-room group should go
in the same direction as all of the rooms from the other group because our canonical cases
cover both uni- and mix-direction cases. If the time frame for the single-room group overlaps
completely with the time frames of the rooms from the other group, it can be added to their
group and this will be also a canonical case. Similarly, if the overlap of the time frame of
that room with the other rooms is partial, this is another canonical case. This exhausts the
possibilities for the relative position of the single-room group time frame with respect to
the other time frames. Hence by mathematical induction, the scheduling of n rooms, where
n ≥ 2, falls into one of the twelve canonical cases. 
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Figure 6: Canonical cases for scheduling
2.4.3 Newton’s Law of Cooling
The outdoor environment impacts the temperature in all rooms of a building. Often
the change of the temperature in rooms caused by the environment is in a direction that
is opposite to the buildings’ inhabitants’ requests. The temperature difference between any
two rooms that have a common surface (wall, floor/ceiling) also changes the temperatures
in any two rooms, despite the insulation. Our estimation model captures the impact of both
the environment and neighboring rooms. Note that when no thermally conditioned air is
supplied for a sufficiently long amount of time, the exchange of heat between rooms will
usually stop way ahead of the exchange of heat between the building and the environment.
We adopted this optimization, as it is a conservative approach, whereby we consider the
exchange of heat between each room and the environment when calculating divergence from
the desired temperature once the delivery of thermally conditioned air for that room is over.
We use this when we evaluate the deadlines in the comfort zones of users and the exchange
is calculated with Newton’s Law of cooling:
Definition 8. (Newton’s Law of Cooling) The rate of change of temperature, ∂θ, with respect
to time, ∂t, should be proportional to the difference between the temperature of the room, θ,





= −k(θ − θa) (2.13)












Note that the left-hand side can be negative and after integration, it will be equal to the
natural logarithm of the absolute value of the denominator:
ln|θ − θa| = −kt+ C (2.16)
Now we can raise to e both sides of the equation:
|θ − θa| = e−kt+C (2.17)
We know that eC is a constant, thus we can substitute eC = C1:
|θ − θa| = C1e−kt (2.18)
The last step is to remove the absolute values:
θ = C1e
−kt + θa, when θ ≥ θa (2.19)
θ = θa − C1e−kt, when θ < θa (2.20)
By integrating both sides of Equation 2.13, we receive Equation 2.19 and Equation 2.20.
Having the two latest temperature measurements in a room, the ambient/outside tempera-
ture and the temperature θmin,u, we can calculate the maximum length of the time interval,
tNewton,i between the end of the supply of thermally conditioned air for that room and tmin,u
(see Figure 5) [27]. The estimator is discussed next.
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2.4.4 ILPSS Estimator
The intuition is to estimate what amount of thermally conditioned air is needed for a
room to reach the temperature desired by its users. Once this information is available, it is
translated into a period of time in which the vent in the room should be open and air should
be blown through it. These estimated times are used to make a schedule that optimizes the
duty cycle of the HVAC to reach the target temperatures in all rooms and maintains the
temperatures within the comfort zones of users. The change of temperature for a room is
influenced by the exchange of energy between the air in the room and the environment. We
use the sensor readings to formally express as “energy exchange function fee”, defined in
[72]:
Definition 9. (Thermal energy exchange) Given p sensors installed in a room to measure
the factors that affect the change of the temperature in that room, the linear function:
fee(x1, x2, ..., xp) = β0 + β1x1 + β2x2 + ...+ βpxp (2.21)
measures the thermal energy exchange at a given unit of time t. The xi values are the
measurements at time t, read from the sensors i, and βi values are the coefficients of the
function fee, 1 ≤ i ≤ p.
Our temperature change function is defined as follows:
Definition 10. (Temperature change) Given function fee(x1, x2, ..., xp), the function
g(x1, x2, ..., xp, δt) = fee(x1, x2, ..., xp)× δt (2.22)
calculates the temperature change (in degrees) in the room, if the sensor readings x1, x2, ..., xp
do not change for a period of time δt.
The variables xi and δt are called the explanatory variables and g is called the response
variable in the MLR–based estimator. An example that explains how the coefficients of
function g are calculated follows.
For this example, we used data from one of the datasets that we used for our experimental
evaluation. A full description of the dataset is provided in Chapter 3. The example uses
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Table 2: Example Sensor Convention
Parameter Unit Description
θavg F the average of the two temperature readings
P inHg barometric pressure
H % humidity in the room
θout F the temperature outside
ST - HVAC operating state
δt sec time difference between 2 cons. readings
∆θ F temperature difference between 2 consecutive readings
eight consecutive readings (i.e., w = 8)1 from the sensors in one of the rooms of the building
that was used to collect the dataset. For this example, we used the following five types
of sensors, namely the average of the readings from two temperature sensors, barometric
pressure, humidity, the outside temperature, and the HVAC operating state. Moreover,
we calculated the time difference of each reading from the previous reading, δt. We also
calculated the temperature difference between two consecutive sensor readings, ∆θ. The
notation for the different sensors is summarized in Table 2. The sensor readings, the time
differences, and the temperature differences are presented in Table 3.
Following the definition of temperature change for function g, Equation 2.22, we multi-
plied each sensor reading with the time difference δt that we just calculated. We studied the
effects of the time differences on the function accuracy in the next chapter. The last step
is to add the error ε, needed for running the MLR. This is a requirement of the software
package that we used to run MLR [35]. For this example, the error is denoted x0 and it
is set to 1. Moreover, it is multiplied by the time difference as all other sensor readings.
Furthermore, all sensor readings are multiplied by δt and this is how the variables xi are
calculated. The values are presented in Table 4.
1Note that a window of size 8 will keep the Table 3 and Table 4 relatively short; window length is discussed
further in Section 3.4.1.
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Table 3: Example Readings
# θavg P H θout ST δt ∆θ
1 67.51 988.36 44.80 0 2 74 -0.02
2 67.53 987.93 44.40 0 2 73 -0.09
3 67.61 987.93 44.32 0 2 72 0.09
4 67.53 988.14 44.21 0 2 1 0
5 67.53 988.14 44.21 0 2 73 0.04
6 67.49 988.14 44.40 0 2 74 -0.09
7 67.58 987.90 44.53 0 2 72 0.03
8 67.55 988.39 44.59 30.58 2 1 0
Table 4: Function g observed values for running MLR
# x0 x1 x2 x3 x4 x5 g
1 74 4996.11 73138.64 3315.2 0 148 -0.015
2 73 4929.69 72118.89 3241.2 0 146 -0.085
3 72 4868.28 71130.96 3191.04 0 144 0.085
4 1 67.53 988.14 44.21 0 2 0
5 73 4929.69 72134.22 3227.33 0 146 0.035
6 74 4994.63 73122.36 3285.6 0 148 -0.085
7 72 4865.76 71128.8 3206.16 0 144 0.03
8 1 67.55 988.39 44.59 30.58 2 0
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Once we run the regression, we receive the coefficients βi, presented in Table 5.
If a request for given target temperature for this room is received and there are no newer
sensor data (i.e., the readings on row 8 in Table 3 are the latest data received from the sensors
for the room), we calculate the temperature difference between the current temperature (i.e.
67.55) and the target temperature (from the request), namely 75. We use the latest sensor
readings and the latest coefficients of the temperature change function (i.e., the coefficients
from Table 5) in order to calculate the length of time for which the HVAC has to supply
thermally conditioned air to this room in order to reach the desired target temperature. In
this case, the time δt is unknown and because we can solve an equation for it (i.e., Equation
2.22), whereby g is the temperature difference, we use the coefficients from Table 5, for this
example, and the latest sensor readings from the last row of Table 3.
It is to be noted, however, that the aforementioned regression techniques should collect
a sufficient amount of data before they can be run and provide an estimation. This is
known as the “cold start” issue and it is a legitimate concern. If the system produces new
sensor readings not frequently enough, it may take a long time for the system to overcome
the “cold start” issue. Fine-tuning the maximum amount of time between two consecutive
deliveries of new sensor data should take into consideration the capabilities of the system
to ingest data and the length of battery life for the power-constrained sensors. Producing
data too often induces additional computations and, therefore, increases the requirements
31
to the estimator, which ingests the data. Moreover, the batteries of the battery-powered
sensors will be depleted much faster when the sensors have to transmit data more often. On
the contrary, not reporting the changes in the sensors’ measurements to the estimator will
decrease the accuracy of the provided estimations. Our system reports new data at least
once every two minutes, as discussed in Section 3.3. Moreover, Section 3.4.1 explains why
the estimator produces the most accurate results for a window of length 8. In other words,
our system will need no more than 16 minutes to overcome the “cold start” issue. This time
length is short enough to be accepted by most users.
2.4.5 ILPSS Scheduler
The ILPSS scheduling algorithm takes two types of input, namely new sensor readings
xij and user requests.
When a new request is received, it is parsed in the parseRequest() primitive. In case sev-
eral requests are received simultaneously, they are parsed sequentially in our framework, but
the task trivially parallelizable. Moreover, in case more than one request comes for the same
room, we consider the latest one received in time only. The useCoefficientsToDeriveTime()
primitive is executed to derive the expected amount of time needed to reach the temperature
for each request, given the last known sensor measurements for that room, assuming all air
from HVAC goes to that room. When all estimations are in place, the ILP scheduler is
run to generate a schedule, adhering to the objective of the solution, as defined in Section 3.
Specifically, given the latest sensors readings for all rooms in a house and a set of requests for
reaching the target temperature at each room at a specific time, an HVAC schedule should
be produced that meets all user requests and optimizes the duty cycle of the HVAC. The
algorithm is shown in Algorithm 1.
The recalculateSchedule() primitive is based on the Integer Linear Programming Model
(ILP). ILP is a mathematical optimization problem, whereby the decision variables st are
restricted to be integers, and the objective function and the constraints are linear. The
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Algorithm 1 ILPSS Scheduling Algorithm
Input: sensor readings, requests
Output: HVAC Schedule
1: while 1 do
2: if newData xij is available then
3: slideWindow(); /*ingest next reading*/
4: recalculateRegressionCoefficients(xij);
5: end if






canonical form of ILP is as follows:
maximize cT st
subject to Ast ≤ b,
st ≥ 0
and st ∈ Z
(2.23)
whereby c and b are vectors, cT is the transpose of c and A is a matrix and st is the decision
variable [84, 78]. The notation is presented in Table 1. There are two algorithms used
for solving ILP problems, namely the Branch and Bound algorithm, and the Cutting-Plane
algorithm. The former is computationally cheaper and thus is wildly adopted into ILP
libraries.
We model the scheduling problem as a classical scheduling problem. The decision vari-
ables sti define when the thermal conditioning of room i starts. The estimator provides the
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duration δi of thermal conditioning needed to reach the target temperature θi,target by the





Our objective is to minimize the function cT st. The coefficients ci are the “penalty” we have
to pay if we miss the deadline ti,target. Furthermore, we define the constraints that (1) sti
should not start before the length of the duration δi and (2) the length of tNewton,i should be
subtracted from the deadline. This will ensure the temperature in room i will be within the
comfort zone. Formally:
sti ≥ ti,target − (tNewton,i + δi) (2.25)
Usually, residential buildings have single ducting that is shared for both heating and
cooling. Thus, for our ILP-modeled scheduling, we have to ensure that cooling and heating
jobs are not scheduled at the same time. We have to ensure that for each pair of rooms i
and j, whereby one needs heating and the other one needs cooling, having durations δi and
δj and times by which the temperatures should be reached ti,target and tj,target, respectively,
the difference between the starting times sti and stj is at least δi for sti < stj. The same is
valid if stj precedes sti. This decision structure is modeled with the introduction of a new
binary variable yi,j. It has value 1 when sti is smaller than stj and 0 otherwise. We add
two additional constraints for each pair of rooms that require a change of temperature in
different directions:
Myi,j + (sti − stj) ≥ δj and
M(1− yi,j) + (stj − sti) ≥ δi
(2.26)
where M is a very big constant, in particular, M > δi ∀i. Given that M will be multiplied
by 0 for exactly one of the cases in Equation 2.26, we want the two starting points sti and
stj to have a difference of at least δk for k = min{i, j}. Moreover, for the equation where
M is multiplied by 1, the value of the expression in the parenthesis will be negative, thus
adding M ensures that the inequality holds. We do not need additional pairs of constraints
for rooms that either both need heating, or both need cooling.
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Non-ML Solution [83, 82] Näıve
ML Solution
[40, 91, 63, 12]
[38, 32, 60, 7, 8, 41]
D-DUAL
The last step is to incorporate the “penalty”. Let peni be an unrestricted variable and
peni ≥ 0. Then
sti + δi + tNewton,i + peni = ti,target (2.27)
When peni is positive, the deadline is met. When it is negative, the deadline is not met. We
substitute
peni = penMinusi − penP lusi (2.28)
sti + penMinusi − penP lusi = ti,target − (δi + tNewton,i) (2.29)
All variables sti, penMinusi, penP lusi are non-negative. Given the duality nature of ILP




ci ∗ penP lusi (2.30)
Once the ILP problem is solved, the variable sti for each room i will provide the starting
time for supplying thermally conditioned air to the respective room i.
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2.5 Comparison with State-of-the-art
To the best of our knowledge, there is no prior work that combines ML and scheduling in
an effort to optimize energy consumption in space conditioning of buildings only with local
resources (i.e., no external network connectivity). However, as summarized in Table 6, ML
techniques have been employed in HVAC optimization. One example of a novel regression
approach, which aims at decreasing the computational cost of running auto-regression on
IoT gateways, is presented in [63]. The paper discusses an incremental approach to calculate
auto-regression, whereby the model is updated in O(k) calculations at every step—a step is
the next set of variables to be fed into the regression model. The auto-regression coefficients
are calculated only once over a span of several steps. The computational cost to recompute
the coefficients has complexity of O(k3). The alternative naive approach is to recalculate
the coefficients at each step, having cost of O(k2). Moreover, the incremental update of the
model and the sparse recalculation of coefficients raises a trade-off between computation cost
and accuracy that is not thoroughly studied in the paper. Our approach recalculates the
coefficients of the regression at each step. This ensures improved accuracy at computational
cost with complexity of O(k2).
The current state-of-the-art HVAC scheduling is predictive control for energy-efficient
buildings [41]. That solution does not consider deadlines by which the desired temperature
should be achieved (i.e., it relies on static programs that control at what point in time
the HVAC should start supplying thermally conditioned air to a room, in order to reach
the temperature, specified in the program). Furthermore, it is tailored to buildings, whose
ducting allows heating and cooling of spaces to happen in parallel. Specifically, there are
heating coils mounted in each vent and the air gets thermally conditioned right before it
is delivered to the rooms. Additionally, that solution assumes that the HVAC system uses
recirculated air—i.e., air that is sucked from the rooms back into the HVAC system.
Room-level zoning of HVAC is tackled in [83, 82]. The three pillars of the work are HVAC
dimensioning, occupancy prediction, and thermal leakage. The first study, presented in the
paper argues that the HVACs installed into houses are under-dimensioned and thus their
efficiency is decreased. Smaller HVAC installations and retrofitting of the buildings to room-
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level zoning is one of the directions to optimize energy consumption for space conditioning.
Another dimension is improved insulation and the last one is “smart” resource allocation,
whereby rooms that have no occupants are not conditioned. Our work also tackles room-level
zoning of HVAC and to a certain extent we base our work on the studies in [83]. We assume
that we can accurately detect room occupation. In contrast, our focus is on HVAC duty
cycle scheduling that aims to decrease energy consumption without affecting the comfort of
the users rather than sensing the presence of occupants in rooms and use that information
to control vents.
Many buildings in the US are equipped with thermostats to control the temperature and
sensors to detect the presence/absence of humans. Such “smart” buildings have systems in
place to control the lighting as well. Recently, buildings are built with sensors and actuators
that allow fine-grain control of the temperature at the room level and the duty cycles of the
lighting. Moreover, the emergence of the Internet of Things (IoT) enabled new technologies
that facilitate increased autonomy in space conditioning and lightning—smartphone-based
geo-fencing, as well as connected thermostats, power plugs, and light bulbs aim to improve
quality of life [64, 65, 74, 23].
The scope of the work in [82] is extended from residential to commercial buildings.
Sensors are installed in common areas of the building to improve the accuracy of sensing the
presence of occupants. The intuition is that for a given room to be occupied, its occupants
walk down the hallway in order to reach the room. Walking in hallways that are usually
long provide opportunities to detect the direction of walking of people and thus improve the
accuracy of sensing of people in rooms—i.e., the cases whereby no people walking towards the
rooms cannot lead to people being present in rooms. The assumption is there are no external
entrances to those rooms. The occupancy information is used further to control vents on a
per-room basis and thus optimize the energy spent for space conditioning by avoiding the
conditioning of rooms that lack the presence of people. We argue that such an approach is
impractical as most houses have at least 2 entrances, therefore the approach may violate the
comfort of the occupants and thus is not optimal. Our framework achieves energy savings
and does not affect the comfort of users. Moreover, our framework controls the scheduling of
the HVAC systems in terms of duty cycles of furnaces/air-conditioning units. The authors
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of [7, 8] used a model-predictive control mechanism that detects occupants in a room and
uses that information to instruct the HVAC to compensate for the presence of people in the
thermally conditioned room. The solution relies on semiparametric regression to calculate
the temperature change in the room, given the presence of occupants. The energy gain they
achieve is driven by the fact that the presence of people in a room increases the temperature
in the room. Our work builds on top of that assumption and achieves energy saving from
both an accurate thermal energy exchange function that can make use of occupants if such
information is available, but also our novel integer linear programming scheduling mechanism
that optimizes the work cycles of the HVAC.
D-DUAL [72] is our initial solution. It combines ML and HVAC scheduling. Similar to
[82], our solution is applicable to smart homes. Data from sensors in smart homes are fed
into an MLR-based estimator that identifies the length of time frames for blowing thermally
conditioned air in each room in order to reach the temperatures desired by users. Our
solution combines three scheduling principles, namely elevator algorithm, latest deadline,
and shortest job first to optimize the duty cycles of furnaces and air conditioning [29, 15].
Our ILPSS solution uses an MLR-based estimator as well, but it differs from D-DUAL in the
scheduling solution—we employ an ILP-based scheduler in order to guarantee that the target
temperatures will be achieved within the comfort zones of users. Moreover, we incorporated
quality of service guarantees in ILPSS that leverage our comfort zone.
Even though statistical techniques have been used in schemes to save energy in HVAC
[40, 91, 63], none of these existing solutions aimed at optimizing the HVAC scheduling
(for examples see Table 6). These solutions used various ML algorithms for estimation
as appropriate. In our case, we selected MLR and MPR for their relative simplicity of
implementation, highly accurate results, and modest memory footprint requirements. They
also do not require tuning of parameters for achieving accurate results.
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2.6 Summary
In this chapter, we introduced ILPSS, an IoT solution that schedules the duty cycles
of HVAC systems, that considers both energy savings and user comfort. We presented its
components, specifically its estimator and its scheduler. Moreover, we proved that there are
only 12 canonical scheduling cases for HVAC scheduling. We intentionally selected only sen-
sors that either explain the temperature in a room or that have a high impact on changing
the temperature in a room. Specifically, the temperature sensors and the pressure sensors
explain the temperature in the room, while the higher the humidity, the easier it to exchange
thermal energy with the surroundings, given that water is a conductor. Furthermore, the
temperature outside is an indicator of whether the environment will be adversarial or co-
operative to reaching the target temperature as per the request for the room. Similarly,
the state of the HVAC can be an adversary or help in reaching our goal. We presented a
lightweight computational solution that can be deployed on a cheap IoT gateway, as shown
in the next chapter. It carries the computations locally to avoid data shipping, which would
raise security and privacy concerns.
39
3.0 Residential HVAC: Experimental Evaluation
In this chapter, we present the details about our experimental framework, the three
datasets we used to run experiments on, as well as the results from the experimental eval-
uation, performed on a resource-contained device. Our experimental evaluation shows that
our proposed solution saves energy (up to 45%) and meets users’ comfort needs, compared
to commodity and current smart HVAC systems.
Our experimental testbed is presented in Section 3.1. In Section 3.2 we discuss the metrics
for our evaluation, followed by the datasets in Section 3.3. The results of the evaluation are
presented in Section 3.4. The chapter is concluded with a summary in Section 3.5.
3.1 Testbed
We implemented our solution and its algorithm in Java 1.8. We ran the experiments on
a Raspberry Pi Zero W (Figure 7) with 1 ARM CPU, running at 1GHz, 512MB of RAM
memory, and 64GB MicroSDEX micro SD card. The operating system used was Raspbian
Stretch Lite, based on Debian 9. We used the GEKKO Optimization Suite for solving the
ILP problem [10]. The Raspberry Pi Zero W is an example of an affordable computer that
can be installed and carry out the computation locally on-premise, and, thus, mitigating
the privacy and security risks of shipping data to the cloud. Moreover, for our experimental
evaluation, we adopted the canonical scheduling cases, as defined in [72], as they cover all
possible scheduling cases.
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Figure 7: Raspberry Pi Zero W
3.2 Metrics
We evaluated the performance of the systems in terms of wall-clock time, energy decrease,
and monetary cost.
Wall-Clock Time: We measure the scalability of our solution when deployed on low-cost
hardware. It is measured as the amount of time it takes for the computer (i.e., Raspberry
Pi Zero W) to run our algorithm with the number of sensor readings in our experiments.
We used 5 sensors, specifically the average of the readings of the two temperature sensors
in the room, barometric pressure, humidity in the room, outside temperature, and HVAC
operating state.
Energy Decrease: This is our optimization criterion. The length of the duty cycle of
HVAC can be translated to the energy spent; that is, the longer the HVAC works, the higher
the amount of energy spent on space conditioning. It is to be noted, however, that the
optimization of the duty cycle directly translates to energy savings, as explained further
into detail later in this subsection. The metric estimates the amount of energy spent as
a percentage of the amount of energy spent by a naive system to achieve the same goal.
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The energy consumption of the furnace per unit of time is calculated as the fraction of the
capacity of the furnace and the product of the BTU metric of the fuel, used by the furnace,
the efficiency of the furnace, and the constant for conversion of BTU to joule. The formula
is presented in Equation 3.1:
Energyperhour =
furnacecapacity
BTUmetricfuel × Efficiencyfurnace × ConstantBTUtoJ
(3.1)
Moreover, the furnace is a single-stage furnace and, therefore, it has a uniform consumption
of gas per unit of time, as discussed in Section 2.2. The energy consumption of the furnace
for a period of δt will be the product of δt and Energyperhour, as presented in Equation 3.2:
Energyδt = δt ×
furnacecapacity
BTUmetricfuel × Efficiencyfurnace × ConstantBTUtoJ
(3.2)





We can remove Energyperhour from both numerator and denominator. Equation 3.4 presents





Moreover, we refer to “Naive” as the family of commodity systems which are widely
available and adopted today, whereby the users cannot submit a request for temperature
adjustments upfront. When the users feel the need to change the temperature in the room
they are in, they reach out to the thermostat and change the temperature on it. Furthermore,
there is no additional context, which is considered by the control system of the HVAC unit
in order to schedule its duty cycle. For our experimental evaluation, we calculated the
consumption of “Naive” by extracting from our datasets the actual time length for which
the furnace/AC was on in the time frames in which our requests were submitted and satisfied.
The datasets and the requests are discussed in detail in the following subsection.
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3.3 Datasets
HiberSense Historical Data1 : The dataset we used in our experiments is the proprietary
dataset we used in [72]. It consists of 5000 measurements from the HVAC-related data per
room within one family house for three days, collected between 2018-02-01 and 2018-02-
03. The house is a duplex house in Pittsburgh, PA. It has two rooms on the first floor
and two rooms on the second floor. Both of the rooms on the second floor are bedrooms.
The first floor has a kitchen and living room. Smart vents are installed in all four rooms.
The vents are equipped with smart sensing units that can measure temperature, humidity,
atmospheric pressure and also report the battery voltage of the units. Information about
the state of the vent in each room is available as well. Vents can be either open or closed.
Moreover, each room is equipped with an additional sensing unit, which is typically installed
on the wall, opposite to the biggest window in the room. The sensing units are installed
about 4.5 feet from the ground. The data, measured by these sensing units and available for
each room, contains the measurements for motion, the voltage of the sensors’ battery, two
different temperature measurements, humidity level, atmospheric pressure, and light level.
Furthermore, the dataset contains the following reading for the thermostat in the house:
state of the HVAC fan (on/off; i.e., shows whether the fan of the HVAC system is running,
regardless of the rest of the HVAC system), mode of the HVAC (off, heat, cool), temperature
set on the thermostat, override the state of the thermostat (i.e., when this feature is set, it
maintains the HVAC unit running for a user-defined period of time and, therefore, it can be
used to increase the ventilation in the building, or keep the HVAC shutdown in an effort to
decrease the levels of noise in the building when the HVAC is off), hold state (i.e., overrides
the predefined schedule in the thermostat and the currently set temperature is maintained
until the hold state is deactivated), and the method the data was collected (push/pull). The
outside temperature was collected once per hour. All the data is timestamped with precision
within a second. The sensors in each room reported new measurements whenever there was
a difference in the value of at least one reading, compared to the last values sent, or if a
15-minute time span passed. It is to be noted, however, that the difference should be beyond
1The dataset has been provided by HyberSense and it has been anonymized.
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a certain threshold, which is set by the thermostat manufacturer and, therefore, is beyond
the scope of this work. The thermostat is reported every 3 seconds. For all experiments,
except the first one, we fed the estimator with eight consecutive measurements, called a
“window”. We know from our previous work that windows of length less than eight produce
inaccurate results, and windows of sixteen or more do not produce accurate results either
[72, 73, 4, 3]. The former is explained by the fact that every single reading in a short
window of measurements has a significant impact on the estimated fee. Therefore, when a
single reading deviates significantly from the other readings in the window, the prediction
is inaccurate. Furthermore, when the window is too long, the predictor cannot adapt to the
changes in function fee quickly enough, resulting again in inaccuracies.
User preference User preference levels were collected as well, following the model, as
described in Section 2.4.1: the minimum and the maximum temperature the user tolerates
when in the room, as well as the safety boundary temperatures.
For our experiment on energy savings we used sets of requests, each of which covers 3
rooms. Six of those sets were derived from the HiberSense Historical Data dataset. Given
the period of the year when the dataset was collected, we created the subsequent 5 sets
synthetically in order cover all 12 canonical scheduling cases. The sets of requests follow:
• case (a)—the request for the first room was submitted at 00:10:32 on 2/1/2018, it was
a cooling request and the system had 90 min. to reach the target temperature of 78F;
the request for the second room was submitted at 00:10:30 on 2/1/2018, it was a cooling
request and the system had 90 min. to reach the target temperature of 79F; the request
for the third room was submitted at 00:55:33 on 2/1/2018, it was a cooling request and
the system had 90 min. to reach the target temperature of 78F.
• cases (d) and (f)—the request for the first room was submitted at 12:00:09 on 2/1/2018,
it was a heating request and the system had 60 min. to reach the target temperature
of 76F; the request for the second room was submitted at 12:26:11 on 2/1/2018, it was
a heating request and the system had 60 min. to reach the target temperature of 76F;
the request for the third room was submitted at 12:15:10 on 2/1/2018, it was a heating
request and the system had 60 min. to reach the target temperature of 77F.
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• case (j)—the request for the first room was submitted at 05:19:05 on 2/2/2018, it was
a heating request and the system had 90 min. to reach the target temperature of 67F;
the request for the second room was submitted at 06:15:07 on 2/2/2018, it was a cooling
request and the system had 90 min. to reach the target temperature of 63F; the request
for the third room was submitted at 05:50:06 on 2/2/2018, it was a heating request and
the system had 60 min. to reach the target temperature of 66F.
• cases (h) and (k)—the request for the first room was submitted at 20:04:50 on 2/2/2018,
it was a heating request and the system had 30 min. to reach the target temperature
of 71F; the request for the second room was submitted at 20:05:50 on 2/2/2018, it was
a cooling request and the system had 10 min. to reach the target temperature of 71F;
the request for the third room was submitted at 20:05:50 on 2/2/2018, it was a heating
request and the system had 25 min. to reach the target temperature of 74F.
• cases (e) and (f)—the request for the first room was submitted at 00:00:01 on 2/3/2018,
it was a heating request and the system had 90 min. to reach the target temperature
of 72F; the request for the second room was submitted at 00:51:04 on 2/3/2018, it was
a heating request and the system had 10 min. to reach the target temperature of 63F;
the request for the third room was submitted at 00:20:02 on 2/3/2018, it was a heating
request and the system had 90 min. to reach the target temperature of 72F.
• case (b)—the request for the first room was submitted at 20:39:07 on 2/3/2018, it was
a cooling request and the system had 30 min. to reach the target temperature of 69F;
the request for the second room was submitted at 20:40:08 on 2/3/2018, it was a cooling
request and the system had 30 min. to reach the target temperature of 71F; the request
for the third room was submitted at 20:40:07 on 2/3/2018, it was a cooling request and
the system had 30 min. to reach the target temperature of 69F.
• case (c)—the request for the first room was submitted at 20:04:50 on 2/2/2018, it was
a cooling request and the system had 30 min. to reach the target temperature of 69F;
the request for the second room was submitted at 20:40:50 on 2/2/2018, it was a cooling
request and the system had 30 min. to reach the target temperature of 69F; the request
for the third room was submitted at 20:40:50 on 2/2/2018, it was a cooling request and
the system had 50 min. to reach the target temperature of 69F.
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• case (e)—the request for the first room was submitted at 20:39:07 on 2/3/2018, it was
a heating request and the system had 30 min. to reach the target temperature of 69F;
the request for the second room was submitted at 20:40:08 on 2/3/2018, it was a heating
request and the system had 30 min. to reach the target temperature of 71F; the request
for the third room was submitted at 20:40:07 on 2/3/2018, it was a cooling request and
the system had 50 min. to reach the target temperature of 69F.
• case (g)—the request for the first room was submitted at 05:19:05 on 2/2/2018, it was
a cooling request and the system had 90 min. to reach the target temperature of 60F;
the request for the second room was submitted at 06:15:07 on 2/2/2018, it was a heating
request and the system had 90 min. to reach the target temperature of 63F; the request
for the third room was submitted at 05:50:06 on 2/2/2018, it was a cooling request and
the system had 90 min. to reach the target temperature of 72F.
• case (i)—the request for the first room was submitted at 20:04:50 on 2/2/2018, it was
a cooling request and the system had 30 min. to reach the target temperature of 69F;
the request for the second room was submitted at 20:04:50 on 2/2/2018, it was a cooling
request and the system had 30 min. to reach the target temperature of 69F; the request
for the third room was submitted at 20:50:50 on 2/2/2018, it was a heating request and
the system had 40 min. to reach the target temperature of 74F.
• case (l)—the request for the first room was submitted at 20:04:50 on 2/2/2018, it was
a heating request and the system had 30 min. to reach the target temperature of 75F;
the request for the second room was submitted at 20:04:50 on 2/2/2018, it was a heating
request and the system had 30 min. to reach the target temperature of 76F; the request
for the third room was submitted at 20:50:50 on 2/2/2018, it was a heating request and
the system had 40 min. to reach the target temperature of 69F.
Moreover, for the experiments with ILPSS, the comfort zone for all requests was set to
plus/minus 1 degree Fahrenheit deviation from the target temperature. The maximum
allowed deviation for the deadline is plus/minus 5 minutes.
Occupancy plays role in temperature change on a per room basis. Each person emits
50W of power when still. This number can go to as high as 260W when actively exercising
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[9]. We incorporated the presence of humans in our energy exchange function as another
sensor reading. For our experimental evaluation, we used the dataset produced by scholars
at the University of Texas San Antonio [24]. The dataset contains data for June 2014, for
three rooms in one house, namely a kitchen, living room, and bedroom. We duplicated
the bedroom data from [24] to accommodate the two bedrooms in our dataset. The data
granularity is one reading for each room every fifteen minutes, or 96 per day.
3.4 Experimental Evaluation
In this section, we present the results from the experimental evaluation of our framework.
The experiments’ parameters and their possible values are summarized in Table 7. ILPSS
operates leveraging horizons of time, whereby the horizons are continuous time frames that
start now and last for the next 6 hours. In the first experiment, we study the impact of
the window length on the accuracy of the estimation. The goal of the second experiment
is to quantitatively evaluate the suitability of MLR and LASSO regressions. In our third
experiment, we study how our solution scales up with an increase in the number of rooms. In
the fourth experiment we measured the estimation accuracy of our two regression techniques
when occupancy is added as a dependent valuable to the regression model. In this experi-
ment, we measured the energy savings caused by our ILPSS solution against the commodity
solutions available today (we call it Naive as discussed above).
3.4.1 Experiment 1: Estimation Accuracy
In our first experiment, we measured the time difference between our estimation, using
our regression estimation model with MLR, and the actual amount of time needed to reach
the target temperature. We select sliding windows of different sizes of consecutive sensor
measurements in a given room and run the regression estimation model to produce the
estimated time. We use 5 different sensors to feed the regression model, specifically the
average of the 2 temperature readings from the IoT unit that does not control the vent, the
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Table 7: Experimental Parameters
Parameter Description Values
rooms number of rooms 0, 4, 8, 12, 16, 20 , 24, 28, 32
win window length 8, 16, 32, 64, 128, 256, 512
hozn horizon length 6
occup occupancy on (1) / off (0)
reg regression technique MLR, MPR, Lasso
sched scheduler Naive, D-DUAL, ILPSS
pressure and humidity readings of the same unit, the external temperature, and the state of
the HVAC (i.e., heating, cooling or off). Occupancy is not considered in this experiment. The
results are depicted in Figure 8. Further, we take the most recent record of sensor readings
for that particular room (which includes the temperature reading), replace the temperature
reading with the temperature we want to reach. The temperature we want to reach is fetched
from the subsequent record (i.e., the one following the end of the window), and we derive
the estimated time it takes for the target temperature to be reached. We then compare the
estimated duration against the actual duration observed in the dataset. We then slide the
window by 1 record and repeat the steps until we exhaust the dataset.
We run the experiment for seven different window lengths–specifically, 8, 16, 32, 64, 128,
256, and 512 and for each room independently. It is to be noted, however, that our temper-
ature change function is a function of 6 variables, specifically, the 5 aforementioned sensor
readings and time. According to the Theorem for Lagrange interpolation of multivariable
functions, we need at least 7 distinct points in order to find a unique polynomial for them.
We experimented with window lengths that are powers of 2 and, therefore, 8 is the shortest
window that satisfies the requirements for Lagrange interpolation of the temperature change
function [16]. In Figure 8, we show the average of the five runs for all rooms and the standard
deviation, whereby the standard deviation is calculated for the five runs for all rooms for
a single-window length. On the x-axis of the figure, we have the different window lengths.
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On the y-axis, we show the average of the differences between the estimated values and the
actual values. Our experiment showed that the MLR accuracy consistently decreased for
increasing window size. This is not surprising as the most recent values of sensor readings
are the most relevant in affecting a current temperature. Furthermore, for our test dataset,
a window length of 8 readings predominantly provides the best results. Windows of length
less than 8 do not provide accurate results [73, 4, 5]. It is to be noted, however, that given
that we use 5 sensors, we cannot have a window of length less than 5, because otherwise, the
regression will not work. Similarly, a system of equations with 5 unknown variables will not
have a unique solution when solved for less than 5 non-proportional to each other equations.
We compared the estimated value for the amount of time needed to reach the target temper-
ature to the ground truth, and we observed that the estimated value consistently deviates
by around 100 seconds for all rooms and for a window length of 8.
Moreover, we ran the same experiment for six more buildings. We ran it for a window
length of eight consecutive readings. All of the buildings are in Pittsburgh, in Pennsylvania.
They have between three and eighteen rooms. The data from these buildings was also
provided by HiberSense. The data was collected between 12/18/2018 and 2/23/2019. Each
room in each of these houses is equipped with the same sensing units and collects the same
type of information as the first building that we got data for. The outside temperature
data was downloaded from the website of Wunderground [85]. The outside temperature was
measured at least once per hour. We used the last received value for running our estimator.
The results are presented in Figures 9 - 14.
If we consider the 58 rooms of these 7 buildings to be a sample size of all rooms in
buildings in the United States, we calculate the probability that our estimator is not off by
no more than 100 s. Our results show that for exactly 29 rooms the estimation deviates by
100 s at most.
Standard Error =
√
(sample probability) ∗ (1− sample probability)
sample size
(3.5)
Given that we calculated the sample probability to be 0.5 (i.e., 29 of 58 rooms) and
our sample size is exactly 58 when we used this data in Equation 3.5, we calculate that
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Figure 8: Time difference (accuracy) between estimated and actual amount of time needed
to reach the target temperature, with MLR for different window lengths for 4 rooms in
Building 1
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Figure 9: Time difference (accuracy) between estimated and actual amount of time needed
to reach the target temperature, with MLR for window length 8 for 8 rooms in Building 2
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Figure 10: Time difference (accuracy) between estimated and actual amount of time needed
to reach the target temperature, with MLR for window length 8 for 11 rooms in Building 3
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Figure 11: Time difference (accuracy) between estimated and actual amount of time needed
to reach the target temperature, with MLR for window length 8 for 3 rooms in Building 4
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Figure 12: Time difference (accuracy) between estimated and actual amount of time needed
to reach the target temperature, with MLR for window length 8 for 18 rooms in Building 5
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Figure 13: Time difference (accuracy) between estimated and actual amount of time needed
to reach the target temperature, with MLR for window length for 6 rooms in Building 6
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Figure 14: Time difference (accuracy) between estimated and actual amount of time needed
to reach the target temperature, with for window length for 8 rooms in Building 7
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Standard Error = 0.065653216. Furthermore, the true probability is two standard errors
with 95% confidence. Thus, we can conclude:
Given our sample size, with 95% confidence, the difference between the actual amount of
time to reach a given temperature and the amount of time, estimated by our ILPSS estimator
is no more than 100 s for between 43% and 57% of the rooms.
3.4.2 Experiment 2: Regression Methods Comparison
The goal of our second experiment was to quantitatively evaluate the suitability of Mul-
tiple Linear Regression (MLR) for our solution. In our second experiment, we measured
the accuracy of the two most promising candidate regression methods, MLR and LASSO,
to our problem. We use the settings from the previous experiment and we ran it for the
building from the first dataset only. We used our temperature change function, as discussed
in Chapter 2. Moreover, starting and target temperatures, as well as the time differences,
were calculated from the HiberSense dataset, as described in the example in Chapter 2. The
results are depicted in Figure 15.
We ran the LASSO regression with multiple shrinkage parameter values (i.e., 0.1, 0.5, 1,
5, 10, 50, and 100). Figure 15 shows the average time difference between the estimated time
to reach a certain temperature and the actual time taken to reach that temperature. Results
are reported for the same 7 different window sizes (i.e., 8, 16, 32, 64, 128, 256, and 512).
Clearly, for our HiberSense dataset, the accuracy of MLR and LASSO is comparable when
the window size is the smallest (size 8). When the window size is larger, LASSO produced
more accurate results than MLR, the deviation between the estimated time and the actual
time to reach the target temperature is smaller. However, the larger the window size, the
lower the estimation accuracy is for both MLR and LASSO. This is consistent with the
observation in Experiment 1, that small windows containing the most recent values of sensor
readings are the most relevant in affecting a current temperature. By including more sensor
readings (i.e., larger window size), would reduce the accuracy of both the module estimators.
Hence, using MLR with a small window size that yields accurate results and does not require
any tuning parameters. It is to be noted, however, that when the shrinkage parameter for
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Figure 15: Average time difference between estimated and actual time to reach a temperature
for MLR and LASSO with different shrinkage parameter values
LASSO is set to 1 and 5, the results for a window length of 8 are more accurate, but there
are no guarantees that the same parameter value will show the same results when used on a
different dataset.
3.4.3 Experiment 3: MLR vs MPR Comparison
In this experiment, we measured the estimation accuracy of our two regression techniques,
namely MLR and Multiple Polynomial Regression (MPR) for each room when occupancy as
a feature into the dataset. We use the experimental setup from the first experiment. The
window length is set to 8 because we show that this window length produces the best results
in previous experiments. Occupancy is set to ON.
The results are depicted in Figure 16. On the x-axis of the figure, we report the results for
each room independently. On the y-axis is the time difference between the estimated value
and the actual time for reaching the temperature difference, as discussed in the example
in Chapter 2. We ran this experiment with the real dataset values as described in the
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previous section. MLR and MPR show comparable results. This is because our dataset has
many gaps in reporting the sensor readings (i.e., the time difference in some consecutive
timestamps varies significantly—up to fifteen minutes). To assure that this is true, we ran
the experiment again after fixing the timestamps and ensuring a constant short gap of 60
seconds is observed between every two consecutive readings. MPR still shows slightly higher
inaccuracy compared to MLR (See room 3). This can be explained by “overfitting”. When
MLR is used, the resulting function g is linear, and it is calculated by minimizing the sum
of the squares of the deviations from each data point to the line of the function. This is
not the case with polynomial functions. Specifically, for every n+ 1 points there is a unique
function of degree n that fits through the points [16]. The non-linear function g is susceptible
to higher error because of its higher degree—i.e., non-linear functions typically grow faster,
compared to linear functions and, thus, when the trend in the temperature changes from
increasing to decreasing or vice versa, the next estimated value will have a larger difference
with the actual value. Even though the MPR showed comparable results to MLR when
the time gaps are fixed, MLR still showed better performance. Furthermore, we ran the
same experiment for MLR without fixing the gaps between the consecutive readings—in the
estimation accuracy experiment. The results for MLR with and without fixed gaps do not
differ by more than a second. Thus, we conclude that the addition of the occupancy as a
feature of the temperature change function improved the accuracy, using MLR. Specifically,
the average value for the 4 rooms is 60 seconds, compared to 100 seconds without considering
occupancy (Figure 8).
3.4.4 Experiment 4: Scalability
In our third experiment, we study how our solution scales up with an increase in the
number of rooms. We measured the wall-clock time needed by our experimental testbed to
run the regression from Experiment 1. For a window length of 8, we set the number of rooms
to 0, 4, 8, 12, 16 20, 24, 28, and 32. Furthermore, we ran the experiment for the first building
from our HiberSense dataset. We use the setup from the first experiment. Occupancy is
OFF.
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Figure 16: Time difference (accuracy) between estimated and actual amount of time needed
to reach the target temperature, with MLR and MPR, with occupancy, for window length
8 for 4 rooms
The average amount of time to execute MLR grows linearly with the number of rooms
(Figure 17). It takes less than 7 minutes for the solution to run the regression for 32
rooms. The number of data points that we have for each room differs between rooms, but
it is 5 times on average per room. Thus, we run MLR 5000 per room, on average. Note
that regression for a window of 8 can be calculated within 1 second or less ((400/32)/5000 =
0.0025 seconds per window) for up to 32 rooms simultaneously. Moreover, when our solution
is run for no rooms, it still takes 60 s to run it even for 0 rooms. This makes our solution
when deployed on Raspberry Pi Zero, suitable to manage space conditioning of single-family
houses and small office buildings.
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Figure 17: Average time to run MLR for different number of rooms for sliding window length
8
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3.4.5 Experiment 5: Energy Savings
In this experiment, we measured the energy savings caused by our ILPSS solution against
the commodity solutions available today (we call it Naive and D-DUAL). Specifically, users
are given the option to set when the furnace should start and the target temperature of their
liking, but they have no guarantees when the temperature will be achieved. The results are
depicted in Figure 18. We pick two times a day from the three days of data we have, and we
extracted scenarios from the dataset, i.e., the scenarios cover six of the canonical scheduling
cases and the deadline for the target temperature is within 90 minutes from the moment the
requests are received. Those scenarios fit the canonical scheduling cases discussed earlier.
This gave us a total of six scenarios that are diverse in the nature of their requests. Moreover,
we wanted to experiment with all canonical scheduling cases, thus we synthetically created
five more scenarios that cover the rest of the canonical scheduling cases, which we did not
extract from the data we had. Keep in mind that some scenarios cover more than one of
the canonical scheduling cases. The dataset was collected during the winter in Pennsylvania
and there were not many cases of requests for lowering the temperature. Furthermore, each
scenario consists of four requests (one for each room), that vary in the time of arrival and
the cooling/heating request.
Figure 18 shows the total time needed to regulate (i.e., cool and heat) the temperature
in the four rooms. The figure is on logarithmic scale. The results show that our ILPSS
scheduling reduces the time needed to regulate the temperature in the four rooms by up to
45% (23% on average). The six cases, namely (a), (d+f), (j), (h+k), (e+f), and (e), cover
six of the canonical cases discussed earlier (see Section 2.4.2). For the other canonical cases,
we synthesized data in order to evaluate our ILPSS solution. Furthermore, we did not want
to combine many different canonical cases into one experiment, when possible. Thus, in
most cases, whereby heating and cooling were needed, three rooms required temperature
adjustment in the same direction and one room in the opposite. The only exceptions to this
rule are cases (g) and (i), where it was more natural to warm up two rooms and cool down
the other two. This explains why our solution mostly wins for only one of the temperature
changes—there is no difference if a single room is scheduled with Naive or ILPSS. Moreover,
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Figure 18: Total durations of HVAC operation for ILPSS, D-DUAL and Naive
we also studied the penalty induced on the schedule by our ILPSS solution—it shows by
how much the deadlines were not met. For our workloads, the scheduler met all deadlines
and there was no penalty.
It is to be noted that our ILPSS provides either fewer energy savings or is on par with
D-DUAL. However, the latter does not provide any guarantees that the temperature in each
room will be within the comfort zone of its users. Furthermore, even when D-DUAL is given
shorter deadlines, namely at the start time of the comfort zone, it provides comparable
results with the same solution when it is used with the original deadlines, i.e., deadlines that
are not shortened in order to start at the beginning of the comfort zone. This shows that the
produced schedule for thermal conditioning concludes early enough to not be affected by the
change of deadlines. There is only one case, namely (i), whereby D-DUAL and ILPSS show
comparable results for heating—i.e. this is the case when D-DUAL will meet the comfort
zone requirements.
As part of this experiment, we also studied the performance of ILPSS with and without
the optimization, using Newton’s Law of Cooling. The results are depicted in Figure 19. The
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Figure 19: Total durations of HVAC operation for ILPSS, and ILPSS w/o Newton
figure is on a logarithmic scale. The version of ILPSS without the optimization consistently
outperforms ILPSS with the optimization with between 1% and 25%. This is attributed
to the fact that when the optimization is not leveraged, the solution does not accurately
capture the adversarial effect of the environment.
3.4.6 Experiments Summary
In our first experiment, we found that the most recent sensor readings are most relevant
to get an accurate estimation of time, hence, the smaller the window size the more accurate
the estimation. In the second experiment, we found that MLR should be used over LASSO
regression because it does not require additional tuning and shows similar results. In the
third experiment, we showed that our system can be run on a real IoT smart gateway (i.e.
Raspberry Pi Zero) for large residential buildings. In the fourth experiment, we found that
when occupancy is taken into consideration, the accuracy of the estimator is improved.
Moreover, MLR should be used over MPR since it is not susceptible to overfitting. In the
fifth experiment, we found that our solution saves energy over the commodity approach and
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provides guarantees that the temperature will be within the comfort zone of the users. In
the last experiment, we showed that our solution saves energy.
It is to be noted, however, that D-DUAL is a corner case of ILPSS. The comfort zone in D-
DUAL collapses to a single point - the exact time when the temperature should be reached
and no tolerable deviation from the target temperature. Moreover, D-DUAL guarantees
that the target temperature for each room will be reached between the time the request is
received and the deadline by which the target temperature should be reached. But that
does not ensure that the temperature will be the same at the deadline from the request.
The weaker time guarantees enable higher energy savings, compared to ILPSS. Contrary to
that, ILPSS provides lower energy savings, but it ensures stronger guarantees. Specifically,
the target temperature will be reached at a moment in time within the user’s comfort zone.
For the initial evaluation of our IoT computational framework, we used D-DUAL. Once we
demonstrated the feasibility of the framework and the solution, we enhanced our system
model and that led to the development of our ILPSS solution.
Furthermore, our solution provides not only guarantees, but also provides flexibility
to its users. They can submit requests for deadlines arbitrarily far ahead in the future.
This flexibility improves the ease of use and overall positive user satisfaction. Contrary to
that, the solution has to provide energy savings. Therefore, evaluating and adding requests,
whose deadlines are too far ahead in the future, for scheduling will result in energy-wasting,
as opposed to energy saving. ILPSS operates leveraging horizons of time, whereby the
horizons are continuous time frames that start now and last for the next 6 hours. Only
requests, whose deadlines are within the horizon are assessed for scheduling. Our comfort
zone guardian ensures that the temperature in the room will be within the limitations of the
comfort zone at the deadline. The horizons leverage sliding windows as opposed to tumbling
or jumping windows.
When we did an analysis on our dataset, our main goal was to identify requests repre-
senting all 12 canonical scheduling cases, as depicted in Figure 6. The dataset contained
data for cases (a), (d), (e), (f), (h), (j) and (k). The lack of the rest of the cases is explained
by the fact that the data was collected during the winter in Pittsburgh (during the month
of February). The harsh weather conditions outside do no stimulate the users to submit
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requests for cooling down their rooms and all of the missing canonical cases include cooling
for at least one of the rooms. Moreover, we identified that the deadlines for all requests are
within 90 minutes of the submission of the requests. This inspired us to investigate further
and develop the horizons of time, as discussed in the previous paragraph.
It is to be noted, however, that the horizons of time are not a limiting factor for our
system. As shown in Algorithm 1, our solution recalculates the schedule every time when
either new data arrives from the sensors or when a new request is received from users. An
unaccounted change in context may affect negatively the accuracy of the estimator and
may lead to running a schedule, which will not meet the deadlines, specified by the users.
Contrary to that, our solution is self-driving—it consumes the newly received data as it
arrives, re-runs the estimator in order to re-adjust the temperature change function for
each of the rooms, and, therefore, improve the accuracy of the estimator. Subsequently,
it recalculates the scheduler. This event-driven invocation of the algorithms provides the
necessary adaptivity to meet the requirements for temperature in each room by the user-
defined deadlines. Moreover, the adoption of the sliding window concept for the horizons of




In this chapter, we presented our ILPSS, an IoT solution that schedules the duty cycles
of HVAC systems, that considers both energy-saving and user’ comfort. The solution aims
at optimizing the time of operation while meeting users comfort requirements and specific
requests for target temperature by a certain deadline on a per-room basis in residential
buildings.
Our solution combines scheduling and two ML techniques, namely MLR and MPR, that
take into consideration temperature, deadline, sensor readings, and occupancy from each
room. This information is delivered to a “smart” gateway, which prepares a schedule that
controls the duty cycle of the HVAC. We modeled a comfort zone, whereby the users can
tolerate the temperature changes in the rooms they submitted requests for a period of time
until the deadlines that are part of their requests.
Our experimental evaluation with real data showed that our approach achieves energy
savings up to 49% (26% on average), compared to the baseline commodity HVAC. Further-
more, we demonstrated that our computationally cheap solution can be deployed on low-cost
commodity hardware, such as Raspberry Pi Zero, and it is capable of addressing the demands
for HVAC control of real-world residential buildings.
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4.0 Virtual Bus Lanes: Computational Framework
In this chapter, we present a solution that establishes on-demand, virtual bus lanes
to prioritize public transportation over other traffic and provide shortest path guidelines
for other drivers, while causing insignificant delay penalties to them. Our solution called
Environment Protective Traffic Orchestration (EPTrOn) leverages priority scheduling, and
Dijkstra’s shortest path algorithm to shape and detour traffic.
In Section 4.1 we present the background needed for our solution. We formulate the
problem in Section 4.2, followed by the system model in Section 4.3. Our EPTrOn solution
is presented in Section 4.4, followed by a comparison with the state-of-the-art in Section 4.5.
We summarize our findings in Section 4.6. We present the results from the experimental
evaluation of our solution in Chapter 5.
4.1 Background
Most internal combustion engine vehicles (ICEVs) have their engines idling when they are
not in motion, i.e., when they stop at traffic lights and crosswalks, or when they are in traffic
jams [18]. Furthermore, most public transit buses are equipped with diesel engines. These
engines not only produce greenhouse gas emissions, but their exhaust contains a significant
amount of fine particulate matter (FPM), the inhalation of which has a negative impact on
human health. A plethora of diseases is attributed to FPM—asthma and lung cancer, to
name a few.
The current state-of-the-art solution for pollution reduction in urban environments is
EkoMark2.0 [6]. The underlying idea is to study fuel consumption by mass transit vehicles
and use the information to steer cars away from congested road segments, where the buses
consume a lot of fuel and thus produce a lot of pollution. The road network is modeled
as a graph, whereby the streets are edges and the intersections are vertices. The fuel con-
sumption of public transportation vehicles is calculated on a per-edge basis and the obtained
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information is used to calculate eco-weights for the edges. The eco-weights are used by cars
to calculate their routes. The higher the eco-weight for an edge, the less preferred it is by
cars.
This solution does not take into consideration the topography of the cities as a cause
for high fuel consumption by buses, i.e., buses going uphill typically consume more fuel per
meter, compared to the same bus driving on a non-inclined street. Therefore, based on
the fuel consumption of buses, EkoMark2.0 assigns high-value eco-weights for cars to edges
that are used by buses. These edges are less probable to get on cars’ paths. Subsequently,
the road infrastructure gets underutilized because these edges attract even less car traffic,
without being necessarily congested in the first place. The underutilization of some edges
causes higher utilization of other edges in order for the road network to handle the same
amount of traffic.
Furthermore, this solution does not mitigate the negative impact of cars—calculating
routes, based on eco-weights may extend the paths of cars significantly and thus have a
bifold negative impact. The total pollution of cars and buses may surpass the total pollution
of cars and buses that do not use eco-weights, as well as the additional travel time for cars
is not mitigated.
The rapid proliferation of smart mobile devices that are equipped with positioning sensors
(e.g., GPS and Galileo), and ubiquitous Internet connectivity, facilitated the growth of the
near real-time traffic analysis necessary for effective solutions to traffic jams. We assume that
internal combustion engine cars and buses are equipped with a mobile computing device that
has a global navigation satellite system and Internet connectivity capabilities. These devices
report the current location and the speed of the vehicle periodically, but not its destination.
Leveraging on these smart mobile computing devices, our solution EPTrOn overcomes the
shortcomings of the state-of-the-art work EkoMark 2.0.
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4.2 Problem Formulation
In this section, we formulate the problem of creating dynamic bus lanes on-demand as
an optimization problem. The notation, which we adopted for the rest of the chapter is
summarized in Table 8.
4.2.1 Road Network, Paths & Trajectories
We model a road network as a graph in a similar manner as EkoMark 2.0.
Definition 11. (Road Network) The road network of a city, including bus stops and facilities,
is represented by a semantically enriched graph G = (V,E,M), whereby the intersections are
the vertices in V , the streets are the edges in E, and the semantic information for each vertex
and each edge are vectors in M .
A vector mi = (w, γ, sem1, sem2, sem3, ...),mi ∈ M and i ∈ V d E, is of varying length
with type-specific parameters: w is the weight of the edge/vertex, which represents how busy
the road/intersection is, and γ is the velocity threshold for an edge, which defines when the
edge is congested.
Example 1: An example of edge semantics of the edge of 5th Avenue in New York City,
right in front of the Public Library is me5 = {0.342, 8, 40.753486,−73.980888, 40.752184,
−73.981843, 1, 5, 25, 1, 1, o}; the first two numbers are the weight w and velocity threshold
γ, followed by the latitude and longitude of the northern end of the segment, and the same
coordinates of the southern end. The next value 1 means that the edge is one way, 5 is the
number of lanes, and 25 is the speed limit in mph. The next two parameters denote the fact
that there are sidewalks on each side of the edge. The last parameter o denotes the number
of buses on that edge.
Example 2: An example of vector semantics at the intersection of the NYC Public
Library is mv1324 = {0.2412, o, 40.753486, −73.980888, 4}; the first element of the vector is
the weight, followed by the cumulative number of buses o that approach the intersection on
the edges connected to the vertex, and the coordinates of the vertex, as well as the number
of edges it connects.
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Table 8: Notation for Virtual Bus Lanes
G road network graph
V set of vertices in G
E set of edges in G
M set of semantic vectors in G
mi semantic vector, mi ∈M
w weight of edge / vertex
γ velocity threshold for edge
e edge, e ∈ E
semi element of vector m
τ epoch of time
v vertex, v ∈ V
V H set of vehicles in G
vh vehicle, vh ∈ V H
TR set of traffic lights
tr a traffic light at intersection, tr ∈ TR
P set of paths in G
p path, p ∈ P
D set of diversions of trajectories in G
d diversion of a trajectory, d ∈ D
I timestamp interval of time
l length of I
C batch of vrp records
ir deadline to process C
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For our definition, we use an undirected graph. It is clear that a directed graph may be
a more accurate model of the road networks of different cities. However, the extension from
undirected to directed graph is trivial and the directed graph model does not impact our
approach to solving the problem.
The terms “edge” and “road segment” for e ∈ G will be used interchangeably. Given the
above definitions for the city road network, we can formally define traffic congestion as:
Definition 12. (Road Segment) A road segment is congested iff the average speed of the
vehicles, passing through it over a given epoch of time τ , is below a specified threshold of γ
miles per hour.
Furthermore, we make a clear distinction between paths and trajectories of vehicles in
our model of the city road network.
Definition 13. (Path) A path p, from a starting point s ∈ G to an end point t ∈ G, is
a sequence of edges (road segments) connecting the points (vertices) s and t in G. P is a
subgraph of G that consists of all paths p from s to t.
Definition 14. (Trajectory) A trajectory of a vehicle is defined as a path p in G, whereby
each of its road segments is semantically enriched with one or more timestamps that show
the moment(s) in time when the vehicle was on that particular road segment.
Each trajectory has a directionality property (i.e., from s to t) and diversion property that
is defined as follows.
Definition 15. (Diversion of Trajectory) The diversion of a trajectory D is a set of points
di ∈ G that do not extend the trajectory by more than a given threshold of maxdiv miles when
added to it.
The vehicle diversion controls a car’s rerouting by preventing it from diverging too far away
from its initial trajectory. The directionality of a trajectory is not changed if and only if the
rerouting morphs the trajectory within the set D.
The bus routes are also paths in the road network G. The buses and their trajectories
(i.e., locations of these buses at different moments in time) are known in real-time, as many
cities worldwide now provide this information in real-time (e.g., Busgazer [71]).
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Definition 16. (Neighborhood) A neighborhood is a subset G′ = (V ′, E ′,M ′) of G, whereby
each two intersections v′1 and v
′
2 in V
′ are connected with an edge e′ in E ′ and all edges
from E ′ end in vertices in V ′. Neighboring neighborhoods have edges in common, connecting
them, but not vertices in common.
The idea of the neighborhoods loosely reflects the concept of neighborhoods in cities and
is inspired by the concept of autonomous systems in computer network routing.
4.2.2 Problem Definition
Given a road network G(V,E,M), its current state as captured by the semantics M , an
epoch of time τ , the set of vehicles V H, the set of traffic lights TR and the trajectories of
the mass transit vehicles, calculate paths p′ for the cars such that:
• they ameliorate the traffic in the way of public transportation vehicles at the next epoch
of time τnext, and
• they do not change the directionality nor violate diversion maxdiv of the trajectories of
the ICEVs, and
• the traffic lights are dynamically adjusted to mitigate the slowdown of mass transit
vehicles.
The objective of our solution is to find a subset of paths that reroute cars with min-
imal impact on their traveling time/distance and these routes to be communicated to the
drivers. The optimization criteria are the alleviation of traffic in the way of buses effectively
establishing on-demand virtual bus lanes.
4.3 System Model
We primarily focus on cars and buses with internal combustion engines. The presence of
electric cars or buses does not affect our solution in minimizing congestion on the bus routes.
It only reduces pollution even further.
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As mentioned above, we assume that both cars and buses are equipped with mobile
computing devices that report the current location and speed of the vehicle periodically.
Specifically, each data report point is a tuple in the following format:
Definition 17. (Vehicle Report Point) A data report point, of a vehicle, is called vrp:
vrp(vehcID; ts; long; lat; a) (4.1)
where vehcID is a unique vehicle identifier, ts is the timestamp of the vrp, long and lat
encode the geo-location of the vehicles and a is the velocity.
The timestamp captures the moment in time when the vrp was produced and is denoted
in global time. The type of vehicle can be derived from the unique vehicle ID, i.e., car or
bus. Consecutive tuples for a given vehicle form its trajectory in the time epoch e.
Furthermore, we provide the following definitions for our infrastructure:
Definition 18. (Spout) Every vehicle which generates vrp tuples (mass transit bus or car)
is called spout.
Definition 19. (Bolt) All data stream management system entities which ingest and process
the spouts are called bolts.
The terminology is adopted by many of the available data stream management systems
(DSMSs) like Apache Flink [17], Heron [46], Apache Spark [97], Drizzle [90], and Merlin [87].
Moreover, we assume that each major intersection which has traffic lights is equipped
with a light board that is used to display information to drivers. Some cities and highways
already use such boards to provide traffic and weather updates, and details about detours
and points of interest (POI).
Furthermore, there are computers that are present at each intersection. These computers
act like bolts and they have a network interface, which receives the tuples vrp from all vehi-
cles (spouts) that are heading towards the intersection at the current epoch. Given the geo
location of these vehicles, the computer at each intersection can build the leaves of the index,
which we discuss later in the section. Once the data is ingested and processed, the computer
sends the summarized load of its edges to the next layer (of the index), whereby a designated
computer at one of the intersections at the neighborhood accumulates all of the data and
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Figure 20: Monitoring System
processes it further. These computers build the next layer of the index and once they are
done, they have two tasks. The first one is to send the index for the neighborhood to the
computer that is in charge of building the index for the city. The second task is to push back
the trees that they built back down to the computers in their neighborhood. The computer
that is in charge of building the system for the city is located in the cloud. It receives the
information for all neighborhoods and builds the complete index for the city. It then dis-
seminates it back to the lower layer, namely one computer per neighborhood. Subsequently,
these computers disseminate the information to all computers in their neighborhoods.
All computers send to the upper layer all of the tuples that they received by mass transit
vehicles. This task is parallel to and independent from building the index. This assures that
the systems that use the information from buses to estimate their arrivals to the stops on
their way have up-to-date information. Moreover, when buses approach an intersection that
is controlled by traffic lights, the EPTrOn solution can enable virtual bus lanes.
This approach is inspired by well-studied dynamic routing protocols in computer net-
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Figure 21: EPTrOn Solutions
works and the way cellular networks are designed and built. Each computer at an intersection
can be considered to have a role, similar to the role of a router in an Open Shortest Path
First (OSPF) [62] dynamic routing protocol enabled networks, whereby the edges are net-
work links. All intersections in the neighborhood form what area is in OSPF. Furthermore,
each intersection can be considered similar to a cell in a cellular network. Additionally, a
neighborhood in our system is what a traffic/cellular/routing area is in cellular networks.
All neighborhoods in a city are similar to a cellular network. Our design is synchronized
with the advancements of 4G(LTE) and 5G and the effort to bring computation and content
closer to the users, specifically at the network edge—at the eNodeB (for LTE) and at the
5G nodeB (for 5G). A similar layered approach is proposed in Merlin [87]. Unlike Merlin,
we assume that there are no data centers at each intersection, but we assume that there is
a computer. Moreover, we assume that the computer is capable of handling the amounts of
data generated by the vehicles that can fit on the edges that are connected to the intersection.
A diagram is depicted in Figure 20. We discuss our EPTrOn solution next.
4.4 EPTrOn Solution
Our virtual bus lanes solution is based on the hypothesis that an efficient implementation
of virtual bus lanes does not delay or have a significant negative impact on the rest of
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the traffic. This can be achieved by controlling traffic on the road segments, as well as
controlling the traffic lights. Moreover, our solution carries out the necessary computations
at the network edge and eliminates the necessity for a centralized entity that synchronizes
the traffic scheduling at the intersections. Furthermore, EPTrOn achieves privacy by relying
on drivers who know what neighborhoods of the city they have to go through in order to
reach their ultimate destination from their source / current location without revealing their
ultimate destination.
Our solution is depicted in Figure 21 and it consists of three logical components, specif-
ically, monitoring system, traffic scheduler, and routing director. The monitoring system
collects information about the traffic and maintains an up-to-date snapshot of all vehicles.
The traffic scheduler adjusts the phases of the traffic lights at the intersections in order to
shorten the waiting time of buses as much as possible. The routing directive generates the
recommendations for drivers to be displayed on information boards, as well as handles the
creation of virtual bus lanes.
4.4.1 Monitoring System
The location data (vrp) from cars and mass transit vehicles (buses) is produced at high
velocity—a new record is generated once between every 1 and 5 seconds [96]. The vrp records
are small—not more than 100 bytes each. For a set of one record per vehicle and 100000
vehicles, this sums up to 10 megabytes. The monitoring system receives and ingests all
tuples vrp from both cars and mass transit vehicles within a batch Ccurr.
Definition 20. (Batch) A batch C is a group of tuples vrp subsequences, vrp ∈ C, over a
set of data streams defined by a timestamp interval I of length l. The inter-arrival time of
two consecutive batches specifies the maximum computational time for processing a batch.
Definition 21. (Deadline) The inter-arrival time is the delay target, or deadline ir, by
which the last result can be produced while analyzing a batch. The cumulative length of ir to
process a batch and the time needed to schedule the traffic lights define the duration of the
epoch τ .
The monitoring system is layered and distributed. The real-time analytical processing
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Figure 22: R+ Tree
to identify congested road segments is performed in batches. The monitoring system uses a
two-dimensional hashing R, specifically R+ tree, and associates the position of the cars and
buses with the respective edges of G. It also uses incremental sliding window aggregation
techniques [79] to calculate the average speed of each vehicle and the average speed of the
vehicles on each edge. Subsequently, it updates the weights w of all edges and vertices in G
and updates the semantic information o about the number of buses that are located on each
edge and the cumulative number of buses that approach each vertex. The city-level part of
the monitoring system traverses the R+ tree and builds a priority queue Q that contains
the vertices sorted in decreasing order of the number of buses and congested edges. The
pseudo-code of the algorithm is shown on Algorithm 2.
The tree is depicted in Figure 22. As discussed earlier in the section, the edges that are
connected to an intersection form leaves in G. A neighborhood is the next level of the tree
and a city is a top level. Furthermore, keep in mind that the neighborhoods may not be the
same in size. Moreover, each neighborhood may have a number of intersections and edges
that differ from the number of edges and intersections of other neighborhoods. By the
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Algorithm 2 Monitoring System
Input: G, R, C
Output: Q
1: Update the weights of all edges, based on the position of each car or bus
2: for each vrp ∈ C do
3: R.CarNext+ +(vehcIDvrp, lonvrp, latvrp) = ecurr
4: R.weprev− = 1
5: R.wecurr+ = 1
6: end for
7: Traverse the tree and place all vertices in Q
8: R.traverse(Q) R, Q
end of an interval, all vrp ∈ Ccurr are processed and the updated graph G and the priority
queue Q are passed to the other two logical components, namely, the Traffic Scheduler, which
schedules the traffic lights at each intersection, and the Routing Directive, which displays
guidelines how drivers can get to the next neighborhood on their way. While the traffic lights
are scheduled, the next batch Cnext is generated and sent to the Monitoring System.
4.4.2 Dynamic Traffic Lights and Virtual Bus Lanes
A naive approach to enable virtual bus lanes is to dynamically adjust the programs
of the traffic lights. We experimented with two different flavors of this approach when
we were conduction our initial research on the topic. We call these single-level scheduling
methods DTL-Green and DTL-Red. They are both explained later in the section. Moreover,
our solution for dynamic virtual bus lanes, called DTL-BeSPi is two-level scheduling. We
implemented it as a single-level scheduler at first, but that was proven ineffective, when
experimented with—the experimental results are presented in the next chapter. Moreover,
in order to overcome the requirement for centralization of our DTL-BeSPi, we implemented
a different two-level scheduler, which uses DTL-Green as a springboard and combines it with
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Algorithm 3 Dynamic Traffic Lights and Virtual Bus Lanes
Input: G,
Output: V irtual Bus Lanes
1: for each bus do
2: bus.identifyNextIntersection() nIn
3: if nIn.hasTrafficLights() then
4: bus.notify(nIn)





transient detouring of the cars right ahead of mass transit vehicles in order to create virtual
bus lanes. The latter relaxes the requirements to the underlying infrastructure, as it does
not require costly computation. Our approach for the control of traffic lights is presented in
Algorithm 3.
Each bus sends its vrp information to the next intersection it is headed to. This is done in
the notify() procedure. Furthermore, the local computing device, as discussed in the model
above, changes the phases of the traffic lights. This is completed in the changeTrafficLights()
procedure. In the Dynamic Traffic Lights—Red (DTL-Red) version, the phase of the traffic
lights is changed to red for all cars that go to the edge that the bus should go when it goes
through the intersection. The red-light signal is kept for as long as the edge is empty, which
will ensure that the bus can go in it. The approach is presented in Figure 23.
In the DTL-Green version, the traffic light is set to green for the lane the bus is on for
as long as needed for the bus to go through the intersection. After that, the traffic lights
schedule is set back to its usual schedule. The underlying intuition is to prioritize the buses
over other traffic and to ensure that they can go through the intersection to the next road
segment. The approach is presented in Figure 24. 1
1Both of the latter two diagrams have been created with the Accident Scene Diagram Tool [1].
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Figure 23: Dynamic Traffic Lights Control - Red
Figure 24: Dynamic Traffic Lights Control - Green
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Algorithm 4 Traffic Scheduler
Input: G, R, Q
Output: Traffic lights scheduling
1: Initialization:
2: Q = ∅, QI = ∅, QII = ∅, QIII = ∅, QIV = ∅, QV = ∅
3: Place vertices to queues
4: for each v ∈ Q do
5: if Congested(wv) AND qm ∈ Q then
6: QI = QI ∪ v /* vertices that connect congested segments with buses on them */
7: else
8: if Congested(wv) AND not(qm ∈ Q) ANDonBusRoute(v) then
9: QII = QII ∪ v /* vertices that connect congested segments on bus router */
10: else
11: if Congested(wv) AND not(qm ∈ Q) ANDnot(onBusRoute(v)) then
12: QIII = QIII ∪ v /* vertices that connect congested segments not on bus router
*/
13: else
14: if not(Congested(wv)) AND qm ∈ Q then
15: QIV = QIV ∪ v /* vertices that connect non-congested segments with buses
on them */
16: else







23: for each Qtemop ∈ {QI , QII , QIII , QIV , QV } do




The DTL-BeSPi approach is deployed on a per-neighborhood basis and operates at two
levels. At the top level, the global scheduler controls the order of processing at intersections
within the current interval using five priority queues. It initiates these queues by traversing
the priority queue Q received from the monitoring system, and it distributes the vertices
amongst five local priority queues, QI to QV . Queue QI maintains the vertices that contain
at least one congested road segment with buses on them, QII maintains the vertices that
are ends of edges that are on bus routes and are congested but do not currently have buses,
QIII is the priority queue that maintains the intersections that are ends of at least one edge
that is congested but is not on bus routes, QIV has the vertices that connect segments that
are on bus routes but are not congested, and QV has the information about other vertices
(i.e., connecting edges that are not on bus routes, not congested).
At each intersection, a local scheduler controls the green and red-light signal interval
lengths. Our solution runs a priority scheduling, whereby the edge with the highest priority
is the one with the highest number of buses on it. The interval length of the green signal
is for as long as cars and buses from that edge can go through the intersection. Once the
edge is empty, or no vehicles can move because the edge is saturated by a traffic jam, the
next edge by the number of buses at the same intersection gets a green light signal. The
operation gets repeated until all edges get a green signal, or until the interval is over. If no
edges at the intersection have buses, the more congested ones get a green light first. When
two edges have the same number of buses, their congestion is used as a tiebreaker to schedule
one before the other. The pseudo-code for the algorithm is presented in Algorithm 4.
Our virtual bus lanes solution is presented in Algorithm 5. The computing device in the
intersection identifies the set of cars V Hcurr that are on the same road segment where the
bus is. Then the intersection computing device instructs the cars that are within the virtual
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Algorithm 5 EPTrOn Virtual Bus Lanes
Input: G, L
Output: V irtual Bus Lanes
1: for each bus ∈ L do
2: bus.identifyOwnPosition() /* identify bus edge */
3: bus.identifyNextIntersection() nIn /* identify next intersection */
4: if nIn.hasTrafficLights() then
5: bus.notify(nIn) /* if the intersection has traffic lights */
6: C = nIn.identifyCars() /* get all cars that approach that intersection */
7: for each car ∈ C do
8: if car.inV irtualLane() then
9: nIn.clearV irtualLane(car) /* instruct car to clear virtual bus lane */
10: end if
11: end for
12: if nIn.onFinal(bus) then




bus lane to move out of it—in the next lane when the street has more than one lane or to split
the lane with the bus, if possible. This is done in the clearVirtualLane() primitive. In case
the bus is approaching the intersection, the local computing device changes the phases of
the traffic lights in order to accommodate the green signal for the bus and avoid a slowdown
of the bus. This is completed in the changeTrafficLights() procedure. The operations for
each bus affect the next intersection on its way that is equipped with traffic lights and the
cars in close proximity ahead of it that are in its lane. The virtual bus lanes are created and
eliminated dynamically, asynchronously between buses and the computations are carried out
at the computers at each intersection.
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4.4.3 Routing Directive
This logical component operates in neighborhoods and uses the well-studied Dijkstra
shortest path algorithm [86] to calculate the optimal detour routes of the cars. EPTrOn
has a two-fold gain by operating at the neighborhood level: (1) the optimal routing can be
calculated for each neighborhood independently; and (2) the calculations for the optimal
routing are dependent on the number of vertices, and the notion of neighborhood bounds
this number to a small enough value that makes calculations possible in real-time. Hence,
EPTrOn can efficiently provide directives/guidance for the drivers by informing them of the
optimal way to the next neighborhood on the way to their ultimate destination. Typically,
drivers have a trajectory in their mind that they would like to follow on their journeys from
their source to their destination. The trajectory selected by a driver can follow the shortest
or fastest path in their mind or can be selected for other reasons—taking into consideration
driver’s familiarity with the city, they may not know other possible paths. The trajectory
typically goes through different neighborhoods. This is where our EPTrOn solution helps the
drivers as it provides guidance on the light boards for the shortest paths to the surrounding
neighborhoods of the current neighborhood. If a driver decides to follow the guidance, she
will get her way out of the current neighborhood and into the next neighborhood, following
the shortest path. This process is repeated until the driver reaches the neighborhood of
their ultimate destination. Once the driver is there, they drive to their destination. It is
to be noted, however, that the drivers of cars decide whether they would like to follow the
guidelines or not. The system does not enforce rerouting, unlike EkoMark2.0. Drivers from
outside the city typically use the navigation to get to their destination in the city. If these
drivers decide to follow the guidelines of our system, they will only improve the traffic and
experience less stress driving. The pseudo-code of the algorithm is shown in Algorithm 6.
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Algorithm 6 Routing Directive
Input: G, R
Output: Detour Guidance
1: Obtain information for detours
2: for each n ∈ N do
3: for each v ∈ n do
4: type = icev
5: Siq = Dijkstra(G,M, type, v)
6: type = ev
7: Seq = Dijkstra(G,M, type, v)
8: end for
9: end for
4.5 Comparison with State-of-the-art
Some cities already implement smart traffic lights that adaptively steer the traffic in
an effort to mitigate congestion [68, 80]. Another such example is the work of Smith et
al. [81]. This work proposes a model, whereby the length of the phases of traffic lights at
each intersection is adjusted, based on the expected amounts of traffic for each direction.
Furthermore, the updated phase lengths are propagated to the downstream intersection
(i.e., the subsequent intersections in each direction), so that those intersections factor in
this information in their own phase length planning. The system was deployed on Center
Ave. in the neighborhood of Shadyside, in Pittsburgh. We have the first-hand experience
over a period of several years that Center Ave. was always more congested, as compared to
the parallel to its streets—Baum blvd., Ellsworth Ave., and Fifth Ave. Either the amounts
of traffic got miscalculated or some other component of the system needs fine-tuning. It is
to be noted, however, that this system does not prioritize mass transit vehicles over other
traffic. Several of the bus lines whose routes include that part of Center Ave. are served
by articulated buses, which are much longer than the other vehicles in the traffic mix.
Moreover, studies show that the additional infrastructure built does not solve the problem
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with traffic jams. It only attracts new traffic and changes the scale of the problem—the
phenomenon of “induced traffic” [61, 25, 94]. This suggests that we need a balanced solution
that promotes the use of public transportation while reducing the idling of both cars and buses.
The approach taken in [93] argues that graph weights, based on a single factor, are
inefficient when a traffic congestion mitigation solution is provided. The work proposes edge
weights that incorporate the three main factors that influence congestion mitigation, namely
edge length, road conditions, and average velocity of the vehicles on that edge. Our work
uses edge weights that are based on the number of vehicles on it. We use this information
further to select the optimal path, assessing the cumulative number of cars on each path.
Moreover, our solution proposes dynamic bus lanes that ensure that mass transit vehicles
are not slowed down by other traffic. At the same time, the road network’s capacity is not
decreased by permanent bus lanes.
Another concept that our solution is built upon is bi-objective optimal path selection.
In [28] the proposed approach differs from previous work as it does not rely on the affine
combination of the weights for distance and crime risk to amalgamate hybrid weights. In-
stead, the work uses the concept of skyline routes to identify a subset of paths that strike
a balance between distance and crime risk. A similar bi-objective optimization problem is
tackled in [66]. Our work differs from [28, 66] in getting data online and providing solutions
based on the analysis of the data. Furthermore, our system provides personalized solutions
for multiple actors in the traffic simultaneously rather than focusing on a single user.
Several algorithms have been proposed to update the optimal route for a given vehicle
in real-time. In [51, 50], the authors propose a scheme that balances the traffic on the road
network and thus mitigates traffic congestions. The scheme relies on an ad-hoc network
whereby vehicles share their velocity with other vehicles and are clustered on a per-edge basis.
Furthermore, the weights of the different edges of the road network graph are calculated
taking into consideration average vehicle velocity, fuel consumption, and vehicle density.
The work in [51, 50] does not address the prioritization of mass transit vehicles either.
The focus on reducing emissions from mass transit vehicles has been partially addressed
in [6]. The work proposes a system that annotates open street map [70] road graphs with
eco-weights that are based on the amount of fuel consumed by buses. The idea is extended
87
into a framework named EkoMark 2.0 that evaluates environmental impact models that are
used for defining eco-weights. The framework uses 2D spatial network, GPS trajectories,
and actual fuel consumption data from a case study to evaluate the models. Our solution
has the bi-objective of creating on-demand virtual bus lanes and providing guidelines for
optimal paths to drivers [33, 34]. Moreover, our solution has minimal to a negative impact
on cars, both in terms of additional travel time and additional distance.
4.6 Summary
In this chapter, we presented our EPTrOn solution for the on-demand, dynamic cre-
ation of virtual bus lanes in congested urban environments. It follows a multi-fold approach,
whereby priority scheduling and optimal routing techniques are interwoven to mitigate the
pollution caused by internal combustion engine vehicles by clearing the way of the biggest
polluters, namely the mass transit diesel engine buses. Our solution has the following ad-
vantages:
• The buses are not slowed down by other cars;
• The negative impact on cars is minimal in terms of both additional travel time and
distance;
• The computations for it are carried out at the network edge on the extent possible.
In Chapter 5 we present the experimental evaluation, which confirms the advantages of
our virtual bus lanes solution.
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5.0 Virtual Bus Lanes: Experimental Evaluation
In this chapter, we present the results from the experimental evaluation of EPTrOn,
our virtual bus lanes solution presented in the previous chapter. For our evaluation, we
developed our testbed, as well as we use one of the most commonly used traffic simulators.
We first discuss the metrics in Section 5.1. The experimental testbeds are presented in
Section 5.2, followed by the datasets, used for the evaluation in Section 5.3. The workloads for
our simulators are presented in Section 5.4. The results from the experiments are discussed
in Section 5.5. We summarize our findings in this chapter in Section 5.6.
5.1 Metrics
We evaluated the performance of the systems in terms of lost time, waiting time, emis-
sions, fuel consumption, speed-up, and detour penalty.
Lost time: This metric shows the time lost due to vehicles driving below the ideal speed.
The ideal speed is calculated for each vehicle individually. The individual speed factor, as
defined in the vehicle type, slowdowns due to intersections, other participants in the traffic
(vehicles and pedestrians) that are on the way of the vehicles and slow it down are considered,
when the metric is calculated. Additionally, the specific restrictions of the road segments that
the vehicle travels on, specifically the number of lanes, maximum speed, curves, and turns,
stop signs and others are also taken into account for calculating the values of the metric.
Scheduled bus stops are no counted towards lost time. We report the metric separately for
buses and the rest of the vehicles. For this metric, we show both the average and the median
values.
Waiting time: This metric shows the amount of time during a vehicle’s trip whereby the
speed of the vehicle was below 0.1 m/s. Such speed can be caused by traffic jams, waiting
for a green light on a traffic light, stopping at pedestrian crossings, waiting behind other
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vehicles, and others. Moreover, scheduled stops are no counted towards lost time, such as
mass transit vehicle stop. We report the metric separately for buses and the rest of the
vehicles. Similarly to the lost time, we report the average and the median values.
It is to be noted, however, that there is no simple algebraic relation between the two
metrics. The waiting time is not equal to the difference of the lost time decreased with the
ideal time. We use the metrics, as defined in [37].
Speed-up: We measure the performance of our solution by the speed-up in terms of the
number of epochs it took for all buses to conclude their trips. An epoch is the amount of
time it takes for the traffic lights of one intersection to complete one iteration over their
program, i.e., the time to execute all phases of the traffic lights program.
Detour penalty : This metric shows the average detour taken by the cars (in meters).
Our solution is bi-objective and we studied the penalty that cars had to pay in order to
assure the mass transit vehicles do not get delayed.
Emissions : This metric shows the pollution generated by vehicles. We report the
amounts of carbon monoxide (CO), carbon dioxide (CO2), fine particulate matter (PMx),
and hydrocarbons (HC)—this is a common name for a group of organic compounds that con-
sist entirely of carbon and hydrogen atoms. The hydrocarbons can be saturated (methane,
ethane, propane, etc.), unsaturated—alkenes (ethene, propene, butene, etc.), alkynes (
ethyne, propyne, etc.), cycloalkanes (cyclopropane, etc.), and alkadienes (propadiene, bu-
tadiene, etc.). The amounts of emissions produced for the trip of each vehicle are dependent
on the type of the vehicle, the traffic conditions, as well as the route of the vehicle.
Fuel consumption: This metric shows the amount of fuel consumed by vehicles for their
trips. The metric is the same for both diesel and gasoline engine vehicles. We report the
metric separately for buses and the rest of the vehicles. For all emissions, we report the
average and the median values.
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5.2 Experimental Testbed
When we researched ways to experimentally evaluate our solution, we considered multiple
traffic simulators, specifically CORSIM [2], VISSIM [57], SUMO [56], MITSIMLab [11],
and DynaMIT [22]. We were interested in a microscopic simulator—one that simulates
the movement to each individual car, which made DynaMIT unsuitable—it is mesoscopic
(simulated vehicles are handled in small groups of homogeneous vehicles). The rest of the
aforementioned simulators fail short to address the detour of vehicles using light boards,
which is part of our solution. This led us to develop our BeSPi simulator. In order to test
our virtual bus lanes in a more realistic simulation, which supports multiple car-following
models, different traffic lights scheduling capabilities, and considering vehicle emissions, we
carried out additional experiments in SUMO. More details about the two simulators follow.
BeSPi : Our Beijing Simulator at Pitt is a microscopic, event-based simulator. It is
developed in C++ 11 and we tested our light boards detouring hypothesis in it. For those
experiments, we used the dataset for the city of Beijing in China, which is described in the
next section.
SUMO : The Simulation for Urban Mobility (SUMO) simulator [56]. SUMO is an open-
source highly portable, microscopic, and continuous simulation package. It is designed by
the Institute of Transportation Systems at the German Aerospace Center (DLR). SUMO is
licensed under GPL. It is developed in C++ and supports a number of different application
programmable interfaces (APIs) in Java, Python, Go, and others. We implemented our
solution and its algorithms in Java. Furthermore, we used the TraCi Java API to connect
it to the SUMO simulator [92]. We carried out the experiments using SUMO v1.2 and we
used the LuST Scenario, which is discussed next.
Testbed : We ran the experiments on a computer with a quad-core Intel CPU, running
at 3.66Gh, The computer has 16 GB of RAM memory, 256GB SSD drive, and an additional
1 TB HDD. It is running operating system Ubuntu 18.04 LTS.
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5.3 Datasets
For our experimented evaluation we used two different datasets, specifically the Beijing
Dataset [96] and the LuST Scenario [19]:
• Beijing Dataset : This dataset is collected by Microsoft Asia and covers the routes of
more than 12000 taxis in Beijing. The dataset contains more than 15 million data points
and covers more than 9 million kilometers (5.6 million miles) [95, 96]. Each tuple in
the dataset contains the unique ID of the car that generated the tuple, the timestamp
when the tuple was generated, as well as the geographical coordinates. The average
distance between two consecutive data points is 600 meters (656 yards). The dataset
was collected over a period of 3 months. Moreover, the dataset lacks additional details
about the vehicle types.
We downloaded the map of the city of Beijing from OpenStreetMap [70], and we con-
verted it into a graph of vertices, using the OSMnx tool [13]. Each intersection is rep-
resented as a vertex, and the street that connects two intersections is represented as an
edge. We used a subset of the city that contains 2100 vertices and 2600 edges. From
the meta-data, available on OpenStreetMap, we extracted the bus routes of the public
transportation. Our graph contained 74 different routes. The dataset has 127 bus stops.
• LuST Scenario: This dataset is the Luxembourg SUMO Traffic (LuST) Scenario [21, 20].
The scenario includes the traffic in the city of Luxembourg for a period of twenty-four
hours and contains various vehicle types. It includes a topology of 155.95 square km. The
total length of non-highway roads is 930.11 km. It also includes 88.79 km of highways,
561 bus stops that are used by 38 different bus lines. The number of intersections on the
map is 4473 and 203 of them have traffic lights. It is to be noted, however, that for our
experimental evaluation we consider that light boards are available at the intersections
which have traffic lights only—this is 4.5% of all intersections. Moreover, the traffic lights
are connected to 3157 inductive loops for dynamic control of the length of the green light
signals. The city has 175 parking spots and 13553 buildings. The map for the scenario
was created, using data from [70], similarly to our Beijing Dataset. The scenario has
been generated with SUMO v 0.26 and it has been validated with real data.
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Table 9: BeSPi Workloads Parameters
Parameter Unit Value
epoch length seconds 30
car speed km/h 35
car length meters 4.5
bus speed km/h 25
bus length mmeters 13.5
bus spacing mmeters 2000
bus delay epoch 3
bus priority - 0
traffic distribution - Gaussian, Uniform, Center, Peripheral
scale % 30
5.4 Workloads
In this section, we discuss the workloads for each of our datasets and simulators.
5.4.1 BeSPi Parameters
As mentioned above, we developed BeSPi to evaluate EPTrOn’s performance when both
traffic lights and light boards are used. We summarize the parameters of BeSPi in Table 9.
Epoch length: BeSPi is based on a fixed-length time interval for scheduling all edges that
connect to the same intersection. A device at each intersection schedules the green light
length for each edge. We consider all edges to be of the same width—one lane and that all
vehicles move unidirectionally. Each direction of a street is presented with a separate edge.
Assuming that the majority of the intersections are on the crossing of two streets, the traffic
lights run the red and green cycle for at most four different directions. At each epoch, all
directions of the traffic on an intersection get scheduled. Typically, the total time is 30 sec.
93
Car speed : We calculate that on average 60 cars (15 cars per edge in a 4-edge vertex)
can go through each intersection within an epoch of time by approximating the average car
speed at 35 km/h at the intersection.
Car length: The typical car size at 4.5 meters long.
Bus Speed : Typically, the average speed of buses is lower, compared to the average speed
of cars. We set it to 25 km/h.
Bus length: Typically buses are three times as long as a car. We set the bus length to
13.5 m.
Bus spacing : Some routes are served by more than one bus. Buses that serve the same
bus routes are spaced ten minutes apart, or 4100 meters (4.1 km).
Bus delay : To mimic the situation whereby some bus stops are on the side of the street to
avoid blocking the traffic behind the buses when they stop, we maintain a tunable parameter
bus delay, that specifies how many epochs will pass before buses can get back on the road
after they stopped at a bus stop. The parameter is set to 3 epochs.
Bus priority : To specify bus priority in crossing an intersection during a green light, we
maintain this parameter. It marks how many bus spots will be reserved on the edges of the
route of the bus. This parameter takes into consideration the length of each edge. Given the
length of a car and a bus, we can calculate how many cars can fit on the edge. We ignore
the distance between cars when they are on the street, mimicking a stop-and-go traffic jam
(keep in mind that each edge is one lane only). By reserving enough space on an edge for
a bus to fit on it, we mitigate the cases, whereby a street is full and even though the bus is
the first vehicle at the intersection, it cannot cross it, because the next edge on its way is
fully congested. The parameter is set to 0 (i.e., no space is reserved for buses).
Traffic distribution: This parameter controls the traffic distribution with respect to the
position of cars’ destinations from their source location. Typically, vehicles start their trips
on small neighborhood streets, go through several main streets and end the trips on small
neighborhood streets. As stated earlier, cars are not required to disclose their destination.
In order to simulate traffic flow or drive behavior at each intersection, the cars exhibit
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traffic distributions for the different directions: West (left), NW, North (Straight), NE, East
(right), and no U-turns. For example, a uniform/center traffic distribution where an equal
percentage of cars go in all directions will be {02, 02, 02, 02, 02}. We assume that the
predominant distribution of destinations with respect to the source of each car is a Gaussian
distribution, whereby 40% of the cars go west of their current location, 10% go south, 10%
go north, 20% go southwest and the other 20% go northwest, i.e., {0.1, 0.2, 0.4, 0.2, 0.1}.
In addition to Gaussian distribution, we studied three different (violation) traffic dis-
tributions, namely uniform, whereby an equal percentage of cars goes in all five directions
{0.2, 0.2, 0.2, 0.2, 0.2}, and the two extremes: center, whereby all the traffic focuses in one
direction {0.0, 0.0, 1.0, 0.0, 0.0} and peripheral {0.25, 0.25, 0.0, 0.25, 0.25}. Comparing these
three distributions to the normal Gaussian distribution, the number of violators is 40%, 60%,
and 80%, respectively. For example, for the case of uniform distribution, 40% of the cars
should have a destination in the west, but it is only 20%, who have it, thus we have 20%
violators in that direction only. The other 20% come from the drivers, whose destinations
are north or south. The number of violators sums up to 40%.
Scale: This parameter controls the amount of traffic in the road network. Each road
segment has a length and using the car length parameter, we calculated the number of cars
that fit on it. The scale is calculated as a percentage of the capacity the road network has.
We set it to 30%.
5.4.2 SUMO Parameters
The details about the used parameters are explained as follows:
Vehicle type: In the LuST Scenario, there are six classes of passenger vehicles: sedan,
wagon, van, delivery vehicle, and two types of hatchbacks. The six types of vehicles are
mapped to six virtual types of vehicles, namely “passenger1”, “passenger2a”, “passenger2b”,
“passenger3”, “passenger4”, and “passenger5”. All six types of vehicles are equipped with
gasoline engines that meet Euro 4 emissions standards, as specified in HBEFA, namely
“PC G EU4” [67]. There is only one type of buses and it is based on vehicle type “Bus”,
as defined in HBEFA. It is an average urban bus of all fuel types. Moreover, the HBEFA
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types are customized for the case of Luxembourg with the following additional parameters:
maximum speed, color, acceleration, deceleration, sigma, length, minimum gap, speed devi-
ation and shape for the GUI version of the simulator. The description of the parameters is
summarized in Table 10.
SpeedDev : All classes of vehicles have the same values set for the speedDev parameter,
namely 0.1 meters per second(m/s).
MinGap: The minimum gap distance that they maintain to the car they follow differs,
whereas the minimum is 1.0 m for of class “passenger2b” and the maximum is for buses,
3 m.
maxSpeed : The maximum speed maxSpeed is measured in m/s and the values vary
between 30 and 70 for the different classes of vehicles. The bus and the delivery vehicles
(passenger5) have the lowest maximum speed, 30 m/s, which translates to 108 km/h.
Vehicle distribution: The scenario is built on statistical data from the city of Luxembourg
and the proportion of the vehicles is built upon them. Specifically, 40% of the vehicles are
sedans, each of the two hatchback classes has 20% of the total number of vehicles in the city
of Luxembourg, 10% of the cars are wagons and delivery vehicles and vans are 5% each. The
values used in the models are summarized in Table 11 and Table 12.
The scenario includes 2240 diesel buses. Furthermore, there are two types of vehicles
with respect to where they start and complete their trips. Those who start and complete
their trips in the city are called “local mobility” vehicles and there are 215526 of them in the
scenario. The vehicles, which pass through the city, but their trips start or end outside the
city are called “transit mobility” and there are 70484 of them. The distribution of vehicles
based on their vehicle type is summarized in Table 13.
Car-following models : The car-following models are a tenet of microscopic traffic sim-
ulators. They define the parameters that all vehicles in the simulation obey in order to
avoid collisions and deadlocks. Such parameters are the distance to the followed car, the
frequency of adjusting the speed of a vehicle, the frequency of observing the surrounding
environment, and others. For our evaluation, we experimented with 7 different car-following
models, namely Krauss, IDM, IDMM, ACC, CACC, BKerner. We wanted to confirm our
96
Table 10: SUMO Vehicle Type Parameters
Parameter Description
vClass abstract vehicle class, as defined in SUMO
id unique identifier of the class
color RGB color for the vehicles of this class
accel acceleration ability of vehicles of this type
decel deceleration ability of vehicles of this type
sigma driver imperfection factor
length vehicle’s nett length
minGap length of the empty space to the followed car
maxSpeed maximum velocity of vehicles of this type
probability the probability to insert new vehicle into the simulation each second
speedDev deviation from the speed factor
guiShape shape to be used for the GUI version of SUMO
Table 11: Vehicle Types Definition
Id vClass color accel decel sigma length minGap
passenger1 passenger .8,.2,.2 2.6 4.5 0.5 5.0 1.5
passenger2a passenger .8,.8,.8 3.0 4.5 0.5 4.5 1.5
passenger2b passenger .2,.2,.8 2.8 4.5 0.5 4.5 1.0
passenger3 passenger .3,.3,.3 2.7 4.5 0.5 6.0 1.5
passenger4 passenger .9,.9,.9 2.4 4.5 0.5 5.5 1.5
passenger5 passenger 8,.8,.0 2.3 4.5 0.5 7.0 2.5
bus bus - 2.6 4.5 0.5 12.0 3
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Table 12: Vehicle Types Definition
Id maxSpeed probability speedDev guiShape
passenger1 70 0.4 0.1 passenger/sedan
passenger2a 50 0.2 0.1 passenger/hatchback
passenger2b 50 0.2 0.1 passenger/hatchback
passenger3 70 0.1 0.1 passenger/wagon
passenger4 30 0.05 0.1 passenger/van
passenger5 30 0.05 0.1 delivery
bus 30 - 0.1 bus










hypothesis that our solution works for all of the most widely adopted car-following models.
Gipps is one of the simplest car-following models [30] and some of the models we ex-
perimented with are based on it. Thus, we will start the discussion with it. The model
defines the maximum acceleration a vehicle will need at a given point in time in order to
overtake the vehicle in front of it. The parameters used are only the distance between the
two vehicles and the difference in their current velocities. This model is not realistic and is
not implemented in SUMO.
Krauss is the original collision-free car-following model that was developed for SUMO.
It is also the default car-following model for the simulator. It was proposed in 1998 [45].
Krauss is a safe distance model and it is a variant of the Gipps model. Furthermore, it
is a stochastic model and all the parameters are optimized similarly to the Gipps model,
specifically response time, braking rate, and maximum desired speed [76]. The speed of a
vehicle at each time step is calculated using the measured speed of the followed vehicle in the
previous time step. Moreover, the speed is calculated with respect to the vehicle acceleration,
deceleration, length, driver’s imperfection in holding the desired speed, and the minimum
desired net distance to the followed vehicle.
IDM stands for “intelligent driver model” and it is a time-continuous car-following model
[89]. It is applicable both to highway traffic, as well as to urban traffic. IDM overcomes the
realistic properties that the Gipps model lost being deterministic. The desired velocity of a
vehicle is calculated, using the minimum gap to the followed vehicle, the desired time gap
to the followed vehicle, the vehicle acceleration and deceleration ratios.
IDMM is an enhanced version of the “intelligent driver model” [89, 88]. It is based on
the observation that the driver’s behavior changes when the traffic conditions change. The
model introduces a new variable, specifically “subjective level of service” and its value for
each driver is calculated as the exponential moving average of the instantaneous level of
service experienced in the past. Moreover, the instantaneous level of service is calculated as
a function of the actual velocity of the vehicle. While IDMM is a more realistic car-following
model, compared to IDM, the theoretical comparison calculations show that IDMM has a
lower theoretical flow of vehicles compared to IDM.
The “adaptive cruise control” (ACC ) is one of the advanced driver assistance systems
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available to drivers [75]. The ACC system uses radar, lidar, and/or cameras to measure the
distance and the relative velocity to the followed vehicle. Moreover, the ACC system engages
the actuators to accelerate the vehicle (throttle) or slow it down (breaks), depending on the
measured distance and velocity of the followed vehicle. In the cases of lack of a vehicle to
be followed, the ACC system maintains a preset by the driver speed. The acceleration in
the gap control mode is modeled as a second-order transfer function, based on the gap and
speed deviations. The gap deviation is calculated using the current position of the followed
vehicle, the position of the vehicle, and the desired time gap to the followed vehicle. The
gap closing control mode is triggered when the distance to the followed vehicle is less than
100 meters [58, 55, 53, 39, 54, 52, 14].
CACC stands for “cooperative adaptive cruise control” and it is an enhanced version of
the ACC model [75]. The speed control mode is an enhanced version of the ACC model and
it is activated whenever the time gap between the vehicles is at least 2 seconds. The speed
of the vehicles is modeled in the gap control mode as a first-order transfer function, based
on the gap and speed deviation. The gap closing control mode is triggered when the time
gap becomes less than 1.5 seconds [58, 55, 53, 39, 54, 52, 14].
BKerner is a car-following model developed by Boris Kerner [42, 44, 43]. Kerner’s three
phases of traffic theory are used as a springboard for the model. The fundamental diagram of
traffic flow has two phases: “free flow” and “congested traffic”. Kerner splits the congested
traffic phase further into two phases, namely “synchronized flow” and “wide moving jam”.
The speed is calculated similarly to the IDM model. The difference is that drivers maintain
a gap between the minimum safe gap and a “synchronized space gap” that is dynamically
calculated during the “synchronized flow” phase. When the gap between a vehicle is more
than the “synchronized space gap”, the driver accelerates. On the other hand, when the gap
is smaller than the minimum safe gap, the vehicle decelerates.
Time-to-teleport : This parameter defines the amount of time a vehicle will spend stuck
at before the simulator teleports to the next edge on the vehicle’s path. The underlying
idea is to avoid deadlocks of the simulation. In reality, the vehicles can significantly decrease
their following models and avoid deadlock situations. This is not the case for simulators.
The LuST scenario set the time-to-teleport parameter to 600 seconds.
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Traffic orchestration: This parameter defines the overall traffic orchestration solution,
used for the experiments. It supports three options, namely Naive, EPTrOn and EPTrOn-
DTL. The way traffic is orchestrated traditionally is what we refer to as Naive. It is the
default orchestration for the Lust scenario. Furthermore, EPTrOn is our virtual bus lanes
solution and EPTrOn-DTL is the case whereby the traffic lights are controlled, using the
DTL-Red and DTL-Green approaches.
Scale: This parameters control the amount of traffic as a percentage of the original LuST
scenario. The values that we experimented with are 30%, 60%, 90%, 100%, and 200%.
Rerouting devices : This parameter controls the percentage of vehicles that are equipped
with rerouting devices. This parameter is used in conjunction with the DUE user assignment.
Only vehicles that are equipped with rerouting devices can update on the shortest path to
their destination, taking into consideration the current traffic in the road network. Mass
transit vehicles are excluded from the set of vehicles that are equipped with rerouting devices.
The LuST scenario set this value to 70%.
Ignore junction blocker : This parameter controls the amount of time a vehicle can spend
at an intersection before it gets teleported to the next edge on its path. The parameter
prevents the creation of deadlocks in the simulations.
User assignment : SUMO supports two different types of user assignments, namely Dy-
namic User Assignment (DUA) and Dynamic User Equilibrium (DUE). When DUA is used,
the shortest path between the starting and the ending point is calculated in an “empty” road
network, i.e., there are no other vehicles in the road network. Moreover, the shortest path is
calculated with respect to time, rather than distance. DUE is used for cars that are equipped
with rerouting devices. The shortest path for these cars is recalculated when they are in the
simulation, taking into consideration the current snapshot of the traffic in the road network.
Furthermore, the paths are recalculated for the shortest traveling time.
Traffic lights schedule: SUMO supports two different traffic lights programs, namely
Static and Actuated. When Static programs are used, the traffic lights have predefined
programs, i.e., all phases of the traffic lights programs are statically defined, and they do not
get changed over time. The Actuated programs use road detectors in order to dynamically
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adjust the lengths of the different phases of the traffic lights. The road detectors are installed
on each lane at the intersections that are controlled by traffic lights. They use electric
induction to count the number of cars that go through the lane per unit of time. Additionally,
they calculate the average time between two consecutive vehicles. Thus, when a lane becomes
less busy, as detected by the detector, the computer of the traffic lights can change the signal
for that lane to red.
For all experiments, conducted in the SUMO simulator, we use combinations of user
assignments and traffic lights schedule. For the rest of the chapter, we adopt the following
notation:
• dua.static (DUA ST)—this is a combination of dynamic user assignment and static traffic
lights schedules;
• due.static (DUE ST)—this is a combination of dynamic user equilibrium and static traffic
lights schedules;
• dua.actuated (DUA ACT)—this is a combination of dynamic user assignment and actu-
ated traffic lights schedules;
• due.actuated (DUE ACT)—this is a combination of dynamic user equilibrium and actu-
ated traffic lights schedules.
The values for all parameters in our experiments are summarized in Table 14.
5.5 Experiments
In this subsection, we present the results of the experimental evaluation of our virtual
bus lanes approach. We use SUMO to answer the following questions:
• Is our EPTrOn solution applicable to realistic scenarios;
• Is EPTrOn effective when light boards are not used to steer traffic;
• How much pollution reduction do we achieve using EPTrOn;
• Does EPTrOn work with the most widely used car-following models;
• Is EPTroN more efficient, compared to dedicated bus lanes.
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Table 14: SUMO Workloads Parameters
Parameter Values
user assignment DUA, DUE
traffic lights schedule Static, Actuated
car following model Krauss, IDM, IDMM, ACC, CACC, BKerner, PWagner2009
time− to− teleport 600
traffic orchestration Naive, EPTrOn, EPTrOn-DTL
scale 30%, 60%, 90%, 100% and 200%
rerouting device 70%
ignore junction blocker 20
We use BeSPi to answer the following questions:
• How effective is EPTrOn;
• How does the usage of light boards for steering traffic mitigate the negative impact on
the on-time performance of mass transit vehicles.
For all experiments, which are run in the SUMO simulator, we adopted a uniform nota-
tion. The notation is summarized in Table 15.
5.5.1 Experiment 1: On-Time Performance Improvements and Atmospheric
Pollution
In this experiment, we will evaluate experimentally our hypothesis that the novel schedul-
ing scheme that we propose whereby virtual bus lanes are created on-demand actually im-
proves the on-time performance of buses. We run the experiment in SUMO. For this ex-
periment we set up the simulator to run the experiment for the 4 different options that are
available in the Luxembourg scenario—namely DUA ST, DUE ST, DUA ACT, DUE ACT.
Moreover, 70% of the vehicles are equipped with rerouting devices and the rerouting is re-
calculated every 5 minutes. The car-following model is set to Krauss. The ignore junction
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Table 15: SUMO Experiments Notation
Abbreviation Description
Naive DUA ST no virtual bus lanes, DUA ST
Naive DUE ST no virtual bus lanes, DUE ST
Naive DUA ACT no virtual bus lanes, DUA ACT
Naive DUE ACT no virtual bus lanes, DUE ACT
EPTrOn DUA ST virtual bus lanes, DUA ST
EPTrOn DUE ST virtual bus lanes, DUE ST
EPTrOn DUA ACT virtual bus lanes, DUA ACT
EPTrOn DUE ACT virtual bus lanes, DUE ACT
blocker parameter is set to 20 seconds and the time to teleport vehicles is set to 10 minutes.
Furthermore, the maximum departure delay for vehicles is set to 10 minutes. We wanted to
experiment with a realistic scenario. The selected values are the default values for the LuST
Scenario. The varying parameters are our novel EPTrOn approach and the currently wildly
spread solution (i.e., naive). The parameters are summarized in Table 16.
Lost time: The results for the lost time are depicted in Figure 25. The base case line
is Naive and the best case is no lost time. Our EPTrOn solution consistently outperforms
the naive approach, with respect to buses, shortening the lost time to between 38% and
53% of the same metric for naive on average. The best performing scenario is DUE ST,
whereby EPTrOn buses exhibit only 38% of the lost time on average, compared to naive.
Moreover, the values for DUA ST, DUA ACT, and DUE ACT are 53%, 53%, and 47%,
respectively. This behavior is consistent for both the average and the median values. The
values for the median case are 50%, 43%, 50%, and 42% for DUA ST, DUE ST, DUA ACT,
and DUE ST, respectively. Furthermore, the metric, with respect to cars, does not show
a significant increase in the lost time—it is less than 4% for all cases and it is consistent
for both average and median cases. It is to be noted, however, that the case for DUE ST
Naive shows significantly higher time lost for both buses and cars, with or without the use
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Table 16: SUMO Experiments Notation
Parameter Unit Value
Traffic lights programs - Static, Actuated
User Assignment - DUA, DUE
Rerouting device % 70
Junction blocker time seconds 20
Teleport time minutes 10
Max dep. delay minutes 10
Car following model - Krauss
Figure 25: Time Lost for Naive and EPTrOn
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of virtual bus lanes, compared to the other cases of the scenario. These results show that
using blindly navigation as a way to avoid traffic jams and having infrastructure that relies
on static traffic lights schedules, increases the time spent in the car rather than decreasing
it. Moreover, there is a significant difference between the average and the median values for
both buses and cars. This is caused by the vehicles that run in rush hours—they are subject
to higher significant delays, compared to the vehicles during the rest of the day.
Waiting time: The results for the time waiting are depicted in Figure 26. Similar to the
other metric, EPTrOn consistently outperforms the Naive approach, with respect to buses,
shortening the waiting time to between 25% and 36.3% on average. The biggest gain is
for the case, whereby actuated traffic lights and dynamic user equilibrium are used, namely
DUE ACT. The smallest gain is for DUA ST. The values for DUE ST and DUA ACT are
33% and 36.1%, respectively. The waiting time for cars does not get increased by more
than 5%. The exhibited behavior is consistent for both the average and the median values.
Furthermore, similarly to the lost time, the case of dynamic vehicle allocation equilibrium
(DUE) and static schedules of the traffic lights show significantly higher values, for both
Naive and EPTrOn. The exhibited behavior reconfirms the earlier observation that using
the navigation, in this case has a negative impact on travel times in rush hours. Additionally,
as seen for the other metric too, when EPTrOn is used in conjunction with DUE Static, the
waiting time for cars is cut by 50%. By prioritizing the buses in this case, the cars’ travel
time is shortened too. The latter reconfirms the reality that both cases are valid—buses slow
down cars and cars slow down buses.
For this experiment, we present the atmospheric pollution of one gas (of the family of
gases) per plot as we do not want to clutter the graphs. The results for the CO emissions
are depicted in Figure 27. Our novel EPTrOn solution consistently outperforms the Naive
approach. The decrease in the emitted carbon oxide between 20% and 50%. Typically
engines are idling when vehicles are not moving—i.e., they are run at low RPM and thus
consume less fuel. This explains why the proportional decrease of CO emissions is lower,
compared to the decrease for time lost and time waiting, discussed in Experiment 1. It is to
be noted that for the case of DUE Static without virtual bus lanes (i.e., Naive), the average
amount of CO emissions for cars was 200 g, but we changed the maximum value on the scale
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Figure 26: Waiting Time for Naive and EPTrOn
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Figure 27: Emissions CO for Naive and EPTrOn
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to 100 in order to make the values for the other cases more visible. Given the median value
of 29.6 g for the same case, it is to be noted that a small number of outliers skewed the
average value. This confirms once again, the hypothesis that using the navigation in road
networks, whereby the traffic lights have fixed schedules, increases the travel time, instead
of decreasing it.
CO2 emissions : The results for CO2 emissions are depicted in Figure 28. We changed the
unit to kg because the buses are big polluters as typically, they produce almost a kilogram of
CO2 emissions per kilometer traveled. Our novel EPTrOn solution consistently outperforms
the Naive approach. The savings in produced CO2 emissions are between 15% and 30%.
Similar to the case of CO emissions, the pollution savings are not proportional to the time
savings. This is attributed to the fact that when the buses are not moving, their engines
are idling and thus produce fewer emissions, compared to when they are in motion. It is
to be noted, however, that the median values are slightly higher than the averages. This
shows that the data is skewed for the buses. Contrary to that, the average and median
values for the cars are equal for both approaches—with and without virtual bus lanes. This
shows that cars have a normal distribution of CO2 pollution. Taking into consideration the
phenomenon of high CO emissions for cars in the case of the Naive approach for DUE Static,
this means the cars often accelerated - this is the case when fuel is not burned completely and
CO is emitted instead of CO2, which happens when the engine is not forced. Furthermore,
cars produce an order of magnitude gramfewer CO2 emissions than buses (N.B. cars’ travel
distance is 80% of buses travel distance on average). For the cases whereby the objective
is the reduction of CO2 emissions, in particular, buses should be used only if they carry at
least 10 times more passengers, on average.
HC emissions : The results for HC emissions are depicted in Figure 29. The results
are plotted on a logarithmic scale as there is an order of magnitude difference between
the amounts of emissions produced by cars and buses. When EPTrOn is used, buses emit
between 20% and 44% fewer HC emissions. Moreover, the average and the median values
do not differ significantly—the HC emissions are generated mostly when the vehicles are
moving. Furthermore, the average and the median values for the HC emissions, produced by
cars, do not differ. Given that the waiting and lost times of cars do not differ significantly
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Figure 28: Emissions CO2 for Naive and EPTrOn
110
Figure 29: Emissions HC for Naive and EPTrOn
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with and without virtual bus lanes, it is expected that the HC emissions will not differ either.
It is to be noted, however, that buses produce an order of magnitude more HC emissions
on average, compared to cars. For the cases whereby the objective is the reduction of HC
emissions, in particular, buses should be used only if they carry at least 10 times more
passengers, on average.
PMx pollution: The results for PMx emissions are depicted in Figure 30. The results
are plotted on a logarithmic scale as there is an order of magnitude difference between
the amounts of emissions produced by cars and buses. When EPTrOn is used, buses emit
between 18% and 44% fewer PMx emissions. Moreover, the average and the grammedian
values do not differ significantly—the PMx emissions are generated mostly when the vehicles
are moving. The only exception is the case of DUE Static without virtual bus lanes. The
behavior is consistent with the HC and CO2 emissions. Furthermore, the average and the
median values for the PMx emissions, produced by cars, do not differ. Given that the
waiting and lost times of cars do not differ significantly with and without virtual bus lanes,
it is expected that the HC emissions will not differ either. It is to be noted, however, that
buses produce an order of magnitude more HC emissions on average, compared to cars. For
the cases whereby the objective is the reduction of HC emissions, in particular, buses should
be used only if they carry at least 10 times more passengers, on average.
NOx emissions : The results for NOx emissions are depicted in Figure 31. The results
are plotted on a logarithmic scale as there are two orders of magnitude difference between
the amounts of emissions produced by cars and buses. When EPTrOn is used, buses emit
between 18% and 44% fewer NOx emissions. Moreover, the average and the median values
do not differ significantly—the NOx emissions are generated mostly when the vehicles are
moving. The only exception is the case of DUE Static without virtual bus lanes. The
behavior is consistent with the PMx, HC, and CO2 emissions. Furthermore, the average and
the median values for the PMx emissions, produced by cars, do not differ. Given that the
waiting and lost times of cars do not differ significantly with and without virtual bus lanes,
it is expected that the HC emissions will not differ either. It is to be noted, however, that
buses produce an order of magnitude more HC emissions on average, compared to cars.
Fuel consumption: The results for fuel consumption are depicted in Figure 32. The
112
Figure 30: Emissions PMx for Naive and EPTrOn
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Figure 31: Emissions NOx for Naive and EPTrOn
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Figure 32: Fuel Consumption for Naive and EPTrOn
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results are plotted in logarithmic scale as there is an order of magnitude difference between
the amounts of emissions produced by cars and buses. When EPTrOn is used, buses consume
25% gramfewer fuel on average. Moreover, the average and the median values do not differ
significantly—the fuel consumption when buses are in motion is significantly higher compared
to when they are steady and the engines are idling. The only exception is the case of DUE
Static without virtual bus lanes. The behavior is consistent with the PMx, HC, and CO2
emissions. Furthermore, the average and the median values for the fuel consumption of cars,
do not differ. Given that the waiting and lost times of cars do not differ significantly with
and without virtual bus lanes, it is expected that the HC emissions will not differ either. It
is to be noted, however, that buses consume an order of magnitude more fuel on average,
compared to cars. For the cases whereby the objective is reducing fuel consumption, in
particular, buses should be used only if they carry at least 10 times more passengers, on
average.
Conclusions : Implementing virtual bus lanes significantly decreases both the time lost
and waiting time for buses. Moreover, the behavior is consistent, regardless of whether
the traffic lights operate with static or actuated programs. Additionally, it does not matter
whether the cars recalculate their shortest path over time. This shows that the approach can
be implemented in all 4 permutations of the aforementioned two scenarios. Moreover, the
amounts of greenhouse emissions and FPM pollution, generated by buses, are significantly
decreased when EPTrOn is used. This behavior is consistent with the findings from the
previous experiments in this chapter. It is to be noted, however, that for CO2 the emissions
generated by a bus on average are an order of magnitude more compared to those of cars.
The increase in the temperature on the planet is attributed to multiple factors, one of which
is the amounts of CO2 in the atmosphere. This makes the mitigation of pollution, generated
by buses, even more important.
5.5.2 Experiment 2: Dedicated Bus Lanes Comparison
In this experiment, we study how our model compares to dedicated bus lanes. We run
the experiment in SUMO. Moreover, we reused the experimental settings from the first
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experiment. The varying parameters are our novel EPTrOn approach and the currently
wildly spread solution (i.e., Naive), as well as two dedicated bus lanes approaches. The first
dedicated bus lanes approach (BUS2) defines the far-most right lane of a road segment, that
is on the way of a bus, to be dedicated as bus lanes when the road segment has at least two
lanes in that direction. The other approach (BUS3) is similar to the previous, but it has a
stronger requirement—there should be at least three lanes per direction, rather than two.
Lost time: The results for the lost time for BUS2 are depicted in Figure 33. The results
are plotted on a logarithmic scale. There is no significant difference between the average
and the median values for buses for both approaches. Furthermore, there is no difference
between the values for cars either. This is attributed to the nature of the scenario. As
mentioned above, the city of Luxembourg is an old city and thus the streets in it are narrow
and predominantly, the streets have one lane per direction. Moreover, we did not want to
modify the organization of the traffic within the premises of the city, thus all bus lanes end
before the intersections, allowing cars to be able to do right turns when necessary. Similarly
to BUS2, the bus lines are not optimized to avoid left turns.
Waiting time: The results for the waiting time are depicted in Figure 34. The results
are plotted on a logarithmic scale. Our EPTrOn solution consistently outperforms Naive
and the usage of dedicated bus lanes on streets that have at least three lanes per direction
(BUS3).
There is no significant difference between the average and the median values for buses
for Naive and BUS3 approached. Furthermore, there is no difference between the values for
cars either. This is attributed to the nature of the scenario. The city of Luxembourg is an
old city and thus the streets in it are narrow. Predominantly, the streets have one lane per
direction. Moreover, we did not want to modify the organization of the traffic within the
premises of the city, thus all bus lanes end before the intersections, allowing cars to be able
to do right turns when necessary. Moreover, the bus lines are not optimized to avoid left
turns. This translates to buses leave the bus lanes in order to merge into the lanes allowing
left turn when necessary. It is to be noted, however, that the approach of using dedicated
bus lanes may prove efficient for cities that differ from Luxembourg in terms of buses using
multi-lane streets and avoiding left turns.
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Figure 33: Time Lost for Naive and BUS2
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Figure 34: Time Lost for Naive and BUS3
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5.5.3 Experiment 3: Scalability
We run this experiment in the SUMO simulator. We reused the parameters from the
previous experiment. Moreover, we ran the experiment for six different values of the amount
of traffic, specifically 30%, 60%, 90%, and 200%. The case of 200% amount of traffic mimics
a deadlock of the road network. Furthermore, for the case of a 200% traffic, the maximum
departure delay is deactivated—the simulation can handle as many vehicles as physical space
is available, regardless of the departure delay.
Lost time: The results for the lost time are depicted in Figure 35, Figure 37, Figure
39, and Figure 41. Our EPTrOn solution consistently outperforms the naive approach, with
respect to buses, shortening the lost time by 60% on average (between the different cases).
This behavior is consistent for both the average and the median values. Furthermore, the
metric, with respect to cars, does not show a significant increase in the lost time—it is less
than 0.5% for all cases and it is consistent for both average and median cases. It is to be
noted, however, that there is no difference in the average and median values for buses for
all cases, with and without virtual bus lanes. This shows that the values follow a normal
distribution and there is no skewness of the results. This is not the case for cars. The median
value is slightly lower than the average value, by about 15%. This shows that despite the
light load of streets, cars are slowed down by other cars, as buses do not show the same
behavior.
Waiting time: The results for the waiting time are depicted in Figure 36, Figure 38,
Figure 40, and Figure 42. Similar to the other metric, EPTrOn consistently outperforms
the Naive approach, with respect to buses, by between 80% and 90%. The waiting time for
cars does not get increased by more than 1 s. The exhibited behavior is consistent for both
the average and the median values. Furthermore, taking into consideration the asymptotic
improvement in the waiting time, compared to the improvement on the lost time for buses,
we derive the conclusion that the amount of time, for which the velocity of the buses was
more than 0.1 m/s is significantly improved. The difference between the average and the
median values is maintained for both approaches—with and without virtual bus lanes. It is
between 30% and 45% difference. Unlike the results that we discussed earlier—for the full
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Figure 35: Time Lost for Naive and EPTrOn 30% scale
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Figure 36: Waiting Time for Naive and EPTrOn 30% scale
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amount of traffic in the scenario when the traffic is only 30% of that amount, the decrease
of waiting time for buses is the highest amongst all four cases when the cars are in dynamic
equilibrium state and the traffic lights have static schedules of their phases.
Conclusions : Our EPTrOn solution is applicable to both lightly loaded and heavily
congested road networks. Furthermore, the biggest gain on maintaining the buses on time
is achieved for heavily congested road infrastructure. This shows that the solution can be
implemented even in very congested cities.
5.5.4 Experiment 4: Load sensitivity with Light Boards
We run this experiment in our BeSPi simulator. In this experiment, we study the
sensitivity of our EPTrOn solution to the amount of traffic (load factor) on the streets.
The amount of traffic is calculated as a percentage of the spots for cars on all streets
in the network. When we say that the road network has a 30% load, that means that the
number of cars, distributed on the streets, is 30% of the total amount of car spots. The cars
are distributed randomly and do not exceed the capacity of each road segment.
We experimented with 4 different values: 0%, 30%, 60%, and 90%. The traffic distribu-
tion based on directionality is Gaussian: {0.1, 0.2, 0.4, 0.2, 0.1}, the reserved space for buses
is set to 1 (bp=1), and bus delay is set to 2 epochs (bd=2).
The results are depicted in Figure 43 and they show no difference between the three
algorithms for 0% traffic, and that is expected. This is the case whereby there are only buses
on the streets. Neither approach managed to complete even a single bus trip when there is
a 90% traffic load. This is an indication that very high street loads mean gridlock for the
public buses. For both 30% and 60% traffic, the buses are “delayed” by cars. Our EPTrOn
solution outperforms the baseline by up to 590% for the load of 30% and by 384% for 60%.
5.5.5 Experiment 5: Car-following Model Impact
In this experiment, we study how the car-following model of vehicles affects the effective-
ness of our approach (EPTrOn). Our hypothesis is that the lack of middle lanes will decrease
the effectiveness of the proposed novel solution. For this experiment, we set up the SUMO
123
Figure 37: Time Lost for Naive and EPTrOn 60% scale
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Figure 38: Waiting Time for Naive and EPTrOn 60% scale
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Figure 39: Time Lost for Naive and EPTrOn 90% scale
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Figure 40: Waiting Time for Naive and EPTrOn 90% scale
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Figure 41: Time Lost for Naive and EPTrOn 200% scale
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Figure 42: Waiting Time for Naive and EPTrOn 200% scale
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Figure 43: The percentage of bus trips completed in epochs for [0%, 90%] traffic, EPTrOn,
and naive approaches.
simulator to run the experiment. We reused the settings from the first experiment (see Ta-
ble 16). The varying parameters are our novel EPTrOn approach and the currently wildly
spread solution (i.e., nave). We ran the experiment for 6 different car-following models,
namely Krauss, PWagner2009, BKerner, IDM, IDMM, ACC, and CACC.
Krauss is the default car-following model for SUMO and the results for it are presented
in Experiment 1, in Figure 25.
Lost time: The results for the lost time for the “intelligent driver model” car-following
model are depicted in Figure 44. Our novel virtual bus lanes approach, namely EPTrOn,
consistently outperforms the Naive approach by shortening the time lost by between 45%
and 55%. Moreover, the time lost values do not change for the cars for both of the cases
of static traffic lights—with and without dynamic equilibrium. The values for the two cases
whereby the traffic lights use dynamic adjustment of the traffic lights phases are decreased
by 8.5% when dynamic user equilibrium is not used and by 16.5% for the case when dynamic
user equilibrium is used. It is to be noted, however, that the overall values of the time lost for
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Figure 44: Time Lost for Naive and EPTrOn - IDM
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buses is consistently lower, compared to the default car-following model, namely Krauss.
The decrease is around 40% on average. This shows the importance of the car-following
model for the overall performance of the implemented traffic orchestration algorithms and it
should be taken into consideration when autonomous driving vehicles takeover. The biggest
difference between the average and the median values for both buses and cars is for the case
when dynamic user equilibrium is combined with dynamic adjustment of the traffic lights.
The average value is higher than the median value which shows positive skewness. Also,
the values are higher than the rest of the cases. This makes this car-following model less
appealing for usage during rush hours.
Lost time: The results for the lost time for the “intelligent driver model with memory”
car-following model are depicted in Figure 45. Our EPTrOn solution consistently outper-
forms the naive approach. It shortens the time lost for buses by between 48% and 64%
(55% on average). The time lost for cars increases with 7 s at most, which is only 3%.
Furthermore, these changes do not come at the cost of additional traveled distance. The
values for buses are consistently higher, compared to both IDM and Krauss car-following
models. This shows that when drivers are exposed to an unrelaxed surrounding environ-
ment, they make more mistakes and this affects the overall performance of all vehicles. This
observation confirms the intuition that tired and/or frustrated drivers make more mistakes
and effectively slow down the traffic. It is to be noted, however, that for the cases whereby
dynamic user equilibrium (DUE) is combined with dynamic actuation of the phases of the
traffic lights and the buses use virtual bus lanes, the lost time for cars goes down about 3%.
This shows that the prioritization of buses actually improves the overall travel time for cars.
Lost time: The results for the lost time for the “adaptive cruise control” car-following
model are depicted in Figure 46. Our novel virtual bus lanes approach, namely EPTrOn,
consistently outperforms the Naive approach by shortening the time lost by between 72%
and 85%. The time lost for cars increases by between 3 s and 10 s at most, which is
10%. It is to be noted, however, that both the average and the median values for buses are
lower for ACC than all other car-following models we have discussed already, specifically
Krauss, IDM , and IDMM . This is attributed to the fact that ACC uses sensors, radars,
and lidars to continuously monitor the surrounding environment and maintain shorter save
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Figure 45: Time Lost for Naive and EPTrOn - IDMM
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Figure 46: Time Lost for Naive and EPTrOn - ACC
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distances to the followed cars compared to the aforementioned models. Furthermore, there
is a significant difference between the average and the median values for the metric for cars.
The median is consistently lower than the average, which shows that there is a positive
skewness of the results. This behavior is attributed to the relatively small number of cars
that had significantly higher values during rush hours. The latter is expected behavior.
Lost time: The results for the lost time for the “cooperative adaptive cruise control” car-
following model are depicted in Figure 47. Our EPTrOn approach consistently outperforms
the Naive approach by shortening the time lost by between 70% and 80%. The time lost for
cars increases with 10 s at most, which is 10%. It is to be noted, however, that both the
average and the median values for buses are lower for CACC than all other car-following
models we have discussed already, specifically ACC, Krauss, IDM , and IDMM . This is
attributed to the fact that ACC uses sensors, radars, and lidars to continuously monitor the
surrounding environment and maintain shorter save distances to the followed cars, compared
to the aforementioned models. Furthermore, there is a significant difference between the
average and the median values for the metric for cars. The median is consistently lower than
the average, which shows that there is a positive skewness of the results. This behavior is
attributed to the relatively small number of cars that had significantly higher values during
rush hours. The latter is expected behavior.
Lost time: The results for the lost time for the car-following model developed by Boris
Kerner are depicted in Figure 48. Our EPTrOn approach consistently outperforms the Naive
approach by shortening the time lost by 40% on average. The time lost for cars increases
by 3 s at most, which is 0.5%. It is to be noted, however, that both the average and the
median values for buses are higher for BKerner than all other car-following models we have
discussed already, specifically ACC, CACC, Krauss, IDM , and IDMM . This is attributed
to the fact that actuation of the vehicle’s velocity are discrete, even though the monitoring
of the surrounding environment is continuous.
Conclusions : This experiment shows us that our EPTrOn solution consistently outper-
forms the naive approach for all car-following models, which we experimented with. More-
over, the gain is higher for the more advanced models, where the vehicles are equipped with
more sophisticated means to measure, maintain and adjust the distance to the vehicle in
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Figure 47: Time Lost for Naive and EPTrOn - CACC
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Figure 48: Time Lost for Naive and EPTrOn - BKerner
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front of them. Our EPTrOn solution will be applicable to the usage of autonomous driving
vehicles in the future, which rely on these technologies.
5.5.6 Experiment 6: Dynamic Traffic Lights Approach
Our hypothesis for this experiment is that modifying only the traffic lights for the lanes
that are on bus routes does not help either the buses or the cars. For this experiment, we
set up the SUMO simulator to run the experiment for the settings, as defined in the first ex-
periment. The varying parameters are our novel EPTrOn approach and the currently wildly
spread solution (i.e., Naive). Moreover, we test 2 of the traffic orchestration approaches,
specifically DTL-Red and DTL-Green.
Lost time: The results for the time lost for DTL-Red are depicted in Figure 49. The
results are plotted on a logarithmic scale as there is an order of magnitude difference between
the values for the two approaches. Our Dynamic Traffic Lights with Red signal (DTL-Red)
solution consistently underperformed, compared to the Naive approach for both buses and
cars, prolonging the lost time with an order of magnitude for cars and around 8 times for
buses. This behavior is consistent for both the average and the median values. This is an
expected effect, caused by changing the traffic lights signal to red for the edges that have
at least one bus traveling towards the intersection. Furthermore, the results are consistent
for all four cases—with static and dynamic scheduling of the traffic lights phases, as well
as with or without dynamic user equilibrium. It is to be noted, however, that the method
eliminated the differences between the median and average values. This shows the results
follow a normal distribution. These results show that slowing down cars and buses in an
effort to free the next edges that public transportation buses are heading to is not a promising
strategy and it should be avoided as a measure to decrease the time lost by mass transit
vehicles.
Lost time: The results for the lost time for DTL-Green are depicted in Figure 50. The
results are plotted on a logarithmic scale as there is an order of magnitude difference between
the values for the two approaches. Our DTL-Green solution consistently underperformed,
compared to the Naive approach for both buses and cars, prolonging the lost time with an
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Figure 49: Time Lost for Naive and DTL-Red
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Figure 50: Time Lost for Naive and DTL-Green
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order of magnitude for cars and around 8 times for buses. This behavior is consistent for
both the average and the median values. This is an expected effect, caused by changing
the traffic lights signal to green for the edges that have at least one bus traveling towards
the intersection, cars on the other edges that are connected to the same intersection. Fur-
thermore, the results are consistent for all cases - with static and dynamic scheduling of the
traffic lights phases, as well as with or without dynamic user equilibrium. It is to be noted,
however, that the method eliminated the differences between the median and average values.
This shows the results follow a normal distribution.
Conclusions : These results show that slowing down cars and some buses in an effort to
speed up the passing of the public transportation buses are heading to is not a promising
strategy either and it should be avoided as a measure to decrease the time lost by mass
transit vehicles. Noticeably, both approaches, specifically DTL-R and DTL-G induce the
same delay, regardless of the difference in prioritizing vehicles.
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Figure 51: The percentage of bus trips completed for Gaussian, uniform, center and periph-
eral destination distribution, for EPTrOn and naive approaches.
Figure 52: The average detour distance for ICEV cars, Gaussian, uniform, center and pe-
ripheral destination distribution, EPTrOn and naive approaches.
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5.5.7 Experiment 7: Approach Robustness
The results of the experiment are depicted in Figure 51 and Figure 52. In this experiment,
we study the robustness of EPTrOn against the number of traffic violators, who ignore the
detour directives and go in a direction different than where they were directed to go by the
light-boards. More details about modeling the violators are available in Section 5.4. The
results for EPTrOn are presented with solid lines, while the Naive approach is depicted on
dashed lines. Clearly, our solution consistently outperforms the naive, despite the number of
violators. In conclusion, EPTrOn is robust enough to accommodate up to 80% of violators.
We also report the average length of the car detour. We measured the length of detours
for all cars. The Naive approach detour mimics the decisions drivers take when they get
stuck in traffic. Specifically, they detour and expect to get onto a less busy road. When
EPTrOn is used, the detour is defined by the routing directives. The results are depicted in
Figure 52. The difference between the detour penalty for Naive and EPTrOn for Gaussian,
uniform, center, and peripheral distributions is 1859, 539, 394, and 283 meters, respectively.
Our solution does not incur more than 768 meters detour penalty on average (between the
4 distributions).
5.6 Summary
In this chapter, we presented the experimental evaluation of our EPTrOn virtual bus lanes
solution. We evaluated it with two different datasets, specifically the traffic scenario for the
city of Luxembourg and the traffic in the city of Beijing. We evaluated experimentally our
solution in two different simulators, namely SUMO and our BeSPi simulator. Our solution
consistently outperforms the baseline naive approach and it is agnostic to the chosen car-
following models. EPTrOn shortens the time lost in traffic by buses three times on average.
Moreover, the penalty induced on cars in order to create the virtual bus lanes do not go
beyond 10 seconds on average (less than 1% on average).
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6.0 Conclusions
In this section we summarize our contributions, we also present the broader impact of
this dissertation and briefly discuss some of the possible future extensions.
6.1 Summary of Contributions
In this dissertation, we aim to optimize the duty cycle of HVAC systems in smart homes
and mitigate congestion in smart cities. The common goal in these two aims is the reduction
of energy consumption and the reduction of atmospheric pollution. To this end, we propose
to leverage scheduling principles and statistical techniques in the context of two applications,
namely aiming to reduce the duty cycle of HVAC systems in smart homes and to mitigate
road congestion in smart cities. Our hypothesis is:
Data processing and decision making need to be carried out at the network edge, specifi-
cally as close to the physical system as possible, where data are generated and used, in order
to produce results in real-time and make sure the data is not exposed to privacy and security
risks.
We developed two frameworks that we used for experimental evaluation of our hypothesis
and demonstration of its impact:
(1) Practical HVAC Scheduling: We presented an IoT (Internet of Things) solution that
leverages sensors in smart homes as input and schedules the duty cycles of HVAC
systems in residential buildings intelligently. It reduces the energy consumption for space
conditioning while meeting users’ comfort requirements for the target temperature. It
works on a per-room basis. Our solution, called Integer Linear Programming for Smart
Scheduling (ILPSS), takes the desired temperature along with the maximum time the user
expects for the temperature to be regulated (which we call a deadline). Its innovation is
that ILPSS combines scheduling and regression techniques. The former optimizes HVAC
144
duty cycles and the latter estimates the time needed to reach the desired temperature
for each request.
(3) On-demand Dynamic Bus Lanes Creation: We propose a proactive solution that amelio-
rates the traffic ahead of public buses in congested areas, called Environment Protective
Traffic Orchestration (EPTrOn). EPTrOn mitigates congestion by establishing virtual
bus lanes and shaping traffic by controlling traffic lights and directing traffic using light-
boards at intersections. Moreover, our EPTrOn solution pushes ICEV (Internal com-
bustion engine vehicles) away from congested streets, where their engines will be idling
for a prolonged amount of time. We employ priority scheduling techniques to drive the
implicit creation of “green waves” for traffic. Furthermore, we use spatial indexing and
window-based aggregation techniques to assign vehicles to streets and determine traf-
fic jams. Dijkstra’s shortest path algorithm is used to calculate and recommend less
congested routes.
6.2 Broad Impact
There is an increasing trend in the media outlets sharing concerns about the pollution,
resulting from human activities. A significant proportion of the pollution is attributed to
transportation and space conditioning. Parallel to this, the Internet of Things (IoT) is mak-
ing its way into becoming a disruptive technology that leads to leaps in many aspects of our
daily life. To this day our home appliances are smart, our cars get “over air updates” of their
software, many industries used IoT as a springboard to optimize their production processes.
Additionally, the ubiquitous cloud computing enabled possibilities for carrying out computa-
tions in environments that are not resource-constrained, theoretically. The latter gave rise to
an increase in privacy and security concerns amongst users. This dissertation addresses the
challenges related to reducing pollution, caused by space conditioning in residential buildings
and public transportation buses equipped with internal combustion engines.
We showed that our proposed solutions can be implemented and run on resource con-
strained IoT-ready devices, alleviating the burden of significant capital investments for com-
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putational power. Furthermore, the shortened duty cycles of the HVAC systems and the
reduced travel time of buses lead to a reduction in the necessary fuel to run them - natural
gas, gasoline, diesel, and electricity. The latter can be translated to reduced expenses, or sav-
ings, for the households and the port authorities that will use our solutions. The reduction of
pollution will have an additional positive effect on decreasing the number of people suffering
from respiratory diseases, related to it. Furthermore, improving the on-time performance
of public transportation will make it more appealing to the audience. Having more people
using mass transit will cause more efficient use of the available road infrastructure as the
number of cars will decrease, and the congestions will be alleviated. Traffic improvements
have a two-fold gain - they will lead to the reduction of stress amongst the drivers and they
will also postpone the necessity of significant investments in building additional road infras-
tructure, while cities continue to grow as the percentage of people living in cities as opposed
to villages keeps increasing worldwide.
6.3 Future Work
This dissertation can be extended further into several directions:
• Fixed T ime Interval - in our current HVAC scheduling solution, we use the last eight
sensor readings to estimate the time for supplying thermally conditioned air to a room.
It is worth studying the trade-offs between a fixed number of readings and fixed time
length - i.e., the last 20 minutes.
• AggregateMultiple Requests Per Room - it is worth proposing a model whereby the
personal preferences of several occupants of a room are aggregated, as opposed to over-
written, and a compromise on the target temperature and their comfort zone is achieved.
• Commercial Buildings - there are a number of differences in the way a forced air space
conditioning systems are implemented in commercial buildings versus residential build-
ings. Some installations have two parallel ducting systems, capable of supplying both
warm and cool air at the same time. The lack of walls and the circulation of air within
the open spaces is another challenge.
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• Cost − CautiousHV ACScheduling - In an effort to mitigate pollution and to drive
prices down, a number of countries offer varying electricity prices [31]. The price changes
throughout the day, reflecting the current demand and supply of electricity in the grid.
• Beyond Forced Air Systems - out HVAC scheduling solution assumes that the building
is equipped with forced air system for space conditioning. The use of radiators and/or air
condition units, that are installed on a per room basis affects the challenges in scheduling
the duty cycle of the HVAC system.
• V irtual Public Transportation Lanes - mass transit vehicles that are running on tracks
(trams, light rail, etc) share the road network with other traffic in many cities. Enabling
the virtual bus lanes concept to them may lead to improving their on-time performance
and reducing their energy consumption.
• Intermodal Transportation - the improved on-time performance of overground mass
transit will affect waiting times for passengers, who are relying on inter-modal trans-
portation. An additional study is necessary to optimize the connections and bound the
waiting times within a reasonable limit. Moreover, the change in the distribution of peo-
ple over time at the inter-modal stations may cause scheduling problems for the different
types of vehicles and the different transportation lines.
• Emissions and Pollution in Rural Areas - given the disproportion of pollution emitted
by cars and buses and population’s density per square mile, a more thorough study
should be carried out to identify the boundary within which the availability of public
transportation leads to a net reduction in the emissions, compared to using cars.
In the future, we plan to work in close cooperation with companies and local authorities
to implement the proposed solutions in buildings and cities as opposed to running simulations
in our experimental frameworks.
Our EPTrOn solution can be integrated with some of the widely adopted navigation
solutions available today—such as Google Maps, Waze, and others. This will increase the
value of these applications for the end-users. Moreover, providing guidance on the cellular
phones of the users will eliminate the need to install light boards, and, therefore, decrease
the necessary investments in infrastructure the authorities have to make in order to enabled
the solution. Providing guidance in commercially available applications, which collect in-
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formation about the location of their users contradicts our premise to mitigate exposure of
users’ sensitive data to privacy and security concerns. It is to be noted, however, that this
collection of information is accepted by many users today. As the location data is available
in the cloud already, it can be processed there. The latter will completely eliminate the need
to invest in additional infrastructure on the road network to monitor the traffic, will shorten
the time-to-market of the functionality significantly, and will eliminate the financial burden
on the authorities that own and operate the road network completely.
Last, but not least, some car manufacturers such as Audi made Google Maps their
choice of navigation software. Integrating the functionality of EPTrOn with Google Maps
will eliminate the use of cellular phones completely for those car brands. This will eliminate
the distraction of the drivers to look at their phones and subsequently will decrease the
number of car accidents.
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