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The following table summarizes the symbols used throughout this work.
Symbol Definition Dimension
Greek Letters:
αl Longitudinal dispersivity [ L ]
αt Transverse dispersivity [ L ]




θ Hydrogeological parameters influencing the WHPA delineation
κ Matérn shape parameter
λj Magnitude of the j-th transient driver influence at time t
λx Length scale on x-axis [ L ]
λy Length scale on y-axis [ L ]
λz Length scale on z-axis [ L ]
µ∗i Absolute mean effect
σi Standard deviation
φ Hydraulic head [ L ]
φ̂ Predefined head [ L ]
φ̃j Sensitivity of the head field solution with respect to the i-th tran-
sient driver
τcrit Critical time related to the delineation [ T ]
ϕn Phase shift
τ Relevant time interval for capture analysis [ T ]
τpast Relevant past time interval of already experienced transient flow
behavior
[ T ]




A Energy cost per pumped volume and vertical height
Â Ensemble mean over all WHPA realizations.
Aarea Total capture area depicted by the number of map pixels inside
each capture outline.
[ L2]
Adist Difference between the binary outline of a WHPA outline and the
ensemble mean over all all WHPA realizations.
[ L2]
c Concentration [ M/L3]
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ĉ Prescribed concentrations [ M/L3]
D Hydromechanic dispersion tensor [ L2/T ]
De Effective diffusion coefficient [ L2/T ]
Dm Molecular diffusion coefficient [ L2/T ]
Edel Error measure that evaluates the disagreement between different
approximation of reliability outlines of same magnitude.
Ẽr Monte Carlo approximation of the expected solution
Ẽs Subset approximation of the expected solution
hk Time-dependent depth of the water level at each well location [ T ]
hmax Maximum allowed drawdown [ L ]
I Identity matrix
Is Indicator map for the actually delineated WHPA
Ĵ Prescribed normal flux density [ L/T ]
K Hydraulic Cconductivity tensor [ L/T ]
Kdist Euclidean distance between each hydraulic conductivity realiza-
tion and the ensemble average over all K-field realizations
[ L ]
K̂ Ensemble average over all K-field realizations [ L/T ]
L Relevant length scale [ L ]
Randomly selected number of realizations used as cluster centers
N Number of Monte Carlo realizations
Ns Subset size of hydraulic conductivity realizations
Nr Size of the original ensemble of hydraulic conductivity realiza-
tions
n Outward-directed unit normal
ne Effective porosity [ - ]
nj Ensemble of batch-wise maps
q̂ Predefined flux [ L3/TL2]
q Darcy velocity [ L/T ]
qs Source/sink terms
qmax Maximum allowed pumping rate [ L3/T ]
Ss Specific storage [ 1/L ]
T ∗ Time constant [ T ]
T Total simulation time [ T ]
t Time [ T ]
tj Time step for particle release [ T ]
tl Time step for the flow time domain [ T ]
tk Time step for the reading of transport simulations [ T ]
U Uniform distribution
v Velocity [ L/T ]
w Set of random input parameters
Wt Chosen time-geological reliability outline
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CDF Cumulative Distribution Function
DMOO Dynamic Multi Objective Optimization
EE Elementary Effect
GSA Global Sensitivity Analysis
GW Groundwater
MOO Multi Objective Optimization
MOPSO Optimal Multi-Objective Particle Swarm Optimization
WHPA Wellhead Protection Area
Functions:
D(τdec) Expected groundwater demand
fcost Objective function: Involved costs
fdel Objective function: Groundwater shortage
fgws Objective function: Exceedance area
fj(xi) Boolean (yes/no) map
F (xi) Time frequency map
qk(τdec) Pumping rate at well k
Rt(xi) Time reliability isoline
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Groundwater is by percentage of availability the largest reserve of unfrozen fresh water on Earth
[51]. Thus, there is an obvious concern about its protection against any source of potential
contamination. At the same time, water scarcity increases due to polluted surface water or
due to population growth. Thus, it forces entire regions to depend on groundwater as main
or unique source of drinkable water. International organizations such as the World Health
Organization [26] have enacted guidelines and regulations for groundwater protection. In these
guidelines, Wellhead Protection Areas (WHPA) are presented as commonly used strategy to
prevent groundwater pollution by restricting land use activities that could cause groundwater
contamination.
Often, strong assumptions are made in WHPA delineation in order to simplify modelling.
For instance, homogeneous geological conditions or steady-state flow conditions are used sim-
plifications. Obviously, such assumptions inevitably invoke modelling and delineation errors.
The former kind of simplifications has been profoundly studied in the literature, leading to
probabilistic approaches for well vulnerability analysis and WHPA delineation. This has been
a major advance towards realism and more robust risk control. However, the latter simplifica-
tion lacks scrutiny: all existing approaches still neglect temporal variations in flow conditions.
The main goal of this thesis is to improve the protection of groundwater abstraction in
order to provide safer water supply conditions. I achieve this goal by extending the existing
framework for probabilistic well vulnerability analysis by including additional uncertainties
caused by transient effects in flow and transport towards wells. Different directions are taken
to accomplish this goal, leading to the four main contributions presented below.
Contributions and Conclusions
Groundwater flow model reduction Simulating transient flow conditions in WHPA anal-
ysis easily becomes highly expensive in terms of computational time. Even excessive, when
addressing uncertainties through Monte Carlo simulation. Thus, I propose a numerical ap-
proximation of transient groundwater flow that uses dynamic superposition of steady-state flow
solutions to reduce these costs.
From this transient analyses, now is possible to integrate transiency in WHPA delineation
analysis which leads to the development of dynamic capture maps. These maps express the
time frequency of well catchment membership for each location in the domain. To account
for additional sources of uncertainty, such as aquifer heterogeneity, I wrapped up the WHPA
transient simulation within a Monte Carlo frame. Now, the results are probabilistic WHPA
maps that depict the probabilities of groundwater pollution due to geological and dynamic
uncertainty.
Enhancing probabilistic WHPA analysis towards including transient flow Using the
newly developed method described above, I evaluate the impact that transient flow conditions
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have on (probabilistic) WHPA delineation. Thereby, I extend current methodologies and con-
cepts in WHPA analysis so that transiency can be integrated as a new dimension in WHPA
delineation. For illustration, I use a synthetic model scenario in which I address and analyze
the effects of transiency and uncertainties on capture zones and WHPA delineation. The key
conclusion from this chapter is that working under steady-state conditions is not enough. Tran-
sient analysis for probabilistic WHPA delineation provides additional information in terms of
time reliability maps. Now, a WHPA can be defined by selecting both a reliability level for
time and one for geological uncertainty.
Optimal control of pumping rates to reduce the influence of transient flow on actual ab-
straction zones The integration of transient flow conditions into probabilistic WHPA delin-
eation might lead to a massive enlargement of required WHPAs. This could be problematic or
even prohibitive in densely populated areas, especially with industrial activities, where larger
WHPAs become difficult to implement. To address this problem, I propose a dynamic man-
agement model. With this tool, a decision maker can control changes in the actual abstraction
outline (compared to the delineated WHPA) caused by transient flow conditions. This allows
to reduce the influence of transient flow on the actual abstraction zone, such that abstraction
remains within the delineated WHPA. My management approach employs multi-objective op-
timization (MOO) concepts, searching for compromise solutions that consider at least three
objectives simultaneously: 1) to minimize the risk of pumping water from outside of a given
WHPA, 2) to maximize groundwater supply, and 3) to minimize involved costs.
I conclude that WHPA programs and pumping management can benefit from multi-
objective optimization concepts. The competitiveness among the selected objectives lead to
Pareto-optimal solutions from which a decision maker can select the pumping strategy that
suits upcoming management necessities and transient groundwater flow conditions best.
Computational cost reduction via unsupervised learning techniques The above two con-
tributions assume that enough computational power is available for uncertainty quantification
through Monte Carlo simulation. Yet, this is not always available, e.g., for some small-medium
size companies.
Thus, I investigate how to detect a limited subset of hydraulic conductivity field realiza-
tions that best approximate the geological uncertainty conditions of a model ensemble used in
WHPA delineation almost entirely. Thereby, the selection of representative realizations has to
be achieved without running the expensive transient optimizations, i.e. as pre-processing of
the most expensive step. For this purpose, I propose a classification methodology that clusters
similar ensemble realizations according to pixel-wise commonalities among all generated hy-
draulic conductivity fields. Thus, I can approximate the aggregated capture probability map of
the whole ensemble but at a much lower cost. I achieve this reduction using unsupervised learn-
ing techniques. This way, many subsequent analyses can also be performed on the condensed
set of representative scenarios that would be computationally expensive otherwise.
The main conclusion is that, for probabilistic WHPA analysis, clustering is a suitable strat-
egy to account for the influence of geological uncertainty while reducing the overall size of
required realizations.
Looking back at the main goal of this thesis: to improve the protection of groundwater ab-
straction, it becomes clear that the integration of temporal variations in flow conditions during
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WHPA analysis is indispensable. The problem of higher computational costs due to transient
flow simulation was addressed by two approximation methodologies (groundwater flow model
reduction and clustering analysis). Using these cost-reduction techniques, I propose to make
groundwater abstraction safer by integrating directly (uncertain) transient effects into WHPA





Hinsichtlich der prozentualen Verfügbarkeit, Grundwasser die größte Reserve ungefrorene,
Frischwassers der Erde [51]. Daher besteht ein offensichtliches Interesse an dessen Schutz
vor jeglicher potentieller Verschmutzungsgefahr. Gleichzeitig steigt der Wassermangel auf-
grund verschmutzter Oberflächenwassers oder des Bevölkerungswachstums. Daher sind ganze
Regionen auf Grundwasser als hauptsächliche oder einzige Trinkwasserquelle angewiesen. In-
ternationale Organisationen wie die Weltgesundheitsorganisation [26] haben Richtlinien und
Regulierungen zum Grundwasserschutz erlassen. In diesen Richtlinien sind Wellhead Pro-
tection Areas (WHPA) als übliche Strategie zur Vermeidung von Grundwasserverschmutzung
durch restriktive Bodennutzung vorgestellt, die im Falle eines Überlaufereignisses das Grund-
wasser verseuchen könnte.
Oft, wurden in des WHPA-Abgrenzung starke Annhamen gemacht um die Modellierung
zu vereinforten. Zum Beispiel wurden homogene geologische Bedingungen oder ein zeitlich
unveränderlichen Flieeßvorhalten als verein antrag verwendet. Offensichtlich führen solche
vereinfachungen unweigerlich zu Modellierungs- und Abgrenzungsfehlern. Erstere Art von
Vereinfachungen wurde in der Fachliteratur ausgiebig behandelt und führte zu probabilistischen
Ansätzen bei der Analyse von Brunnenbeeinträchtigung und WHPA-Abgrenzung. Dies war ein
maßgeblicher Fortschritt in Richtung realistischer Betrachtung und stabilerer Risikokontrolle.
Letztere vereinfachung wird jedoch zu selten beleuchtet alle existierenden Ansätze vernachläs-
sigen die zeitliche Variabilität des Fliessverhaltens.
Das Hauptziel dieser Arbeit besteht darin, den Schutz der Trinkwassergewinnung zu
verbessern und damit für eine sichere Wasserversorgung zu sorgen. Ich erreiche dieses Ziel,
indem ich den existierenden Rahmen der probabilistischen Brunnenbeeinträchtigungsanalyse
erweitere, und zwar durch Einfügung der zusätzlichen unsicherheiten durch transiente Fliess
und Transporteffekte in Richtung Brunnen. Zum Erreichen dieses Ziel wurden verschiedene
Ansätze angewendet, die zu den folgenden vier Hauptbeiträgen führten.
Beiträge und Schlussfolgerungen
Vereinfachung des Grundwasserflussmodells Die Simulation von transienten Strömungs-
bedingungen innerhalb einer WHPA-Analyse wird leicht äußerst zeitaufwendig sogar
ausufernd, wenn man Unsicherheiten über eine Monte-Carlo-Simulation erfasst. Daher schlage
ich eine numerische Annäherung transienter Grundwasserströmungen vor, die auf dynamischer
Überlagerungen von zeitlich unveränderlichen Strömungslösungen beruht um diesen Aufwand
zu reduzieren. Die Schlussfolgerung dieses Kapitels lautet, dass die Einbettung transien-
ten Verhaltens in der WHPA-Abgrenzungsanalyse dynamische Einzugskarten ergibt. Diese
Karten zeigen die zeitliche Brunneneinzugsgebiet um zusätliche quellein von Unsicherheit wie
Aquifer-heterogenität mit einzubeziehen, habe ich die transiente WHPA-Simulation in einer
Monte-Carlo Analyse eingebettet. Daraus ergeben sich nun probabilistische WHPA-Karten, die




Erweiterung probabilistischer WHPA-Analyse unter Einbezug transienter Strömungen
Die oben genannte neu entwickelte Methode nutzend, bewerte ich nun den Einfluss transien-
ter Strömungsbedingungen auf (probabilistische) WHPA-Analysen. Dadurch erweitere ich
gegenwärtige Methodologien und Konzepte der WHPA-Analyse um zeitliche Variabilität als
neue Dimension in der WHPA-Abgrenzung zur veranschaulichung nutze ich ein synthetisches
Modellszenario, um die Effekte zeitlich Variabilität und Unsicherheit auf Einzugsgebiete und
WHPA-Abgrenzung zu erfassen und zu analysieren. Die wichtigste Schlussfolgerung hierda ist
dass die alleinige Betrachtung zeitlich unveränderlich Bedingungen nicht ausreicht. Transiente
Analysen für probabilistische WHPA-Abgrenzung bieten zusätzliche Informationen bezüglich
Zuverlässigkeit bei Dynamik der Karten. Von nun an kann eine WHPA über die Auswahl von
beidem definiert werden, des Zuverlässlichkeits-Levels bei zeitlicher Dynamik und der geolo-
gischen Unsicherheit.
Optimale Kontrolle von Pumpraten zur Reduzierung des Einflusses transienter Strö-
mungen auf Wasserentnahmezonen Der Einbezug transienter Strömungsbedingungen in
probabilistische WHPA-Abgrenzungen kann leicht zu einer massiven Vergrößerung der
benötigten WHPAs führen. Dies wäre für dicht bevölkerte Gebiete problematisch, beson-
ders im Fall zusätzlicher industrieller Tätigkeiten, wo größere WHPAs nur schwer bis un-
möglich realisiert wurden können. Um dieses Problem anzugehen, schlage ich ein dynamisches
Management-Modell vor: Mit diesem Werkzeug können Entscheidungsträger die durch tran-
siente Strömungsbedingungen verursachte Änderungen im tatsächlichen Einzugs-gebiet (ver-
glichen mit dem abgegrenzten WHPA) kontrollieren. Dies ermöglicht es, den Einfluss tran-
sienter Strömungen auf konkrete Trinkwasserentnahmezonen zu reduzieren, sodass die Ent-
nahme innerhalb des abgegrenzten WHPA-Rahmens bleibt. Mein Managementansatz beruht
auf Multikriterielle Optimierung (MOO) und ich suche damit nach Kompromisslösungen,
die mindestens drei Ziele gleichzeitig verfolgen: 1) das Risiko zu minimieren, Wasser von
außerhalb eines gegebenen WHPA abzupumpen, 2) den Grundwasserertrag zu maximieren
und 3) die anfallenden Kosten zu minimieren. Ich schlussfolgerne dass WHPA-Programme
und Pump-Management von multikriterieller Optimierung profitieren können. Der Wettbewer-
bzwischen unter den ausgewählten Zielen führt zu Pareto-optimalen Lösungen, von denen ein
Entscheidungsträger die Pumpstrategien auswählen kann, die zu bestehenden Management-
anforderungen und transienten Grundwasserströmungsbedingungen am Besten passen.
Berechnungskostenreduzierung über unbeaufsichtigte Lerntechniken Die beiden obigen
Beiträge setzen voraus, dass genügend Rechenpower für Unsicherheitqualifizierung hin Monte-
Carlo-Simulationen vorhanden ist. Jedoch steht ohne nicht immer zur Verfügung, z. B. bei
kleine und mittlere Unternehmen. Daher untersuche ich, wie man eine begrenzte Teilmenge
hydraulischer Leitfähigkeitsfelder findet, die die geologische Unsicherheit eines in WHPA-
Abgrenzungen benutzten Modelles nahezu vollständig abbilden. Die Auswahl repräsentativer
Realisierungen muss jedoch ohne Einsatz von aufwändiger transienter Optimierung erreicht
werden, d.h. als Vorbearbeitung des aufwendigsten Schritts. Zu diesem Zweck schlage ich
eine Klassifizierungsmethodologie vor, die ähnliche Realisierungen im Ensemble gemäß pixel-
weser Übereinstimmung hydraulischer Leitfähigkeitsfelder zusammenfasst. Auf diese Weise
kann ich mich den aggregierten Karten von Einzugsgebietwahrscheinlichkarten, die auf dem
gennanten Ensemble bestünden annähern, aber bei wesentlich geringeren Aufwand. Ich erre-
iche diese Reduzierung mit Techniker des unbeaufsichtigte maschine Lernens. Auf diese Weise
können viele subsequente Analysen auf dem kondensierten Set repräsentativer Realisierungen
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durchgeführt werden die indem falls zu aufwändig wären. Die hauptsächliche Schlussfol-
gerung besteht darin, dass, Clustering angemessene Strategie für probabilistisch WHPA-
Analyse darstellt, um den Einfluss geologischer Unsicherheit bei gleichzeitiger Reduzierung
der Gesamt anzahl benötigter Realisierungen zu erfassen. Rückblickend auf das Hauptziel
dieser Arbeit, -wie man den Schutz von Grundwasserentnahme verbessern kann-, wird nun klar,
dass der Einbezug zeitlicher Variabilität des Strömungsbedingungen während einer WHPA-
Analyse unerlässlich ist. Das Problem der höheren Berechnungsaufwanden von transienten
Strömungssimulationen wird durch zwei Annäherungmethodologien (Reduzierung des Grund-
wasserströmungsmodells und cluster-Analyse) angegangen. Durch Gebrauch dieser aufwand-
sreduzierenden Techniken schlage ich vor Grundwasserentnahme sicherer zu machen, entweder
durch Integration direkter (unsicherer) transienter Effekterer in die WHPA-Abgrenzung oder






1.1 Motivation and goal
Groundwater represents the largest amount of available unfrozen freshwater on Earth [51].
The increasing demand due to population growth together with the pollution of most surface
freshwater sources, have lead in many places to depend on groundwater as the main source for
drinkable water. Therefore, there is an obvious necessity to protect its abstraction against any
source of pollution.
For this purpose, the World Health Organization [26] have enacted international standards
and guidelines for drinking water quality. The 2004 guideline edition introduced a "preventive
safety management approach for Safe Drinking-water" [103]. One of its main components, the
Safe Water Plan, recommended to implement preventive protection measures in order to avoid
and control risk sources of contamination due to land use activities which could compromise
the groundwater quality that could threat the human health.
A commonly used strategy to prevent groundwater pollution in drinking water well catch-
ments is to delineate Wellhead Protection Areas (WHPA) around drinking water wells. The
objective is to restrict land use activities that could pollute the groundwater flowing towards a
well in case of a spill event. In most cases, the delineation of WHPAs relies on simplifications,
such as assuming homogeneous or zonated aquifer conditions or considering steady-state flow
scenarios.
Obviously, such assumptions on homogeneous aquifer conditions and steady-state consid-
erations inevitably invoke errors. Such errors lead to inappropriate delineation of WHPA, such
that the goal of safeguarding water quality is not fulfilled. While uncertainty due to aquifer
heterogeneity has been extensively studied in the literature (e.g. [125], [45], [66], [126], [116],
[36], [35]), the impact of transient flow conditions has received yet very little attention. For
instance, WHPA maps in the offices of water supply companies are fixed maps derived from
steady-state models although the actual catchment out there is transient. The way how WHPA
delineation can be adapted to account for transient conditions is not yet understood.
This lack of understanding is what took me to develop, as main research goal of my thesis, to
provide better safety conditions of drinking water from groundwater wells in spite of transient
groundwater flow currently neglected in WHPA analysis. Rephrased as a fundamental and open
research question: this main objective becomes: "How does transiency of groundwater flow
influence the actual capture are of wells and what strategies allow me to properly address such
influence?" To solve this question, I will propose and investigate different strategies that can
be categorized into three main groups, which I discuss in the following section: 1) Accounting
for transient WHPA delineation, 2) counteracting transience by optimal control and 3) efficient
machine learning simulation of transient systems as a prerequisite for the former two.
1.2 Research Questions and Approaches
The overall set of methodologies and concepts I present in this thesis, in order to address
transience in groundwater flow, can be categorized into three main groups: Transient WHPA
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delineation, Optimal control and Efficient transient simulation. Each of these groups leads to
the formulation of research questions, that are presented within each group.
Transient WHPA delineation.
Most groundwater protection programs use WHPAs to safeguard groundwater abstraction
against pollution. For instance, Fig. 1 highlights in black a typical WHPA of a well gallery
composed of eight drinking wells. The drawn WHPA assumes known heterogeneous aquifer
conditions (hence the asymmetry in the delineation) and steady-state conditions. Likewise,
Fig. 1 highlights in red an additional outline for the same well gallery, but now accounting
for transient flow conditions within the WHPA analysis. Obviously, covering all possible cap-
ture outlines that occur under transient flow conditions leads to a greater outline that is not
considered by the steady-state solution. Transient conditions are triggered, for example, dur-
ing consecutive periods of dry and rainy seasons, where pumping wells might increase and
decrease their water abstraction, respectively, to meet the corresponding demand. This, com-
bined with changes in the mean ambient groundwater flow caused by same dynamic weather
environment (e.g., changes in the regional flow direction or the regional hydraulic gradient)
might trigger a variation over time of the water abstraction zone of the well. This can lead to
a risk scenario, where locations with dangerous land use conditions (e.g., gas stations or agri-
cultural lands) might be actually included within the abstraction zone, during particular time
intervals. Furthermore, besides the uncertainty in WHPA delineation attributed to transient
flow considerations, additional uncertainty might be triggered due to (a) imprecise informa-
tion regarding aquifer parameters and (b) inexact knowledge about the behavior of the different
transient drivers.
Furthermore, the delineation of WHPAs influenced by transient flow conditions is compu-
tationally more expensive in comparison to their steady-state solutions, even more, if they are
coupled with Monte Carlo analysis for obtaining probabilistic WHPAs [36].
Thus, as first contribution, I propose a reliable probabilistic delineation rule for WHPAs in
the presence of (uncertain) transient conditions and geological uncertainty. The final output is
again a fixed WHPA outline, but based on probabilistic concepts and transient considerations.
Additionally, to reduce the computational cost of transient flow simulation, I present a method-
ology to simulate transient groundwater flow at reduced computational costs. Considering both
objectives, I formulate the following two research questions:
1. How can I formulate a methodology which makes possible to achieve faster but asymp-
totically (for large aquifer hydraulic diffusivity) valid transient flow conditions?
2. What is the overall influence and principal differences when compared to steady-state
(probabilistic) WHPAs, of WHPA solutions integrating transience effects?
Optimal control.
Expanding the actual steady-state outline solution due to the influence of transient flow
conditions might become unfeasible for well galleries located in urban areas. For instance,
the obvious integration of industrial areas into the new urban water supply WHPA raises con-
cerns and trigger the implementation of strong regulations not yet considered. For such cases,
an alternative possibility is to use engineered pumping management schemes that reduce the
influences and deliver control to the decision maker of the changes in the actual abstraction
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Figure 1.1: Problem sketch: The influence of transient flow conditions in WHPA delineation.
The black and the red outlines depicts the WHPA of a well field assuming steady-state and
transient flow conditions, respectively. The transient influence not considered by the former
outline leads towards a risk scenario where locations with dangerous land use conditions (e.g.,
a gas station or a quarry) might be pulled within the actual groundwater abstraction zone during
some time intervals.
outline (compared to the delineated WHPA) caused by transient flow conditions. Thus, model-
based steady-state WHPAs together combined with active pumping management can represent
a robust and still valid solution against the dynamic flow environment.
To achieve this, I propose a well gallery management scheme that dynamically adapts and
re-distributes pumping rates of individual wells in a well gallery. To avoid unfeasible decisions,
it works with trade-off solutions among the following three objectives: 1) To minimize the
actual abstraction form outside the given WHPA, 2) to satisfy the groundwater demand and
3) to minimize the related costs of pumping. Until now, the use of optimal control for well
galleries has been constrained to only few cases. None of them considered the effect of time-
variant flow conditions affecting the actual abstraction. Hence, the next two especific research
questions are:
1. How to integrate transient flow conditions into the optimization problem so that transient
flow conditions are properly handled?
2. What are the achievable results if optimal control is implement and how do they differ
from conventional management alternatives?.
Efficient Monte-Carlo simulation of transience
So far, I have introduced a carrot-stick approach to deal with transient flow conditions, by
either expanding the current WHPA delineation (carrot) to account for time-varying conditions
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in the abstraction zone or by restricting transiency via optimal control of the pumping rates
in the well gallery (stick). In either case, both methodologies are prohibitively expensive in
terms of computational time if geological uncertainty, (through Monte Carlo simulation) is
considered.
Thus, the purpose of this last contribution is to formulate and develop a methodology, based
on unsupervised learning, in order to recognize a subset of model realizations that represent rel-
evant statistics of interest for WHPA analysis under the influence of geological uncertainties.
To avoid clustering in a high-dimensional space, I will find a problem-specific low-dimensional
space and appropriate distance metrics for clustering. The distances I suggest are a combination
of pixel-wise commonalities between hydraulic conductivity fields (permeability-based repre-
sentation) and respective WHPA outlines (transport-based representation). Accordingly, the
last specific research question is formulated:
1. What clustering approach is adequate for my methodology and what feature distances
should I consider to reduce the high-dimensional representation of hydraulic conductivity
fields and respective WHPA solutions?
1.3 Structure of this thesis
The structure of this thesis is divided into three main sections:
Section 1 is composed of chapters 1 and 2, both chapters represent the introduction to
this thesis and do not provide any novelty or contribution. The current Chapter presents the
motivation of this thesis. Chapter 2 introduces the physical equations for groundwater flow
simulation as well as the set of methodologies used during my research.
The second section includes chapters 3, 4, 5 and 6. These chapters represent the main body
of this thesis, and are aligned with the three groups and my five specific research questions:
1. In chapter 3, I present as integrated part of my first contribution, a methodology that
makes it possible to achieve faster but asymptotically (for large aquifer hydraulic diffu-
sivity) valid simulations for transient flow conditions (R.Q. 1). Otherwise, the delineation
of WHPAs influenced by transient flow conditions is computationally too expensive in
comparison to their steady state solutions, even more, if they are coupled with Monte
Carlo analysis for obtaining probabilistic WHPAs.
2. In chapter 4, I improve as part of first main contribution, the protection of wells against
(uncertain) transient flow conditions by proposing a probabilistic delineation rule for
WHPAs in the presence of (uncertain) transient conditions and geological uncertainty
(R.Q. 2). The final output is again a fixed WHPA outline, but based on probabilistic
concepts and transient considerations.
3. In chapter 5, as third main contribution, I formulate and develop a multi-objective
dynamic management model with the goal to reduce and deliver control to the deci-
sion maker of the changes in the actual abstraction outline (compared to the delineated
WHPA) caused by transient flow conditions (R.Q. 3 and 4). This approach helps stabi-
lize the dynamic capture zone within the static WHPA through dynamically adapting and
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re-distributing pumping rates of individual wells in a well gallery. Thus, model-based
steady-state WHPAs together with controlled pumping can represent a robust and still
valid solution against the otherwise unconsidered dynamic flow environment.
4. In chapter 6, as fourth main contribution, I develop a methodology, based on unsuper-
vised learning concepts, that reduces the computational time required to take into practice
expensive transient flow simulations (R.Q. 5).
Finally, in chapter 7 I summarize and conclude my overall work, while additionally giving




In this section I briefly introduce the methodology used during the elaboration of this thesis.
Section 2.1 presents the governing equations for groundwater flow and transport, and numeri-
cal methods for their solution are presented in Section 2.2. Sections 2.3 and 2.4 briefly discuss
Monte Carlo simulation to address different sources of uncertainty in WHPA analysis and the
concepts behind sensitivity analysis and the Morris methodology. Section 2.5 introduces op-
timization and the use of the particle swarm optimization technique to solve multiobjective
optimization problems. Finally, Section 2.6 introduces clustering approaches to address fast
integration of geological uncertainty in highly expensive simulations.
2.1 Governing equations for flow and transport in groundwater modeling
2.1.1 Transient groundwater flow
The general governing equation for transient groundwater flow in heterogeneous and isotropic




−∇ · (K∇φ) = qs(x, t) in Ω (2.1)
With hydraulic transmissivity K, hydraulic head φ, specific storage Ss and sink/source term
qs(x, t) in the domain Ω. The boundary conditions for Eq. (2.1) are:
(K∇φ) · n = −q̂(t) on Γ1 φ = φ̂(t) on Γ2. (2.2)
Where q̂ and φ̂ are predefined fluxes and heads on Neumann Γ1 and Dirichlet Γ2 boundaries,
respectively, and n is the outward-directed unit normal to Γ, where Γ=Γ1∪Γ2.
2.1.2 Advective-diffusive (dispersive) transport
The advective-dispersive transport of a conservative tracer is given by:
∂c
∂t
+∇ · (uc− D∇c) = 0 in Ω (2.3)
Here, c is concentration, t is time, u = q/ ne is velocity, q is Darcy velocity, effective
porosity ne (assumed constant in this study) and D is the hydromechanic dispersion tensor
[100] given by:





With longitudinal and transversal dispersivities αl and αt, respectively, effective diffussion
coefficient De and the identity matrix I. Eq. 3.6 is subject to the boundary conditions:
n · uc + n · (D∇c) = Ĵ on Γ1, (2.5)
c = ĉ on Γ\Γ1. (2.6)
Here, Ĵ is a prescribed normal flux density and ĉ represents prescribed concentrations.
2.2 Lagrangian solution to transport simulation
In this thesis a Particle Tracking Random Walk (PTRW) algorithm [25] is used in order to simu-
late the advective/dispersive transport of contaminants moving throughout the aquifer domain.
I choose this Lagrangian approach over Eulerian methods since it overcomes the numerical
dispersion problems and artificial oscillations that plagues Eulerian transport models [96]. To
solve the transport equation (Eq. 2.3), the PTRW represents the mass of a contaminant with a
large number of virtual particles. Once a group of particles is injected into the domain, they stay
in motion driven by advection and dispersion. The particle displacement through the aquifer is
represented by:
Xp(t + ∆t) = Xp(t) + (u(Xp, t) +∇(Xp, t))∆t + B(Xp, t) · ξ(t)
√
∆t (2.7)
Here, Xp is the particle position for particle p at time t and ∆t is the chosen time step that
discretizes the particle movement. B is the displacement matrix tensor that defines the strength
of diffusion/dispersion and has to fulfill B · BT = 2D.
ξ (t) are normally distributed random numbers with zero mean and unit variance. Salamon
















































2(αt|u|+ Dm) and wl =
√
2(αt|u|+ Dm).
2.2.1 Backward Particle Tracking Random Walk
My methodology for WHPA delineation relies on a backward-in-time formulation, where the
flow velocity field is reversed and the injection of particles starts at the pumping well [81].
The Backward Particle Tracking Random Walk formulation reduces the computational time
of solving individual Monte Carlo realizations for WHPA delineation by directly solving the
WHPA outline with a single model run. Otherwise, the computational time to simulate the
transport of particles from each possible spill location within the model domain would lead to
unfeasible computational times within the Monte Carlo framework.
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2.3 Wellhead Protection Area delineation
2.3.1 Regulations on WHPAs
In order to reduce the risk of pumping contaminated groundwater at drinking water wells, a
common strategy is to restrict land use activities surrounding these wells. According to many
national regulations, these Well Head Protection Areas (WHPAs) [124] envelope theoretical
"time-of-travel capture zones" specifying the travel time required for a contaminant to reach
a pumping well. Such delineations frequently rely on modeled 2D or 3D scenarios based on
conceptual assumptions and approximations using either analytic (e.g., fixed-radius method)
or numerical methods (e.g., particle tracking method) [64]. However, there is a tendency to
favor numerical simulations in order to implement arbitrary hydro(geo)logical parameters and
boundary conditions [43].
For instance, in Germany, the German national standard DVGW (2006) [33] bases the
protection of groundwater production on a WHPA subdivided into 4 differentiated sub-zones.
Zone I depicts the smallest delineation, and ensures the protection of the water abstraction
point by fencing the drinking well gallery. Zone II depicts a time-of-travel distance of 50 days
to ensure microbiological safety. Zone III is divided into Zone IIIa which defines a 2km radius
area around the pumping well and Zone IIIb which depicts the complete well catchment.
2.3.2 Sources of uncertainty in WHPA delineation: Geological vs Temporal uncertainty
To answer the question made by Evers and Lerner (1998) [39] How Uncertain Is Our Es-
timate of a Wellhead Protection Zone?, Stauffer et al. [117] presented a list of parameters
and conditions that have great impact in WHPA analysis. Aside from uncertainty sources that
concern local information gathered during the exploration campaign (e.g., local borehole mea-
surements) or groundwater simulation (e.g., the extension of the flow domain or the location
of the boundary conditions), most of the sources triggering uncertainties in WHPA analysis
can be broadly grouped into two main sources: (1) spatial heterogeneity and (2) time-varying
boundary and flow conditions.
The first main influence denotes the variability of hydrogeological parameters that describe
the aquifer geological conditions. The effect of heterogeneity on groundwater flow causes ir-
regular contour lines and streamlines [53], thus influencing contaminant transport processes.
Considering that a complete characterization of the aquifer at the field scale is prohibitively
expensive, the limited available information about aquifer geological conditions leads to an
associated uncertainty during the delineation of WHPAs and pumping well capture zones. To-
gether with its uncertainty, the influence of heterogeneity on pumping well protection zones,
has been extensively covered in the literature (e.g. [125], [45], [66], [126], [116], [36], [35]).
However, these studies did not explore the effect of transiency; instead they base on steady-state
considerations.
Thus, the second main challenge includes all those forces producing transiency in the flow
field towards the well. Transient flow behavior is triggered by stochastically occurring weather
conditions, seasonal variations and demand-adjusted pumping rates. In general, several stud-
ies have been conducted about temporal variability and its influence on aquifer response (e.g.
[121], [105], [122], [83]) and on transport processes (e.g. [50], [92], [18], [34], [67]).
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Recently, Libera et al. [70] explored the effects that known time-varying pumping rates have
on key features of contaminant transport in a randomly heterogeneous aquifer. They showed
that such dynamic conditions have a significant impact on the temporal behavior of contaminant
breakthrough curves observed at pumping wells. Furthermore, in a subsequent study, Libera
et al. [71] showed that these fluctuations hold regardless of different geostatistical models
(multi-Gaussian and non-multi-Gaussian) used to represent heterogeneity. Despite recognizing
transiency as an important influence, in both studies, they did not consider the impact of other
transient drivers (other than pumping rates), nor the effects of uncertainty associated to transient
flow behavior.
In general, there is only a limited number of studies addressing the impact of transiency
on required pumping well protection zones. Early studies addressing WHPA transiency due
to pumping regimes have been conducted since the nineties. Ramanarayanan et al. [88] used
numerical models to contrast a WHPA between steady-state and transient conditions. They
concluded that seasonal variations seem "not to average out with time" and that they increase
the WHPA extension by approximately 30%. Musa and Kemblowski [80] defined an effective
capture zone under time-varying velocity fields caused by temporal evolution of the cone of
depression under constant pumping rates. They tracked particles through a time sequence of
steady-state analytical solutions for flow towards a well. The works of Masterson et al. [74]
and Starn et al. [60] analyzed the influence of transient pumping regimes in real site conditions
for capture zone delineation. They showed how temporal variations in the flow field caused by
unsteady pumping rates can induce flow from new contributing areas to the well, as well as to
introduce significant changes on the mean transport process.
In addition to transient pumping regimes, changes in the size and shape of capture outlines
due to transient natural groundwater recharge have been initially investigated by Lerner [68].
Later, numerical analyses were implemented by Reilly and Pollock [91] and Barry et al. [8].
Other studies have investigated the influence of transient behavior in the ambient ground-
water flow. Festger and Walter [41] showed that changes in the regional hydraulic gradient have
a significant effect on expanding and shrinking the capture zone once compared to its steady-
state solution. Rock and Kupfersberger [93] showed how a solution under transient conditions
differs from steady-state outlines driving high and low groundwater level conditions. All pre-
vious studies neglected the influence of uncertain transient conditions, instead they identified
transient capture zones based on given time series of groundwater levels.
Although both sources of uncertainty (transient conditions and geological uncertainties) de-
pict two relevant sources of uncertainty for WHPA delineation, I have found only a few WHPA
studies exploring their joint effect. Stauffer et al. [117] qualitatively listed both sources of
uncertainty among a set of parameters and conditions that cause uncertainty in the character-
ization of capture zones. Franssen et. al [44] used Monte Carlo analysis in order to measure
the impact on capture delineation of spatiotemporally variable natural recharge for moderately
heterogeneous transmissivity fields. In summary, none of those studies that address transient
effects in WHPA provide a corresponding decision rule for delineation. Only two consider
jointly effects of transience and uncertainties from heterogeneity and none of them recognizes
uncertainty in describing transient drivers.
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2.3.3 Representation of transient and geological uncertainty conditions
The focus of this thesis is to investigate the combined impact that both transient flow (and re-
lated uncertainties) and inexact aquifer characterization have on WHPA analysis. According to
the framework presented by Walker et al. [127], both sources depict the so called Input uncer-
tainty type. This type of uncertainty is associated with the description of the reference system
(e.g., permeability field) and to the external forces that are driving changes in the reference sys-
tem (e.g., seasonal conditions in pumping rate conditions). Besides this types of uncertainty,
Walker et al. [127] recognize additional type of uncertainties, according to their location in
the modelling process: 1) Context uncertainty that is related to uncertainties about problem
and purposes of the model. 2) Model uncertainty which refers to the selection of the governing
equations to be chosen to describe the reference system as well as the selected computer model,
i.e. the conceptual model description. 3) Parameter uncertainty which describes uncertainty
driven by the data used for calibration purposes as well as the selected calibration methodology.
4) Model Outcome uncertainty which represents the discrepancy, that driven by the previous
types of uncertainty types, depicts the prediction error between the data measured in field and
the model’s predicted outcome.
However, in this thesis such additional types of uncertainty were not considered. For in-
stance, I assume that the governing equations used to build the computer model accurately
describe the system (Model uncertainty). Further studies should consider the implication of
these types of uncertainties in order to evaluate its impact into the proposed methodology and
presented findings. In the following, I define how I represented both sources of input uncer-
tainties.
First, to represent geological uncertainty conditions, I depict hydraulic conductivity as a
Multi-Gaussian random space function described by a Matérn covariance function [77]. I treat
the parameters of the structural model (e.g. covariance parameters) as uncertain, following
uniform distributions.
In the case of time-variant groundwater flow, I considered seasonal variations of the ground-
water flow behavior. Several studies rely on sinusoidal time series to represent the behavior of
natural transient flow conditions (e.g. [3], [41], [106], [87]). This arrangement resembles
the cyclic pattern of natural phenomena. The same pattern can be representative of dynamic
pumping rates in response to seasonal fluctuations (e.g. [57], [23], [9]). Hence, I represent the
transiency of all transient model forcing sinusoidal patterns:
λi(tl) = αi + εisin(ωitl + ϕi) (2.9)
Here, λi(tl) is the magnitude of the transient driver to be used in Eq. (2.1).
To represent transient flow conditions, I utilize four transient drivers that often appear on
the seasonal scale: (I) regional groundwater flow direction, (II) strength of the regional hy-
draulic gradient, (III) natural recharge to the groundwater and (IV) pumping rate. The pumping
strength and natural conditions are representative from case scenarios found in the literature.
Specifically, I base the amplitude of the strength of the regional hydraulic gradient on the values
given in Festger and Walter (2002) [41]. For the natural recharge, I consider values given in
Franssen et al. (2002) [44]. For pumping rate conditions, the actual choice of distribution is
meaningful because there is often a legal or regulated upper bound to pumping. Therefore, I
stick to the magnitudes given in Frind et al. (2002) [46].
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Uncertainty in transiency is represented by treating amplitudes and phase shift as random
variables. For randomizing amplitudes, I multiply the literature values with random numbers
drawn independently from the uniform distribution U [0,1]. For instance, a pumping well will
be at steady-state if its amplitude value is multiplied by zero, while it would be imposing a
fully transient regime with amplitude equal to 100%. Any value in-between will control the
strength of the amplitude. The choice of uniform distributions is arbitrary, and represents a
simple uncertainty scenario that is specific to each study. I treat pumping rates as random,
although they may be perceived as controllable parameters of well operation. However, I argue
that future pumping rates are unknown because they react to the joint influence of future water
demand and future weather conditions.
Likewise, I randomize the phase shift uniformly between zero and π. The only assumption
made about phase shifts in the transient behavior is that the pumping rate acts precisely opposite
to natural recharge, i.e., stronger pumping takes place during the dry season (phase-shifted by
half of the used period) because "the recovery from pumping begins at the end of the irrigation
season, before the beginning of the rainy season" [23].
2.3.4 Probabilistic WHPA delineation
The classical approach for dealing with uncertainties in WHPA analysis is through probabilistic
methods, solving repeatedly the deterministic WHPA outline (each one using a distinctive set
of randomly generated input parameters) by means of Monte Carlo simulation [49].
The aggregation over several (in the order of thousands) steady-state deterministic WHPA
solutions results in a well capture probability map that, ranging on a scale from zero to one,
displays the pixel-wise probability of pixels to be inside the well’s catchment or not. In this
way, the Monte Carlo simulation extends to probabilistic terms what used to be binary out-
line solutions [117]. This extension provides additional information to water stakeholders and
decision makers, such as the probabilistic level of exposure risk for advective–dispersive in-
trinsic well vulnerability criteria ([36], [35]) or the temporal catchment membership induced
by time-varying flow-field conditions ([95]). Furthermore, Monte Carlo simulation represents
a straightforward methodology, since the stochastic representation of each parameter can be
generated in numerous ways, and sophisticated groundwater models can be integrated easily
[15].
However, the underlying problem of using stochastic techniques in WHPA analysis is that
high safety levels against uncertainty lead to an unconventionally large increase in the extent
of WHPAs ([36], [115]). In order to reduce uncertainty caused by, for example, limited aquifer
characterization, it is common among practitioners to use data assimilation and conditioning
techniques [35]. As Prof. Andre Journel from Stanford University said in a talk in 1992, ...if I
ever find myself crossing paths with somebody using unconditional realizations, I will cross the
street [99].
Conditional simulation techniques integrate catchment-specific data (e.g., piezometric
head, hydraulic conductivity) gathered during the exploration campaign to generate a set of
conditional realizations, each presenting statistically equally likely parameter sets [37]. There
are various methods that addresses conditional simulation, for example, PEST [30], Ensemble
Kalman Filters [84] or Bayesian GLUE [42], to name a few. Specifically, in this thesis, I rely on
the FFT-based geostatistical tool described in Fritz. et al. (2009) [47] to condition realizations




The following introduction to sensitivity analysis is based on the books of Smith [113] and
Saltelli et al. [97] and on the work of Borgonovo and Plischke [13]. In the field of uncertainty
quantification, Sensitivity Analysis has the objective to quantify the relative contribution that
input parameter uncertainties have on the model outcomes. Commonly, sensitivity analysis
focuses on answering the following questions:
1. To quantify the robustness of the modeling outputs in the presence of uncertainty.
2. To simplify modeling by fixing input variables with null or limited influence on the model
output.
3. Highlighting regions in the input variable space leading to optimal model solutions.
4. Guide the discussion between modelers and decision makers towards problem-specific
recommendations by indicating the most important factors to consider during simulation.
In general, the methods used for sensitivity analysis [98] can be divided into two main
groups: local and global sensitivity techniques.
2.5 Sensitivity Analysis Techniques
2.5.1 Local sensitivity analysis
Local Sensitivity Analysis (LSA) measures the variability of the model outcome with respect
to a set of given nominal values. Achieving this by measuring the partial derivative of the
model outcome respect to each input variable, the local sensitivity approach does no attempt
to explore the complete input space. Instead, it searches for sensitive parameters by measuring
small perturbations for one parameter at the time.
However, one problem with LSA is that it does not take into account the possibly non-linear
character of model responses over the global admissible parameter space [113]. Additionally, it
does not measure the interaction between input variables since the obtained partial derivative is
only informative at the fixed point of computation. Thus, it does not provide any insight about
additional interaction at some other point of the input space. To overcome both limitations, a
global sensitivity analysis is implemented, which I describe in the following.
2.5.2 Global sensitivity Analysis
In general, Global Sensitivity Analysis (GSA) evaluates the degree of influence that a given
set of input parameters has over the model outcome. The difference when compared to LSA
is that GSA explores the entire admissible input parameter space delimited by the range of
each input value, while additionally addressing the existing non-linear response between input
variables and model outcomes. Thus, GSA becomes the appropriate tool to use for highly non-
linear model simulations. One example of such models is the non-linear relation between the
transport modeling of contaminant through the aquifer and the consequent WHPA delineation.
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For highly-complex models, GSA approaches can be divided into two main groups; those
using the law of total variance (variance-based methods) and those implementing screening
designs techniques. In the following a brief explanation of both approaches is given:
Variance-based GSA
The Sobol method [114] is the most commonly used technique among the distinctive variance-
based frameworks. Its core methodology uses the variance decomposition formula in order to
quantify the contribution to the model output variance caused by a given set of input variables.
To determine each individual contribution, the Sobol technique decomposes the total output
variance into fractions which are then assigned to the individual or combined influence of input
parameters.
Under this methodology, the variance that can be attributed to the sole influence of an input
parameter is called the main effect or first Sobol index. Higher orders of the Sobol indexes
depict the effects of many variables interacting among each other (e.g., a fifth Sobol index
indicates the interaction among five input variables). For highly parametrized models, the
calculation of the total-effect index describes the fraction of the output variance that can not be
explained yet by the current Sobol index order. Total-effect index value computation is used in
order to avoid the computational burden of evaluating subsequent order effects.
An alternative framework for the Sobol method is the Fourier amplitude sensitivity test
(FAST). The FAST algorithm was initially introduced by Cuckier et al. (1973a and 1973b) to
compute the first Sobol index of large sets of coupled nonlinear rate equations. It was later
expanded to account for higher-order indexes [131]. Using the Fourier transform, the FAST
framework decomposes the model output variance into fractional variance magnitudes, each
one depicting the individual input variable contribution. To obtain each individual contribu-
tion, the FAST approach uses Fourier series to periodically sample each input variable on the
parameter space. Then, using the Fourier transform, each individual contribution to the output
model variance is computed using the frequency differences of the sampling procedure.
Both GSA approaches provide quantitative measurements (Sobol indexes) to assess the
degree of influence of each input value over the model outcome. Often they are implemented
using Monte Carlo techniques. This is a major drawback if we assess highly parametrized
models or models with long computational times where thousand of realizations are needed in
order to achieve convergence of the Sobol indexes [82]. As an alternative, screening methods
are used to reduce the computational cost while still accounting for non-linear conditions.
Screening Techniques
As mentioned above, screening techniques help to identify the most important parameters from
a large set of input variables while requiring a reduced (when compared to variance-based
solutions) number of model evaluations [97]. However, what is gained in computational speed
is lost in accuracy. Screening techniques provide qualitative sensitivity measures that rank the
order of importance of a set of variables. The most well-known screening technique is the
Morris approach.
The Morris approach, originally developed by Morris in 1991 [78], computes two sensitiv-
ity measurements per randomized variable. Here, each variable is known as input factor i and
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the computed sensitivity measure is the Elementary Effect (EEi). First, it calculates the abso-
lute mean effect µ∗i to describe the global influence of each input factor. Second, it computes
the standard deviation σi to point out whether a factor exhibits a non-linear behavior or inter-
actions with other factors. An input factor can be acknowledged as unimportant if both Morris
measures show low values (i.e., both sensitivity measures are located near to the origin). Linear
effects depict high values of µ∗i and low values of σi, while non-linearity or interactions with
other factors are indicated by high magnitudes in both measurements.
Adaptation of the Morris technique
One objective of this thesis is to evaluate the impact that different transient drivers have on the
WHPA delineation. Among the different existing methodologies for GSA, I chose the Morris
technique given its simplicity and straightforward implementation (e.g. compared to the FAST
technique).
My adapted Morris technique computes the difference of outcomes between a reference
solution (e.g. time reliability capture map) and a second solution using identical values but
with a first variable of interest drawn (from the transient driver parameters) randomly. Then,
it measures sensitivity by dividing this difference by the change of the variable of interest.
Subsequent analyses repeat the same process by randomizing a next variable of interest, until all
variables of interest k have been modified. The most important modification necessary here is
that we want to compare elementary effects on average over random conductivity fields, which
multiplies the total number of simulation calls by a number N of conductivity realizations.
Here, the k + 1 realizations define a row of Monte Carlo iterations n, with each n(k + 1)
realizations utilizing same randomly generated n hydraulic conductivity field. This procedure
is repeated for N(k + 1) simulations with n = 1, ...N representing both the number of rows of
Monte Carlo iterations and the amount of different hydraulic conductivity fields. As a second
modification in my analysis, I use the absolute difference in order to avoid compensations of
opposite signs [16]. I refer to Saltelli et al. [97] for a more detailed explanation of the method.
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Until now, the implementation of transient probabilistic WHPA analysis requires to generate a
large set of Monte Carlo realizations in order to achieve numerical convergence. However, for
large and complex hydrosystems, the generation and simulation of such a large set of Monte
Carlo realizations might lead to cost prohibitive conditions. To overcome this problem, I pro-
pose to use cluster analysis in order to identify a limited subset of Monte Carlo realizations that
still represent the overall larger set.
The following is a brief introduction about clustering based on the book of Witten et al.
[130] and on the work of Steinbach et al. [118]. In unsupervised learning, cluster analysis
or clustering has the objective to divide data into groups (named clusters) in such a way that
instances inside a cluster (data points) bear stronger resemblance to other instances of the same
cluster than to other remaining instances [130]. Whenever I talk about data points, it refers to
low-dimensional representation of each Monte Carlo realization of conductivity. In this way,
the resulting clusters capture the natural structure of the data [118] (i.e., here, of the random
conductivity ensemble).
A good clustering solution can be interpreted as the one that maximizes the difference
between clusters and minimizes the differences (high similarity) among instances within the
cluster. This is what is called a well-separated cluster.
Obviously, in most real situations, such interpretation of clustering is not present. Instead,
data points at the edge of cluster A might present greater similarity to closer instances of cluster
B. To account for this particularity, cluster algorithms subdivide the data set following different
approaches.
Center-based clustering methods define a data point as the center of a cluster (centroid) and
assign whether an instance belongs to the cluster depending on the distance between the data
point and the centroid. Transitive clustering assigns cluster membership based on the distance
between instances of a data set, with instances away from the current group becoming part of
another cluster. Additionally, besides distances criteria, the density on the data set can be used
as well to assign cluster membership (Density-based clustering). This criterion is preferred for
grouping instances of an irregular or intertwined data set. An extension of this framework is
Similarity-based clustering, that bases clustering using additional properties such as geometry,
local properties, etc.
Independently of the criterion chosen for clustering, there are different ways to express the
obtained partition of the data set.
For instance, exclusive partitioning assigns a unique cluster membership to each data point.
The opposite is to assign some degree of membership to each instance. This overlapping par-
titioning allows data points to belong to more than one cluster, with the degree of membership
based on probabilities. Hierarchical partitioning subdivides a single initial cluster (i.e., the
dataset) into a nested sequence of partitions. From the top to the bottom, each partitioning
exercise subdivides the current number of clusters into two or more sub-clusters. This parti-
tioning continues until the lowest instance at the bottom represents each individual dataset as
distinctive cluster. Finally, Partitional techniques create a one-level (unnested) partitioning of
the data points using some previously defined number of clusters K. Partitioning can be seen
as one instance of the hierarchical approach that subdivides the data set, but without taking
care of upper-instance subdivision and instead using K for splitting the dataset. Clustering is
Page 15
Chapter 2. Methods
not a trivial task. Besides the aforementioned criteria for subdividing the dataset, additional
possibilities might be to consider only one attribute at the time (monothetic partitioning) when
subdividing the data set or consider all attributes simultaneously (polythetic partitioning).
A problem that has to be taken care of, especially for distance-based clustering, is the curse
of dimensionality [11]. This is a well-known problem that affects the analysis and organization
of data in high-dimensional spaces. The greater the dimensionality of the dataset (here, the
number of pixels used to discretize conductivity fields), the greater the volume of the space
thereof. For high-dimensional datasets, due to this sparsity, clustering becomes a non-trivial
exercise, since to obtain a meaningful clustering solution, the size of the dataset should in-
crease exponentially with the dimensionality. Otherwise, the obtained clusters might result in
meaningless information.
One possibility to solve this problem is through the reduction of the dataset dimensionality
by using feature extraction techniques [14]. The central idea behind feature extraction is to
characterize the high-dimensional dataset using artificial features constructed from the original
dataset which still depict the relevant information and characteristics thereof. Which features
are important or how many features to use (feature selection) is a problem-dependent decision.
Once the data set has been properly treated, the next step is to select the adequate clustering
algorithm that subdivides the (artificial) dataset into meaningful clusters. In the following sec-
tion, I briefly describe the K-medoid algorithm which is used, in this thesis, to improve Monte
Carlo efficiency.
2.6.1 Clustering techniques: K-medoid algorithm
The K-medoid algorithm [62] belongs to the centroid-based polythetic and exclusive clustering
techniques that partition the dataset into clusters such that there is a high degree of similarity
between a data point belonging to a cluster and the center of such cluster. The K-medoid al-
gorithm divides the dataset into a predefined number K of clusters. It evaluates the degree of
similarity using the distance (commonly Euclidean) between each data point and the center of
the cluster or medoid. Its selection for cluster analysis (see Section 6) relies on the straightfor-
ward understanding and selection of representative Monte Carlo realizations (medoids), ease of
application and fast and efficient in terms of computational efficiency. Obviously, the selection
of how many K clusters use to subdivide the data set is a clear disadvantage of the K-medoid
algorithm. However, it is well managed by introducing an specific-metric for WHPA result
interpretation (see Section 6). Although, it is not a goal of this thesis, future research could
investigate the efficacy and improvement of computational efficiency of different cluster tech-
niques. For instance, the Agglomerative Hierarchical Clustering, Expectation-Maximization
Clustering using Gaussian Mixture Models, mean-shift clustering, density-based spatial clus-
tering of applications with noise.
The K-medoid procedure starts by selecting randomly an initial number K of data points
used as medoids. Then, by computing the distance d between each medoid and the dataset, it
assigns each data point to the closest medoid. Using Eq. 2.11, a new medoid for each cluster




xmedoid = arg min




The number of medoids required to represent the desired statistic from the total dataset is an
indicator for the structure of knowledge in the chaos of uncertainty, and a small set of represen-
tations, each one at the center of each cluster can be used as a condensed, yet comprehensive,
set of hypothesis to represent the relevant aspects of uncertainty that exist in the dataset. Hence,
the clustering analysis aggregates the larger dataset into a limited set of representative meta-
concerns. Furthermore, with the selection of a unique medoid per cluster, I emphasize that
each medoid is equiprobable, i.e., each medoid has same importance or weight for describing
the dataset. Due to these properties, K-medoid will be used in chapter 6 to speed up Monte
Carlo simulation by selecting a limited but representative set of Monte Carlo realizations that
depict the behavior of a greater set of Monte Carlo realizations.
2.7 Optimization
The introduction to optimization problems given in this section is based on the book of Coello-
Coello et al. [20]. Overall, a single-objective global optimization problem is the process of
finding the global minimum of an objective function within the feasible region Ω of the search
space S. This is mathematically expressed by:
xopt = arg min
x∈Ω
f(x) (2.13)
f : Ω ⊆ S = Rn → R (2.14)
Here, the function f is called objective function and xopt is a global minimum with:
∀~x ∈ Ω : f(~x∗) ≤ f(~x) (2.15)
Then, ~x∗ is the global minimum solution of the objective function f . When f(x) describes
several objectives and hence is a vector-valued function, the problem of searching for the global
minimum solutions is named Multiobjective optimization problem (MOO). Now, the goal of
a MOO is to find optimal trade-offs solutions, called Pareto optimal, rather than searching for
the single global optimal solution. A solution ~x∗ is acknowledged as Pareto optimal if there
exist no feasible solution ~x which improves the quality of one of the objective functions f(x)
while being at least equally good in all other objectives fk. In other words, a solution ~x∗ ∈ Ω
is Pareto optimal if for every ~x ∈ Ω and I = {1, 2, ..., k} either:
∀i∈I = (fi(~x) = fi(~x∗)) (2.16)
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or, there is at least one i ∈ I that improves current solutions:
fi(~x
∗) < fi(~x) (2.17)




∗), · · · , fk(~x∗) = f1(~x), fi−1(~x), fi+1(~x), · · · , fk(~x) (2.18)
Then, to find the set of Pareto optimal solutions, it is necessary to compare among vectors
of objective function values. A vector ~f = (f1, · · · , fk) is said to dominate ~g = (g1, · · · , gk)
(represented mathematically as (~f  ~g)), if and only if ~f is partially less than ~u. Finally, for
a given set of Pareto optimal solutions (P∗) discovered during the MOO procedure, the Pareto
front (PF∗) is defined as:
PF∗ := {~f = (f1(x), · · · , fk(x)) | x ∈ P∗} (2.19)
A MOO model can be divided into two main categories: Linear programming (LP) and
non-linear programming (NLP) problems. This division bases on the degree of non-linearity of
the objective functions and constraints that constitute the MOO problem. In LP problems, the
series of linear constrains produces the so called convexity of the feasible domain. This desired
characteristic, produces that the optimum obtained solutions, located at the edge between the
feasible solution domain and the entire domain Ω, depict the global minimum (concave) or
global maximum (convex) of the problem, i.e., the smallest and largest value of the objective
function. Because of convexity, LP problems can be solved efficiently through a variety of
methods such as the simplex algorithm which provide of precise solutions.
On the other hand, in NLP problems, the objective function is non linear and/or the feasible
domain is determined by non-linear constrains. Many physical systems are inherently non-
linear, for instance, the WHPA delineation is defined via nonlinear transport modeling. This
example implies that NLP problems are more difficult to optimize. Reasons of this could be
that exist multiple disconnected feasible regions or to the difficulty of distinguishing a local
optimum from global optimum. One possibility to solve NLP problems, is through heuristic
optimization techniques which drive the search towards regions of expected optima but without
guarantee of finding the global optimum. In the next section, I give a brief introduction about
different heuristic optimizations techniques with emphasis on the Particle Swarm algorithm and
its adaptation to solve MOO problems.
2.7.1 Multiobjective Optimization Particle Swarm algorithm
In this section I briefly introduce some selected heuristic methods with focus on Particle swarm
Optimization and its modification for solving MOO problems. The use of heuristic optimization
techniques on this thesis is due to the high non-linearity of the multiobjective optimization
problem (see Sec 5).
Simulated Annealing. The simulated annealing (SA) algorithm was developed by Kir-
patrick et al. (1983) [65]. SA gets its name from the process of heating and controlled anneal-
ing (cooling) of a material in metallurgy. The concept of controlled annealing is represented
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in the SA algorithm as slowly decreasing the probabilities of accepting worse solutions as the
algorithm searches throughout the solution space for better solutions. Whether a new solution
replaces the current one depends on a probabilistic rule and considers the current changes in
the objective function and the progress along the optimization procedure.
Evolution-based and genetic methods. As their name suggests, Evolutionary strategies
(ES) simulate evolution through mutation and selection of the fittest to solve optimization prob-
lems. ES, introduced by Rechenberg (1965) [89], produces an initial population P of solutions
which at each iteration mutate randomly into new solutions (offspring). From the combined
population of solutions (Parents and offspring) only the best are selected, becoming the parents
of the new generation of solutions (iteration).
The Genetic Algorithm (GA) [58] makes use of evolutionary strategies and assigns proba-
bilities for the generation of new offspring solutions. Using the principle of the survival of the
fittest, those with overall current better performance within the population are attributed higher
probabilities for generating the new offspring and vice versa. Then, after selection, the "chro-
mosomes" of the survival solutions are recombined in order to generate the new solutions. This
cross-over operation started using binary strings but later was modified to account for alterna-
tive representations given the initial and non-trivial binary representation of continuos problems
by binary chromosomes.
Memetic algorithms. The Memetic optimizer (MA), introduced by Moscato in 1989 [79]
is a hybrid algorithm that combines the population-based strategy of having several coexisting
solutions (GA), each one performing a local search as in the SA procedure. While for producing
new solutions the MA uses the cross-over approach for depicting cooperation, the replacement
of the current solutions by the new ones follows the acceptance criterion of the SA approach.
The Particle Swarm Optimization. (PSO) algorithm is based on the book of Clerc [19]
and its adaption to address multiobjective optimization problems is based on the work of Coello
et al. [21] and Sierra and Coello [109], [22]. Although there is no superior individual heuristic
optimizer that provides better optimization performance, the selection of PSO (and its MOO
adaption) to solve my MOO problem relies mainly on its simplicity to implement and on the
straightforward update of the vector of continuous decision variables (e.g., pumping rates)
rather than encoding solutions depicted in binary representation (0s and 1s) such as in GA.
PSO was originally proposed by Kennedy and Eberhardt (1995) for solving global opti-
mization problems. PSO belongs - along with the Ant Colony Optimization [32] and Stochastic
Searching networks [12]- to the category of swarm intelligence systems known for replicating
the behavior and self-organizing interaction among agents such as a bird flocking [75] rather
than imitating the natural selection used by evolutionary optimizers such as GA [28].
In the PSO algorithm, a particle represents a point in the parameter space that links a set
of (randomly) chosen decision variables with the corresponding solution of the optimization
problem. After generating several particles, each one depicting a distinctive solution, the par-
ticle swarm flies throughout the parameter space, searching for particular zones of expected
improved performance of the problem solution. The motion of each particle is driven by a
velocity vector that updates each particle’s position based on its own experience, and on that of
its neighbors [109]:
vd = c1vd + c2(pd − xd) + c3(gd − xd) (2.20)
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xd = vd + xd (2.21)
Here, vd is the velocity vector that modifies the current particle’s position xd. The confi-
dence coefficients ci are values chosen randomly (using a linear distribution between [0 cmax])
that depict the particle’s confidence on its own movement c1, on the particle’s best-own per-
formance c2 and on the best solution found so far by the entire swarm c3. While pd is the best
position found up to now by each particle, gd expresses the best solution found so far by the
particle’s neighborhood.
Although the original PSO algorithm was initially developed to solve single-objective op-
timization (SOO) problems, further modifications have been made [21] for dealing with multi-
objective optimization (MOO) problems.
Unlike the single-objective version, the multiobjective particle swarm optimization
(MOPSO) procedure has to deal with three issues which are not present in the original PSO
algorithm: leadership, propagation of the non-dominated solutions and diversity.
Leadership. refers to the selection of the particle with the best solution found so far. For
SOO problems, the leading particle is one of two parts that influences the motion, through the
velocity vector of the particle swarm. However, in MOO problems, the solution is a set of
non-dominant solutions, each one equally likely to become the leading particle. To select the
leading particle among non-dominant solutions, one possibility is to use a quality value based
on density measures. Among several techniques existing in the literature, the Nearest neighbor
density estimator [28] and the Kernel density estimator [27] are two of the most commonly
used. The former quantifies as density the number of particles inside a cuboid formed around a
given particle. The latter defines a radius around a given particle (called niche), and selects as
leading solution the particle that has the fewest possible particles inside its perimeter.
Propagation of the non-dominated solutions. In MOO problems, besides searching for
new non-dominant solutions, it is necessary to keep a track of the non-dominated solutions
discovered so far. The usual approach is to retain the information of the non-dominated par-
ticles using an external file. At each iteration, the particle’s solutions are evaluated and if a
new non-dominated solution is found, the particle’s information is added to the external file.
Additionally, if such particle’s solution becomes dominant over a number of particles solutions
contained in the external file, the latter are discarded. In general, the comparison is carried out
utilizing an ǫ dominance approach that helps to keep the external file small. Using this strategy,
a cube of size ǫ is generated at each particle’s solution and if more non-dominant particles are
found inside the cube, only one remains.
Diversity refers to the swarm being spread over the solution space in order to warrant global
search. There may be a loss of diversity within the swarm due to the fast convergence feature of
the PSO algorithm. Two main approaches are used to maintain diversity within the swarm: 1)
Use of different topologies for depicting particle neighborhoods. Here, a topology represents
the group of particles to which a particle shares information. If the particle communicates with
the entire swarm it will lead to a fast propagation of the information among particles. However,
this will lead to a rapid decay in the diversity, since all particles will follow a unique leader.
Hence, to reduce the loss of diversity, it is preferable to use topologies that define a smaller
neighborhood to the particle. 2) Another strategy to maintain diversity, is through the correct
treatment of the confidence value c1 in the PSO equation. A large confidence magnitude indi-
cates that the particle effectuates a global exploration of the solution space (a big jump), which
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is preferred at the beginning of the optimization procedure. On the other hand, a small mag-
nitude indicates that the particle would perform a local exploration due to its reduced velocity,
which is preferred at the final stages of the MOPSO procedure.
To address the aforementioned issues, several strategies have been proposed by the distinc-
tive MOPSO techniques that currently exist in the literature. For example, the original MOPSO
algorithm [21] included a mutation operator strategy that improves the exploration capabilities
of the swarm while avoiding the particle’s stagnation at zones of assumed local optima. To
achieve this, the position of each particle is randomly modified, to some limited extent, at the
beginning of the optimization procedure, reducing the number and extent of the mutation for
later iterations. The Optimal MOPSO algorithm (OMOPSO) [109] combines three strategies
for improving the MOPSO procedure: A crowding factor that filters out the list of available
leaders (leadership), a mutation operator strategy based on uniform and non-uniform variation
of the decision variables (diversity) and an ǫ Dominance approach for the propagation of the
non-dominated solutions.
2.7.2 Dynamic Optimization problems
In a dynamic environment, the MOO formulation (regardless of the optimization algorithm
used to obtain the Pareto front) has to permanently search for new Pareto optimal solutions
whenever the environmental conditions change. By tracking the moving optima, the Pareto
front evolves over time, presenting new solutions that continuously fulfill the conditions of the
predicted state of the dynamic system. These changes can be attributed to dynamic objective
functions or constraints that change over time [40], [56], [55].
When solving a Dynamic Multiobjective optimization (DMOO) problem, the goal is to find
for each time step a new Pareto front. By modifying Eq. 2.19 this is expressed like:
PF∗ := {~u = ~f = (f1(x, w(t)), · · · , fk(x, w(t)) | x ∈ P∗(t)} (2.22)
Above, w(t) denotes the influence on time-variant conditions (objective functions) of the
Pareto front. DMOO problems can be found by sequential solution of MOO problems over
time, and this strategy will be used to solve a DMOO problem with OMOPSO in chapter 5.
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3. Efficient transient simulation of well
capture areas by quasi-steady-states
Parts of this chapter have been published in the Journal ADVANCES IN WATER RE-
SOURCES under the title Integrating transient behavior as a new dimension to WHPA de-
lineation [95]. I am reusing parts of the text and figures from this publication by the kind
permission of the publisher Elsevier]
In accordance to the challenge expressed in Chapter 1, the simulation of transient flow con-
ditions becomes highly expensive in terms of computational time. Even more, when addressing
uncertainties through Monte Carlo simulation. Thus, it becomes necessary to develop more ef-
ficient simulations for transient flow conditions. The concept of quasi-steady states developed
here is an efficient approximation. With this technique, I still can achieve asymptotically valid
transient flow conditions for large aquifer hydraulic diffusivity in effective linear systems.
Domenico and Schwartz [31] presented a time constant (T ∗ = SsL2/K) derived from
dimensionless analysis of Eq. 2.1 (neglecting qs), relating the aquifer hydraulic diffusivity term
(Ss/K)
−1 to a relevant length scale L such as the distance between the aquifer boundaries. This
diffusivity term is applicable to fully saturated aquifers where the saturated thickness remains
constant and thus is aimed principally at confined aquifers. For practical purposes, however,
one can use this concept for unconfined aquifers if the change in the saturated thickness does
not exceed, for instance, 10% of the initial saturated thickness [7]. They proposed to compare
this time constant T ∗ to the time scale t at which I wish to observe the aquifer. Here, T ∗ depicts
the time required to reach equilibrium after some hydraulic perturbation [2]. Thus, for times
t > T ∗, the aquifer would appear to be at steady state, where the influence of the storage term






∣∣∣∣∣ ∀t > T
∗ (3.1)
This equation is a common approximation that has been used in previous studies (e.g. [10]).
Consequently, Eq. (2.1) can be reformulated without the storage term following the same
boundary conditions as before in Eq. (2.2):
−∇ · (K∇φ) =
Ni∑
i=1
qi(x, t) in Ω (3.2)
Eq. (3.2), when applied to fully saturated confined aquifers, becomes a linear differential
equation [90]. Thus, I can write (without further loss of generality) the solution φ and its
boundary conditions as a linear superposition of the influences from external driving forces:
φ(x, t) = φ̃0(x) +
Nj∑
j=1
λj(t) · φ̃j(x) (3.3)
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Here, φ̃0(x) is the solution of Eq. (3.2) under time-averaged boundary conditions and with-
out internal sources and sinks. λj(t) is the magnitude of the j-th transient driver influence in
the solution of Eq. (3.2) at time t. The functions φ̃j(x) are the sensitivities of the solution
φ(x, t) with respect to the i-th transient driver. Further sensitivities result from the likewise
treated boundary conditions. Similarly, I decompose (again without loss of further generality
for fully saturated confined aquifers) the changes over time for the boundary conditions and
internal source/sink terms. The source/sink terms become:
qs(x, t) = q̃0 +
Ni∑
i=1
λi(t) · q̃i(x) (3.4)
I apply the same treatment as in Eq. (3.4) to the boundary conditions of Eq. (2.2). As an
example, the influence from a pumping well is represented by:
qpw(x, t) = λpw(t) · q̃pw(x) = Qpw(t) · δ(x− xi) on xi ∈ Ω× [t0,∞) (3.5)
Here, qpw(x, t) is the point-like sink term, Qpw(t) is the pumping rate with negative values
and δ is the Dirac function being zero at all x except at the position of the well xi. All boundary
conditions (transient drivers) are treated likewise.
I solve the proposed dynamic superposition of steady-state solutions using a standard
Galerkin finite element code as used by Nowak et al. [85]. The same mathematical treat-
ment holds approximately for unconfined aquifers where the changes in the saturated thickness
are small compared to the steady-state saturated thickness. In the following, I present the nu-
merical implementation of the superposition approach to obtain time frequency maps of well
capture areas as well as the probabilistic WHPA formulation and delineation rules used for
dealing with both transience and geological uncertainties.
3.1 Transport formulation under transient conditions
The advective-dispersive transport of a conservative tracer is given by:
∂c
∂t
+∇ · (vc− D∇c) = 0 in Ω (3.6)
Here, c is concentration, t is time, v = q/ ne is velocity, q is Darcy velocity, effective
porosity ne (assumed constant in this study) and D is the hydromechanic dispersion tensor
[100] given by:
D = (αt||v||+ De)I + (αl − αt)
vvT
||v|| (3.7)
With longitudinal and transversal dispersivities αl and αt, respectively, effective diffussion
coefficient De and the identity matrix I. Eq. 3.6 is subject to the boundary conditions:
-n · vc + n · (D∇c) = Ĵ on Γ1, (3.8)
Page 23
Chapter 3. Methodology
c = ĉ on Γ\Γ1. (3.9)
Here, Ĵ is a prescribed normal flux density and ĉ represents prescribed concentrations. Our
methodology to solve Eq. (3.6) relies on a backward-in-time formulation where the source
of contaminants starts at the pumping well [81]. I choose a particle-tracking random walk
scheme due to its absence of numerical dispersion [63], [96]. In comparison to steady-state flow
scenarios, when particles are released under transient conditions, they experience a sequence
of velocity fields throughout their entire life time. Hence, I define points in time tj ∈ [0, T ] at
which batches of particles are released in order to discretize the continuous injection in time.
Particles are tracked until they reach a life time τcrit that is relevant for WHPA analysis. Then I
use the transient time-of-travel capture zone analysis described in section 2.3 at points in time tk
that discretize the solution of Eq. (3.6). Thus, our approach involves three time discretizations:
(1) one for the flow time domain to discretize the flow conditions of different stress periods at
points in time tl, (2) another for the particle release at times tj , and (3) a discretization with
time points tk on which I read out the transient transport simulations for capture analysis. The
latter runs from tj to tj + τcrit for each particle batch, where τcrit is the critical time related to
the delineation of WHPAs.
3.2 Time frequency map representation of capture areas
The backtracking of each particle batch j results in a batch-wise (and hence time-dependent)
map of mean travel time towards the well. The mean refers to the respective mean over all par-
ticles (subject to hydrodynamic dispersion) that pass through the pixels of the map. I generate
each particle age map using the same grid as for the flow discretization. Then, using Eq. 3.17
(see Algorithm in Table 1), I convert each travel time map to a boolean (yes/no) map fj(xi)
that indicates whether the mean travel time is below the critical value τcrit. This map expresses,
for each pixel xi, whether it represents a risk to the well in case of contaminant spills. Finally,
I assess the frequency (across all nj batch-wise maps, i.e., over the transient behavior of the
system) how often each map pixel has a critical or smaller mean travel time. This yields a











1, if [τ(xi, tj) ≤ τcrit].
0, otherwise.
(3.11)
Lower values represent a smaller temporal window for possible contamination, which is
inversely proportional to how urgently a pixel should be included in the WHPA. Therefore, I
convert from frequency map to reliability map by:
Rt(xi) = (1− F (xi))× 100[%] (3.12)
I use the index t for these reliability maps to distinguish the time/frequency-related reli-
ability from the probabilistic reliability that I will discuss later. The time-related reliability
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expresses how likely the production well remains safe in case of an instantaneous spill event
happening in each map pixel xi, as the resulting transient contaminant plume may bypass the
well under the current transient flow conditions. For instance, for a total simulation time T of
360 days, the area outlined by the 90% time reliability isoline R90 is safe in 324 = 360 × 90%
days of the year. Thus, time reliability denotes a different kind of risk in WHPA analysis. A
lack of time reliability means that I know that such location will put the well at risk. The only
remaining question is for how many days per year, and this question is answered through the
pixelwise time reliability values.
3.3 Probabilistic WHPA formulation and delineation rules
Besides the uncertainty in capture delineation attributed to transient flow considerations addi-
tional uncertainty might be triggered due to (a) imprecise information regarding aquifer param-
eters and (b) inexact knowledge about the behavior of the different transient drivers. I tackle
both sources of uncertainty via Monte Carlo simulation of time reliability maps:
Rt(xi) = Rt(xi, w) (3.13)
Above, w denotes the dependence on random input parameters. The ensemble of time re-
liability maps represents the joint probability distribution of pixel-wise frequencies in transient
flow conditions and under uncertain aquifer parameters. The above formulation resembles the
probabilistic framework for WHPAs given by Enzenhoefer et al. (2012) [36], but now extended
for transience-related frequencies. It is important to emphasize the difference between time re-
liability and geological reliability values. While both handle risk in the face of uncertainty
(time and geological, respectively), a lack of geological reliability defines that I do not know
whether the well is safe. This is a different risk condition compared to the lack of time relia-
bility, which means that I acknowledge that the well is already at risk for a certain fraction of
days per year.
The resulting decision rule for delineating WHPAs requires two decision parameters: a
desired time/frequency reliability level and a desired geological/uncertainty reliability level.
How different transient drivers and the choice of these parameters affects the area consumed by
the WHPA will become clear in chapter 4. The proposed approach for the time frequency map




Algorithm 1 Probabilistic WHPA delineation
1: for Ensemble realization 1:N̂ do ⊲ N̂ depicts either N or Ns
2: Construct the time frequency map F (xi, θk)
3:
4: for Time interval 1 : nl do









7: Compute for realization k the time frequency map: F (xi, θk)






8: Compute the time reliability map Rt(xi, θk)
Rt(xi, θk) = (1− F (xi, θk))× 100[%] (3.16)
9: Convert each time reliability map to a boolean (yes/no) map




1, if [tp(xi, θk) ≤ tr].
0, otherwise.
(3.17)
10: Compute the probabilistic WHPA transient delineation
W (xi, θk, tr) = (
1
N̂





Transient conditions in groundwater flow have received only little attention regarding their
effects in WHPA delineation. Instead, most WHPA solutions are derived from steady-state
models. One cause is the high computational cost of addressing transiency during WHPA
analysis. For instance, most WHPA programs from water supply companies base their decision
making on fixed maps although the catchment to protect is in fact transient.
In this chapter, I propose a numerical approximation of transient groundwater flow that uses
dynamic superposition of steady-state flow solutions. The integration of transiency in WHPA
delineation analysis leads to the development of dynamic capture maps. These maps express
the time frequency of well catchment membership for each location in the domain. To account
for additional sources of uncertainty, such as aquifer heterogeneity, I wrapped up the WHPA
transient simulation within a Monte Carlo analysis. The resulting solutions, are Probabilistic
WHPA maps that depict the probabilities of groundwater pollution due to geological uncer-
tainty and temporal uncertainties.
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4. Integrating transient behavior as a new
dimension to WHPA delineation
Most of the content of this chapter has been published in the Journal ADVANCES IN WA-
TER RESOURCES under the title Integrating transient behavior as a new dimension to
WHPA delineation [95]. I am reusing parts of the text and figures from this publication by
the kind permission of the publisher Elsevier
In this chapter I evaluate the impact that transient flow conditions have on (probabilistic)
WHPA delineation. By doing this, I extend current methodologies and concepts in WHPA anal-
ysis so that transiency can be integrated as a new dimension to WHPA delineation. To achieve
and illustrate this, I use the newly developed method described in chapter 3 in a synthetic model
scenario which is described below.
4.1 Model scenario
I set up a synthetic model scenario in order to address and analyze the effects of transiency and
uncertainties on capture zones and WHPA delineation. Here, I describe the model domain. The
transient drivers considered were already presented in Section 2.3
4.1.1 Set up of the synthetic base model
The geometry used for the synthetic base model resembles a single geological layer. It is
confined only by a leaky layer that permits recharge. The model uses prescribed fluxes and
heads for the Neumann and Dirichlet boundary conditions (see Fig. 4.1). The model domain
has a size of 3,500 m × 3,500 m × 50 m, discretized with 10 m × 10 m × 10 m cells. I select
τcrit = 180 days, setting the total simulation time for transport to 360 days, ensuring at least 180
days of simulation for any batch of particles injected over the half-year period of system time.
The quasi-steady flow is discretized in time steps of 20 days (see Chapter 3), and I release a
new batch of particles every day into a single fully penetrating well located at x = 2800 m and
y = 1750 m in the domain. Additionally, I highlight four locations (see Fig. 4.1) within the
domain in order to analyze how the results of our approach (i.e., time reliability and geological
reliability) can be used in decision making.
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Figure 4.1: Synthetic base model showing the boundary conditions, pumping well position and
the four locations (L) with analyzed time reliabilities
Table 4.1: Transient flow, transport and covariance model parameters
Scenario Full Amplitude α ± ε Steady-state condition α
Flow direction (°) [170 - 190] 180
Gradient strength (-) [0.0015 - 0.0065] 0.004
Pumping rate (m3/s) [0.005 - 0.050] 0.0275
Natural recharge (mm/yr) [50 - 500] 275
Frequency ω (π/year)
Amplitude percentage ε (%) U [0 - 100]
Phase shift ϕn (-) U [0 - π]
Porosity n (-) [0.30]
Molecular diffusion coefficient (Dm m2/s) [1· 10−9]
Longitudinal dispersivity αl (m) [1]
Transversal dispersivity αt (m) [0.1]
Mean Log Hydraulic Conductivity K (m/s) U [-5.5 - -7.5]
Variance σ2 (-) U [2 - 5]
Shape parameter κ (-) U [0.55 - 0-75]
Length scale on x-axis λx (m) U [510 - 1025]
Length scale on y-axis λy (m) U [220 - 515]
Length scale on z-axis λz (m) U [35 - 55]
In my scenario, I assumed a specific storage of 1 · 10−6. Utilizing the distance between
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boundaries (L = 3500 m) and both extreme values of mean K (see table 4.1), I obtain time
constants T ∗ ranging from 0.034 to 0.26 days. Thus, the groundwater system will reach equi-
librium after the introduction of a new set of transient conditions on a time scale of 369 min at
the latest. Table 4.1 lists all relevant parameters for transient flow, transport and the covariance
model.
4.2 Influence of transient conditions in single WHPA delineations
In my investigation, I distinguish between the influence of transient flow conditions on deter-
ministic WHPA delineation (Eq. 3.12) and its impact on probabilistic WHPA solutions (Eq.
3.13). In this first section, I investigate the changes in WHPA delineation triggered by the in-
dividual influence of each considered transient driver. Based on this, I examine and rank their
individual influence on the WHPA outlines.
4.2.1 Each transient driver has a distinct pattern
How does a transiency-driven WHPA outline differ from a steady-state WHPA delineation?
Fig. 4.2 displays an example of the individual contribution that heterogeneous aquifer condi-
tions and each considered transient driver can cause in WHPA delineation. All transient real-
izations utilize the same amplitude (100%), phase shift (0) and period (π/year) values. Each
figure shows the isolated influence of a single transient driver or heterogeneity as specified in
the figure headings, while all other drivers are fixed to their average steady-state values. Ad-
ditionally, I show the equivalent solution for a homogeneous aquifer under fully steady-state
conditions. For comparison in each figure, I outline in white the steady-state WHPA, as well as
the corresponding 100% time reliability WHPA in red. The blue cross indicates the pumping
well location.
At first, I look at steady-state cases as a basis for comparison. Fig. 4.2a presents the
straightforward WHPA solution based on steady-state assumptions and homogeneous aquifer
conditions. Fig. 4.2b shows the influence of aquifer heterogeneity in a single aquifer realiza-
tion under steady-state assumptions that, depending on the individual realization of hydraulic
conductivity, deforms the theoretically required WHPA outline. The absence of transiency and
assumption of complete knowledge of aquifer heterogeneity in these two cases should result in
a deterministic WHPA outline.
Now I look at the influence of seasonal changes in the regional groundwater flow direction
in a homogeneous aquifer, i.e., ignoring all aspects of heterogeneity and uncertainty. Fig. 4.2c
shows the corresponding frequency map of WHPA membership through dynamic changes. A
transient direction results in a narrower guaranteed-membership area (yellow) in the transverse
direction, but with increasing WHPA area for higher time reliability levels. Compared to the
homogeneous steady-state case in Fig. 4.2a, there is minimum impact on the WHPA downgra-
dient (right) of the pumping well position. Overall, transiency in regional flow direction mainly
calls for a laterally expanded WHPA at the upstream and middle sections.
The pattern caused by seasonal changes in the strength of the regional hydraulic gradient is
shown in Fig. 4.2d. Two system states arise during its temporal variations: 1) during periods of
larger magnitudes, the hydraulic gradient will have a higher influence on the velocity field than
the current pumping rate. This extends the required WHPA into the upgradient flow direction,
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leading to a larger, although narrower, WHPA. 2) Periods of weaker gradients, on the other
hand, permit a stronger relative influence from current pumping rate conditions, leading to
a shorter, yet wider, WHPA. The combination of both effects induce an extended WHPA at
almost all sections of the outline, but only at large time reliability values. Hence, a visual
ranking between the factors may be misguiding.
Next, in Fig. 4.2e, we look at the effects of seasonal changes in the natural groundwater
recharge. Among all analyzed transient drivers, natural recharge causes the smallest variations
in WHPA delineation. Our scenarios are inspired by moderate climates, so the importance of
natural recharge variations may be more pronounced in regions with a rain season followed
by a clearly arid season. However, I postpone the discussion of quantitative statements about
significance of the drivers to section 4.1.2.
Finally, in Fig. 4.2f, I look at the pattern caused by variations in pumping rates. The
influence of transient pumping conditions and the resulting pattern can be understood as the
exact opposite of the two effects mentioned for the strength of the regional gradient. When
comparing the time frequency patterns between the transient pumping case (Fig. 4.2f) and
the transient hydraulic gradient scenario (Fig. 4.2d), it shows a smaller variation in the time
frequency pattern. This smaller variation, however, is attributed to the assumed pumping rate
amplitude, rather than to the transient driver effect by itself. Nevertheless, in both WHPA
solutions I used magnitudes from real-case scenarios (Festger and Walter [41] and Frind et
al. [46]) that represent realistic situations from the literature. Overall, I conclude that each
individual transient driver has a distinct pattern of temporal catchment memberships. They



















Figure 4.2: Example of the impact in WHPA delineation due to aquifer heterogeneity and transient flow conditions. The color scale defines the pix-
elwise time reliability values for each WHPA scenario. WHPA delineation assuming steady-state conditions in homogeneous (a) and heterogeneous
aquifer conditions (b). WHPA delineation on a homogeneous aquifer influenced by a single transient driver, holding other transient conditions to
average magnitudes: (c) angle of regional flow direction, (d) strength of the regional hydraulic gradient, (e) seasonal natural groundwater recharge,
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4.2.2 Ambient flow direction is the dominant driver
Which transient driver has the most important influence in our analyzed scenario? In order to
answer this question beyond the visual impression from section 4.2.1 and in combination with
uncertainty in the strength and phase shift of each transient and in combination with uncertain
conditions in aquifer characterization (geological uncertainty), I carried out a global sensitivity
analysis (GSA) based on the Morris method [78]. To analyze sensitivities, the GSA computes
two sensitivity measurements per randomized variable (known as factors within the Morris
framework). First, it calculates the absolute mean effect µ∗i to describe the global influence of
each input factor. Second, it computes the standard deviation σi to point out whether a factor
depicts a non-linear behavior or interactions with other factors. A factor can be acknowledged
as unimportant if both Morris measures show low values (i.e., both sensitivity measures are
located near to the origin). Linear effects depict high values of µ∗i and low values of σi, while
non-linearity or interactions with other transient drivers are indicated by high magnitudes in
both measurements. In our analysis, I consider the sensitivities with respect to four amplitude
and three phase shift values (because pumping depends on recharge), using 5,000 Monte-Carlo
repetitions per transient driver.
In our assessment, I investigate three different sensitivity aspects. Case A depicts changes
in time reliabilities for each pixel within the WHPA. Case B compares the total areal demand
(land surface area delineated by arbitrarily selected reliability levels) inside the 100% time
reliability. Finally, case C measures changes in delineation by counting the number of pixels
left that flip from "inside WHPA" to "outside" and vice versa.
Fig. 4.3 displays, for cases A (red), B (blue) and C (black), the sensitivity measures due to
changes in the regional flow direction (circles), regional hydraulic gradient (diamonds), pump-
ing rate (triangles) and natural recharge (squares). First, I analyze the overall behavior from all
transient drivers for the three mentioned cases. As expected, each transient driver introduces
a change in WHPA delineation indicated by µi > 0, while additionally showing a non-linear
behavior or interaction expressed by σi > 0. The location of all transient drivers on the diagonal
of the plot indicates the importance of transient flow conditions during WHPA analysis.
Next, I analyze the relation between both sensitivity measures µ∗i and σi for each transient
driver. Apparently, I can group their overall influence into two main clusters. The first cluster
groups all sensitivities attributed to changes in the regional groundwater flow direction (circles).
Case A (Areal demand) becomes the most sensitive case in comparison to the other two cases,
as seen by the larger values in both sensitivity measures.
The second cluster groups all transient drivers that modify in some extent the velocity field.
Here, transient pumping rate conditions (triangle) depict for all three cases an overall greater
influence than the remaining two transient flow behaviors. In general, changes of the regional
hydraulic gradient are described as the third most influential condition, although only for cases
A (red) and C (black). Dynamic behavior in the natural recharge is ranked in general as the
least influential transient driver.
Although this analysis is specific to the used range of transient driver magnitudes, it allows
us to formulate tentative recommendations about the treatment of transient drivers: First, in
the presence of dynamic fluctuations of the regional flow direction, one should account for
these variations during WHPA delineation, rather than introducing a mean flow direction into
simulation. Second, pumping regimes and dynamic changes in the regional hydraulic gradient
can represent an important source of transiency which should not be neglected. However,
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Figure 4.3: Normalized sensitivity values for the four analyzed transient drivers: 1) Changes
in the regional flow direction (circle), Regional hydraulic gradient (diamond), Pumping rate
(triangle) and Natural recharge (square). Red, blue and black colors identify Cases A, B and C,
respectively
pumping regimes can be easier to predict, because they are under control of the operator (see
Chapter 5). Finally, dynamic variations in the natural groundwater recharge might be viewed
as a mean value in case other transient conditions are strongly pronounced.
4.3 Transient analysis improves probabilistic WHPA delineation
In the previous section I discussed how the individual effects of each considered transient driver
modify the conventional WHPA outline. Now, in this section, I introduce uncertainty in WHPA
delineation, attributed to the insufficient knowledge about parameters of transient drivers in
Eq. 2.9 and also to inexact characterization of aquifer heterogeneity. I investigate this issue via
Monte Carlo analysis.
4.3.1 The difference between transient and steady-state probabilistic analysis
How does our probabilistic transient analysis and decision rule (including uncertainty in tran-
sient drivers and in heterogeneity) differ from probabilistic steady-state WHPA analysis? To
investigate this question, I compare the solution of our fully uncertain transient analysis with
an equivalent scenario that considers only geological uncertainty and replaces transient flow
conditions by their long-term average (see Table 5.1). Fig. 4.4 shows, for both analyses, the
delineation for a 50% geological reliability level using 100% time reliability in the transient
analysis (larger white contour line) and in the steady-state analysis (smaller white contour line).
Of course, the transient analysis leads to the larger outline. This is because the transient analy-
Page 34
Chapter 4. Integrating transient behavior as a new dimension to WHPA delineation
sis integrates all locations that, due to transient flow conditions, might contribute groundwater
to the well at any time of the year.
The transient analysis provides richer information than conventional probabilistic analyses
in the form of time reliability outlines. For example, Fig. 4.4 highlights in red the 10%, 50%
and 90% time reliability outlines for the same 50% geological reliability level. These outlines
include all locations in the WHPA that contribute to the pumped water quality in 10%, 50% and
90% of all days in the year. The larger the time reliability value, the larger the corresponding
outline. The observable increase in areal demand of the WHPA is a combination of the individ-
ual patterns discussed in section 4.2. With the help of these time reliability outlines, a decision
maker can elucidate (here: for a chosen geological reliability value), the time frame of protec-
tion against groundwater contamination that the WHPA should provide. Of course, there will
be trade-offs between choosing higher geological reliability versus higher time reliability, as
will be discussed in section 5.2.2. In section 5.2.4, I show how the richer information provided
by time reliability maps is useful in decision making about WHPA delineation.
Figure 4.4: Comparison of probabilistic capture delineation assuming transient and steady-
state solutions. The smaller white contour line denotes the WHPA delineated in the steady-state
scenario at 50% geological reliability level, while the greater white contour shows the result for
the transient analysis (combining uncertain transiency and geological uncertainty) at 100% time
reliability and 50% geological reliability. The red contour lines highlight time reliability levels
of 10%, 50% and 90% in the same transient scenario. The background shows the steady-state
solution for values ≤ 50%
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4.3.2 Choosing higher time reliability levels is much cheaper than increasing geological
reliability
How does the overall areal demand for WHPA delineation depend on the chosen reliability and
what is the trade-off between geological and time reliability? Fig. 4.5 shows the corresponding
areal demand for combinations of geological and time reliability levels ≥ 50%. The greater
these levels are, the greater the safety and the corresponding areal demand, reaching the max-
imum protection and area at the 100%-100% (time-geological) combination. For instance, the
curve for areal demand for a fixed 100% time reliability value indicates the area required for
full temporal protection as a function of geological reliability.
Do time and geological reliability behave differently in demanding area? First, I compare
the steepness of the slopes in areal demand with increasing time reliability for the fixed 50% and
100% geological reliability levels. While both curves seem to increase linearly with increasing
time reliability, the steeper increment in areal demand at the 100% geological reliability level
shows that the greater transient influence occurs when requiring larger geological reliability.
Now I look at the slopes along the geological reliability axis, e.g. for fixed time reliability
levels of 50% and 100%. Here, I see a strong increase in slope over the last 10% of geological
reliability for both time reliability levels. By comparing the behavior along the two directions,
I can conclude that the additional areal demand for more time reliability is always smaller
than the additional areal demand for larger geological reliability. Thus, there is an obvious
preference for choosing larger time reliability over larger geological reliabilities, especially at
high reliability levels.
Figure 4.5: Areal demand for combined time and geological probabilistic delineations ≥ 50%
4.3.3 Time reliability information can help to prioritize protection
In this analysis, I investigate how time reliability information improves decision making in
WHPA delineation and when deciding on individual protection measures for sensitive locations
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Figure 4.6: Cumulative distribution functions for locations: 1(blue), 2(red), 3(black) and
4(green)
within the WHPA. For our analysis, I utilize the Cumulative Distribution Function (CDF) of
time reliability values over all realizations. I extract their CDF at the four different locations
marked in the Fig. 4.6 as blue, red, black and green lines for locations L1, L2, L3 and L4,
respectively. In addition, for reasons of clarity, I add axes of opposite magnitude to indicate
risk. If I look at the lower-right corner of the plot, the combined 100%-100% time-geological
risk scenario will represent the worst case for any location, since it indicates a 100% probability
risk for groundwater contamination at all times. Vice versa, the 100%-100% time-geological
reliability conditions in the upper left corner describe that the location under analysis represents
zero risk at all times.
The probability that a spill at any time will impact the well (0% time reliability) is less than
3% for L3 and less than 1% for L4. But our analysis also shows a continuous release at L3
(looking at close to 100% time reliability) will impact the well at some days of the year with
more than 40%.
For a good decision, I can look at the type of land use of the featured locations. For in-
stance, if there is industrial activity at L3, the need to implement strong regulations is obvious,
and L3 should be treated just like L1. However, if locations L3 and L4 show only limited hu-
man activity such as a forest area, I would be willing to discuss rather mild and cost-effective
strategies for risk reduction. In this way, I enhance the decision making about the treatment of
sensitive locations within the WHPA by introducing our transient analysis.
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4.4 Conclusions and Outlook
In this study, I implement four chosen transient conditions and analyze how they influence
WHPA delineation. My key analysis tools are joint frequency/probability maps that indicate
the degree of membership to the area that should be protected. In the end, my analysis results
in a fixed WHPA map, but the construction of the map explicitly considers transiency and un-
certainty. I am aware that the results and conclusions of my study are specific to the analyzed
scenario, i.e., to the used set of parameters and employed models to represent geological un-
certainty conditions. For example, the choice of sinusoidal dynamics, the selection of dynamic
drivers and the adequacy of geostatistical models will differ from site to site (e.g. [70], [71]).
However, I expect that on a qualitative level, the effects and the ranking between heterogeneity
and transiency generalizes. In summary, my findings are:
1. The influence of every considered transient driver resulted in a distinctive pattern how
WHPA maps are affected. The ambient flow direction drives most of the changes in
WHPA delineation.
2. Working under steady-state conditions is not enough. Transient analysis for probabilistic
WHPA delineation provides additional information in terms of time reliability maps.
Now, a WHPA can be defined from this analysis by selecting a reliability level for time
and one for geological uncertainty.
3. Time reliability relates to a different kind of risk when compared to geological reliability.
A lack of time reliability denotes that I know that the well is at risk for a certain fraction
of days per year, while a lack of geological reliability means that we do not know whether
the well is at risk.
4. In the presence of uncertain transient and geological conditions, selecting a higher time
reliability level becomes much cheaper than increasing geological reliability.
5. Transient analysis enhances decision making for sensitive locations within a WHPA. The
use of time-geological reliability information, combined with land use information, helps
to take more targeted risk reduction measures that align with the two different types of
risk added by time reliability and geological reliability.
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5. Dynamic re-distribution of pumping
rates in well fields to counter transient
problems in groundwater production
Most of the content of this chapter has been published in the Journal GROUNDWATER FOR
SUSTAINABLE DEVELOPMENT under the title Dynamic re-distribution of pumping rates
in well fields to counter transient problems in groundwater production [94]. I am reusing
parts of the text and figures from this publication by the kind permission of the publisher
Elsevier
As previously explained in Chapter 1, groundwater modelers usually delineate Wellhead
protection areas (WHPAs) assuming steady-state flow conditions. However, time-varying
groundwater flow conditions dynamically change the area from which the water is actually
pumped, as it is discussed in chapters 3 and 4. For instance, seasonal changes in the ambient
flow direction might bring locations with hazardous land use activities (e.g., gas stations or
agricultural lands) into the actual abstraction zone for some time periods during the year. Thus,
steady-state WHPA solutions can become inadequate for reliable drinking water well protec-
tion. Of course, one might simply enlarge the delineated WHPA to account for all seasonal
conditions, but this can lead to a massive enlargement of required WHPAs (see Chapters 3 and
4).
In this context, I present a novel pumping management scheme that reduces the influence of
transient flow conditions on the actual abstraction zone, so that abstraction remains within the
delineated WHPA. Thus, steady-state WHPAs together with old schemes can represent a robust
solution against dynamic environments. To formulate my management approach, I use multi-
objective optimization (MOO) concepts, searching for compromise solutions that consider at
least three objectives: 1) to minimize the risk of pumping water from outside of a given WHPA,
2) to maximize groundwater supply and 3) to minimize involved costs.
5.1 Introduction
In WHPA analysis, one of the main assumptions usually taken by groundwater modelers is
to neglect the impact of time-varying flow conditions during WHPA analysis. Instead, the
standard routine is to assume steady-state flow conditions. However, nature is transient, and
thus the actual time-of-travel capture area has a dynamic outline with no guarantee to remain
within the delineated WHPA.
Transiency in groundwater flow can be triggered by several sources. For instance, the tran-
sition between dry and rainy seasons can lead to a dynamic water demand that increases and
decreases, respectively, the required groundwater abstraction of a well field. The influence
of transient pumping conditions on WHPA analysis has been analyzed by Ramanarayanan et
al. (1995) [88]. They observed how unsteady pumping rate conditions expand the required
WHPA outline compared to its equivalent steady-state delineation. They concluded that tran-
sient pumping seems "not to average out with time", and thus should be included in WHPA
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analysis. Furthermore, seasonal dynamics and stochastically occurring weather conditions can
also lead to changes in the outline of the actual abstraction area, triggered by changes in both
the regional flow direction and the regional hydraulic gradient. Festger and Walter [41] ana-
lyzed the influence of both conditions and concluded that such variations influence the size of
the actual abstraction zone by shifting, expanding or shrinking its outline.
Recently, Rodriguez-Pretelin and Nowak [95] (see Chapter 4) investigated the effects of
(uncertain) transient flow conditions in (probabilistic) WHPA delineation. They showed,
through four selected transient drivers, how the involved transience triggers significant changes
in WHPA delineation when compared to equivalent-steady state solutions. From this, they con-
cluded that working under steady-state conditions is not enough. Instead, they showed how a
transient capture area calls for delineation of larger WHPAs to reduce the fraction of time per
year where water is pumped from outside the delineated area.
They also provided a combined probabilistic/frequentistic delineation rule as a way out.
However, the obtained WHPAs are always larger than steady-state-based WHPAs. Enlarging a
WHPA might not be an issue when a well or well field is located in rural areas dominated by
forests or with non-intensive farming. But in densely populated areas, especially with industrial
activities, larger WHPAs become difficult to implement. Even in domestic areas, oil tanks for
heating or major motorways are an issue. Therefore, alternative solution strategies to handle
transience are required.
I argue that, once one starts caring about transient flow, one could just as well use tailored,
dynamic pumping schemes within the well field to counteract natural fluctuation and thus re-
duce the dynamic changes in the actual abstraction outline. Dynamically managed pumping
schemes are the most straightforward way out, since natural transient effects (e.g., regional
gradients) cannot be brought under human control, but pumping is controlled by management.
Many research papers about optimal pumping management schemes can been found in the
literature. Most of these studies address sustainable management of groundwater resources in-
volving quantity and quality issues ([111], [110], [112], [48], [24]) or solutions for groundwater
remediation ([5], [59], [76], [69], [86]). When adapting such schemes to WHPA management,
one should consider at least three objectives: 1) to minimize groundwater abstraction from out-
side of a predefined WHPA, 2) to minimize groundwater disparity between demand and supply
and 3) to minimize the involved costs of pumping.
These three objectives seem to conflict with one another: for example, a pumping scheme
that rigorously restricts the actual abstraction zone to an existing WHPA may not meet the water
demand. Additionally, a strong redistribution of pumping rates can lead to locally stronger
drawdown and hence increases the energy costs for pumping. Therefore I propose to utilize
multi-objective optimization (MOO) concepts [72]. Using this formulation, if a management
solution improves at least one of the aforementioned objectives without being worse in any
of the other objectives, it is acknowledged as a so-called non-dominated solution. The set of
all non-dominated solutions forms what is called a Pareto Front. The Pareto front is a list of
all meaningful trade-off options between the three selected objectives, and the final selection
for a specific solution is based on decision rules or discussions that reflect the preferences of
the decision maker. Furthermore, given the dynamic behavior of our groundwater system, my
dynamic multi-objective optimization (DMOO) problem [6] has to continuously search for new
optimal pumping decisions that address the current state of a dynamic system, so that the Pareto
front changes (and has to be tracked) over time. Hence, my management scheme requires to
solve the MOO problem in a dynamic way, e.g., by re-optimizing at a sequence of time steps.
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Additionally, it is essential to consider the impact that spatial variability and uncertainty
of aquifer properties (e.g., hydraulic conductivity) have on WHPA analysis. The impact of
geological uncertainty has been widely analyzed in the literature (e.g., [45], [66], [126], [116],
[36], [35])). Consequently, dynamic pumping strategies that would not consider uncertainty
could not be considered robust. Instead, they would represent over-confident management
strategies that perform worse in practice than what is expected during the optimization and
decision making. In this chapter, I address robustness through Monte Carlo simulation over
conditioned hydraulic conductivity fields.
The contribution of this chapter is to formulate and develop a multi-objective dynamic man-
agement model with the goal to reduce and deliver control to the decision maker of the changes
in the actual abstraction outline (compared to the delineated WHPA) caused by transient flow
conditions. Thus, model-based steady-state WHPAs together with analytic scheme outlines
can represent a robust and still valid solution against unconsidered dynamics of the flow en-
vironment. The proposed scheme achieves this via dynamically adapting and re-distributing
pumping rates of individual wells in a well field. To avoid infeasible decisions, it works with
trade-off solutions among the aforementioned competitive three objectives.
The remainder of this chapter is structured as follows. First, in section 5.2, I describe my
intended management scheme and formulate the corresponding dynamic multiobjective opti-
mization problem. Later, I extend my MOO problem to provide robustness over geological
uncertainty (see Section 5.2.3). Finally, in section 5.2.4, I extend to a dynamic MOO prob-
lem and explain the decision rules I use for selecting Pareto solutions at each time interval.
In section 5.3, I present the used methodology to carry out our novel pumping management
approach. Section 5.5 describes a 3D synthetic application model and provide implementation
detail. Results and corresponding discussions are found in section 5.5, while the conclusion
and outlook are presented in section 5.6.
5.2 The proposed pumping rate management strategy
In the present section, I describe the novel approach for the optimal dynamic re-distribution
of pumping rates to counter transient problems in groundwater production while additionally
accounting for geological uncertainty.
5.2.1 Management problems in safe groundwater production due to transient flow con-
ditions
Most groundwater protection programs use WHPAs to safeguard groundwater abstraction
against pollution. Retaking Figure 1.1 from Chapter 1, it highlights in black a typical WHPA
of a well field composed of eight drinking water wells. During WHPA analysis, this WHPA
assumed a complete knowledge about heterogeneous aquifer conditions (hence the irregular
WHPA geometry) and steady-state conditions. Likewise, this Figure highlights in red a larger
additional outline for the same well field that accounts for transient flow conditions influencing
the WHPA analysis [95].
Thus, the goal of my suggested pumping management approach is to optimally re-distribute
pumping rates so that the adapted capture area remains within the original steady-state WHPA
solution even in a transient environment, and so to avoid the WHPA enlargement sketched in
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Fig 1.1. To achieve this, I investigate, over a defined time horizon, whether the predicted ab-
straction zone driven by transient flow and pumping rate conditions exceeds the given WHPA.
If yes, I counter this exceedance by re-adjusting, for the analyzed time-horizon, the pumping
rates.
I use the indicator map Is(x, θ) for the actually delineated WHPA. This indicator map marks
all locations x inside the WHPA with Is = 1, and Is = 0 otherwise. θ are hydrogeologi-
cal parameters influencing the WHPA delineation such as hydraulic conductivity or porosity.
Likewise, for the predicted transient time-of-travel abstraction area, I use the indicator map
Id(t, x, θ, q(τ), α(τ)).
Additional for being dependent on aquifer parameters θ, the dynamic capture zone pre-
dicted at time t into the future depends on pumping rates at q(τ) and groundwater transient
conditions α(τ) acting over some relevant time interval τ . For the latter indicator map, to sim-
plify notation, I use its shorter expression Id(t, x, θ, ·). The predicted abstraction zone results
from the combined influence of past ambient transient flow conditions and past pumping (either
optimally rearranged or not) with forecasted ambient flow behavior and suggested pumping rate
management. Thus, the time interval τ starts in the past of t and extends into the future of t.
To evaluate whether the WHPA currently delineated remains valid as protection measure for
the forthcoming stress period, my framework compares, for any suggested future pumping rate,
Is(x, θ) to Id(t, x, θ, ·). In plain words, I measure the extent of area in Id that is not protected
by Is.
I base the evaluation of a suggested pumping management on three aspects of relevant in-
terest in WHPA analysis: (1) its quality, which describes the extent of area in Id(t, x, θ, ·) that
currently contributes with groundwater to the well field without being protected by Is. (2) the
quantity of actual groundwater demand not fulfilled by the suggested pumping strategy and
(3) the efficiency of the suggested management scheme interpreted as the costs for pumping
operation over the studied time horizon. These three metrics are in fact competing among each
other. For example, a pumping rate management strategy that always fulfills the actual ground-
water demand will necessarily violate the given WHPA outline when compared to a solution
with lesser groundwater supply, and of course it will represent a more expensive management
strategy. However, different management strategies producing the same quantity of groundwa-
ter would not necessarily lead to the same size and shape of the actual abstraction zone as I
can re-distribute the pumping rate within the well field. In order to find pumping management
conditions that represent optimal management solutions in the face of transient flow behavior
and geological uncertainty, I use multi-objective optimization (MOO) concepts [72], searching
for compromise solutions among the considered three aspects.
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5.2.2 Multi-objective optimization formulation
Based on the approach described above, I formulate the following MOO problem:





fdel(q(τdec) | θ, α(τdec), α(τpast), q(τpast)
fgws(q(τdec) | θ, α(τdec), α(τpast), q(τpast)
fcost(q(τdec) | θ, α(τdec), α(τpast), q(τpast)


∀ t ∈ t0 + ∆τdec
(5.1)
Here, qopt(τdec | ·) is an optimal pumping rate solution q, for the upcoming management
period τdec starting at the current time t. The suggested pumping-rates q(τdec) are subject to the
constraints q ∈ Q, such as being positive, satisfying a minimal required groundwater supply or
remaining below maximal admitted values. Each optimal pumping solution aims to reduce the
influence of forecasted groundwater transient flow conditions α(τdec) (e.g., regional changes
in the hydraulic gradient or seasonal groundwater recharge) while conditioned to past pumping
rates q(τpast) and past groundwater transient flow conditions α(τpast). The sum of these two
time intervals (τpast and τdec) defines a time interval τ which I use for capture analysis. For
instance, if I want to provide an optimal pumping rate management for the upcoming 30 days
(τdec = 30) of a one-year time-of-travel WHPA outline (τ = 365 days), τpast = 335 days
represents the relevant past time interval of already experienced transient flow behavior. These
time intervals are illustrated in Fig. 5.4.2. Hence, in order to solve Eq. 5.1, I would run, for each
suggested pumping management alternative, the same natural transient flow and pumping rates
over time τpast. Once each alternative reaches time τpast, the suggested pumping rate alternative
would run over τdec = 30 days, until it reaches the total time simulation τ = τpast + τdec.
Then, for each suggested pumping rate management, I evaluate its performance through three
objective functions: fdel, fgws and fcost which are explained in the following:
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Figure 5.1: Conceptual visualization of the time discretization in the proposed method.
Exceedance area (fdel): Eq. 5.2 describes (integrated over time) the extent of area in the
overall domain Ω that is within the predicted transient groundwater abstraction area Id(t, x, θ, ·)
and exceeds the WHPA outline highlighted by Is(x, θ). To compute this exceedance area, I
solve a transport problem for the suggested pumping rate strategy, using an available WHPA
transient simulator (see Section 5.4.2). For instance, if fdel = 0, then the predicted capture zone
will fully remain inside the given WHPA during all of τdec. Minimizing fdel corresponds to the






(1− Is(x, θ)) · Id(t, x, θ, ·) dx dt (5.2)
Groundwater shortage(fgws): The objective function for groundwater shortage depicts the
difference in the water volume between the expected groundwater demand D(τdec) and the sug-
gested groundwater supply S(q(τdec)) that corresponds to a suggested pumping scheme q(τdec).
In my analysis, I discard any pumping management alternative that would lead to undersupply
in case of sufficient groundwater availability within the given WHPA, and formulate this as part
of the constraints q ∈ Q. Minimizing fgws represents the quantity goal (2) from section 5.2.1:
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Here, qk(τdec) is the pumping rate at well k during time interval τdec and nk is the number
of wells in the well field. As additional constraints, our optimization problem is subject to a
maximum allowed pumping rate qmax for each well and to the prohibition of injection (0 ≤
qk(τdec) ≤ qmax).
Involved costs(fcost): We evaluate the energy costs of the management scheme over the
considered time horizon τdec using the following expression:





qk(τdec) · hk dτ (5.5)
As stated by Katsifarakis et al. (2018) [61], Eq. 5.5 can be used for any aquifer type with
A describing the energy cost per pumped volume and vertical height, which for the sake of
simplicity is assumed constant in this study. Here, hk(τdec) is the time-dependent depth of
the water level at each well location that is predicted from the simulated groundwater flow
conditions over time τdec. As additional constraint within q ∈ Q, I constrain the dynamic
drawdown at each well hk(τdec) to hk(τdec) ≤ hmax at all times, where hmax is a maximum
allowed drawdown.
The solution of Eq. 5.1 provides a set of all non-dominated solutions that forms a Pareto
Front. Each of these solutions depicts an optimal pumping management alternative because at
least one of its objectives improves over other alternatives without sacrificing the performance
of the remaining objectives [72].
5.2.3 Integrating Model uncertainty into the Multi-objective optimization
In practice, any optimal management strategy from Eq. 5.1 will represent an over-confident
management alternative that deviates from the expected performance. This is due to the high
sensitivity that capture analysis has towards geological uncertainty. In order to achieve robust-
ness against this uncertainty, the water supply company will evaluate my MOO formulation
over an ensemble of N Monte Carlo realizations that represents the uncertainty triggered by
the limited knowledge I have about the model parameters θ. After computing the objective
function for each Monte Carlo realization, I average over them and then solve the MOO prob-
lem again to get a Pareto front of expected goal attainment levels. Thus, I replace the objective
functions in Eq. 5.1 with their expected objectives functions: (〈fdel〉θ, 〈fgws〉θ, 〈fcosts〉θ):




〈fdel〉θ(q(τdec) | θ, ·)
〈fgws〉θ(q(τdec) | θ, ·)
〈fcost〉θ(q(τdec) | θ, ·)

 ∀ t ∈ t0 + ∆τdec (5.6)
Although, in this study, the implemented concept of robustness rests on expected values,
alternative statistics such as percentiles or the use of extreme scenarios can be implemented.
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5.2.4 Dynamic decision making within the Dynamic Multi-objective Optimization
The obvious dynamic nature of our groundwater system makes the Pareto front evolve over
time, resulting in dynamic optimal pumping rate management. My MOO formulation will
permanently search for new pumping management alternatives whenever the groundwater flow
conditions change. Therefore, a decision maker will dynamically need to select, from the evolv-
ing Pareto front, the pumping management strategy to use. I discretize the dynamic decision
making with piecewise constant pumping rates in each time horizon τdec. To select from these
Pareto alternatives in every time step, one possibility is to use the actual decision maker’s pref-
erences inside the simulation-optimization loop to select the best-ranked alternatives. However,
for automation of our analysis, I emulate four decision rules that allow me to construct dynamic
decision paths that any decision maker can easily understand and implement:
1. Decision rule A (meeting the demand): To prioritize groundwater supply, I select among
Pareto solutions with the smallest penalties for groundwater shortage, the one that
achieves the lowest penalty in exceedance area.
2. Decision rule B (risk aversion): We pick, from all solutions that minimize penalty in ex-
ceedance area, the Pareto alternative that achieves the lowest penalty in supply shortage.
This decision criterion switches priorities with respect to the previous one. This man-
agement alternative will inevitably require to rely on external water sources to cover the
missing gap in water supply.
3. Decision rule C (best compromise) is to select the Pareto solution with the so-called
best compromise alternative between the three considered objective values. This optimal
solution has the smallest Euclidean distance to an idealistic unattainable scenario situated
at the coordinates origin of the objective values [120].
4. As Decision rule D (conventional), I select the Pareto solution that always follows the
demand (like A) but uses spatially uniform pumping for all wells in the well field. I use
this management alternative for contrasting optimal pumping (i.e., the previous decision
rules) with a management alternative considered as non-optimal.
5.3 Methodology
In the present section I describe the methodology used to carry out my novel pumping man-
agement approach. Furthermore, I explain how to achieve robust Pareto fronts in the face of
geological uncertainty.
5.3.1 Optimal management of pumping rate conditions in groundwater production
To start with my DMOO analysis, I define and store the given WHPA solution Is(x) that defines
the quality compliance criterion fdel. Then, for each pumping scheme q(τi) suggested by my
DMOO at the current time interval ti, I conduct the following steps:
First, for the current stress period under analysis, I solve a forward advective-dispersive
transport problem. Batches of particles are continuously injected at times tj in the entire domain
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outside the given WHPA. To save computational time of tracking particles injected over the
entire domain [93], it is sufficient to restrict particle release to a compliance testing zone around
the WHPA. Then, based on the grid used for flow discretization, I inject one particle at the
center of each grid cell in the buffer zone. Afterwards, particles from previous times τdec and
recently injected, move throughout the domain for the current τdec or until they completed their
life-time τi or when they reach the well field.
The transport of particles under transient conditions requires a brief explanation about the
different time discretizations used for flow and transport simulation and how they couple with
my DMOO formulation. In comparison to steady-state flow scenarios, when particles are re-
leased under time-varying flow conditions, these particles experience during their life cycle se-
quences of different velocity fields. Hence, to tailor my DMOO formulation with the available
model (see Chapter 3), I use ∆tdec to discretize the transient flow time domain. Thus, states of
transient boundary conditions are discretized into piecewise constant changes at points in time
tdec. Likewise, I use times tj ∈ [t, t + ∆tdec] to discretize the continuous injection of particles
in time, at which I release a new batch of particles. Each batch of particles is tracked until it
reaches a maximum relevant life time, which for purposes of our optimization analysis, it is the
time-of-travel-capture distance τ or ∆tdec.
Second, using the information of the previous particle tracking analysis, I generate the
Boolean (yes/no) capture map representation Id(t, x, θ, ·) of the predicted transient groundwater
abstraction area. Within this Boolean capture map, each map pixel xi receives an indicator
value of one if a particle released in it at time tj reaches the well field within the current τdec.
Third, I compute the respective objective values according to the suggested pumping rate
and obtained capture map (see Section 5.2.2).
Fourth, I solve a MOO problem using Eq. 5.1 to find compromise solutions between the
three considered objective functions. This uses the algorithm to be explained in section 4.2 and
requires to repeat steps 1, 2 and 3 many times.
Finally, as the fifth step, I select (using the decision criteria explained in 5.2.4) and imple-
ment the preferred optimal pumping strategy. Then the WHPA transient simulation continues
with the evaluation of the next time interval τdec until the total simulation time is completed.
The overall used methodology is outlined in Algorithm 2.
5.4 Test case scenario and numerical implementation
For the sake of clarity, I demonstrate and discuss my proposed methodology using a synthetic
model scenario. First, I describe the model domain. Then, I introduce the numerical methods
and implementation used in my novel DMOO formulation.
5.4.1 Test case scenario
As already used in chapter 4, my model scenario resembles a rectangular 3D domain that is
confined by a leaky aquifer on top that permits recharge (see Fig. 5.2). My synthetic model is
equally discretized by dx = dy = dz = 15 m and has an extent of 5,250 m × 5,250 m × 60
m. I represent a well field, located in the eastern part of the model, with a row of eight fully
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Algorithm 2 Dynamic re-distribution of pumping rates in well fields to counter transient prob-
lems in groundwater production
1: Delineate WHPA Is(xi, θ) ⊲ Use Algorithm 1
2: for time interval 1:nl do
3: Evaluate suggested pumping rate scheme q(τdec)
4: Solve a forward transport problem for the current batch of particles present in the do-
main Ω
5: Delineate the predicted transient time-of-travel abstraction area Id(t, xi, θ, q(τ), α(τ))
6: Compute objective functions: fdel, fgws and fcost
7: if (〈fdel〉θ, 〈fgws〉θ, 〈fcosts〉θ) < η then
8: ti = ti + 1← Continue with the next time interval
9: else
10: Compute qopt ← Set of optimal pumping rate solutions




〈fdel〉θ(q(τdec) | θ, ·)
〈fgws〉θ(q(τdec) | θ, ·)
〈fcost〉θ(q(τdec) | θ, ·)

 ∀ t ∈ t0 + ∆τdec (5.7)
11: end if
12: Select the optimal pumping rate strategy from qopt to use for current time interval ti
13: end for
Page 48
Chapter 5. Dynamic re-distribution of pumping rates in well fields
penetrating wells depicted in Fig. 5.2 as blue circles with 160 m separation distance between
each other.
In my approach, I do not infer transient flow behavior from observed data neither do I fore-
cast future transient flow conditions; both are beyond of the scope of this study. Instead, I
assume that there is an accurate characterization of transient drivers. Sufficient knowledge of
transient drivers is an acceptable assumption for WHPA programs that actively survey ground-
water flow behavior.
My model represents transiency via three transient conditions that are often observed on
seasonal scale: (I) changes in the regional groundwater flow direction, (II) varying strength
of the regional hydraulic gradient and (III) changing natural recharge to the groundwater. For
simplicity, all three transient drivers will follow again sinusoidal patterns of given frequency (ω
= π/year) and phase shift values (ϕn = 0) as was explained in Chapter 2. Likewise, I address the
time-variant groundwater demand following a sinusoidal behavior but using a phase shift value
of opposite magnitude to groundwater recharge (ϕn = 180), with stronger pumping taking
place during the dry season and vice versa [23].
The model uses prescribed fluxes and heads for the Neumann and Dirichlet boundary con-
ditions (see Fig. 5.2). I set the total simulation time for the DMOO formulation to 720 days,
with τ = 360 days, thus outlining WHPAs of 360 days of total travel time. The time length
of every decision time step is τdec = 40 days. To simulate transient transport, I release every
four days (∆tj) a new batch of particles into a delimited area. To reconcile my model with
the time discretization of my optimization approach (see Sections 5.2.2 and 5.2.3), I set each
aquifer stress period (used to approximate the transient environment) to last time τdec. Ergo,
each decision interval τdec represents a stress period influenced by different transient flow and
pumping rate conditions at which I search for optimal pumping rate management.
In Fig. 5.2 the black outline depicts the fixed steady-state WHPA delineation using the
mean magnitude of pumping and transient drivers while the red outline defines the WHPA that
accounts for transient flow conditions computed according to Rodriguez-Pretelin and Nowak
[95] with 100% time reliability (See Chapter 4). Due to transient influence, the total area of the
red transient delineation is 30% bigger than the fixed steady-state WHPA solution. The goal of


















Figure 5.2: Synthetic base model of my well field catchment highlighting the log-K field used for Case 1. The solid black outline depict the
steady-state WHPA solution. The red delineation represents the WHPA delineation influenced by seasonal groundwater flow behavior. The blue
circles show the locations of eight production wells constituting our well field. The black squares show the locations of hydraulic conductivity
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I treat hydraulic conductivity as a random space function described by a Matérn covariance
function [77] using the parameters listed in Table 5.1. Fig. 5.2 shows the realization of the
hydraulic conductivity field used as "synthetic truth" scenario in order to evaluate my DMOO
formulation (see Section 5.5.1). Then, to analyze my DMOO problem against geological uncer-
tainty conditions (see Section 5.5.3), I use the same set of geostatistical covariance parameters
to generate an ensemble of 100 hydraulic conductivity realizations. Each hydraulic conductiv-
ity field is conditioned to a set of 40 hydraulic conductivity measurements which were taken
at ten different locations (4 measurements per location, each measurement is taken at each of
the four grid cells representing depth) of my initial "synthetic truth" realization. The position
of each taken measurement is highlighted with black squares in Fig. 5.2. To generate my
ensemble of conditioned hydraulic conductivity fields, I use the FFT-based geostatistical tool
described in Fritz et al. (2009) [47].
Table 5.1: Transient flow, transport and covariance model parameters
Scenario Full Amplitude α ± ε Steady-state condition α
Flow direction (°) [160 - 200] 180
Gradient strength (-) [0.0015 - 0.0065] 0.0040
Pumping rate (m3/s) [0.005 - 0.050] 0.0275
Natural recharge (mm/yr) [50 - 500] 275
Porosity n (-) [0.30]
Molecular diffusion coefficient Dm (m2/s) [1· 10−9]
Longitudinal dispersivity αl (m) [1]
Transversal dispersivity αt (m) [0.1]
Mean log. hydraulic conductivity lnK (m/s) [-6]
Log. hydraulic conductivity variance σ2 (-) [1]
Matérn shape parameter κ (-) [0.90]
Geostatistic length scale on x-axis λx (m) [500]
Geostatistic length scale on y-axis λy (m) [600]
Geostatistic length scale on z-axis λz (m) [25]
5.4.2 Numerical implementation
To simulate groundwater transient flow conditions and contaminant transport (with continuous
injection) I use the methodology described in Chapter 3, where the available WHPA transient
simulator uses a dynamic superposition of steady-state flow solutions.
Based on the discussions in Chapter 2.3, I obtain the set of Pareto-optimal solutions in
each of the (DMOO) decision time steps using a Multi-Objective Particle Swarm Optimiza-
tion (MOPSO) algorithm. For the sake of brevity, we refer to Reyes-Sierra and Coello-Coello
(2006) [22] for a detailed review and explanation of the algorithm and different existing MOP-
SOs techniques. In my analysis, I use the Optimal MOPSO algorithm (OMOPSO) developed
by Reyes-Sierra and Coello-Coello (2005) [109], which is acknowledged as a prominent and
competitive formulation among their MOPSO peers and with respect to evolutionary formula-
tions [52].
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5.5 Results and Discussion
5.5.1 Management scenarios
To analyze the use of multiobjective concepts for optimal control of pumping rates and to
evaluate the impact of the different dynamic decision rules, I set up four different test cases
(A, B, C and D). In each of these cases, at each time horizon, I select pumping rates following
the corresponding dynamic decision rules described in Section 5.5.2. Thus, I obtain dynamic
decision paths for each rule (A, B, C and D). For simplicity, I prefer to keep the application
scenarios straightforward and will not look at a possible change of decision preference over
time.
For each decision rule, I analyze two scenarios: (1) assuming "well-known" hydraulic con-
ductivity conditions and (2) admitting geological uncertainty. In the first version, I evaluate the
four management scenarios over time (see Section 5.5.2), contrast the different decision rules
(5.5.3), compare the performance to the simple "satisfying all demand (D)" rule (5.5.4) and
scrutiny the resulting capture maps (5.5.5). In the second version, I investigate the impact of
geological uncertainty for a fixed time horizon (5.5.6). Remarks concerning the assumptions
made in my scenarios, their influence, possible generalizations and remaining restrictions will
be bundled in Section 5.7.
5.5.2 Trade-offs in the multi-objective single decision horizon problem
As a first result, I present and discuss what are the achievable goal attainment levels and their
trade-offs in a single decision horizon. To investigate this aspect, I show in Fig. 5.3 the three-
dimensional Pareto front for the initial time horizon. Here, each sphere represents a multi-
objective compromise solution over the considered three objective functions. Fig. 5.3 shows,
additionally, the projections of the Pareto Front onto the planes of the coordinate system. For
easier analysis of the trade-offs, the goal attainment levels are normalized to an interval [0, 1]
that spans the lowest and highest goal attainment levels found in the current decision period,
for each objective function axis. In addition, for reasons of clarity, I add to each axis label the
obtained maximum and minimum values. For instance, the GW shortage axis in Fig. 5.3 de-
notes 90% of groundwater shortage as the largest value found during the optimization analysis.
Just 10% of the current groundwater demand is fulfilled in the most extreme solution.
When looking at Fig. 5.3, I can observe the apparent conflict among the three selected
objectives: Pareto solutions achieving a lower groundwater shortage entail larger pumping costs
and a larger exceedance area. In the following, I will walk through the pairwise trade-offs one
by one.
In the tension between meeting the groundwater demand and complying with the given
WHPA, the actual groundwater demand can be virtually fulfilled (≈ 0% of groundwater short-
age) by a wide range of Pareto solutions, all located at the upper part of the Pareto front. This
set of Pareto solutions represents the ability of the well field to supply the actual groundwa-
ter demand through different pumping rate management strategies that re-distribute the overall
pumping across the well field. In this specific time step, this leads to different sizes and shapes
of the expected capture zone that all comply with the given WHPA (compare Section 5.5.5).
Among these Pareto solutions, I can find the management strategy based on average (fixed)
pumping rates (decision rule D), highlighted with the smaller blue sphere. Solution D is always
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a low-cost solution among all solutions with the same total pumping rate, because spatially
uniform pumping leads to a quite uniform drawdown and costs rise with deeper drawdown.
However, this strategy does not achieve the lowest possible penalty in exceedance area among
all solutions that satisfy demand. Instead, solution A according to decision rule A (depicted in
Fig. 5.3 with the large blue sphere) minimizes exceedance area while satisfying the demand.
It achieves this trade-off by spatially re-distributing the pumping values in an optimal manner.
The reduced exceedance area is a first benefit of spatial redistribution of pumping.
Now, I look at the trade-offs between costs and exceedance area (rear plane of Fig. 5.3).
Here, the trade-off reveals a similar behavior to the aforementioned Pareto front. Similar low
penalty values of area exceedance can be reached when adopting different cost-related pumping
management strategies. Following decision rule B, the black sphere in Fig. 5.3 depicts the op-
posite alternative to solution A (big blue sphere). The black sphere represents the solution that
risk-averse decision makers would select, totally avoiding the exceedance area while searching
for the maximum possible groundwater supply.
When looking at the two-dimensional projection between costs and groundwater shortage
(right face of Fig. 5.3), it shows a narrow range of behavior. In principle, it follows the energy
cost versus pumping equation [61], which would be a clear parabola in homogeneous aquifers
with identical pumping at all wells. The small scatter of the points is the consequence of
spatially redistributed pumping.
Finally, I highlight the management alternative representing the best compromise solution
(green sphere in Fig. 5.3 or decision rule C) between all three objectives. This solution is
defined by the shortest distance to the origin of the normalized coordinates, highlighted with
a white sphere. For many MOO problems, the best compromise solution might be suggested.
However, in my case, the necessity for external water supply may suggest to select a compro-
mise solution like A or D, unless when accompanied by demand-side management strategies.
To conclude, the use of spatially adaptive pumping within multi-objective concepts can
provide a valuable set of decision options from which a decision maker can select the upcoming
management strategy according to her/his preferences while considering three objectives of
interest in WHPA management.
5.5.3 Dynamic decision paths following distinct decision rules
Here, I investigate how my dynamic MOO approach provides dynamic pumping schemes that
react to a transient environment. To demonstrate this, I show in Fig. 5.4 the dynamic pumping
rates of the eight wells composing the well field, plotted over the decision intervals τdec of 40
days. Each color in the stacked bars depicts the individual pumping rate of each well, and the
sinusoidal function (black) shows the time-dependent groundwater demand. The figure shows
the results of decision paths obtained by following decision rules A (left), B (center) and C
(right).
First, I analyze scenario A. Apparently (as prescribed by rule A), the demand is satisfied
at all times. However, the colors show that different wells contribute different fractions of
demand at different times. The reason is as follows: in some time intervals, the mean flow
direction extends the current abstraction zone to areas outside the given WHPA. Then, the
optimal strategy reduces this expansion by assigning higher pumping rates to wells located in
the opposite direction of the current flow direction. For instance, for time interval 8 with a mean
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Figure 5.3: Pareto front in the initial time step. The red spheres represent optimal solutions.
The blue sphere A depicts the decision path A fulfilling the current groundwater demand with
the lowest penalty in exceeding the given WHPA. The blue sphere D represents uniform and
constant pumping (rule D). The black sphere represents the solution that strictly adhere to
the WHPA while meeting the groundwater demand (rule B). The green sphere highlights the
best compromise solution among the three selected objectives. It shows the closest Euclidean
distance to an idealistic solution represented by the white sphere located at the origin of the
coordinate system. The orange dots depict the projection of the three-dimensional Pareto set
onto the corresponding planes of the coordinate system.
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flow direction coming from the north-west, southern wells, (yellow and red colors) contribute
more to groundwater supply. On the other hand, for time intervals with lower groundwater
demand, pumping rate conditions are more evenly distributed (e.g., time intervals 4 and 13).
This is because the low demand leads to a buffer area between abstraction zone and WHPA that
allows to use cost-optimal uniform pumping rates across all wells. The lower row of Fig. 5.4
summarizes, for each decision path, the pumping rates at each well. In general, the intermediate
wells would provide most of the drinking well. This is expected, since most of the violation of
the given WHPA is located in the transversal section.
Next, I look at the risk-averse pumping strategy of scenario B (center of Fig. 5.4). Appar-
ently, there is a situation of undersupply at almost each time interval. The overall performance
of this strategy would depend on the existing buffer area between actual abstraction zones and
the given WHPA. The size of this buffer area depends on the demand, the WHPA size and
geometry and the position of wells inside the WHPA. Possible remedies are water import or an
enlarged WHPA, which is either costly or perhaps impossible to implement.
Finally, in Fig. 5.4c I look at the re-distribution of pumping rates for scenario C. Here,
the decision path is a best compromise between all three objectives. Accordingly, I observe a
mixture of the effects discussed above: groundwater demand is satisfied at most times, except
for high-demand periods. In those periods, spatially adaptive pumping is used to comply, as
good as reasonably possible, with the given WHPA. In periods of low demand, energy costs are
minimized. Also, I observe that there is the possibility to shut down groundwater abstraction in
well 8 for most of the time intervals. The periodically unsatisfied demand could be addressed
by demand-side management, water import or enlarged WHPA delineation. If none of these
options are available, one should choose a decision path like in scenario A.
In summary, these results demonstrate that optimal re-distribution of pumping can adapt



















Figure 5.4: Comparison of pumping rate conditions over time for three decision path scenarios. a) prioritizes to supply groundwater shortage, b)





Chapter 5. Dynamic re-distribution of pumping rates in well fields
5.5.4 Overall performance of transient well field management
How does the overall performance of our optimal pumping approach compare to a conventional
pumping scheme? To address this question, I compare in Fig. 5.5 the performances of transient
optimization (decision scenarios A, B and C, in blue, black and green, respectively) with the
performance of a spatially uniform pumping that simply follows the demand (decision scenario
D in red). In the upper row, Fig 5.5a shows the exceedance area growing over time, while Fig.
5.5b-c show the objective function values over time for groundwater shortage (b) and costs
(c). The exceedance area rises over time wherever the WHPA is exceeded at a new location.
The lower row (Figs. 5.5d-f) shows the obtained total performance. For exceedance area, I
show in Fig. 5.5d the worst (i.e., the final) value occurring over time in Fig. 5.5a and call it
total exceedance. For total groundwater shortage, I compute the sum of shortage over time and
normalize it by total demand. Total costs in Fig. 5.5f are simply the sum of pumping costs at
all time steps in Fig. 5.5c.
First, I evaluate the exceedance area using Figs. 5.5a and d. The groundwater produc-
tion in scenario A satisfies the dynamic demand just like Scenario D. However, it reduces the
exceedance of the WHPA at all time intervals. Thus, by using rule A, I can reduce the total
penalty in exceedance area from about 30% to above 20% (Fig. 5.5d). Once I accept an opti-
mal compromise between groundwater shortage and exceedance area (scenario C), I can reduce
exceedance area down to 4%.
Now, I analyze the groundwater shortage versus time using Figs. 5.5b and e. Obviously,
scenarios A and D fulfill the groundwater demand at all times (0% total shortage). Here, sce-
nario C (green) fulfills roughly ≈ 87% of the total water demand while scenario B is only
capable of supplying 30%.
Finally, Fig. 5.5c and e present the energy costs for the four considered scenarios. Compar-
ing to the cost of the conventional scheme D, scenario A (supply first, safety later) is slightly
more expensive, but the best-compromise scenario C brings the cost back down to the costs of
D. B is cheapest because it puts safety first and so leads to very low groundwater abstraction
and related energy costs.
In general, scenario C would be the recommended strategy if additional sources of water
supply were available. With a similar cost as the conventional solution (scenario D), scenario
C is safer (half the exceedance area) but still provides 87% of the total groundwater demand.
Scenario A provides full water supply (0% of groundwater shortage), but is more expensive
than D. Apparently, these are the costs of increased safety. In both A and C, one could consider
mitigating the remaining safety issue (A) or the remaining shortage (C) by seeking to enlarge
the existing WHPA. Such a decision, however, may be constrained by the land use activities
around the existing WHPA. Therefore, A and C are valuable decision alternatives for well field
management in densely populated areas. Finally, scenario B shows that, in our test case, the
consequences of maximal safety are too high in water shortage.
To conclude, I could show that the optimal dynamic & spatial re-distribution of pumping
rates can effectively reduce the expansion of the current abstraction zone caused by transiency-
driven scenarios. However, the energy costs for pumping operation increases or one has to


















Figure 5.5: Comparison of pumping rate conditions from our dynamic optimization to conventional pumping over time for three optimal decision
management scenarios. A) prioritizes to supply groundwater and then seeks the best possible safety, B) prioritizes safety at any level of shortage C)
searches a best compromise between supply, safety and costs. Additionally, scenario D in red shows the performance of a conventional pumping
rate strategy that follows the demand, but without spatial re-distribution. Top row: objective function values over time. Bottom row: aggregation
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5.5.5 Impact of dynamic re-distribution on the capture maps
In this section, I compare the different pumping rate strategies on a map that shows capture
areas. In order to visually illustrate the resulting differences, I show in Fig. 5.6 the dynamic
capture map for each decision path (from left to right: scenarios A, B, C and D, respectively).
For purposes of comparison, each figure highlights in white the total capture area of the cor-
responding strategy, in red the total capture area of the conventional case (scenario D) and in
green the actually delineated WHPA.
The color shading in the background shows the percentage of the year in which each loca-
tion on the map is part of the corresponding capture area. This kind of map has been called
time reliability map by Rodriguez-Pretelin and Nowak [95] (see Chapter 2). The white outlines
envelope all locations that belong to the capture area on any day of the year. It would be the
WHPA one would need to have full protection over the entire year.
In principle, I can see two effects of adaptive pumping: (1) The total capture area can be
smaller due to restricted pumping as in scenarios B and C and (2) the utilization of the WHPA
is more dense in A and C, allowing to pump (almost) the same water from a more compact
and smaller total capture area. The first effect is trivial and I will not pay further attention to it.
Instead, I have a closer look at the second one.
As mentioned previously, scenarios A and D fulfill the groundwater demand at all time
intervals. If I look at Fig. 5.6a, I see that most of the reduction in the total capture area (due
to optimal pumping) in scenario A took place at the extremes in the transverse direction. This
is because A pumps in the south when groundwater flow comes from the north-east and vice
versa. Also, it reacts to the effect of aquifer heterogeneity on capture area. This leads to a
stabilization of the dynamic capture zone within the more densely utilized core area that aligns
better with the given WHPA.
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Figure 5.6: Comparison of the impact in WHPA delineation and time reliability values between
each of the three distinctive decision path scenarios and the non-optimal transient simulation
with average pumping among the eight drinking wells conforming the well field. In white, red
and blue are highlighted the total capture area for the corresponding strategy, the total capture
area of the conventional case and the actually delineated WHPA, respectively.
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5.5.6 Robust optimization benefits when introducing geological uncertainties
In the previous sections, I discussed how an optimal re-distribution of pumping rates can pro-
vide flexible control to limit the expansion of the actual abstraction zone. However, I assumed
a complete characterization of the hydraulic conductivity field. Now, I investigate the impact
of geological uncertainty on our suggested approach. For this purpose, I repeat the entire MOO
exercise, but now using Eq. 5.7 as objective function, i.e, the mean effective objective value
over 100 conditioned hydraulic conductivity fields (see Section 5.4.1). The resulting trade-
off solutions now account for geological uncertainty rather than relying on a single hydraulic
conductivity assumption.
For the purpose of discussion, I show in Fig. 5.7 the Pareto fronts from three distinc-
tive uncertainty scenarios within MOO. For simplicity, I show only the projection onto the
shortage-exceedance plane. Scenario I (red) resembles full ignorance of the decision maker
about geological uncertainty, i.e., the Pareto front from Section 5.5.2 Scenario II (blue) shows
the performance of the same solutions, but evaluated on average over 100 realizations. This
shows how a deterministic planner must expect to perform when confronted with an uncertain
environment. Finally, scenario III (black) considers uncertainty in planning, i.e., it uses Eq. 5.7
as objective function.
The loss of performance from I to II shows the disadvantage of ignoring uncertainty as a
deterministic planner. The gap in performance from II to III is the benefit of considering un-
certainty in planning. This demonstrates that my suggested dynamic pumping can be used to
reduce the impact of uncertainty. The loss from I to III are the plain consequences of being
in an uncertain situation, and is not a problem of our specific approach. I can demonstrate
this by looking at the conventional pumping scheme (scenario D, green spheres) in the three
Pareto fronts: it suffers to the same degree from scenario I (red) to scenario II (blue), and it
benefits to the same degree from II (blue) to III (black). Instead, it is the problem of trying
to use a given WHPA that is too small to cope with uncertainty. For considering uncertainty
more successfully, one could use methods like probabilistic delineation of WHPAs ([36], [95])
that eventually lead to a larger, more robust assessment of capture areas under geological uncer-
tainty. This would provide my suggested approach with more freedom to adapt to uncertainties.
However, I do not show corresponding results of a combined approach, because the com-
putational cost is already high enough. While the deterministic MOO in the previous sections
took only 50 hours per decision horizon on a small computing cluster (using 20 cores), the use
of 100 realizations to produce the results in Fig. 5.7 costs more by a factor of 100. To make
such computations feasible for practical use, one will have to apply techniques of mathematical
model reduction or improved Monte Carlo schemes. Such research, however, is beyond the
scope of the current chapter. A contribution into this direction is provided in Chapter 6.
In general, my suggested approach opens up new opportunities to play with the given
WHPA. However, if that WHPA is too tight (either due to uncertainty as shown here or due
to too strong transients), then it is not provided with enough freedom to play. Hence, the given
WHPA should not be too restrictive to host, at least, the uncertainty at hand.
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Figure 5.7: Pareto fronts for three distinctive scenarios to address uncertainty. The red Pareto
front depicts scenario I which neglects the influence of geological uncertainty. The blue Pareto
front (scenario II) describes the impact of neglecting geological uncertainty in scenario I. This
set of blue Pareto solutions is obtained by averaging the obtained optimal management schemes
over a set of hydraulic conductivity realizations. The black Pareto front (Scenario III) considers
uncertainty conditions during the optimization problem.
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5.5.7 Final remarks
The main focus of this study is to illustrate the possibility to control the influence of transient
flow environments over WHPA delineation by re-adapting the current pumping rate manage-
ment strategy (according to some decision maker’s preferences) so that the expansion of the ac-
tual abstraction zone beyond the given WHPA can be reduced or even avoided. Consequently,
I limited my MOO analysis to a single transient flow scenario in such a way that it facilitates
us to illustrate the suitability of my approach. This assumption does not represent a limitation
to my approach: for practical applications where insufficient information exists about transient
flow behavior, additional uncertainty triggered by unknown future flow conditions can easily
be included.
I am aware that the results and conclusions of my comparison are specific to the analyzed
management scenarios and to the used selected decision criteria to manage the water well field
over time. Hence, my analysis serves mainly to illustrate the flexibility of my intended approach
rather than recommending which optimal strategy to use.
Furthermore, in order to provide real-time control of drinking water production within the
assigned WHPA outline, my MOO formulation can be extended by implementing data assim-
ilation techniques [73] in order to benefit from continuous monitoring of groundwater quality
through the use of intelligent monitoring [129].
Additionally, I am aware that the results and conclusions of my study depend on the used de-
cision criteria for selecting among Pareto solutions of similar performance (see Section 5.2.4).
Obviously, the imposition of such control policies would affect the performance of subsequent
system states [17] and might lead to sub-optimal solutions (not foreseen by the decision maker)
in the long-term analysis.
Therefore, in future work one might investigate techniques that search for the optimal con-
trol policy so that the cumulated reward (e.g., the overall groundwater production for one year
simulation) maximizes while correcting sub-optimal solutions through simulation (e.g., rein-
forcement learning techniques [119]).
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5.6 Conclusions and Outlook
Wellhead Protection Areas are frequently delineated assuming steady-state capture areas at all
times. However, the influence from nature’s transient behavior or anthropogenic causes can
lead to significant changes in the actual capture outline. Then, the given WHPA is not large
enough to envelope the actual capture area at all times. In this study, I propose an engineered
pumping management scheme that optimally adapts pumping rates, based on multi-objective
optimization concepts. Its goal is to achieve robustness against transiency while, at the same
time, considering additional management objectives. Thus, steady-state WHPAs be used as
sufficient protection schemes. In summary, my findings are:
1. WHPA programs and pumping management can benefit from multi-objective optimiza-
tion concepts. The competitiveness among the selected objectives lead to Pareto optimal
solutions from which a decision maker can select the well field management strategy that
best suits to upcoming management necessities and transient groundwater flow condi-
tions.
2. An optimal pumping strategy that fulfills the overall groundwater demand can effectively
reduce the expansion of the abstraction zone beyond the given WHPA when compared to
a non-optimal management scheme. Optimal pumping reduces the influence of the time-
variant flow environment by pumping more at those wells that currently yield a smaller
influence in the expansion of the current abstraction zone.
3. Optimal pumping stabilizes the dynamic changes of the groundwater abstraction zone,
leading to a densely utilized and more static core area that aligns better with the given
WHPA.
4. Inappropriate WHPA delineations can not be treated even with my suggested approach.
Thus, to address geological uncertainties, it is still preferable to use probabilistic WHPA
outlines that are large enough to compensate for uncertainties.
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6. Computational cost reduction via Un-
supervised learning techniques
The content of this chapter is based on the manuscript Unsupervised learning for proba-
bilistic WHPA analysis: A novel approach to identify hydraulic conductivity fields that best
approximate geological uncertainties [1]. In the following, I am reusing parts of the text and
figures of this manuscript.
A general approach to deal with model uncertainty in natural systems is to use an ensemble
of many realizations or other multiple representation approaches. However, to represent such
uncertainty by using a large ensemble of model realizations might result in prohibitive com-
putational times. To mitigate issues with computing time in uncertain systems, one possible
option is to utilize a smart but well-selected realizations that best represent the involved uncer-
tainties. Thus, the goal of this chapter is to present a methodology to detect a limited subset of
hydraulic conductivity fields that best approximate the geological uncertainty conditions of a
model ensemble used to delineate wellhead protection areas. However, the selection of repre-
sentative realizations has to be achieved without running the expensive transient optimizations,
i.e. as a pre-processing of the most expensive step. Since geological uncertainty turned out to
have a higher influence on WHPA delineation than (uncertain) transient flow conditions (see
Chapter 4), the much cheaper steady-state simulation is still near-optimal to a transient selec-
tion. In this way, I can reduce the computational costs by limiting transient flow simulations to
only K field realizations that best reproduce and propagate geological uncertainty.
6.1 Introduction
Typically, in order to deal with geological uncertainty during WHPA analysis, groundwater
modelers use an ensemble of many hydraulic conductivity realizations or other multiple rep-
resentation approaches to capture the influence of uncertain hydrogeological conditions, gen-
erally using Monte Carlo simulation [117]. Each of these realizations depicts a different hy-
draulic conductivity field that leads to distinctive contour lines and streamlines [53] and thus to
different capture outline solutions. The straightforward analysis of such methods is statistical
aggregation over the ensemble of capture realizations which summarizes the results to the de-
cision maker in order to provide a simple communication of uncertainties. The obtained output
is a well capture probability map with values ranging from 0 to 1 that expresses the proba-
bility of well pollution in case of spill events for each location inside the probabilistic WHPA
delineation [36], [35], [95].
The involved Monte Carlo simulations are already expensive as they trigger a loop over
many model calls. However, more complex analysis may trigger even more loops nested inside
or outside the Monte Carlo loop. Such more complex aspects might be, in the case of WHPA
delineation, transient simulation of transport towards a well (time loop inside the Monte Carlo
loop) or optimization of adaptive pumping rates (optimization loop around the Monte Carlo
loop). In such cases, it is tempting to represent uncertainty using a limited set of hydraulic
conductivity realizations.
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One possible strategy to reduce this computational cost is to substitute the Monte Carlo loop
with a limited set of aquifer realizations according to the modeller own experience and knowl-
edge. However, this manual interpretation of geological uncertainty might bring on bias into the
overall result. This could lead for instance in over-confident management strategies for ground-
water protection that perform worse in practice than what is expected during the optimization
and decision making. A less subjective methodology that has been used to identify such rep-
resentative subsets of realizations is unsupervised learning, for example clustering. Cluster
analysis searches, within a low-dimensional representation of the ensemble, for commonali-
ties among realizations based on some distance measures. The number of clusters required
to represent the total ensemble is an indicator for the structure of knowledge in the chaos of
uncertainty, and a small set of models (one at the center of each cluster) is used as condensed,
yet comprehensive, set of hypothesis to represent the relevant aspects of uncertainty.
There have been previous studies addressing the use of cluster analysis to depict geological
uncertainty through a subset of realizations, mostly in the field of oil reservoir production. For
instance, in the context of uncertainty quantification, Scheidt and Caers (2009) [101] combined
kernel k-means clustering with flow simulation to select a small number of representative real-
izations that represent relevant statistics for future oil production to replace a larger ensemble.
The same authors [102] presented a distance kernel method to select a subgroup of realizations
that represent ranges of uncertainty for time series of cumulative oil production. In the con-
text of robust optimization problems, Wang et al. (2012) [128] applied k-mean clustering to
detect representative realizations. They used this subgroup of realizations to search for robust
optimal well placement solutions that maximize the expected oil production of the reservoir
under study. When aiming to optimize well control strategies, for a similar purpose of ro-
bust optimization, Shirangi and Mukerji (2012) [108] used kernel clustering. In both studies,
the authors significantly reduced the computational cost of performing robust optimization by
depicting geological uncertainty with a limited number of reservoir realizations.
However, one problem remains: if the selection of that limited set is not performed prop-
erly, bias might arise that leads to unforeseen risk scenarios in WHPA analysis or to oversizing
strategies in the context of optimizing groundwater protection [94]. This means that the low-
dimensional representation of the ensemble (in which distances are defined for cluster analy-
sis) has to be problem-specific and chosen properly. Recently, Shirangi and Durlosfsky (2016)
[107] introduced a more general methodology to detect representative models for robust opti-
mization. They investigated the use of flow-based and permeability-based cluster analysis for
optimization problems such as optimal well location and optimal oil production. They conclude
that the additional flow-based information was beneficial during the reduction process, despite
the higher computational time spent for the additional flow simulation.
In this chapter, I apply clustering techniques to speed up WHPA analysis in a transient-
transport context, combined with optimal pumping management. To the best knowledge of the
authors, there is only one study addressing clustering in groundwater flow modeling. Alzraiee
and Garcia (2012) [4] compared the cumulative distribution function of hydraulic heads be-
tween an ensemble of 400 hydraulic conductivity fields and distinctive subsets using different
clustering algorithms and distance criteria. The authors concluded that, for the study under
analysis, 25% of the total number of realizations was enough to achieve approximately the en-
semble statistical response. I aim to deepen the use of clustering techniques in groundwater
flow modeling, evaluating the effects in transport modelling, particularly for WHPA analysis.
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6.2 Methodology
In the present section, I describe the novel methodology for the selection of representative
model realizations to reduce computational time in WHPA analysis when addressing geological
uncertainty.
6.2.1 Reducing the cost of Monte Carlo integration for expensive WHPA simulation
Solving a large number of realization scenarios is computationally very expensive, especially
because transient flow simulation has to be performed for each realization. Here, a groundwater
modeller might argue to reduce this additional computational cost of transient flow simulation
by assuming steady-state conditions. However, Chapter 3 has shown that steady-state assump-
tions lead to risk scenarios. The computational cost in my framework rise even more due
to the multiobjective optimization in Chapter 5 where I show how multiobjective optimiza-
tion concepts help to counter transient flow conditions in groundwater production by optimally
controlling pumping rates [94]. In this and in related kinds of problems, in order to achieve
robustness against any source of uncertainty, a Monte Carlo simulation is commonly integrated
as an inner loop within the optimization analysis [29].
One alternative to reduce the computer time is to find a subset of Ns hydraulic conductivity
realizations that, chosen from the original ensemble of size Nr, approximates to a statistic of
interest when aggregated for decision analysis [38]. In the case of probabilistic WHPA anal-
ysis, the subset outline solution Wt should reproduce approximately a chosen time-geological
reliability outline Wt (see Chapter 4) obtained after aggregation over all Ns ensemble K field
realizations:
Ẽr [Rt(xi, wr)]︸ ︷︷ ︸
Wr











Ẽ ≈ E (6.3)
Here Ẽ is the Monte Carlo approximation of the expected value E. In this way, I can
reproduce the expected solution Ẽr via Ẽs using a much smaller constant set of K field scenarios
(Ns < Nr) to represent the involved uncertain parameters w.
Furthermore, if I assume that transient flow has a much smaller influence when compared
to geological uncertainty in probabilistic WHPA analysis, I can solve the more expensive prob-
abilistic WHPA transient flow simulation, if I first solve all K field scenarios assuming steady-
state conditions and then selecting the subset Ns of representative K field realizations much
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cheaper based on clustering the steady-state realizations. What strategy suits best to find the
limited set of realizations and what features to use to discriminate between ensemble scenarios
will be explained on the following sections.
6.2.2 Using Feature extraction for low-dimensional representation of WHPAs
Regardless of the methodology used for selecting K field realizations, is necessary first to re-
duce the high-dimensional character of the hydraulic conductivity fields and respective capture
membership map. Most clustering methodologies find such a low-dimensional representation
via feature extraction. This avoids the curse of dimensionality (see Chapter 2), which would
lead to trivial cluster solutions [118].
In my methodology, I get the low-dimensional representation of each K field realization Ki
following the same approach as introduced by Wang et al. (2012) [128]. Using Eq. 6.4, I map
each hydraulic conductivity scenario to its one-dimensional and non negative counterpart Kdist
value:
Kdisti = ‖ki − K̂‖ (6.4)
Here, Kdist is the Euclidean distance between each hydraulic conductivity realization Ki
and the ensemble average over all K field realizations K̂.
Then, I address the low-dimensional representation of each capture outline using two dif-
ferent metrics. First, I use Aarea to depict the total capture area. In my study, this is expressed
as the total number of map pixels inside each capture outline. For the second metric, I use the
same strategy as the one used for Kdist. Using Eq. 6.5, I obtain a unitary magnitude Adist that
expresses the difference between the binary outline of a WHPA outline Ai and the ensemble
mean over all all WHPA realizations Â.
Adisti = ‖Ai − Â‖ (6.5)
Finally, all three feature values are normalized with their respective maximum magnitude.
With the above strategy, I can map the relation between each K field realization and respective
WHPA outline using a three-dimensional feature space. Hence, each model realization is de-
scribed by a vector composed of one geological feature and two transport-based quantities that
I will use for clustering analysis [107].
6.2.3 Cluster analysis
The next step is to perform a cluster analysis. For this purpose, among the different techniques
existing in the literature (see Chapter 2), I utilize a centroid-based strategy. Specifically, I use
the k-medoids cluster approach (as implemented in MATLAB [104]), given its robustness to
noise and outliers.
In summary, the k-medoids divides the low-dimensional data set into a predefined number
of clusters that share a similar Euclidean distance to an initial randomly selected number M of
realizations used as cluster centers. Then using the data set of each cluster, a new cluster center
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Figure 6.1: Conceptual framework and methodology used to highlight representative hydraulic
conductivity fields and corresponding capture outlines to reduce the computational cost of deal-
ing with geological uncertainty during probabilistic WHPA analysis. The low-dimensional
representation of each K field scenario and capture outline uses three scalar metrics for feature
extraction framework. Kdist for conductivity fields, and Adist and Aarea for the correspond-
ing capture outline. Then, clustering is used to identify cluster centers as condensed set of
realizations.
or medoid is suggested by measuring the mean distance among all data points. The process
repeats until each center or medoid stabilizes.
In my analysis, the number of clusters (Ns in eq. 6.2) required to represent the desired
statistic from the total ensemble is an indicator for the structure of knowledge in the chaos of
uncertainty, and a small set of representations (wj.j − 1, · · ·Ns in eq. 6.2), each one at the
center of each cluster, can be used as a condensed, yet comprehensive, set of hypothesis to
represent the relevant aspects of uncertainty. Hence, the clustering analysis aggregates large
number realizations into a limited set of representative meta-concerns. Each obtained medoid
has the same importance, i.e., when aggregating over the obtained subset, I do not implement
weight factors [38]. Figure 6.1 shows the conceptual framework explained above.
6.3 Results and Discussion
For the sake of clarity, I implement a numerical example to illustrate the suitability of my
methodology using the scenario introduced in Section 5. First, I present the optimal selec-
tion, under steady-state conditions, of a subset Ns of hydraulic conductivity fields in order
to approximate a computationally more expensive, ensemble-based transient WHPA solution.
Then, I solve the multiobjective optimization problem explained in section 5 using the subset
Ns previously obtained.
6.3.1 Low-dimensional representation using geological and transport features
First, I present the low-dimensional representation of an ensemble of 2000 K field scenarios.
Fig. 6.2 shows the two-dimensional projection of each ensemble realization (light black) ac-
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cording to the joint geological (Kdist) and transport feature magnitudes (Adist and Aarea) for
WHPA solutions under steady-state conditions.
As can be seen in Fig. 6.2, rather than depicting well-defined clusters in the low-
dimensional feature space, the feature extraction formed a densely packed cloud of WHPA
realizations. In the case that a groundwater modeler has to select a specified number of rep-
resentative scenarios in order to describe the overall structure of geological uncertainty, deter-
mining the optimal number of clusters becomes not a trivial task. An option for partitioning, is
to arbitrarily assign a number of clusters which subdivides the data set, and then to investigate
whether the used amount of clusters helps to properly identify enough representative K-field
scenarios. For instance, Fig. 6.2 shows the partition of the data cloud using 100 clusters, high-
lighting in red the medoid of each cluster. Note that most of the selected scenarios are located at
the center of each two-dimensional projection. This is mainly an effect of the very high density
of realizations in the center. Nevertheless, the cluster analysis was able to recognize ensemble
realizations with extreme feature performances such as those with larger WHPA outlines (high
Aarea value) and large Adist magnitudes.
A combination of large magnitudes between both features can be understood as those re-
alizations with overall higher hydraulic conductivity conditions which increase mean ground-
water flow velocities, enabling to pump water from larger distances, and so reducing reliability
values at those locations far away from the well gallery (i.e., lower time frequency exposition
along the year).
Obviously, the greater the number of realizations included in the subset solution Ns, the
smaller the error in the outline solution approximation. But, how does the size of Ns affect
quantitatively the chosen reliability outline solution? I address this question in the next section.
Figure 6.2: Two-dimensional representation of 2000 conditioned K-field realizations. To re-
duce the high-dimensional representation of each hydraulic conductivity field, three features
are used: (1) Kdist, (2) Adist and (3) Aarea. The red dots highlight the medoids of the 100
clusters subdividing the feature solution space.
6.3.2 A well-selected subset of K-field scenarios can approximate the probabilistic en-
semble solution for transient WHPA delineation
How does the selected WHPA solution obtained from a much smaller subset (under steady-
state) differ from the full ensemble-based WHPA transient delineation? To investigate this
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question, I compare in Fig. 6.3 the delineation between the 10%, 50% and 90% geological
reliability outlines of the ensemble-based transient WHPA solution (highlighted in white) and
the cluster-based WHPA solution (highlighted in red) for subsets Ns of 10 (left), 100 (center)
and 300 (right) K field realizations. All shown probabilistic transient delineations are based on
a 100% time reliability level.
In Fig. 6.3, each black cross indicates a pumping well location. Although visually per-
ceivable for all reliability outlines, it is better appreciated when observing from left to right,
that a clear trade-off exist between increasing the size of Ns (from left to right) and reducing
the mismatch between outline resemblances, especially for the 90% geological reliability de-
lineation. It is obvious that the greater the size of a subset NS , the more geological uncertainty
is captured, reducing the mismatch between reliability outlines.
Although this analysis is specific to this case study, it allows me to conclude that the pro-
posed cluster-based methodology is a suitable strategy for selecting representative K field-
scenarios for probabilistic WHPA analysis. As can be seen in Fig. 6.3, the proposed geological
and transport features (Kdist, Adist and Aarea) can capture the shape of the contour lines for dif-
ferent geological reliability outlines, despite being defined under steady-state conditions. Now,
a groundwater modeler can approach a highly expensive probabilistic WHPA transient analy-
sis, as I perform in Chapters 4, using a much smaller set of Monte Carlo realizations chosen















Figure 6.3: Comparison of the 10%, 50% and 90% geological reliability delineations between the ensemble mean solution (white) and the subset
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6.3.3 The Approximating higher geological reliability levels requires a larger number
Ns of the subset
How does the required number Ns of subsets depend on the chosen geological reliability level?
First, in order to answer this question beyond the visual impression from section 6.3.2, I need to
define an error measure Edel that evaluates the disagreement between different approximation
of reliability outlines of same magnitude. One possibility is to compute (within the domain Ω)
an error measure Edel that depicts the summation of both the area extent that the limited set
solution failed to cover (false-negative error) and the excess area consumed without providing




(1−W (xi, θ)) ·W (xi, θ̃) dx (6.6)
By using Eq. 6.6, I define a pragmatic decision rule that links the number Ns of clusters
subdividing the three-dimensional feature space with a performance metric that evaluates the
resemblance between the ensemble based WHPA probabilistic delineation and its correspond-
ing approximation.
Fig. 6.2 shows the trade-off between the 10% (blue), 50% (red) and 90% (black) geological
reliability delineations for sizes of Ns between 1 and 2000. Within this range, a size of Ns = 1
indicates that the data cloud (see Fig. 6.2) is represented only by its own medoid located at
the center of the data cloud. On the contrary, if Ns = 2000 it means that each Monte Carlo
realization is directly used.
Overall, the three geological reliability delineations show a similar trade-off behavior: all
three show an initial steeper increment in the reduction of Edel, which stabilizes when Ns ≈
100. Nevertheless, particularly relevant is the milder increase for the 90% geological reliability
outline (black) which, in comparison to the 10% and 50% geological reliability outlines, reaches
a reduction of Edel above 90% only once Ns = 300, a size three times greater for Ns when
compared to the other two reliability levels (Ns ≈ 100).
This behavior can be attributed to the difficulty for larger geological reliability delineations
to find a proper combination of individual WHPA outlines that matches with the chosen re-
liability outline. This difficulty is reduced for lower reliability outlines because for positions
near the well gallery, there are more opportunities to find the correct combination of individual
WHPA delineations that on average approximate the aimed probabilistic outline solution. Thus,
if highly accurate analysis requires to approximate transient WHPA transient probabilistic de-
lineations, at high reliability level, there is an obvious need for choosing a larger number of
clusters. It seems tat the magical statistical number 30, where many approximations in statis-
tics simplify, is a good rule of thumb: select Ns such that the number of clusters that will
represent the lack of reliability, are at least 30 (hence Ns = 300 for 100% - 90% = 10%).
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Figure 6.4: Size of Ns for the 10% (blue), 50% (red) and 90% (black) geological reliability
delineations
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6.3.4 Clustering outperforms the expected solution of subsets of randomly selected
WHPA scenarios
How does the performance of my clustering approach compare to a plain Monte Carlo simu-
lation? To give an answer to this question, I perform a resampling (with replacement) of Ns
subset solutions comprised of randomly selected WHPA scenarios and compare the results and
their scattering to the WHPA solutions obtained by clustering with the same Ns.
Fig. 6.5 shows in gray the speed-accuracy of the trade-offs computation for 10% (left), 50%
(center) and 90% (right) geological reliability delineations for sizes of Ns between 1 and 2000.
Accuracy is shown as error of delineation Edel∗ (as defined in Eq. 6.6) divided by the respective
Aarea value of a reference solution (as defined in Section 6.2.2). Furthermore, to compare the
expected performance between WHPA solutions of randomly selected WHPA realizations and
the proposed clustering approach, I show the average over 1000 Monte Carlo repetitions of the
resampling (in red) and the unique solution obtained after clustering analysis (in blue).
When inspecting the performance of each random repetition one can see a high variability
in the Edel∗ values. This indicates us it is difficult for the generated Ns subset scenarios to
accurate approximate the selected WHPA outline. Furthermore, when contrasting the mean
performance of the randomized repetition (in red) with the one obtained by clustering (in blue),
I can observe a clear split in the performance along the ”Ns” dimension.
First, when comparing the expected Edel∗ values and the clustering-based curves for the
same size of Ns in the low-CPU-time region (Ns ≤ 100), for Figs. 6.5b and c, the plain Monte
Carlo approach outperforms clustering performance. This behavior could be attributed to the
low-variance representation of the ensemble via clustering, which neglects the influence of
extremes because it represents each cluster by feature-wise average representatives (i.e., by the
medoid WHPA scenarios per cluster).
Second, however, this negative behavior is reversed when Ns ≥ 100, for all three geological
reliability WHPA levels. By using the proposed clustering approach, the aimed approximation
would require, for this scenario, only 100 realizations (5% of the total ensemble realizations)
to achieve ≤ 5% in Edel∗ values. Of course, is not the best possible combination of ensemble
realizations, but clustering reduces the random component of the error. Thus, it becomes an
educated selection tool that outperforms the Monte Carlo alternative by obtaining better per-
formance than average. Finally, at about Ns > 500, the clustering approach even outperforms
every single Monte Carlo repetition.
Overall, I conclude that my clustering approach has an overall greater performance when
compared to plain Monte Carlo strategies in order to reduce the computational cost of expen-
sive computational simulations (Ns ≥ 100). However, this is not the case for rather cheap
simulations. One possibility to reduce such negative performance, would be to depict the ob-
tained cluster through the combination of measurements that not only describe the mean cluster
characteristics via the centroid, but also to integrate additional information that preserves the
overall ensemble structure and distribution (with extremes).
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Figure 6.5: Comparison of Ns solutions of size Ns for the 10% (left), 50% (center) and 90%
(right) geological reliability delineations between randomly selected realizations (gray), their
mean penalty performance (red) and subset solutions obtained via clustering analysis (blue)
6.3.5 Approximate robust optimization using a limited subset Ns
In the previous sections, I discussed how clustering the probabilistic WHPA delineation under
steady-state conditions can help to better approximate a computationally more demanding tran-
sient probabilistic WHPA solution. Now, I move a step forward and use the approximate subset
solutions Ns in the entire MOO exercise as described in Chapter 5. In this analysis, I choose a
50% geological reliability and 100% time reliability.
Fig. 6.6 shows the projection of the resulting Pareto Front onto the shortage-exceedance
plane, for the initial time horizon from three distinctive subset numbers Ns. Scenarios I (red),
II (blue) and III (black) use Ns values of 10, 100 and 300 K-field realizations, respectively.
For each scenario, the green sphere depicts the solution with the shortest distance to the origin
of the normalized coordinates highlighted with a white sphere. While the visual evaluation of
each WHPA approximation can be seen in Fig. 6.3, the trade-off performance between the size
of Ns and the reduction of the Edel measure is indicated in Fig. 6.4. In Fig. 6.6, each sphere
solution is normalized in an interval [0, 1] that indicates the lowest (0) and highest (1) goal
attainment levels found in the current decision period.
Although all three subset solutions resemble transient outlines (see Fig. 6.3), reasonably
well, one behavior becomes clear. The better the representation of geological uncertainty with
increasing Ns, the lower is the alleged performance in the trade-off between groundwater short-
age and exceedance area. This alleged loss of performance, however, is in fact an increased
honesty and will shield the decision maker against undesired surprises.
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Now, in order to analyze the consequences of saving in computational time, I compare the
three scenarios using the best compromise solution (green sphere) between the two considered
objectives for the three Pareto Fronts. While the decision to increase the size of Ns is straight-
forward when comparing the performance between the green spheres of I and II, the decision to
increase the size of Ns by another 200% from II to III in order to slightly improve the reduction
of Edel seems not justifiable. In terms of computational saving, the additional computational
effort required in III does not pay off in terms of trade-off performance when comparing the
two respective green spheres. In fact, this was already inducted by Fig. 6.4, where the 50%
reliability level is approximated well with Ns = 100.
In general, my suggested approach opens up new opportunities to optimally reproduce ge-
ological uncertainty for further analysis in WHPA analysis such as expensive multiobjective
optimization problems while avoiding the corresponding high computational time.
Figure 6.6: Pareto fronts for three distinctive Ns scenarios to address geological uncertainty.
The red, blue and black Pareto fronts represent Ns scenarios of size 10 (red), 100 (black) and
300 (blue) Ensemble K-field realizations chosen via clustering, respectively. The green spheres
highlight the best compromise solution among the two selected objectives for each Pareto Front
depicting the shortest the distance to the origin of the normalized coordinates highlighted with
a white sphere.
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6.4 Conclusions and Outlook
In this study, I present a methodology that reduces the cost of using Monte Carlo simulation
to quantify geological uncertainty in WHPA analysis. My methodology applies cluster analy-
sis to detect a limited subset of hydraulic conductivity fields that best approximate the overall
information of a larger ensemble of K scenarios. The classification and selection of each rep-
resentative model realization is made according to some pixel-wise commonalities among all
hydraulic conductivity fields (geological features) and respective WHPA solutions (transport
features). In the end, my analysis reduces the required number of hydraulic conductivity fields
to estimate the impact of geological uncertainty in (probabilistic) WHPA delineation. In this
way, further analysis with high computational cost can be performed, such as transient multi-
objective optimization problems.
1. In probabilistic WHPA analysis, the use of clustering becomes a suitable strategy to
account for the influence of geological uncertainty while reducing the overall size of the
needed ensemble of K field realizations.
2. The high dimensionality of hydraulic conductivity fields and respective WHPA solutions
can be reduced into a low-dimensional feature space using three feature metrics, one for
geological interpretation and two for depicting transport processes.
3. The number of representative ensemble realizations needed to statistically approximate
a chosen reliability outline depends of the aimed reliability magnitude. Of course, the
higher the reliability magnitude, greater the required number of ensemble realizations.
By clustering, I can obtain a practical approximation of the ensemble result (≥ 90%)
using less than 20% of the total ensemble sample.
4. However, for low-CPU-time regions of high geological reliability levels, the proposed
approach performed poorly. This behavior can be attributed to the decision of using k-
medoids as clustering technique, since it lacks the representation of extremes (because
clusters are represented by their medoids) so it underestimates WHPAs to some extent.
Nevertheless, the proposed clustering approach reduces the random component of the er-
ror, becoming a numerically more reliable alternative than performing randomized Monte
Carlo selection strategies.
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7. Summary, Conclusions and Outlook
7.1 Summary
The main goal of this thesis is to develop new concepts and methodologies that permit to
face the influence of transient groundwater flow in WHPA delineation so that groundwater
production remains safe. To fulfill this main objective, I presented four contributions: 1) A
new approximate solution to represent transiency based on a dynamic superposition of steady-
state flow solutions. 2) Using this approximate solution, I extended the current probabilistic
framework in WHPA delineation by integrating transient flow behavior as new dimension. 3) I
introduced a new multiobjective optimization framework that allows optimal control of pump-
ing rate schemes in a well gallery in order to stabilize changes in the groundwater abstraction
zone triggered by transiency. 4) A clustering technique to reduce the computational cost of
addressing geological uncertainties in probabilistic WHPA analysis. The aforementioned con-
tributions have been presented in chapters 3 to 6. A summary of each contribution can be found
below. General conclusions are presented in Section 7.2 and finally in Section 7.3 I provided
of possible routes for future work.
1. In Chapter 3, I presented a groundwater simulator that is based on a linear(ized) form of
the groundwater flow equation. The simulator assumes quasi-stationarity of groundwa-
ter storage in order to speed up computational analysis, so that Monte Carlo simulation
becomes possible with less computational time restrictions. Using this formulation, I
presented a time frequency map representation of WHPAs as well as the probabilistic
WHPA solution for WHPAs considering additional uncertainty due to (a) imprecise in-
formation regarding aquifer parameters and (b) inexact knowledge about the behavior
of the different transient drivers. Both sources of uncertainty are considered via Monte
Carlo simulation of time reliability maps.
2. In Chapter 4, using the numerical formulation of Chapter 3, I investigated the effects of
transient groundwater flow in WHPA delineation, distinguishing between the influence
on deterministic WHPA delineation and the impact on probabilistic WHPA solutions.
To represent transient flow conditions, I considered seasonal variations of the following
boundary conditions: (I) regional groundwater flow direction, (II) regional strength of
the hydraulic gradient, (III) natural groundwater recharge and (IV) pumping rate. The
key analysis tools used in this investigation were joint frequency/probability maps that
indicate the degree of membership to the area that should be protected.
3. In Chapter 5, I presented a dynamic multiobjective optimization framework that enables
the optimal control of well galleries for those situations where the control of the current
abstraction zone becomes of paramount importance, such as urban city areas with indus-
trial zones surrounding the current well catchment delineation. I solved the management
problem utilizing time-dependent multiobjective optimization (MOO) concepts in order
to search for compromise solutions that consider three objectives: 1) to minimize the risk
of pumping water from outside a given WHPA, 2) to minimize the gap between ground-
water supply and demand and 3) to minimize the involved costs of pumping. Addition-
ally, I address aquifer heterogeneity through scenarios representative of the uncertainty
in hydraulic conductivity.
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4. In Chapter 6, I proposed a methodology to reduce the computational cost of addressing
the Monte Carlo simulation of time reliability maps (Chapter 4) and multiobjective opti-
mization problems addressing the optimal control of well galleries in urban environments
(Chapter 5). The proposed framework uses clustering techniques to recognize a subset
of model realizations that represents relevant statistics of interest for WHPA analysis un-
der the influence of geological uncertainties. To avoid clustering in a high-dimensional
space, I proposed a problem-specific low-dimensional space and appropriate distance
metrics for clustering. The distances I suggested are a combination of pixel-wise com-
monalities between hydraulic conductivity fields (permeability-based representation) and
respective WHPA outlines (transport-based representation). My formulation permits the
fast but accurate simulation of groundwater transient flow solutions based on limited sub-
sets of hydraulic conductivity fields. To test my machine learning framework, I replicated
the problems introduced in Chapters 4 and 5, reducing in both scenarios the number of
realizations needed to approximate the previously obtained solutions.
7.2 Conclusions
The first contribution presented a novel numerical formulation for groundwater transient flow
simulation which requires only limited code development for being compatible with commer-
cial software such as ModFlow [54] and FeFlow [123]. This numerical tool allows groundwater
modelers to simulate transient flow conditions for WHPA delineation under reduced computa-
tional times.
The second contribution showed that, transient flow conditions are an important source
of uncertainty and that plays an important role when delineating WHPAs. From a global point
of view, the major conclusions are: 1) Each considered transient driver results in a distinctive
pattern of temporal catchment membership, with the ambient flow direction having the largest
influence. 2) Transient analysis improves decision support for probabilistic WHPA delineation.
It provides, as additional information, time reliability levels. Now, probabilistic WHPA de-
lineation requires to select reliability levels for time and for geological conditions. 3) Time
reliability depicts a different form of risk when contrasted to geological reliability. Lack of
time reliability depicts a known risk to the well for a specific time period. The lack of ge-
ological reliability depicts lack of knowledge whether the well is at risk. 4) In the presence
of uncertain transient and geological conditions, higher time reliability protection represents a
cheaper condition compared to high geological reliability levels. 5) The use of time-geological
reliability information combined with land use information lead to a better decision making
process concerning sensitive locations within a WHPA.
The third contribution found that, multiobjective concepts represent a valid alternative for
restricting the time-variant changes of the groundwater capture zone. For scenarios with strong
restrictions in expanding a WHPA, the optimal control of the well gallery, can represent a useful
alternative to deal with transient flow behavior. Overall, I showed that 1) WHPA programs and
pumping management can benefit from multi-objective optimization concepts. The competi-
tiveness among the selected objectives lead to Pareto optimal solutions from which a decision
maker can select the well field management strategy that best suits to upcoming management
necessities and transient groundwater flow conditions. 2) An optimal pumping strategy that
fulfills the overall groundwater demand can effectively reduce the expansion of the abstraction
zone beyond the given WHPA when compared to a non-optimal management scheme. Optimal
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pumping reduces the influence of the time-variant flow environment by pumping more at those
wells that currently yield a smaller influence in the expansion of the current abstraction zone.
3) Optimal pumping stabilizes the dynamic changes of the groundwater abstraction zone, lead-
ing to a densely utilized and more static core area that aligns better with the given WHPA. 4)
Inappropriate WHPA delineations can not be treated even with my suggested approach. Thus,
to address geological uncertainties, it is still preferable to use probabilistic WHPA outlines that
are large enough to compensate for uncertainties.
The fourth contribution showed that, clustering techniques are a valid methodology to
reduce the cost of using Monte Carlo simulation to quantify geological uncertainty in WHPA
analysis. In summary, the major conclusions are: 1) In probabilistic WHPA analysis, clustering
can detect a limited subset of hydraulic conductivity fields that best approximate the overall
information of a larger ensemble of K scenarios. 2) The high dimensionality of hydraulic con-
ductivity fields and respective WHPA solutions can be reduced into a low-dimensional feature
space using three feature metrics, one for geological interpretation and two for depicting trans-
port processes. 3) The number of representative ensemble realizations needed to statistically
approximate a chosen reliability outline depends of the aimed reliability magnitude. Of course,
the higher the reliability magnitude, the greater the required number of ensemble realizations.
However, we can obtain a practical approximation of the ensemble response (≥ 90%) using
less than 20% of the total ensemble sample. 4) However, for low-CPU-time regions of high
geological reliability levels (e.g., the 90%) the proposed approach performed poorly. This be-
havior can be attributed to the decision of implementing k-medoids as the chosen clustering
technique since it lacks of integrating extremes influence (because clusters are represented by
their medoids) so that it underestimates WHPA to some extent. Nevertheless, the proposed
clustering approach reduces the random component of the error, avoiding to scatter the perfor-
mance in the feature space and thus, becoming a numerically more reliable alternative.
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7.3 Outlook
Based on the aforementioned conclusions, possibles routes for future research are:
1. In Chapter 3, I presented a formulation that achieves fast but asymptotically valid tran-
sient flow simulation. While, the implementation is being directed principally towards
confined aquifers, in reality, most aquifers are unconfined. Thus, a straightforward fur-
ther analysis is to extend the formulation to encompass unconfined aquifer scenarios.
This is more challenging, because unconfined aquifers result in non-linear partial differ-
ential equations.
2. In Chapter 4, I evaluated the impact of transient flow behavior in WHPA analysis. I as-
sumed constant mean and variance (stationarity process) for the time series behavior of
each transient driver. One question remaining is the influence that non-stationarity condi-
tions might have on WHPA delineation and its importance versus geological uncertainty
conditions.
3. In Chapter 5, I searched for optimal pumping rate schemes to restrict the influence of
transient flow in the actual groundwater abstraction zone. However, when considering
uncertainty influencing the optimization formulation I focused on evaluating the influ-
ence of aquifer heterogeneity (by aggregating the objective function over a selected en-
semble of hydraulic conductivity fields) while assuming an accurate characterization of
each transient driver. The next logical step is to include uncertainty in transient flow
behavior. This would require looking at fast assimilation and short-term forecasting sys-
tems for transient capture zones.
4. In Chapter 6, I investigated how to recognize, using cluster analysis, a subset of ensem-
ble realizations that represent relevant statistics of interest for WHPA analysis under the
influence of geological uncertainties. The three metrics used for clustering focused on
depicting individual hydraulic conductivity fields. The idea for further research is to
include metrics and modified clustering techniques that preserve the representation of
extremes. For example, one could investigate how much accuracy is gained by represent-
ing the clusters not only by their means (centroids), but by something that preserves the
distribution (with extremes) of the entire ensemble.
5. In chapter 6, I assumed, when compared to transient flow behavior, a stronger influence
of geological uncertainty conditions driving changes in the probabilistic WHPA solution.
This assumption allowed me to cluster probabilistic transient solutions using steady-state
WHPA solutions, with little concern about the differences between WHPAs under steady-
state and transient flow conditions. In future research, it would be necessary to evaluate
how much accuracy is lost when the transient flow influence increases, or whether addi-
tional proxies for transient behavior features could be found.
6. Overall, both methodologies (chapter 5 and 6) were evaluated using synthetic model sce-
narios. Obviously, for practical application, future work should focus on implementing
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