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ABSTRACT
We elaborate the statistical field theory of Turbulence suggested in the previous paper [1]. We
clarify and simplify the basic Energy pumping equation of that theory and study mathematical
properties of singular field configuration (instanton) which determine the tails of PDF for the velocity
circulation around large loop C in isotropic turbulence at highest Reynolds numbers. Explicit analytic
solution is found for the Clebsch instanton in an Euler equation for a planar loop circulation problem.
This solution for vorticity is has a term proportional to a delta function in normal direction to the
minimal surface bounded by the loop. The smoothing of δ functions in the vorticity in the full
Navier-Stokes equations is investigated and exponential profile of smoothed singularity is found.
The PDF for circulation is now an infinite sum of decreasing exponential terms exp (−n|w|)
√
n
|w| ,
with w = ΓΓ0[C] , and Γ0[C] ∼
√
AC with minimal area AC . The leading term fits with adjusted
R2 = 0.9999 the PDF tail found in DNS over more than six orders of magnitude. The area dependence
of the ratio of the circulation moments M8/M6 fits with adjusted R2 = 0.9996 the DNS in inertial
range of square loop sizes from 100 to 500 Kolmogorov scales. Thus, our theory explains DNS
with high degree or confidence. For a flat loop we derive two-dimensional integral equation for the
dependence of the scale Γ0[C] of circulation as a function of the shape of the loop (aspect ratio for
rectangular loop).
Keywords Turbulence · Instanton · Exact Solution · Euler · Clebsch
1 Introduction. Statistical Approach to The Turbulence
The statistical approach to the turbulence suggested in [1] is based on a concept of an effective distribution for vorticity
in a cell in a certain domain in space, with all remaining vorticity cells acting as a thermostat. This is similar to a step
leading to a Gibbs distribution from a microcanonical distribution.
In our case the energy H = 12
∫
d3rv2α is not an integral of motion, there is instead a steady energy flow from the
boundary of the system, which is dissipated at smallest scales, where vorticity dominates in the Navier-Stokes equations
and Euler dynamics break.
We do not assume any specific models of this energy flux except that it originates at the boundary by some random
forces. The energy balance equation which follows from Navier-Stokes equation was reduced in [1] to an unfamiliar
form ∫
V
d3rνω2α(r)− fα
∫
V
d3reαβγrβωγ(r) = 0 (1)
where the external random force ~f is related to pressure distribution over an infinite bounding sphere (with ~n being its
normal vector)
fα = −〈nαnβ∂βp〉n∈S2 (2)
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The green flat blob in that picture represents our instanton, – singular vorticity sheet which we are going to study in this
paper.
It is assumed that the net vorticity is zero ∫
V
d3rωγ(r) = 0 (3)
in which case the integral
∫
V
d3reαβγrβωγ(r) is translation invariant.
In virtue of the Central Limit Theorem we expect this force to be a Gaussian random vector with isotropic distribution
P (~f) ∝ exp
(
−
~f2
2σ
)
(4)
Our formula for the energy flow is additive with respect to the vorticity cells and is dominated by the regions of high
vorticity.
If we single out the contribution from a particular vorticity cell where we are studying vorticity distribution, averaged
over all configurations of remaining vorticity cells (thermostat), we get an effective Hamiltonian for a subsystem in a
volume Vs under study
Heff =
∫
Vs
d3rνω2α(r)− fα
∫
Vs
d3reαβγrβωγ(r) (5)
which enters our distribution as exp
(−λHeff) with some Lagrange multiplier λ analogous to β = 1/T in the Gibbs
distribution. This λ arises as a derivative of an entropy of the thermostat configurations as a function of the energy flow.
In our case these are configurations of the vorticity in its steady state (Generalized Beltrami Flow, or GBF).
We should also keep in mind that in the Biot-Savart integral for the velocity field there is an additional contribution
~vT (r0) from the thermostat as well as from the cell we are studying
~v(r0) =
1
4pi
∫
Vs
d3r~ω(r)×∇ 1|r − r0| + ~v
T (r0) (6)
This effective Gibbs distribution is acting on top of the steady flow conditions GBF. In space of all vorticity config-
urations there is certain invariant measure in Clebsch coordinates, selecting every such flow with equal weight and
eliminating the unstable flows (with bad Lyapunov indexes for vorticity field).
This measure was constructed and discussed in detail in [1]. We do not need all this heavy machinery here, as we are
going to study just the leading WKB approximation for the vorticity PDF in presence of large circulation over large flat
loop in coordinate space.
There is also some new understanding of the thermostat which we are bringing in now, namely the boundary condition
at infinity, at this remote sphere where random forces are creating energy flow.
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We argue that the thermostat velocity and vorticity should decay as follows1:
vTα (~r)→ γ
rαrβfβ
~r4
, (7)
∂αv
T
α (~r) = 0, (8)
ωTα (~r) ∝ γ
eαβµrβfµ
~r4
, (9)
∂αω
T
α (~r) = 0 (10)
with constant γ having dimension r2t .
The power Pb generated by external pressure at the boundary (infinite sphere)
Pb = −
∫
S2
dσαv
T
αnβ∂βp = 4piγ
~f2 (11)
〈Pb〉 = 12piγσ (12)
which determines this new parameter γ
γ =
〈Pb〉
12piσ
(13)
The 1/r2 decay of velocity is necessary to compensate the area of remote sphere and it must be linear in ~f to match the
external force and produce constant self-averaging power out of product of two Gaussian vectors.
This velocity profile can be viewed as thermostat vorticity filling infinite space, with its magnitude being distributed as
d|r|
|r| sin θ. It is not constant though, as we have zero net rotation, so this vorticity depends upon the angle of ~r with
respect random boundary force, being orthogonal to both vectors. The flux of this vorticity at every point of a large
sphere vanishes, as there is only tangential vorticity.
At any given direction ~n = rˆ at the remote sphere there is constant velocity flux proportional to γ ~f~n, but the net velocity
flux also vanishes after integration over these normal directions, so that there is no leak of a fluid.
So, the random forces working on a remote sphere induced uniform flow through the surface, netting to zero as it should
in steady state.
Note that we did not assume anything about velocity or vorticity in the thermostat at finite distances, just its asymptotic
behavior on the infinite boundary. We demanded that velocity has a pole at infinity compatible with incompressibility
and matching the power Pb produced by random forces.
We are using here specific coordinate frame centered at the origin, and we use the sphere as a boundary. With some
obvious generalizations the results should come out the same for arbitrary shape off the boundary surface as it was
discussed in [1].
In summary, we assume two components of vorticity field: the localized vorticity cell (singular vorticity sheet in a limit
of large circulation flow), with velocity decreasing as 1/|r|3 and the background thermostat vorticity, spread over space
with d|~r|/|~r| sin θ profile and velocity decreasing as cos θ/r2.
The thermostat velocity is involved in receiving and passing the power generated by the outside random forces on a
remote sphere. The localized cell is receiving the energy flow and dissipating it on a vorticity singularities (which
singularities, as we shall see later, are smeared by viscosity to become Zeldovich pancakes of the viscous width).
The inertial range in our theory is a physical space rather than symbolic range of wavelengths: this is a space between
the bounding sphere, where the energy flow originates, and the vorticity peaks where it is dissipated.
Weak background vorticity is spread over this space, and dissipation there is proportional to vanishing viscosity, whereas
at peaks this small viscosity is compensated by large density of vorticity.
This is different from a Kolmogorov scenario, but maybe it is time to move on after 80 years of praying to great Andrey
Kolmogorov. In a feat of intuition he discovered the heart of the turbulence phenomena, but as it turns out, turbulence
has some other body parts as well, and some of these parts are easier to study than the others.
1Note that this expression for velocity rαrβfβr−d−1 is incompressible in any dimension d of space. In general case the boundary
sphere will have dimension d− 1 and we shall still have finite power generated by random forces at the bounding sphere.
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The picture described here seems adequate to the high Reynolds DNS [2] as far as the circulation distribution is
concerned. The critical phenomena taking place in turbulent flow at smaller spatial scales in absence of large circulation,
are so far beyond the reach in our approach.
At the qualitative level we may view these multi-scale fluctuations as coming from singular vorticity structures
(surfaces) of various spatial scales, uniformly distributed over space. This is similar to duality in four dimensional field
theory. There, too, fluctuating fields in a strong coupling phase are equivalent to weakly fluctuating strings which are
two-dimensional surfaces in space-time.
So, we are not trying to deny the complex multi-fractal distributions of local vorticity and velocity differences. Obviously,
these phenomena are real – but we simply found the conditions when these fluctuations are decoupling from the main
singular flow. We found the way to bypass this complexity and get some exact relations for other observable quantities
by using dual language of singular vorticity sheets.
By the way, nobody has proven that the multi-fractal scaling phenomena are even universal – the physics of the ensemble
of the vorticity structures of varying sizes could depend of the specifics of the energy pumping on a bounding sphere,
simply because the farther away the more influence comes from the velocity correlation growing as r2/3. In our case
there are special reasons which we discuss, for the circulation PDF to come out universal up to scale factors.
The interaction between vorticity sheet and thermostat is described by a master equation which we derive and solve
below.
Once again, our picture is anisotropic and our coordinate frame is fixed, simply because we are studying conditional
probability for large velocity circulation around some large loop in coordinate space. Velocity fluctuations play little
role in this situation, it is all dominated by some steady singular flow.
2 Clebsch instanton
We found in [1] multi-valued fields with nontrivial topology which are relevant to large circulation asymptotic behavior.
Vorticity is parametrized by famous Clebsch coordinates
ωα = eαβγ∂βφ1∂γφ2 (14)
and velocity is related to vorticity by a Biot-Savart integral
vα(r) = −eαβγ∂β
∫
d3r′
ωγ(r
′)
4pi|r − r′| (15)
2.1 Gauge Invariance and Clebsch Confinement
There are some gauge transformations (canonical transformation in terms of Hamiltonian system, or area preserving
diffeomorphisms geometrically) which leave vorticity invariant
φa(r)⇒ Ga(φ(r)) (16)
det
∂Ga
∂φb
=
∂(G1, G2)
∂(φ1, φ2)
= 1. (17)
Infinitesimal version of these transformation is
δφa = eab
∂h
∂φb
(18)
with arbitrary function h(φ1, φ2).
The conventional time evolution for Clebsch fields in Euler Hamiltonian dynamics is just a passive convection
∂tφa = −vα∂αφa (19)
We, however, generalize this evolution by adding time dependent gauge transformation which produce equivalent
Clebsch fields
∂tφa = −vα∂αφa + eab ∂h
∂φb
(20)
Independently of the gauge function h(φ) the vorticity satisfies the same equations
∂tωα = ωβ∂βvα − vβ∂βωα (21)
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This is a direct consequence of gauge invariance of the Clebsch parametrization of vorticity.
The Turbulence phenomenon in fluid dynamics in Clebsch variables resembles the color confinement in QCD.
We have no Yang-Mills gauge field here, but instead we have nonlinear Clebsch field participating in gauge transforma-
tions. These transformations are global as opposed to local gauge transformations in QCD, but the common part is that
this symmetry stays unbroken and leads to confinement of Clebsch field.
The description of Clebsch field as nonlinear waves [3] which was appropriate at large viscosity, or weak turbulence,
quickly gets hopelessly complex when one tries to go beyond the K41 law into fully developed turbulence. The basic
assumption [3] of the Gaussian distribution of Clebsch field breaks down at small viscosity.
The small viscosity in Navier-Stokes equations is a nonperturbative limit, like the infra-red phenomena in QCD, when
the waves combine into non-local and nonlinear structures best described as solitons or instantons.
Nobody managed to explain color confinement in gauge theories as a result of strong interaction of gluon waves. On
the contrary, the topologically nontrivial field configurations such as monopoles in 3D gauge theory and instantons in
4D led to the understanding of the color confinement.
This is what we are doing here as well, except our singular solutions are not point like singularities but rather singular
vorticity sheets.
Vorticity sheets (so called Zeldovich pancakes [4]), were extensively discussed in the literature in the context of
the cosmic turbulence. Superficially they look similar to my instantons but at closer look there are some important
distinctions. For one thing they are unrelated to the minimal surfaces, and for another one, they seem to have no
topological numbers.
The general physics of the "frozen" vorticity in incompressible flow, collapsing in the normal direction and expanding
along the surface, is essentially the same. What is different here is an explicit singular solution with its tangent and
normal components at the minimal surface, the Clebsch field topology and its consequences for the circulation PDF.
The relevance of classical solutions in nonlinear stochastic equations to the intermittency phenomena (tails of the PDF
for observables) was noticed back in the 90-ties [5] when it was used [6] to explain intermittency in Burgers equation.
However, nobody succeeded in finding the instanton solution in 3D fluid dynamics until now.
2.2 Discontinuity at the Minimal Surface
Let us now describe the proposed stationary solutions of Euler equations in Clebsch variables.
Our Clebsch field φ2 has 2pin discontinuity across the minimal surface SC bounded by C. As it was argued in [1]
the minimal surface is compatible with Clebsch parametrization of conserved vorticity directed at its normal in linear
vicinity of the surface.
We parametrize the minimal surface2 as a mapping to R3 from the unit disk in polar coordinates ρ, α
SC : ~r = ~X(ξ), ξ = (ρ, α) (22)
In the linear vicinity of the surface
δSC : ~r = ~X(ξ) + z~n(ξ) (23)
the Clebsch field φ2 is discontinuous
φ2 (~r ∈ δSC) = mα+ 2pinθ(z) +O(z2); m,n ∈ Z (24)
while the other component is continuous
φ1 (~r ∈ δSC) = Φ(ξ) +O(z2) (25)
2there is a mathematical theory, initiated by Weierstrass, relating these surfaces on three dimensions to a pair of analytic functions.
We reproduce it in [1] in modern field theory jargon.
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The vorticity has the delta-function singularity at the surface:
gij = ∂iXµ(ξ)∂jXµ(ξ) (26)
~ω (r ∈ δSC) = δ(z)2pin~∇Φ(ξ)× ~n(ξ) + ~n(ξ)Ω(ξ) +O(z2) (27)
Ω(ξ) =
m∂Φ(ξ)∂ρ√
det g
(28)
~n =
∂ρ ~X × ∂α ~X√
det g
; (29)
If you study the vorticity conservation
∂αωα (r ∈ δSC) = 0 (30)
you will arrive at the self-consistency equation [1]
∂αnα = 0 (31)
corresponding to the mean curvature being zero at the minimal surface.
This delta term in vorticity is orthogonal to the normal vector to the surface and thus does not contribute to the flux
through the minimal surface, so this flux is still determined by the second (regular) term and circulation is related to this
Φ(ξ)
ΓC =
∮
C
vαdrα =
∫
S
dφ1 ∧ dφ2 = m
∫ 2pi
0
(Φ(1, α)− Φ(0, α)) dα (32)
The Stokes theorem ensures that the flux through any other surface bounded by the loop C would be the same, but in
that case the singular tangent component of vorticity would also contribute. The simplest computation corresponds to
choosing the flux through the minimal surface.
The instanton velocity field reduces to the surface integral
vinstβ (r) = 2pin (δβγ∂α − δαβ∂γ)
∫
Smin
dσγ(ξ)∂αΦ(ξ)
1
4pi| ~X(ξ)− ~r| (33)
We are assuming that the Clebsch field falls off outside the surface so that vorticity is present only in an infinitesimal
layer surrounding this surface. In this case only the delta function term contributes to the Biot-Savart integral though
only a regular term contributes to the circulation.
Let us now consider the steady flow Clebsch equations derived in [1], which we call the master equation:
vα∂αφa = eab
∂h(φ)
∂φb
(34)
Here the gauge function h(φ) is arbitrary, and must be determined from consistency of the equation.
The master equation is much simpler than the vorticity equations for GBF.
The leading term in these equations near the minimal surface is the normal flow restriction
vα(r)nα(r) = 0; r ∈ SC (35)
which annihilates the δ(z) term on the left side of (34). The next order terms will already involve the gauge function
h(φ).
The simplest case of our instanton is that of a flat loop in 3D space, which we assume to be in x, y plane. The minimal
surface is a part DC of x, y plane bounded by this flat loop.
The generic formula (33) simplifies here (here i, j = 1, 2) :
vinsti (r0) = 0, (36)
vinst3 (r0) =
n
2
∫
D(C)
d2r
√
ggij∂iΦ(r)∂j
1
|r − r0| (37)
The vanishing tangent velocity means that the regular part of equation (34) is satisfied identically with h = 0.
As for the singular part, proportional to δ(z) it requires v3(r) = 0.
In fact, there is always extra contribution ~vT (r0) to the normal velocity from the 3D Biot-Savart integral of over vorticity
in the thermostat cells (see [1]). So, correct equation reads
v3(r0) = v
T
z (r0) +
n
2
∫
D(C)
d2r
√
ggij∂iΦ(r)∂j
1
|r − r0| = 0 (38)
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3 Smeared Vorticity and Dissipation in Navier-Stokes Equations
The square of delta function entering the dissipation from the instanton has to be smeared at viscous scales. This
smearing comes from the viscosity terms in the Navier-Stokes equation:
∂tωα = ν∂
2ωα + ωβ∂βvα − vβ∂βωα (39)
In the steady flow the right side must vanish. The δ′-terms coming from the vβ∂βωα term cancel by themselves in
virtue of vanishing normal velocity at the surface.
The singular δ(z) terms must balance the first term ν∂2ωα at z → 0. For that purpose the z dependence must match.
The only function smearing δ(z) and proportional to itself after two derivatives is
δ(h, z) =
1
2h
exp
(
−|z|
h
)
(40)
The perturbation term in the steady Navier-Stokes equations coming from viscosity is
2pinνeαβγ∂βΦ(ξ)nγ(ξ)∂
2
zδ(h, z) = 2pin
ν
h2
eαβγ∂βΦ(ξ)nγ(ξ)δ(h, z) (41)
With this term present, we introduce viscosity correction to vorticity
δωα =
ν
h2
δ(h, z)wα(ξ) (42)
and we find in the first order by matching the delta-terms:
wβ∂βvα − vβ∂βwα + 2pineαβγ∂βΦ(ξ)nγ(ξ) = 0 (43)
There is a solution with wα belonging to the tangent plane
wk∂kvi − vk∂kwi + 2pineik∂kΦ = 0 (44)
Now we can take a limit at h = ν/Λ→ 0
νδ(h, z)2 =
Λ
4h
exp
(
−2|z|
h
)
→ Λ
4
δ(z) (45)
From above viscosity correction we see that Λ must go to zero with viscosity faster then
√
ν
Λ √ν (46)
This brings us to the effective Hamiltonian, which we now can compute as an anomaly at small viscosity
Heff =
∫
Smin
dσ(ξ)
(
Λ
4
~F 2(ξ)− ~f
(
(~r~n)~F − (~r ~F )~n
))
(47)
~F = 2pin~∇Φ× ~n (48)
As we see in the end of this paper, this vanishing Λ is necessary for the existence of critical phenomena in PDF
distribution.
4 Instanton On Flat Surface
4.1 Infinite Plane
In an infinite R2 plane z = 0 the equation is a convolution in Fourier space, which leads to an obvious solution
vTz (r0, 0) =
∫
R2
d2keı
~k~r0 v˜Tz (kx, ky) (49)
v˜Tz (kx, ky) =
∫ ∞
−∞
dkz v˜
T
z (kx, ky, kz) (50)
Φ(~r) = − 1
pin
∫
R2
d2keı
~k~r v˜
T
z (kx, ky)√
k2x + k
2
y
(51)
= − 1
2pi2n
∫
R2
d2r′
vTz (r
′)
|~r − ~r′| (52)
This solution will apply to an arbitrary planar loop in a limit when it blows up to infinity, as long as the point ~r is far
away from its boundary, at fixed distance from the center of the loop.
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4.2 Semiplane
Let us now deal with the upper semi-plane. We are left with the integral equation
−n
2
∫ ∞
−∞
dx
∫ ∞
0
dy∂iΦ(x, y)∂i
1√
(x− x0)2 + (y − y0)2
= vTz (x0, y0) (53)
Let us look for a solution as a combined Laplace-Fourier transform
Φ(x, y) =
∫ ∞
0
dηe−ηy
∫ ∞
−∞
dkeı kxΦ˜(k, η) (54)
and use the Fourier representation
1
|~r − ~r0| =
∫
d2q
eı ~q(~r0−~r)
2pi|~q| (55)
vTz (x0, y0) =
∫
d2qv˜Tz (qx, qy)e
ı ~q~r0 (56)
Integration over x produces 2piδ (k − qx) which leaves us with the following integral equation
−n
2
∫ ∞
0
dη
q2x + ı ηqy
η + ı qy
Φ˜(qx, η) =
√
q2x + q
2
y v˜
T
z (qx, qy) (57)
Let us introduce an analytic function (with qx as a parameter)
F (qx, z) = −n
2
∫ ∞
0
dη
q2x − ηz
η − z Φ˜(qx, η) (58)
and define discontinuity on real axis as
=zf(z) ≡ f(z + ı 0)− f(z − ı 0)
2ı
; z ∈ R1 (59)
Then we find that discontinuity of F (qx, z) is related to Φ˜(qx, η)
=zF (qx, z) = pin
2
Φ˜(qx, z)
(
q2x − z2
)
; z ∈ R1 (60)
Our integral equation reduces to the condition
F (qx,−ı qy) =
√
q2x + q
2
y v˜
T
z (qx, qy) (61)
Assuming there is analytic continuation of vTz (qx, qy) to the upper semi-plane we find analytic solution
F (k, z) =
√
k2 − z2v˜Tz (k, ı z) (62)
Φ˜(k, η) =
2=ηF (k, η)
pin (k2 − η2) (63)
Note that there is a difference between discontinuity and imaginary part of the function at the upper side of the cut
in presence of some complex external parameters. We are literally finding the difference between the values of the
function at two sides of the cut and dividing it by 2ı . In the same way <η reduces to the average of two values on each
side of the cut.
It is instructive to see how this solution gets back to the one for an infinite plane far away from the boundary y = 0.
The η integral in (54) with Φ given by (62) is, in fact a contour integral surrounding all singularities of
F (k, z)
pin (k2 − z2) (64)
except for the pole at z = |k|.
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Taking that pole into account we can rotate the integration contour to the imaginary axis z = ı ky after which it coincides
with the solution for an infinite plane minus the pole term
Φ(x, y) = − 1
pin
∫
d2keı kxx+ı kyy
v˜Tz (kx, ky)√
k2x + k
2
y
− 1
n
∫ ∞
−∞
dk
|k|e
ı kx−|k|yΩ(k) (65)
Ω(k) = lim
q→ı |k|
(√
k2 + q2v˜Tz (k, q)
)
(66)
At large positive y the dominant k ∼ 1/y → 0 in the last term and as we shall see below Ω(k) goes to zero at least as
|k| (in fact, as k2), so that this correction goes to zero away from the boundary and we recover an infinite plane solution.
To study analytic properties of velocity field v˜Tz in Fourier space, let us express it in terms of vorticity (we now restore
the position z0 6= 0 of our x− y plane)
v˜Tz (qx, qy) =
∫ ∞
−∞
dqz
ı eijqiω˜j(qx, qy, qz)
q2x + q
2
y + q
2
z
eı qzz0 (67)
Using this representation we find that
Ω(k) = lim
→0+
∫ ∞
−∞
dqzı eijqiω˜j(qx, qy, qz)

2 + q2z
eı qzz0 → (68)
pi (ı kω˜y(k, ı |k|, 0) + |k|ω˜x(k, ı |k|, 0)) (69)
Note that this result does not depend of the arbitrary position z0 of our plane in R3.
4.3 Disk
In case of a disk with radius R we have the integral equation
−n
2
∫
x2+y2<R2
dxdy∂iΦ(x, y)∂i
1√
(x− x0)2 + (y − y0)2
= vTz (x0, y0) (70)
With double Fourier representation for both Φ(x, y), vTz it reduces to∫
d2kΦ˜(k)
R~k~q
|~k − ~q|
J1
(
|~k − ~q|R
)
=
2pi|~q|
n
v˜Tz (q) (71)
This equation (with J1(x) being the Bessel function) is valid for arbitrary radius R of the circle.
We are interested in the limit of large area, i.e. at R→∞. Formally, at R =∞ the convolution would lead to an the
same solution we have found for an infinite plane.
This solution is valid inside the domain, at any fixed distance from the origin. However, at the vicinity of the bounding
loop (circle in our case), the solution is different.
Namely, near the border we may treat it as a semi-plane in the limit of large R, which means small curvature. So, there
the previous solution applies.
As a consequence, the bulk effects, when the integral over area are involved, like in effective Hamiltonian, the Fourier
solution (51) can be used, but for the circulation we should use the semi-plane solution.
Let us see how this transition happens. Shifting the origin to a point 0,−R on a circle, we have the inequality
x2 + (−R+ y)2 < R2 (72)
which at large R compared to x, y is equivalent to a parabola
y >
x2
2R
(73)
Using as before the Laplace-Fourier transform (54) we have this time
− n
∫ ∞
0
dη
∫ ∞
−∞
dk∆
(
η + ı qy
R
, k − qx
)
kqx + ı ηqy
η + ı qy
Φ˜(k, η) =
√
q2x + q
2
y v˜
T
z (qx, qy) (74)
∆ (σ, k) =
1√
2piσ
exp
(
− k
2
2σ
)
(75)
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This smeared delta function in the limit R→∞ becomes the ordinary delta function
lim
σ→0;<σ>0
∆ (σ, k) = δ(k) (76)
after which we recover the semi-plane integral equation we solved before.
In coordinate space the above infinite plane solution (51) applies in a limit of R→∞ at fixed coordinates r = (x, y)
as measured from the center of the disk.
The semi-plane solution in this circle centered frame reads at |x|  R,R+ y  R
Φ(x, y)→
∫ ∞
−∞
dkeı kx
∫ ∞
0
dηe−η(R+y)
2=η
√
k2 − η2v˜Tz (k, ı η)
pin (k2 − η2) (77)
In particular, it applies precisely at the circle y = −R. Let us study the difference between the solution at the circle and
that at its center: this difference will define the circulation below.
As we discussed before, the difference is the contribution from the missing pole term at η = |k| when this integral is
rewritten as a contour integral and the contour rotated to imaginary axis. The integral reduces to
Φ(0,−R) = − 1
pin
∫
d2k
v˜Tz (kx, ky)√
k2x + k
2
y
− pi
n
∫ ∞
−∞
dk
|k| (ı kω˜y(k, ı |k|, 0) + |k|ω˜x(k, ı |k|, 0)) (78)
At the center we have an old solution, for an infinite plane
Φ(0, 0) = − 1
pin
∫
d2k
v˜Tz (kx, ky)√
k2x + k
2
y
(79)
This results in a difference
Φ(0,−R)− Φ(0, 0) = −pi
n
∫ ∞
−∞
dk
|k| (ı kω˜y(k, ı |k|, 0) + |k|ω˜x(k, ı |k|, 0)) (80)
This computation was restricted to specific point (0,−R) on a circle. We argue that result is independent of the point
on a circle. In virtue of axial rotational symmetry of our problem this move from one point on a circle to another one
would be equivalent to a rotation around center of the circle by a certain angle θ. But the velocity vTz (qx, qy, qz) in (67)
is manifestly rotation invariant.
Therefore, the circulation reduced to θ integration of a constant
Γ = m
∮
dθ (Φ(0,−R)− Φ(0, 0)) = 4pi
2m
n
∫ ∞
0
dk (=ω˜y(k, ı |k|, 0)−<ω˜x(k, ı |k|, 0)) (81)
Finally, in coordinate space, integrating over k
ω˜i(k, ı |k|, 0) = 1
(2pi)3
∫
d3reı kx−|k|yωi(r) (82)∫ ∞
0
dkeı kx−|k|y =
y + ı x
y2 + x2
(83)
we find
Γ =
m
2pin
∫
d3r
xωy(~r)− yωx(~r)
x2 + y2
(84)
There must be a better way to derive such a simple answer, without solving singular integral equations.
This integral can be simplified further. It involves vorticity integrated along the normal direction
ξi(x, y) =
∫ ∞
−∞
dzωi(x, y, z) (85)
In polar coordinates only the angular component ξθ of this vector contributes here:
Γ =
m
2pin
∮
dθ
∫ ∞
0
dρξθ(ρ, θ) (86)
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4.4 Harmonic Expansion for Arbitrary Planar loop
Let us study the general master equation for the planar loop without any assumptions and approximations. As we
discussed in specific cases of circular and semi-plane domains, we have to solve an equation∫
DC
d2r∂αΦ(~r)∂α
1
|~r0 − ~r| = U(r0) (87)
U(r) =
2
n
vTz (~r, z = 0) (88)
at ~r0 ∈ DC .
Formally, the bounding curve is defined in polar coordinates r = (ρ cos θ, ρ sin θ) as
C : ρ = Rf(θ) (89)
with the size R eventually going to∞ after we solve the equation.
First observation we make with this general equation is that the right side obviously have no singularity when the point
r0 approaches the loop C, whereas the left side is singular. Using Stokes theorem we find the singular term in the
vicinity of the point ~r0 ∈ C in the boundary term∫
d2r∇Φ∇ 1|~r − ~r0| =
∮
C
dri
eij∂jΦ(r)
|~r − ~r0| −
∫
d2r
∇2Φ
|~r − ~r0| (90)
So, we arrive at the Neumann boundary condition
∂nΦ(r ∈ C) = 0 (91)
which lets us rewrite this equation in a less singular form
U(r0) +
∫
DC
d2r
∂2αΦ(~r)
|~r0 − ~r| = 0 (92)
Now we expand our function in the series of (real) eigenfunctions Ψk of the Laplace operator inside DC
∂2Ψk + λkΨk = 0; (93)
∂nΨk(~r ∈ C) = 0 (94)∫
DC
d2rΨk(~r)Ψk′(~r) = δkk′ (95)
Φ(~r) =
∑
k
CkΨk(~r) (96)
With Neumann boundary condition there is an irrelevant zero mode Ψ0(~r) = const, λ0 = 0 which we skip in our
solution Φ(r).
C0 = 0 (97)
Then our equation becomes infinite matrix equation∑
k
CkλkMkk′ = Uk′ , (98)
Mkk′ =
∫
D
d2r
∫
D
d2r′
Ψk(~r)Ψk′(~r
′)
|~r − ~r′| , (99)
Uk =
∫
D
d2rU(~r)Ψk(~r) (100)
In particular, for an interesting case of rectangle, where we have some data coming from DNS
k = (n,m), |x| ≤ 1
2
a, |y| ≤ 1
2
b, (101)
Ψk(x, y) =
√
Z(n,m)
ab
cos
(
pin(x+ 12a)
a
)
cos
(
pim(y + 12b)
b
)
, (102)
Z(n,m) = 4− 2 (δn,0 + δm,0) + δn,0δm,0, (103)
λk = pi
2
(
n2
a2
+
m2
b2
)
(104)
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Now let us recall that we are in fact interested in a limit of large size of the domain and our goal is to compute in that
limit the effective Hamiltonian Heff1
Heff1 = 2pinfz
∑
k
CkSk, (105)
Sk =
∫
DC
d2reijrj∂iΨk(~r) (106)
Dimensional analysis says the with rescaled coordinates in units of R in the loop equation C : ρ = Rf(θ) in polar
coordinates, various quantities scale as
Ψk(~r) ∝ 1/R; (107)
λk ∝ 1/R2, (108)
Mλλ′ ∝ R; (109)
Sk ∝ R (110)
As for expansion coefficients Ck, according to the equation they scale as
Ck ∼ RUk (111)
However, as we shall see now, the matrix element Uk is determined by a thermostat velocity in a region larger than
typical scale of vorticity distribution, but much less than the size R of the domain DC . In this situation we can use the
asymptotic behavior of thermostat velocity we established in the Introduction and we find near the plane rα = (~r, z) at
|z|  R
Uk =
2γ
n
∫
DC
d2r
Ψk(~r)
(
z2fz + zrifi
)
(~r2 + z2)2
→ 2piγ
n
(
fzΨk(0) + zfi∂iΨk(0) log
R
|z|
)
(112)
The z2fz term is the leading one, and the second term zrifi produced the small correction ∼ z/R log(R/|z|) which
we discard.
This corresponds to the Fourier component v˜Tz (~k) reaching finite limit at k → 0 as we assumed in some previous
sections.
Literally at z = 0 there would be a delta function
lim
z→0
z2
(~r2 + z2)2
= piδ2(~r) (113)
However, there is no reason to set z = 0. The position of the planar loop C with respect to the origin of the big sphere
used as a boundary condition is a free parameter. All we can say is that this z stays finite when we tend to infinity the
size R of the loop. The same applies to the shift δ~r of the origin in the plane against that origin of the big sphere. At
large size R of DC both of these shifts can be replaced by zero.
Now the basis expansion coefficients Ck scale as R0 and our formula for H
eff
1 scales as
√
AC :
Heff1 = 2pi
2 〈Pb〉 f
2
z
σ
√
ACG[C]; (114)
G[C] ≡ 1
12pi
√
AC
∑
l
Ψl(0)
∑
k 6=0
(
M−1
)
lk
Sk
λk
(115)
One may wonder whether this asymptotic power decay makes any significant contribution to the bulk part of Hamiltonian,
Heff2 . Simple estimate show that relevant component of velocity v
T
z (~r, z)(
v˜Tz (
~k, z)
)
∞
∝ ı zγkβfβ
∫
R2
d2r
eı
~k~r
~r2 + z2
∝ γı kβfβz log |kz| → 0 (116)
In other words, this Heff2 is determined by the thermostat velocity distribution at the microscopic scales, not at the scale
of the boundary flows. Resulting contribution is just a constant, like other thermostat parameters in physics, temperature
or chemical potentials.
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Note that the functional G[C] does not depend on the scale R of our loop but rather only from its shape, as defined by
f(θ) in polar coordinates. So, we assume that R = 1 in this formula.
This functionalG[C] is completely universal, it does not depend upon parameters of the thermostat. All these parameters
are hidden in normalization factor 〈Pb〉 /Heff2 .
As for the circulation, the analysis for a disk was, in fact, a generic one. For any smooth loop in polar coordinates the
solution near the boundary is the same as we had for a circle, and it reduces to a semi-plane solution.
We found that circulation was determined by a pole term in that solution, with additional terms for an infinite plane all
cancel with the simple result (84).
The only variable with proper symmetry which could be involved in the local computation of circulation, where the
disk is replaced by semi-plane, would be random force in normal direction to the loop eijfiC ′j(θ).
However, the power counting in (84) shows that integral converges at infinity for the asymptotic term ~ω ∝ ~f~r|~r|−4.
Therefore this asymptotic term does not diverge, so it only contributes to higher orders of force expansion which we
discard in the turbulent limit ν → 0.
4.5 Expansion At Infinity
The general solution in terms of the eigensystem of Laplace operator in the domain DC does not offer a practical way
to compute the basic functional G[C] which determines the PDF slope as a functional of the shape f(θ) of the loop C.
We found another method, which results in expansion with coefficients being calculable functionals of the loop.
For this purpose let us add to (87) the contribution from the remaining part D¯C of the full plane R2∫
R2
d2r∂αΦ(~r)∂α
1
|~r0 − ~r| = U(r0) +
∫
D¯C
d2r∂αΦ(~r)∂α
1
|~r − ~r0| (117)
Now we can go to the following transformation in full R2
Φ(~r) =
γfz
n
∫
R2
d2r′
H(~r′)
2pi|r − r′| (118)
and use the identity ∫
R2
d2r∂α
1
|~r − ~r1|∂α
1
|~r − ~r2| = 2piδ
2(~r1 − ~r2) (119)
We find in our equation
H(~r) =
n
γfz
U(r) +
∫
D¯C
d2r′∂α
1
2pi|~r′ − ~r|∂α
∫
R2
d2r′′
H(~r′′)
|r′′ − r′| (120)
We are looking for a solution for Φ(r) at large distances from the origin |~r| ∼ R→∞. In this region we may use the
asymptotic form of the thermostat velocity at the plane and consider z2  r2
U(~r)→ 2γfz
n
z2
(~r2 + z2)
2 →
2piγfz
n
δ2(~r) (121)
This will yield universal equation
H(~r) = 2piδ2(r) +

2pi
∫
D¯C
d2r′∂α
1
|~r′ − ~r|∂α
∫
R2
d2r′′
H(~r′′)
|r′′ − r′| (122)
Or, in Fourier space
2piH˜(~k) = 1 +

2pi
∫
d2qH˜(~q)
~k~q
|~k||~q|
∫
D¯C
d2reı (
~k−~q)~r (123)
We need the solution at  = 1, but we can expand in  by iterations
H(~r) = 2piδ2(r) + 
∫
D¯C
d2r′∂α
1
|~r′ − ~r|∂α
1
|r′| + . . . (124)
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Every term in H(r) scale as 1/R2, which corresponds to Φ(r) scale as 1/R. The effective Hamiltonian scales as
R ∝ √AC
Heff1 =
〈Pb〉
12pi
f2z
σ
Σ[C], (125)
Σ[C] =
√
ACG[C] (126)
G[C] =
∫
DC
d2reijrj∂i
∫
R2
d2r′ H(~r
′)
|r−r′|√∫
DC
d2r
(127)
Note that the zeroth order term H0(~r) = 2piδ2(r) does not contribute here, so that the expansion starts with the first
order term in . The functional G[C] is dimensionless, so one can set R = 1 in equations for the loop C : ρ = f(θ).
This G[C] would then become a functional of f(θ).
5 Circulation PDF
In this section we are going to repeat the line of argument in the previous work, but with much more clarity and without
extra assumptions we made there.
The vorticity and velocity fields as determined from the homogeneous GBF equations have arbitrary overall scale Z.
We can normalize the vorticity by minimizing over the zero mode factor ω ⇒ Zω the effective Hamiltonian
Heff = min
Z
(
Z2Heff2 − ZHeff1
)
(128)
Heff2 =
∫
Vs
d3rνω2α(r) (129)
Heff1 =
~f
∫
Vs
d3r~r × ω (130)
Z =
Heff1
2Heff2
(131)
(132)
After this global renormalization, our solution for Φ, which was linearly related to the normal global velocity at the
surface will also get the same factor.
The circulation was computed above for a flat loop. Let us use other exact results to compute effective Hamiltonian.
The quadratic part is given by integral over momenta
Heff2 = pi
2Λ
∫
d2k|v˜Tz (k)|2 (133)
This integral converges at k → 0 where v˜Tz (k) has a finite limit, so the size R can be set to infinity. It is then determined
by the large ~k (i.e. microscopic) features of the thermostat, which are not calculable here, but just lead to an unknown
constant.
We need the ratio Z of linear part (125) to the quadratic part
Z = Σ[C]
f2z
σ
µ(~f) (134)
where
µ(~f) =
2 〈Pb〉
Λ
∫
d2k|v˜Tz (k)|2
(135)
At small external force we can leave in this susceptibility µ(~f) only a leading term µ = µ(0).
Such an expansion would be justified if, just like in a critical phenomena in statistical physics, the susceptibility µ
would grow to infinity to compensate small value of external force.
This is what happens in a ferromagnet near the Curie point, when infinitesimal external magnetic field is enhanced by
large susceptibility, resulting in a spontaneous magnetization.
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In our theory this happens because Λ √ν becomes small. This enhances the leading term 〈Pb〉 ∝ σ2 in µ(~f) so that
the higher terms of expansion would be negligible.
Let us proceed with our computation. We have our result (84) for the circulation. All we need is to multiply it now by a
zero mode normalization factor Z. We find
Γ =
m
n
f2z
2σ
µ¯Σ[C]; (136)
µ¯ =
µ
pi
∫
R3
d3r
xωy(~r)− yωx(~r)
x2 + y2
(137)
Note that our formula for circulation represents a homogeneous functional of the thermostat vorticity distribution. When
one multiplies this vorticity by a scale factor, µ scales inversely with this factor, compensating the scale of remaining
integral. This happened because we integrated out the zero mode in our global vorticity GBF.
However, the external random force, which determines the energy pumping, did not factor out by this rescaling.
This happened because the circulation and the effective energy flow are determined by different parts of the vorticity
distribution. The energy flow determines the asymptotic behavior at large coordinates, near the boundary sphere,
whereas the circulation as well as dissipation is determined by a microscopic scales of the vorticity of the thermostat.
The critical phenomenon, which is transformation of the Gaussian distribution to an exponential one, happens because
of our singular instanton solution, which produces another factor of Gaussian force multiplying this one through the
interaction of an instanton with the thermostat background.
This second factor comes about because of the infrared divergency of the integral
∫
DC
d2reijri∂jΦ, relating this integral
to the power produced by random forces at the bounding sphere.
Resulting square of Gaussian variable in above formula for the circulation transforms the Gaussian distribution to the
exponential one.
Also, we observe that the sign of Γ is proportional to the sign of the ratio of winding numbers mn .
Clearly, in addition to solution with winding numbers m,n there are always mirror solutions with m,−n and −m,n.
The effective Hamiltonian at this solution in is exactly the same as for the positive mn , so the contributions from these
flows must be added. 3
This provides the negative branch of circulation PDF. The sign of Σ[C] is not well defined, but sum over positive and
negative winging numbers covers this up, so we shall in the following imply an absolute value
Σ[C]→ |Σ[C]| (138)
Summing up contribution from both signs we obtain an explicit formula for a Wilson loop〈
exp
(
ı γ
ΓC
µ¯Σ[C]
)〉
=
1
2
(
W
(m
n
γ
)
+W
(
−m
n
γ
))
(139)
W (γ) =
1√
1− ı γ (140)
This corresponds to exact asymptotic law
P (Γ) ∝
√∣∣∣∣ nmΓµ¯Σ[C]
∣∣∣∣ exp(− ∣∣∣∣ nΓmµ¯Σ[C]
∣∣∣∣) (141)
The functional Σ[C] is completely universal and calculable in terms of the eigensystem of Laplace equation inside the
loop C. All non-universal parameters of the thermostat and random forces are hidden in the scale factor µ¯.
It is assumed that both the circulation and the area are large compared to the viscous scales, and by definition of the
WKB approximation we were considering the tails of distribution, at |Γ|  Σ[C].
In that region the (even) moments Mp = 〈Γp〉 grow as Γ(p+ 12 ).
3However, at the next level of the WKB approximation there will be some pre-exponential factors related to the determinant of
the linear operator of small fluctuations around the instanton background. These weights are unknown so far, but we expect the
mirror symmetry with regard to the change of orientation of the loop m⇒ −m.
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Another interesting prediction we have here is a nontrivial dependence of the circulation scale Σ[C] from the shape of
the loop C, given by the function G[C].
This function can be computed numerically using the Laplace eigensystem for the loop under study. In particular, for
the rectangle the eigensystem is elementary, so there is no problem to compute this function.
We postpone numerical study till the next publication with Kartik Iyer, where we are going to systematically compare
this theory with recent DNS.
Note that small value of the variance σ of random force is compensated by large susceptibility µ¯ ∼ 1Λ  1√ν to produce
finite slope in exponential law. This matching requires 〈Pb〉 ∼ σ ∼ Λ
√
ν.
This is a justification for our expansion in powers of the random force. The leading constant term was enhanced by
large susceptibility µ¯, after which the higher terms will be relatively small at ~f ∼ √σ. The next term in µ(~f) would be
f2 ∼ σ as compared to the leading constant one.
6 Topology of Instanton and Circulation PDF
The quantization of the circulation in a classical problem deserves further attention.
One may wonder what are the physical values of the winding numbers m,n. Maybe only the lowest levels are stable,
and higher ones must be discarded?
If you consider effective Hamiltonian contribution from this instanton (47) you observe that it does not depend of
winding numbers as the solution for Φ does not depend of m and is inversely proportional to n.
Therefore, only the circulation depends of winding numbers through their ratio p = nm . In general case we have to sum
over all m,n with yet unknown weights〈
exp
(
ı γ
ΓC√
AC
)〉
∝
∑
n,m∈Z,n,m 6=0
W
(m
n
γ
)
An,m (142)
These weights An,m would come from the functional determinant arising from integration over fluctuations around the
instanton in our effective field theory in [1]. This is a hard mathematical task, though in principle doable, just as it was
for instantons in gauge field theories.
The PDF tail from each term would be
1√|Γ|µΣ[C] exp
(
−
∣∣∣ n
m
∣∣∣ |Γ|
µΣ[C]
)
An,m
√∣∣∣ n
m
∣∣∣ (143)
If we sum over all rational numbers q = nm , the exponential decay would become power-like contrary to numerical
experiments [2] which strongly support a single exponential.
So, there is still something we do not understand about our measure on GBF : there are some topological super-selection
rules on top of the steadiness of the flow and minimization of effective Hamiltonian.
The topological invariant which depends of these winding numbers was suggested in [1]. Consider the circulation
ΓδC(α) around the infinitesimal loop δC(α) which encircles our loop at some point with angular variable α (Fig.1). It
is straightforward to compute
ΓδC(α) =
∮
δC(α)
φ1dφ2 = 2pinφ1 (144)
Clearly, this circulation stays finite in a limit of shrinking loop δC because of singular vorticity at the loop C.
Now, integrating this over dφ2 = mdα we get our original circulation∮
ΓδC(α)dφ2(α) = 2pin
∮
φ1dφ2 = 2pinΓC (145)
Geometrically, this is a volume of the solid torus in Clebsch space mapped from the tube made by sweeping the
infinitesimal disk around our loop (see Fig.2). This volume stays finite in the limit of shrinking tube and equals 2pin
times the velocity circulation ΓC in original space R3.
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This circulation by itself is an oriented area inside the loop in Clebsch space, which area is m times the geometric area,
as the area is covered m times by the instanton field.
Let us look at the topology of the mapping from the physical space to the Clebsch space. We cut out of R3 the
infinitesimal solid torus around our loop – this remaining space topologically also represents a solid torus. We cut this
solid torus along the minimal surface SC bounded by C. So to say, this surface now is a portal from one universe to a
parallel one.
The Clebsch field φa varies inside this solid torus and changes by 2pinδa2 when crossing the surface SC .
In other words, φ2 covers n times the circle S1 when it goes around this solid torus.
This is the first cycle. The second one would correspond to the loop around the origin in polar coordinates we used.
Topologically this means the following.
Let us cut another infinitesimal tube out of our solid torus, the one passing along the normal direction through the origin
ρ = 0 of polar coordinates at the minimal surface. In case of a planar loop this is the z axis.
In general case such polar coordinates and such origin always exist on a minimal surface described by Enneper-
Weierstrass parametrization
~X(ρ, θ) = ~F
(
ρeı θ
)
(146)
~F ′(z) =
{
1
2
(1− g2)f, ı
2
(1 + g2)f, gf
}
(147)
with g(z), f(z) being analytic functions inside the unit circle |z| < 1. (see Fig.3 with f = 1, g = z).
With the tube cut out of the solid torus it is now a space between two tori. Rather than a bagel, it is now a circular water
hose (not a very useful thing but imaginable). Its boundary is T2 × T2. It is not contractible into a circle, unlike the
solid torus, but it is contractible to two circles, just like a simple torus.
Its homology is thereforeH2(T ) = Z×Z, which means that there could be two integer winding numbers corresponding
to these two cycles.
However, at the second look, this topology is unacceptable, as it introduces a fictitious singularity at ρ = 0, which is a
singularity of the spatial coordinates, but need not be a singularity of the field.
With the first tube, surrounding the loop C this was a real singularity of the flow, but this singularity at the axis of
cylindrical coordinates does not really exist.
The Clebsch field near the polar coordinate origin x = y = 0 at the surface would have to behave as (x + ı y)m in
order to have this winding number without introducing a singularity at the origin. There is no physical reason nor any
free parameters to tune for vanishing of m− 1 derivatives at the origin.
Without cutting out the second tube, our solid torus has homology of a circle H2(S1) = Z which means that there is
only one winding number n, the first one.
There is another way to arrive at the same conclusion. Topology of the Clebsch field was analysed in previous work [7]
and it was concluded that there is a helicity
H =
∫
d3rvαωα (148)
which is characterized by an integer. In our previous work [1] we computed helicity for our instanton in some general
way and we found that it was proportional to the winding number n.
H = 2pin
∮
C
φ˜3dφ1 (149)
Here φ˜3 is a third Clebsch field parametrizing velocity
vα = −φ2∂αφ1 + ∂αφ˜3 (150)
This supports our argument that n has some topological meaning but m does not.
We therefore restrict ourselves with solutions with
m = ±1 (151)
which have quantized helicity but no fictitious axial singularities.
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7 Discussion. Do we have a theory yet?
We identified the instanton mechanism of enhancement of infinitesimal random force in Euler equation and demonstrated
how this enhancement takes place at small viscosity.
The required random force needed to create the energy flow and asymptotic exponential distribution of circulation, has
the variance σ ∼ √ν. This small force is enhanced by large susceptibility µ ∼ 1√
ν
. This large susceptibility can be
traced back to the singular behavior of the vorticity field at the minimal surface in the Euler limit of Navier-Stokes
equations.
We presented an explicit solution for the shape of circulation PDF generated by instanton. We claim it is realized in
high Reynolds flows for the large loops and large circulations, not as a model, but rather as an exact asymptotic law.
We confirmed the dependence |Γ| ∝ √AC predicted earlier [8] based on the Loop equations. The raw data from [2]
were compared with this prediction. We took the ratio of the moments Mp = 〈Γp〉 at largest available p and defined the
circulation scale as S =
√
M8
M6
.
We fitted using Mathematica R© S(r) as a function of the size r = aη of the square loop measured in the Kolmogorov
scale η. The quality of a linear fit was very high with adjusted R2 = 0.9996. The so called ANOVA table summarizes
this fit as follows
DF SS MS F-Statistic P-Value
R 1 2.30567 2.30567 22984.4 4.008150477989548`*∧-15
Error 8 0.000802519 0.000100315 Null Null
Total 9 2.30648 Null Null Null
(152)
The linear fit is shown at Fig.4, 5. The errors are most likely artifacts of harmonic random forcing at a 8K cubic lattice4.
Contrary to some of my early conjectures, there is no universality in the area law, though there is a universal shape of
decay of PDF, and the singular vorticity at the minimal surface is responsible for that decay.
There is a universal scaling factor G[C], multiplying the square root of the area inside the loop, which determines the
exponential slope as a functional of the shape of the loop.
We wrote down linear integral equation which determines this factor for any shape of the loop using the Laplace
eigensystem inside this loop. For the observed rectangular shape the eigensystem is elementary and integrals calculable,
so we can compute this function with high accuracy when the DNS data will be available to match with.
The PDF is given by sum over positive integer winding numbers n
P (Γ) =
∫ ∞
−∞
dγ
2pi
e−ı γΓ
〈
exp
(
ı γ
∮
C
drαvα
)〉
(153)
∝ 1√|Γ|µ¯Σ[C]
∞∑
n=1
exp
(
−n |Γ|
µ¯Σ[C]
)
An,1
√
n (154)
Negative winding numbers are responsible for another branch of the PDF, so that resulting PDF is an even function of
circulation at large |Γ|. Pre-exponential factors An,1 come from the next order in WKB approximation, – the functional
integral over the linear perturbations around our instanton.
The instanton expansion like this one was computed exactly in certain CFT in two and four dimensions. In general, it is a
difficult task in gauge theories as the multi-instanton solution is quite complex. Our Abelian theory with multi-instanton
simply corresponding to higher winding number in the same solution, is supposed to be much simpler than that of
gauge theories.
Obviously, at large circulation only the n = 1 term remains, matching numerical experiments. We found that our
formula fits the latest data by Kartik Iyer within error bars of DNS with adjusted R2 = 0.9999, (see Fig.6, 7, 8).5
4This is not to say that some other nonlinear formulas cannot fit this data equally well or maybe even better, for example fitting
logS by logR would produce very good linear fit with the slope 1.1 instead of our 1. Data fitting cannot derive the physical laws –
it can only verify them against some null hypothesis. This is especially true in presence of few percent of systematic errors related to
finite size effects and harmonic quasi random forcing. We believe that distinguishing between 1.1 and 1 is an over-fit in such case.
5Again, some nonlinear power fit with log/log slope different from 1 could also fit these data, but as we mentioned above, with
systematic errors present we cannot reliably distinguish linear law from power close to 1.
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The ANOVA table is as good as it gets
DF SS MS F-Statistic P-Value
x 1 474.656 474.656 34991.5 3.3022757147320016`*∧-50
Error 32 0.434077 0.0135649 Null Null
Total 33 475.091 Null Null Null
(155)
With circulation here being the sum of normal components of large number of local vorticities over the minimal surface,
it is nontrivial for this circulation to have an exponential distribution, regardless of the local vorticity PDF as long as it
has finite variance.
The Central Limit theorem tells us that unless these local vorticities are all strongly correlated, resulting flux (i.e.
circulation) will have a Gaussian distribution. The deviation from this Gaussian distribution is the essence of critical
phenomena in statistical mechanics, and we definitely have it here, in Turbulence.
The spectacular violation of this Gaussian distribution in the DNS [2] with seven decades of exponential tails, strongly
suggest that there are large spatial structures with correlated vorticity, relevant for these tails.
In this paper, developing the previous one, we identified these spatial structures as coherent vorticity spread thin over
minimal surface. We computed resulting PDF matching this DNS including pre-exponential 1/
√|Γ| factor.
The sum over integers emerges here by the same mechanism as in Planck’s distribution in quantum physics. There we
had to sum over all occupation numbers in Bose statistics. Here we sum over all winding numbers of the Clebsch field
across the minimal surface in physical space.
In Bose statistics the discreteness of quantum numbers is related to the compactness of the domain for the corresponding
degree of freedom.
In our case this also follows from compactness of the domain for the Clebsch fields, varying on a torus. The velocity
circulation in physical space becomes the area inside oriented loop in Clebsch space, related to one of the cycles of that
torus.
The physical reason why the multi-valued Clebsch fields are acceptable in a real world with single-valued velocity field
is the unbroken gauge invariance, or Clebsch confinement. Clebsch fields are unobservable, just like quarks or gluons.
So, do we have a theory of turbulence? Not yet IMHO, but we may be getting there. There are still some issues to be
clarified and some computations to be made and some limits to be proven to exist.
Once again I am appealing to young string theorists: come and help me! You are missing all the fun. This is no less
beautiful than conformal field theories or matrix models. You would understand it and you can develop it into a Theory
of Turbulence.
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Figure 1: The infinitesimal loop δC (red) encircling original loop C (blue).
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Figure 2: The solid torus mapped into Clebsch space
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Figure 3: The Enneper’s Minimal surface
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Figure 4: Linear fit of the circulation scale S =
√
M8
M6
(with Mp = 〈Γp〉) as a function of the R = a/η for inertial
range 100 ≤ R ≤ 500. Here a is the side of the square loop C and η is a Kolmogorov scale . The linear fit
S = −0.073404 + 0.00357739R is almost perfect: adjusted R2 = 0.999609
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Figure 5: The relative residuals δSS of the linear fit are shown as a function of the side of the square. The smooth
harmonic wave suggests that these errors are affected by harmonic wave forcing on a 16K lattice rather than genuine
oscillations in infinite isotropic system.
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Figure 6: logP (x) (red dots) together with fitted line logP ≈ −0.000526724x − 4.3711 − 0.5 log(x) ±
0.116469, 1300 < x < 28000. Here x = |Γ|ν . Last two points have low statistics in DNS and were discarded
from fit. Remaining data match the theoretical formula within statistical errors of DNS. Adjusted R2 = 0.999929
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Figure 7: Subtracting the slope. 0.000526724x + logP (x) (red dots) together with fitted line −4.3711 −
0.5 log(x), 1300 < x < 28000. Here x = |Γ|ν . We see that the pre-exponential factor 1/
√|Γ| fits the data,
though with less accuracy after subtracting the leading term.
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Figure 8: Relative residuals of the log fit of PDF. The harmonic wave behavior suggests that these are artefacts of
harmonic random forcing on a 16K3 cubic lattice rather than genuine oscillations in infinite isotropic system. Such
residuals do not imply contradictions with the theory.
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