A generalized approach to describing transfer of the noise power spectrum (NPS) through medical imaging systems has been developed over the past several years in which image-forming processes are represented in terms of a cascade of amplified point processes. Until recently, this approach has been restricted to serial cascades only. Here, we develop a generalized expression for the cross covariance of amplified point processes and an expression for the cross spectral density for wide-sense stationary conditions. These results extend the generalized transfer-theory approach to include the description of more complex image-forming processes involving parallel cascades of quantum amplification processes.
INTRODUCTION
Medical x-ray imaging systems must be designed to ensure that maximum image quality is obtained for a specified radiation dose to the patient. While there are many aspects to "image quality," one important consideration is image noise as described by the Wiener spectrum, or noise power spectrum (NPS) [1, 2, 3] . The NPS describes the spectral decomposition of second-moment statistics in terms of spatial frequencies under wide-sense stationary (WSS) conditions [2, 3] . It is required for the determination of other image-quality metrics used to quantify image quality and system performance including the noise-equivalent number of quanta (NEQ) [1, 4, 5] , which describes an equivalent number of quanta forming an image, and the detective quantum efficiency (DQE) [4, 5, 6, 7, 8, 9] , which describes the ability of an imaging system to make efficient use of the incident image quanta.
Over the past several years, a generalized transfer-theory approach [10, 11, 12] has been developed to describe how the NPS is transferred from the input of an imaging system to the output image [13, 14, 15, 16, 17, 18] . Of particular significance in this development was a description of how the NPS is transferred through quantum gain and quantum scattering stages by Rabbani, Shaw and Van Metter [13] and by Barrett, Wagner and Myers [19, 20] . This generalized description of image noise has resulted in a comprehensive frame-work for the understanding of system performance built upon a communication-theory based approach.
Using this method, many imaging systems can be represented in terms of serial cascades of three elementary processes: i) quantum gain; ii) quantum scattering; and, iii) linear filters. Transfer of signal and noise through these models can be described by cascading transfer relationships for each process. In Appendix A, transfer properties of these three elementary processes are summarized. This approach has been used recently to describe signal and noise transfer and the DQE of a number of x-ray medical imaging systems, including film screen systems [21, 22, 23] , active-matrix flat-panel systems for digital radiography [24, 25, 26] , video-based systems for portal imaging and radiation therapy verification [27, 28] , and other new system designs [29, 30, 31, 32] .
Transfer theory is sometimes viewed as being simplistic, providing limited new insight into system performance. How-ever, this need not be the case, and we are developing a number of new transfer-theory relationships to describe noise transfer through processes where existing relationships are inadequate. These relationships form the basis of theoretical "tools" that can be used by scientists and engineers developing or assessing new system designs. Of particular practical importance is the spatial-frequency-dependent form of these tools for WSS conditions. They can be used to make a theoretical prediction of the NEQ or DQE of a particular system design.
One such current limitation of the transfer-theory approach is that it has been restricted to serial cascades of the elementary processes. This excludes the situation where more than one image-forming process must be summed to form an image [16] . For example, most of the energy deposited in a radiographic screen by diagnostic x rays is through the photoelectric interaction. This process often results in the emission of a characteristic x ray that may be reabsorbed elsewhere in the screen. Light is generated at both the primary-interaction and reabsorption sites, but with different intensities. In addition, the reabsorption site is randomly located but spatially correlated with the primary-interaction site. Light from both sites contribute to the final radiographic image recorded on film. However, it is not possible to describe image noise as the sum of these correlated image-forming processes using a simple serial cascade, and hence the effect of reabsorption has not been included in any transfer-theory analysis. By extending the transfer-theory approach to include reabsorption, analytic models can be developed for many particular systems that specifically describe degradation of the DQE due to this effect. This is important to scientists and engineers who are concerned with improving existing systems or developing new systems with improved image quality.
In this article, we extend the capabilities of the transfertheory approach so that more complex systems requiring both serial and parallel cascades of these elementary processes can be represented. This is accomplished by developing a general expression for the cross covariance and cross spectral density of noise processes that can be incorporated into the transfertheory analysis (see Appendix B). Use is made of random point process theory, where a quantum image is represented as a two-dimensional spatial point process in which each quantum is represented as a point impulse [19, 20, 33] . A general expression is derived for the cross covariance of two correlated random point processes. This is then simplified for the special case of wide-sense stationary random point processes where the cross spectral density function is derived.
Of practical importance for applications in medical imaging is the special case where each point process represents a subset of a common input point distribution. The cross covariance of these two subsets is derived, and then generalized to describe the cross covariance of the two distributions after they subsequently undergo an arbitrary cascade of quantum amplification and scattering processes. It is shown that a very simple closed-form expression for the cross covariance and cross spectral density exists under WSS conditions, where the cross spectral density is the Fourier transform of the cross covariance. Use of the cross spectral density is then demonstrated in an analysis of noise in a radiographic screen with reabsorption. This problem was first solved by Metz and Vyborny [34] using a very different type of statistical analysis. Our work confirms their result, and is of a more general nature that is readily extended to describe reabsorption in other imaging systems including digital flat-panel radiographic systems.
Throughout the following description, we use a notation where the overhead tilde (eg. N ) indicates a random variable, overline (e.g.q) indicates a mean value and bold face (eg. r) indicates a vector. A table of symbols and definitions used is given in Appendix C.
THEORY
The framework of this analysis is based in part on earlier works by Barrett et al. [19, 20] who developed the use of random point process theory for studying noise in imaging systems. A random point process is any random process for which all sample functions can be represented as a distribution of points, and we will represent each point as a spatial Dirac δ function. For instance, a quantum image is described as a spatial distribution of δ functions. However, these points may also represent a spatial distribution of certain events, such as a distribution of photo-electric events, or a distribution of photo-electric events when a K x ray is reabsorbed.
A random point process is associated with two important quantities: the location of points in space where events occur and the number of such points [33] . The mathematical realization of a spatial point process can be expressed as a sequence of random impulses, given bỹ
where r is a multidimensional spatial coordinate vector in space S where the point process is defined,r n is a continuous random vector describing the location of the n th point falling in S and N is a random variable describing the number of points. The random vector ensemble describing the positions of all N points is {r n : n = 1, 2, · · · , N }. In this section, we derive a general expression for the cross covariance of two correlated point processes drawing on previous work by Barrett et al. [19, 20] .
A quantum image is represented as a sample q(r) of the random point process given by Eq. (1), where the space S of points denotes the two-dimensional image area. Our analysis is also applicable to higher dimensional space. Although the size of S is arbitrary, an infinite size is required for the analysis under WSS conditions, and hence we consider S to be infinite in size.
Cross covariance of point processes
For the general case, we consider two random spatial point processes (quantum images),
andq
which may or may not be statistically correlated. The cross correlation ofq A (r) andq B (r) is the mean of the product q A (r)q * B (r ) [2] , i.e.,
where * denotes a complex conjugate and represents an expectation operator. The cross covariance ofq A (r) andq B (r) is given by
Barrett et al. [19, 20] have shown that the mean ofq A (r) in Eq. (2) is given bȳ
where prrA n (r|N A ) is the conditional probability density function of the processq A (r) describing the mean probability of finding the n th quantum at r n = r for a specified value of N A , and we denote by N A the average over N A . Similarly,
Ifq A (r) is statistically independent ofq B (r), the cross correlation R AB (r, r ) is equal to the product of their means, and the cross covariance K AB (r, r ) in Eq. (5) A and N B in processesq A (r) andq B (r ). The procedure is divided into two steps [19] . The first one is to take the conditional expectation of the continuous random quantities {r 
It follows from the sifting property of delta functions that
where prrA n ,r 
From Eqs. (5)- (7) and (11), therefore, the cross covariance of q A (r) andq B (r) is given by Figure 1 : Illustration of randomly selecting points from a random point process. Bothq A (r) andq B (r) represent randomly selected subsets of the input point processq in (r).
Without loss of generality we assume that each point has the same conditional probability density function for given N A or N B . The probability density functions are therefore independent of the indices n and j and we simplify our notation by usingr A andr B instead ofr 
where the N A × N B terms in the double sum over n and j are identical.
Equation (13) is a general expression for the cross covariance of two random point processes under both stationary and non-stationary conditions. For imaging applications where, in general, N A , N B 1 and the probability density and the joint density functions are independent of N A and N B , the statistical nature of N A and N B can often be ignored and the cross covariance of two quantum images is then given by
2.2 Cross covariance of random subsets of a random point process
If the quanta in two images are independent of each other, the cross covariance of the two images will be zero. This is certainly the case when two images are acquired independently of each other. However, we are interested in the special case where two point distributions (images) are not independent, but are each random subsets of a common input point distribution or image. If quanta in the input image are statistically correlated, there will in general be a non-zero cross covariance between the two subsets. The process of randomly selecting points from a distribution is illustrated in Fig. 1 . This random process represents a sequence of independent trials in which each trial makes a random determination for each point in the input distribution. The point is selected to path A with probabilityξ, and path B with probabilityζ. That is, each trial is described in terms of two binomial random variables, denoted byξ n and ζ n for the n th trial, where each random variable can have a value of 0 or 1 only. Each trial is independent of all others, but we will allow statistical relationships between variables ξ n andζ n for a given trial n. For N trials, the set of random variablesξ n andζ n required to describe a single image is given by {ξ n ,ζ n : n = 1, 2, · · · , N }.
Similar to Eq. (1), the input is a general spatial point process rewritten as
where R n is a random vector describing the position of the n th quantum in the input image. The point selection process is assumed to be independent ofq in (r). The outputsq A (r) andq B (r) can therefore be written in terms of the random variablesξ n andζ n as
In Eq. (16), the point processesq A (r) andq B (r) are random subsets ofq in (r). We are interested in the cross covariance ofq A (r) andq B (r). In the following, we examine both firstorder and second-order statistics.
Mean
We calculate the mean ofq A (r) in Eq. (16) in two steps. The first step is to take the conditional expectation ofq A (r) for fixed {R n } and N , i.e., for fixed q in (r) refering to the sample space ofq in (r), and then to average overq in (r). Thus, we have
whereξ n has the same mean value for all n, given byξ, and we use the symbol | qin(r) to denote the computation condition, i.e., for fixed q in (r). Next, by averaging overq in (r), we obtain the mean ofq A (r) given bȳ
Similarly,q
Cross correlation and cross covariance
The cross correlation ofq A (r) andq B (r), R AB (r, r ), is the mean of the productq A (r)q * B (r ), i.e.,
Again, using an approach similar to Barrett et al. [19] , computation of the expectation in Eq. (20) is divided into two steps. That is, the first one is to average over {ξ n } and {ζ n } for fixed input q in (r), and then average overq in (r). There are two cases to be considered in Eq. (20) , corresponding to n = j and n = j. When n = j, which has N terms,
It is convenient to denote the cross correlation ofξ n andζ n for n = 1, 2, · · · , N as R ξζ = E{ξ nζn }. It is non-zero when the two random variables are non-orthogonal. For instance, if the two images A and B represent identical subsets of the input distribution, whereζ n =ξ n , they are correlated and the cross correlation ofξ n andζ n is R ξζ . If the two images represent complementary subsets, where there are no common points in A and B, thenζ n is orthogonal withξ n , i.e.,ζ n = (1 −ξ n ) and R ξζ = 0. With this notation, we have
When n = j, random variableξ n is independent ofζ j and E{ξ nζj } =ξζ. In this case, we have
Adding Eqs. (22) and (23), the conditional expectation of the productq A (r)q * B (r ) is given by
which after averaging overq in (r) yields
where R in (r, r ) = E{q in (r)q * in (r )} is the autocorrelation of q in (r) and can be expressed as
Equation (25) can be further simplified by noting that for a general point process as in Eq. (15), we have [19, 20] R in (r, r )
From Eqs. (25)- (27), therefore, the cross correlation ofq A (r) andq B (r) becomes
where K ξζ is the cross covariance of random variablesξ n and ζ n , given by K ξζ = R ξζ −ξζ. Finally, the cross covariance ofq A (r) andq B (r) is given by
. (29) Combining this result with Eqs. (18)- (19) gives
where K in (r, r ) is the autocovariance of the input point processq in (r). Equation (30) is a general expression for the cross covariance ofq A (r) andq B (r), where each is a random subset of the input point process. It consists of two components. The first represents uncorrelated noise given as a δ function scaled by the cross covariance K ξζ of the two binomial random variables and the mean numberq in (r) of quanta per unit area in the input. This component is zero when A and B represent independent subsets of the input, and non-zero otherwise. The second component represents correlated noise and is proportional to the cross covariance of the input point process, K in (r, r ).
Cross covariance following an amplified point process
A more general case involves the cross covariance of two point processes that undergo point amplification subsequent to selection as illustrated in Fig. 2 . In this figure,q A0 (r) andq B0 (r) each represent subsets of the input point process q in (r). The distributionsq A (r) andq B (r) represent the results of each subset undergoing a subsequent independent amplified point process. Following the work of Rabbani, Shaw and Van Metter [13] , and Barrett et al. [19, 20] , an amplified point process is considered to be a random point process where each point is converted into a random "cluster" ofk n secondary points distributed by the random vectors
This can be expressed as a cascade of the elementary processes quantum gain and quantum scatter, described in Appendix A. If each amplification process is independent of all others, the point processesq A (r) andq B (r) in Fig. 2 can be written as
where the n th input quantum randomly located at R n , if passed to paths A and B producek Denote by pr
given the primary R n . The following relationship is then known [19, 20] ,
where the mean numberk A n (R n ) of secondaries resulting from primary R n in path A is
and p A d (r, R n ), for path A, is defined as the mean distribution of secondaries at r when a primary is absorbed at R n . Similarly for path B, we have
where pr
is the univariate probability density function of { ∆ B nk } given R n , and
We now examine the means and cross covariance ofq A (r) and q B (r) for these amplification processes.
Mean
The mean of the point processesq A (r) andq B (r) are calculated using an approach similar to that described by Barrett et al. [19] . For path A, the procedure is as follows. Steps (a) and (b) calculate the conditional expectation of secondary points given a primary.
Step (c) averages over the selection of quanta entering path A for fixed input. An average over the input point process is obtained in steps (d) and (e). In an attempt to simplify the notation, we will use the step label as a subscript to express the result of a step (a)-(e). For example, denote by E (a) {q A (r)} the result of step (a).
Step (a) is the statistical average over the continuous random vectors {∆ A nk } given R n . In a similar way to Eqs. (8)- (10), we can obtain
where the probability density function pr
since the kernel in the sum over k is independent of k.
Step (b) requires the average of Eq. (37) over discrete valuẽ k A n given R n . This leads to cancellation of [k
Eq. (37) because of the conditional expectation ofk
Step (c) can be obtained simply by replacing ξ n in Eq. (38) withξ sinceξ n is independent of all other terms for given R n , i.e.,
Step (d), averaging over the positions { R n } of input quanta, is obtained by using Eq. (141), giving
The nested integrals of the joint density function over { R n } except the one with n is represented as the marginal density prR n (R n |N ) using the property of marginal density as described by Eq. (140). Thus,
where the integration variable R n is renamed R in the last line. Since the conditional expectation ofq in (r) for fixed N is given by (see Eq. (6))
then Eq. (41) becomes
Step (e), the average of Eq. (43) over N , yields
whereq (in) (R) was obtained by averaging E{q in (R)|N } over N . Sinceq A0 (r) =ξq in (r), where point processq A0 (r) is the output of the point-selection process for path A (see Fig. 2 ), we obtainq
Equations (44) and (45) are general expressions for the mean of an amplified point process. Similarly, the mean of q B (r) is given bȳ
Cross Correlation and Cross Covariance
We now calculate the cross correlation for the output point processesq A (r) andq B (r). By definition, R AB (r, r ) is given by
Similar to the computation of the mean ofq A (r), we calculate the expectation in Eq. (47) by the five steps (a)-(e)
shown above.
Step (a) is to average over displacements { ∆ A nk } inq A (r) and { ∆ B nk } inq B (r) for fixed {R n }, denoted by E (a) {q A (r)q B (r )}.
Step (b) is to average overk A n andk B n for fixed {R n }, denoted by E (b) {q A (r)q B (r )}. We assume the point amplification processes in paths A and B may depend on incident locations {R n }, but are independent of all other terms. That is, both the gain factors {k 
and
respectively. From Eq. (38) and
we can obtain the following result,
In order to average over {ξ n } and {ζ j } for fixed q in (r) in step (c), we must consider two cases, denoted by E (c) {q A (r)q B (r )}| n=j when n = j and, by E (c) {q A (r)q B (r )}| n =j when n = j. For the double sum over n and j in Eq. (51), there are N terms with n = j. Averaging these N terms in Eq. (51), yields
The calculation for Steps (d) and (e) on Eq. (52) is now similar to what was done in Eqs. (41)- (44). Thus, the result is given by
Next, consider the case of n = j for step (c). From Eq. (51), we have
Again, similarly as in Eq. (41), step (d) applied to Eq. (54) now gives
Based on the work by Barrett et al. [19] , it can be shown that 
Now it is easily shown that step (e) applied to Eq. (57), to obtain the average over N , gives
To replace R in (R, R )| n =j in Eq. (58) with R in (R, R ), we invoke Eqs. (26)- (27) again. Thus Eq. (58) becomes
Adding Eqs. (53) and (59), the cross correlation ofq A (r) and q B (r) is given by
which is a general expression for the non-stationary cross correlation of two subsets of a point process each undergoing an amplified point process. The cross covariance ofq A (r) and q B (r) is given by subtracting the product of means from the cross correlation. From Eqs. (44), (46) and (60), finally, we have
which is the desired result. For the case illustrated in Fig. 2 , the expressions given by Eqs. (60) and (61) show that: a) the correlation inq A (r) andq B (r) is proportional to the cross correlation of the binomial random variablesξ n andζ n describing the point selection as given by the first term on the right-hand side of Eqs. (60) and (61); and, b) any correlation in the random sourceq in (r) is transferred to the outputs through paths A and B as shown by the second term.
Cross Covariance Following Multiple Amplified Point Processes
We now generalize the results of Eqs. (60) to (61) derived in the above section to an arbitrary number of cascaded amplification stages in each of the two paths A and B, as illustrated in Fig. 3 . In this figure,q A0 (r) andq B0 (r) are random subsets of the input point processq in (r) and undergo multiple amplified point processes resulting inq A (r) andq B (r) in paths A and B, respectively. This analysis assumes that each amplification stage is an independent process. Similar to the procedure discussed previously, we calculate the cross correlation ofq A (r) andq B (r) in two steps: (a) averageq A (r) andq B (r) for fixedq A0 (r) andq B0 (r); and (b) average overq A0 (r) andq B0 (r) to get the result. Under the condition of fixedq A0 (r) andq B0 (r), the point processq A (r) is independent ofq B (r) due to the independence of each amplification stage in Fig. 3 . Thus, from Eq. (4), Figure 4 : Illustration of the transfer of mean for multiple amplified point processes.
R AB (r, r )
, (62) which shows that the conditional cross correlation ofq A (r) andq B (r) is the product of their means for fixedq A0 (r) and q B0 (r). Therefore, it is useful to first derive expressions for the mean values ofq A (r) andq B (r).
We define the integral operator H(·) as a mapping from the mean inputq(R) of an amplification stage at R to the output at r, whereq(R) is a point process. Thus, in terms of Eq. (45),
which is written in short form as
where * v represents a superposition integral operator. For a single amplification stage, the mean distribution of secondary points is given by the scatter point spread function scaled by the amplification factor. Therefore, from Eq. (32), we have
for each stage, and it follows that
which is equivalent to Eq. (63). This result can be found in [13] , developed by Rabbani et al. from the view of multivariate moment-generating functions. If the amplified point process is shift-invariant, then the mean gain and density function are independent of position R, wherek n (R) =k and pr∆(r − R|R) = pr∆(r − R). In this case, Eq. (66) becomes the convolution integral, i.e.,
=k pr∆(r) * q(r).
We now consider the means ofq A (r) andq B (r) in Fig. 3 . The mean of the outputq A (r) may be obtained by cascading Eq. (64) with the L amplification stages, as shown in Fig. 4 . After the last amplification stage, the meanq A (r) is given by Eq. (64) asq
and after L amplification stages as
Similar to the associative property of the convolution integral [35] , the superposition integral operator is associative and we can combine the p d ( ) terms resulting in
where we have defined p
Similarly, for path B, we obtain the mean ofq B (r) as
where
These results show that for the purpose of describing transfer of the mean value, cascaded multiple amplified point processes can be described as a single amplification stage. Sincē q A0 (R) =ξq in (R) andq B0 (R) =ζq in (R), Eqs. (70) and (72) may be written as
which are the generalization of Eqs. (44) and (46) for cascaded multiple amplification stages. Note that for fixed q A0 (r) and q B0 (r), Eqs. (70) and (72) becomē
Combining Eqs. (76) and (77) with Eq. (62) gives R AB (r, r )
The second step is to average the above equation over random subsetsq A0 (r) andq B0 (r) of the input point process q in (r), giving
In Section II.B.2, we derived the cross correlation for random subsets of a random point process, given by Eq. (28). Combining Eq. (79) with Eq. (28) gives 
Important Special Cases

Doubly Stochastic Poisson Impulses Source
In medical imaging systems, x rays incident on a detector form a quantum image that can be expressed as a sample function of a spatial point processq in (r) as in Eq. (15). Barrett et al. [19] have shown that such a point process may be described in terms of doubly stochastic Poisson impulses with intensity processb(r), which they call the random input fluence. In x ray imaging, for instance, the random nature of quanta arriving from a radiation source makes b(r) spatially random.
For the input point processq in (r) of doubly stochastic Poisson impulses, Barrett et al. show that the mean is given byq
and the autocovariance is
where K b (r, r ) is the autocovariance ofb(r). Substituting Eqs. (81)-(82) into Eq. (30), we obtain (see Fig. 1 )
where R ξζ = K ξζ +ξζ is the cross correlation of random binomial variablesξ n andζ n . Similarly, substituting Eqs. (81) and (82) into Eq. (61), after some algebraic manipulations, the cross covariance becomes
which is the result of Fig. 2 for the input process of doubly stochastic Poisson impulses. Eqs (83) and (84) are given to show the relationship to Barrett's work, but are not required to obtain the following special cases.
Shift-Invariant System with Multiple Amplified Point Processes
If the system shown in Fig. 3 is shift-invariant, which requires that the mean gain and the probability density function for each amplification stage be independent of position, then the propagation of the mean of the input point process is shown in Fig. 5 . From Fig. 5 and Eq. (67), it is easily shown that
where the probability density functions pr Ã ∆ (r) and pr B ∆ (r) for the entire amplified point processes along paths A and B, respectively, are expressed as convolutions of the density functions of sub-stages in each path, i.e.,
and the mean gainsk A andk B for the entire amplified point processes of paths A and B, respectively, are given by
From Eq. (32), we obtain the function p A d (r, R) for the entire amplified point process of path A, i.e., Similarly, we have
Substituting Eqs. (88) and (89) into Eq. (61), the cross covariance function ofq A (r) andq B (r) is given by
which is the desired result for the case when the system is shift invariant.
Cross Covariance and Cross Spectral Density Under WSS Conditions
If the output point processesq A (r) andq B (r) in Fig. 2 are wide-sense stationary (WSS), we can describe the correlation between two paths A and B in the frequency domain by their cross spectral density [3] which is equal to the Fourier transform of the cross covariance K AB (r, r ). For the wide-sense stationary conditions, the input process must be stationary in the wide sense and, the amplification processes must be shift-invariant with uniform mean gains of quanta in an infinite imaging plane. Thus,q in (R) =q in and K in (R, R ) = K in (R−R ). Moreover, the functions p (89), respectively. We obtain
By changing the integral variable R such that τ = r − R, the integral of the first term in Eq. (91) can be rewritten as
which is the correlation integral of two functions pr 91), we perform the changes of τ = r − R in the R integral and τ + τ = r − R in the R integral, yielding
The integral over τ is the correlation integral of pr Ã ∆ (τ ) and pr B ∆ (τ ), and the integral over τ is the convolution integral of the correlation integral and K in (τ ). At this point we simplify our notation and let pr(τ ) = pr∆(τ ). Therefore, Eq. (91) becomes (92) which is the desired expression of the cross covariance for wide-sense stationaryq A (r) andq B (r). The cross spectral density for paths A and B is defined as the Fourier transform of the cross covariance K AB (τ ), given by Then the final result for the cross spectral density under WSS conditions is 
where T Ai (ν) is the Fourier transform of the probability density function of the ith sub-stage in path A. The probability density functions always have unity area, and hence the transfer functions T A (ν) and T B (ν) always have a value of unity at ν = 0.
The transfer functions will be complex if pr A (τ ) or pr B (τ ) is asymmetric in τ . For this reason, the complex form of NPS AB (ν) must be maintained. However, as shown in Appendix B, the sum of any cross term pair, NPS AB (ν) + NPS BA (ν), will always be real-only, and hence the resulting NPS will always be real-only.
APPLICATION: REABSORP-TION OF CHARACTERISTIC X RAYS IN A RADIOGRAPHIC SCREEN
Equation (94) is the general expression for the WSS cross spectral density of two parallel cascaded amplified point processes descending from a single input point process. In this section, this result is used in a description of characteristic reabsorption in a radiographic screen.
Parallel
Cascade Model of KFluorescence in a Radiographic Screen
We examine here the effects on image noise of fluorescence reabsorption in a radiographic screen, where light is emitted at both the primary photo-electric interaction site and at the reabsorption site. This problem was studied previously by Metz and Vyborny [34] using a relatively sophisticated statistical analysis. We show that the same result can be obtained using a simpler linear transfer-theory model that includes parallel cascades and the cross spectral density derived in the previous section. Fig. 6 illustrates a "flow diagram" showing the sequence of events leading to light production in the Metz-Vyborny model. WSS conditions are assumed throughout so that each position in this diagram represents an intermediate step between input and output, characterized in terms of a twodimensional distribution of quanta (points) q(r). The processes included in Fig. 6 are based on three "elementary processes" (see Appendix A) in the serial cascades plus branchpoints that give rise to the parallel cascades.
Several simplifying assumptions are made in order to be consistent with Metz and Vyborny [34] and with earlier work by Rossmann [36, 37] . They include: a) incident x rays are assumed monoenergetic; b) differences in light emission due to different x ray interaction depths are ignored; and c) only photo-electric interactions are considered and it is assumed all absorbed energy is absorbed at the point of interaction. Metz and Vyborny also ignored the statistical nature of light generation in the screen.
At the input to the model in Fig. 6 , a uniform x-ray distribution consisting ofq quanta/mm 2 , each with energy E x , is incident on the radiographic screen. These quanta are Poisson distributed, and hence have an associated NPS given by NPS(ν) =q [38] . A fraction η of these incident quanta will result in a photo-electric interaction in the screen. Selection of these events is represented as a stochastic selection (binary gain) stage, where gain is represented by a random variablẽ η that can have a value of 0 or 1 only and mean of η. The output from this gain stage is a two-dimensional distribution of photo-electric events in the screen.
As described by Metz and Vyborny, there are three possible sequences of events whereby light can be generated for each photo-electric interaction: 1) absorption of the primary x-ray photon at the primary interaction site without emission of a characteristic K x ray; 2) absorption of the primary x ray accompanied by emission of a K x ray; and 3) reabsorption of the K x ray at a remote location. These three sequences correspond to paths A, B and C in Fig. 6 .
Path A describes the emission of light at the primary interaction location when no K x ray is produced. For each photo-electric interaction, there is a probability ςω that a K x ray will be generated, and therefore a probability (1 − ςω) that a K x ray is not generated where ς is the probability that, when an incident photon interacts in the screen, it undergoes a K-shell interaction, and ω is the fluorescent yield of K-shell photo-electric interactions. This branching is represented in Fig. 6 as the diamond-shaped "Bernoulli branch". It is to be interpreted as a Bernoulli trial [2, 38] that, for each interaction, determines the outcome "yes" or "no" where "yes" is obtained randomly with a probability ςω, and "no" otherwise. If a K x ray is not produced, corresponding to path A in Fig. 6 , it is assumed that the incident x-ray energy E x is absorbed locally producing the number m optical quanta (the gain factor m is assumed to be proportional to the absorbed energy) which will be emitted from the screen. Metz and Vyborny ignore the statistical nature of light emission. We therefore represent m as a deterministic gain factor with variance σ 2 m = 0. This is done to allow comparison of our results with Metz and Vyborny, and to focus attention on the parallel aspects of the model. For this reason, Swank noise and other conversion noise does not appear in the model. Note also that the gain factor m only describes generation of the number of light quanta that are emitted from the screen.
Path B describes light emission at the site of the photoelectric interaction when a K x ray is emitted (which may or may not be reabsorbed). In this case, the energy E K = ψE x is carried away in the K x ray, and the remaining energy E x − E K is deposited at the primary interaction site. Thus, (1−ψ)m optical quanta are emitted at the primary interaction site for each photo-electric interaction where ψ = E K /E x and E K ≈ 59.3 kev for tungsten in the calcium tungstate screen.
Path C describes the light emitted from the screen at a remote site due to reabsorption of the K x ray, where f K is the probability of reabsorption somewhere in the screen for each photo-electric interaction producing a K x ray. The location of reabsorption is random, but the point-spread function p K (r), which has unity area, describes the probability density that the K x ray is reabsorbed at a distance r from the photo-electric interaction site. The process representing this random relocation of the K x ray is a quantum scatter stage as described in Appendix A. At the reabsorption site, the K x ray is converted to optical quanta with a conversion factor ψm. Events are selected for both paths B and C for every "no" event in the Bernoulli branch. We call the point of separation of paths B and C a "cascade fork."
Due to geometrical spread and possibly light scatter in the screen, optical quanta are distributed spatially with a point spread function (normalized to unity area) given by p o (r). To be consistent with Metz and Vyborny who ignore the statistical nature of light scatter, this redistribution of light is represented as a linear filter (convolution) with a kernel p o (r).
The total light emitted from the screen is therefore the sum of contributions from each path, resulting in
quanta per unit area, where we have used Eq. (126) and T o (0) = 1 for the output linear filter in Fig. 6 , and T o (ν) is the Fourier transform of p o (r). The contributions from each path can be obtained by cascading the elementary processes (see Appendix A) included in each path and considering the outcome probability of the Bernoulli branch. Then, we havē
Substituting Eqs. (97)- (99) into Eq. (96), we can obtain
The NPS of light emitted from the screen, denoted by NPS o (ν), is therefore given by (see Appendix B) consisting of the NPS from each of the paths A, B and C plus corresponding cross terms as described below for the parallel paths with "Bernoulli branch" and "cascade fork" selection processes.
Bernoulli Branch
The Bernoulli branch with amplified point processes is illustrated in Fig. 7 . Each quantum in the input point process is selected for path A, denoted by "yes", whenξ n = 1 and for path B, denoted by "no" whenξ n = 0. The Bernoulli branch is a special case of the point selection process described in Fig. 2 where the two binomial random variables are related byζ = (1 −ξ). This results in the cross covariance of these random variables given by
The cross spectral density following amplification is therefore given by Eq. (94) as
showing that there is correlation between paths A and B only if quanta in the input image are statistically correlated. That is, when NPS in (ν) −q in = 0. If the quanta are uncorrelated and NPS in (ν) =q in , the cross term is zero.
Cascade Fork
The cascade fork with amplification is shown in Fig. 8 where every quantum in the input is selected for both paths A and B. This again is a special case of the general point selection process described in Fig. 2 whereξ n =ζ n = 1, modeled as deterministic unit factors. The cross covariance ofξ n andζ n , is therefore 
which is always non-zero if the input is a random point process, and therefore there is always a cross term between paths A and B.
Degradation of the NPS due to Reabsorption
The NPS in the distribution of optical quanta from each path in isolation is obtained by cascading appropriate combinations of the elementary processes described in Appendix A. We have
An expression for NPS C (ν) is obtained by letting NPS (ν) = f K ςωηq =q , where NPS (ν) denotes the NPS prior to the scatter process andq is the mean density of Poisson quanta. Using Eq. (124) gives
where T K (ν) is the characteristic transfer function describing the reabsorption probability density in terms of spatial frequencies and is equal to the Fourier transform of the reabsorption PSF, p K (r). Since quanta in the input image are statistically uncorrelated, the cross terms between paths separated by the Bernoulli branch are
Based on Eq. (105), the cross terms NPS BC (ν) and NPS CB (ν) can be derived. By noting that the mean gains k B andk C for paths B and C are (1 − ψ)m and f K ψm, respectively, and T B (ν) = 1 and T C (ν) = T K (ν), we have
The sum of two complex conjugates is equal to two times their real part, giving
Combining the above results gives the NPS for the output optical image quanta, including the effect of the redistribution of light in the screen, as
which is the Metz-Vyborny result.
Assuming a constant film density (fixed light outputq o ), the effect of reabsorption is obtained by considering the NPS just above and below the K-edge. Above the K-edge reabsorption takes place, the NPS andq o , denoted as NPS + (ν) and q Therefore, the ratio of the NPS just above the K-edge to just below, normalized to fixed total light output, is given by Γ(ν) where
(115) Fig. 9 illustrates T K (ν) as used by Metz and Vyborny for a Dupont Par Speed calcium tungstate screen. The corresponding degradation in the NPS for a constant light output, Γ(ν), is shown in Fig. 10 obtained using values listed in Table 1. More x rays with energy above the tungsten K edge interact than below due to an increased interaction coefficient. This results in a decrease in the NPS ratio at zero frequency by approximately 16% (1 to 0.84). At increasing frequencies, image noise is reduced further, asymptotically approaching the uncorrelated high frequency noise ratio of 0.76 due to reabsorption. Thus, reabsorption results in both a correlated and uncorrelated change in image noise. Reabsorption does not result in an improvement in image quality as the MTF is also degraded. This effect is not discussed in detail in this article as these results are specific to a calcium tungstate screen which has limited use at present. Corresponding results for newer screens and other imaging systems can be obtained using the same formalism. The transfer-theory approach is sometimes more physically intuitive than a detailed statistical analysis, making an interpretation of the results more physically meaningful. For instance, it is clear from this analysis that the MTF describing reabsorption, T K (ν), appears in the cross-spectral density term since light emitted remotely is correlated with light emitted locally when a K x ray is produced. It appears in the first power since it appears in only one of two correlated paths.
CONCLUSIONS
The DQE is an important indicator of the performance of medical imaging systems. Recent developments in understanding noise transfer in medical imaging systems has resulted in a generalized transfer-theory approach that can be used to describe the DQE and other metrics of system performance for many imaging systems.
As part of a program developing new transfer-theory rela- Table 1 : Values used to determine Γ(ν) from Metz and Vyborny for a calcium tungstate screen.
Variable Value (Ref. [34] ) Physical Meaning ς 0.85 probability that an interacting x ray undergoes a K-shell interaction ω 0.93 fluorescent yield of K-shell photoelectric interactions ψ 0.866 fraction of incident x-ray energy transferred to K x ray, E K /E x f K 0.20 probability that a K x ray is reabsorbed in the screen, depends on geometry E K 59.3 keV energy of K x ray for tungsten E x 68.5 keV energy of incident x ray, assumed equal to the tungsten K edge for comparison of results with Metz and Vyborny tionships, we describe how parallel cascades of image-forming processes (quantum gain and scatter) can be incorporated into the transfer-theory approach. Parallel cascades are required when more than one image-forming process combines to create the final image. It is shown that parallel cascades can be used with the introduction of the cross covariance between cascades. A general expression for the cross covariance of correlated point processes is developed, and in particular, the cross covariance of two amplified point processes descending from randomly selected quanta in a common input image is examined which has particular importance for the analysis of medical imaging systems [Eq. (94) for WSS conditions]. Under wide-sense stationary conditions, the Fourier transform of the cross covariance is the cross spectral density function. Using it, transfer-theory models can be developed to describe the noise power spectrum in imaging systems that require the use of parallel cascades of image-forming processes. One example is reabsorption of K x rays in a radiographic screen. It is shown that the transfer-theory approach gives the same result obtained by Metz and Vyborny using a sophisticated statistical analysis when the same assumptions are made. The analytic model allows scientists and engineers to understand the importance of reabsorption on the DQE in the design of new systems.
Other examples requiring the use of parallel cascades include: a) double-emulsion film-screen systems where light may cross from one emulsion to the other; b) portal imaging systems where high-energy x rays may generate different kinds of secondary quanta in the detector such as electrons and light; and, c) flat-panel active matrix detectors where scattered light may contribute a non-negligible fraction of the image signal. Extension of the transfer-theory approach to include parallel cascades increases the number of theoretical "tools" available to scientists and engineers in the transfertheory "tool-box" for the analysis of new digital imaging systems.
respectively. Ifg is modeled as a deterministic gain factor, Eq. (116) remains the same, but Eq. (117) becomes
which lacks the second term in Eq. (117). For the special case whereg represents a binary selection process such as the responsive quantum efficiency of the radiographic screen,g can have a value of 0 or 1 only, 0 ≤ḡ ≤ 1, and σ 2 g =ḡ(1 −ḡ). In this case, it is also possible to express signal transfer as
whereg is a random variable, q in (r) and q out (r) are sample functions of the input and output random point processes.
A.2 Quantum Scatter (Relocation)
Quantum scatter is a translated point process [33] whereby a quantum is randomly relocated by a random displacement vector. The input to a scatter operation must be a point process, such asq
where each delta function represents one quantum at a position given by the random vectorr n . The output from a scatter operation is given bỹ
where ∆ n is a random vector describing the mislocation of the n th quantum. This scatter operation is represented as
where p(r) is a point spread function (PSF) describing the distribution of ∆ n . The scatter operator neither creates nor destroys quanta and hencē
The NPS transfer function through this scatter has been described by both Rabbani et al. [13] and Barrett et al. [19, 20] , given by
where T(ν) is the Fourier transform of p(r).
A.3 Linear Filter (Convolution)
The transfer relationships through a linear shift-invariant filter are described by the convolution integral, given by [2] 
where * represents a convolution, p(r) is the impulse response commonly referred to as the blur PSF normalized to unity area, and T(ν) is the characteristic transfer function of the filter, given by the Fourier transform of p(r). Unlike the scattering process, the output d out (r) from a linear filter is not a point process.
B Statistics of Parallel Processes
When two random processes contribute to an output signal, the result is a random process that is the sum of two random processes. For example, consider a stochastic system described byc(r) =ã(r) +b(r). The autocorrelation of the sum process is [39] R c (r, r ) = E c(r)c
where * denotes a complex conjugate. Whenã(r) andb(r) are both wide-sense stationary (WSS),c(r) is also WSS, and the autocorrelation ofc(r) in Eq. (128) can be written as
where τ = r − r . Similar to above, 
The cross spectral density NPS ab (ν) is the Fourier transform of K ab (τ ) given by 
where Re{ } denotes the real part of a complex quantity.
C LIST OF SYMBOLS
In this artcle, an overhead tilde (eg. N ) indicates a random variable, both an overline (eg.q) and angle brackets (eg. q ) indicate a mean value, a bold face (eg. r) indicates a vector and a superscript (eg. A ) identifies a particular process or path.
Symbol Definition d out (r)
A function describing the output from a linearfilter process [mm −2 ]. It is a regular function, and hence a distinction must be made from q(r) which is a generalized function describing a distribution of points (see below). E{ } or An expectation (mean) value.
F{ }
The Fourier transform operator. k The conditional probability density function of the n th quantum in an image, evaluated at r n = r for fixed value of N [mm −2 ].
pr {Rn} {R n }|N The conditional joint probability density function of the ensemble of vectors { R n } for fixed N , evaluated at { R n } = {R n } [mm −2 ].
q(r)
A random point process, representing a random spatial distribution of quanta in an image [mm −2 ] . It is a generalized function consisting of the superposition of one δ function for each quantum. q A0 (r),q B0 (r) Random subsets ofq in (r). That is, an image consisting of randomly selected quanta from q in (r). r n A random vector describing the position of the n th quantum in an image [mm] .
R n A random vector describing the position of the n th quantum input to an amplified point process [mm] . {r n } An ensemble of random vectors. R AB (r, r )
The cross correlation of random point processesq A (r) andq B (r) [mm −4 ].
T(ν)
The Fourier transform of probability density function pr(τ ) [unitless] .
∆ nk A random vector describing the displacement of the k th secondary quantum produced by the n th primary in an amplified point process [mm] . ξ,ζ
Binomial random variables (may take values of 0 or 1 only).
*
The convolution integral operator. * s A random point process representing the random relocation (scatter) of individual quanta according to a specified psf.
* v
The superposition integral operator, may be shift invariant. The correlation integral operator.
qin(r)
The computation condition for givenq in (r).
D Statistical Averages and Marginal Probability Densities
The mean of a continuous random variableỹ, denoted byȳ, is given by [2] 
where prỹ(y) is the probability density function ofỹ. Ifỹ can be written as a function of a continuous random variablex, denoted byỹ = f (x), with the probability density function prx(x), and f (x) is a single-valued function of x mappingx intoỹ, then
which is the statistical average over random variablex. Eq. (136) refers to the sample space ofỹ and Eq. (137) refers to the sample space ofx. When one is discussing multiple random variables, the statistics of each random variable taken in isolation are called marginal [2] . The combined statistics of more than one random variable are called joint. For example, if prx 1,x2 (x 1 , x 2 ) is a joint probability density function, it describes the distribution density of an event determined by both x 1 and x 2 . The marginal probability density functions describe the distribution densities of each without regard to the other:
and prx
Eqs. (138) and (139) give the relationships between marginal and joint densities. Similarly, for a set of N random variables, {x n : n = 1, · · · , N }, the marginal density prx Similar to Eq. (137), ifỹ = f (x 1 , · · · ,x N ), the mean ofỹ over all N random variables {x n } is given bȳ
