Abstrwt-The purpose of this paper is to investigate some performance measures of the discrete time infinite Server queue under a general arrival process. We assume, more precisely, that at each time unit a batch with a random size may arrive, where the sequence of batch sizes need not be i.i.d. All we request is that it would be stationary ergodic and that the service duration has a phase type distribution. Our goal is to obtain explicit erpresions for the first two moments of number of customers in steady state. We obtain this by computing the first two moments of wme generic stochastic recursive equations that our system satisfies. We then show that this class of recursive equations allow to solve not only the G/PH/cc queue but also a network of such queues. We finally investigate the process of residual activity time in a G/G/.o queue under genera1 stationary ergodic assumptions, obtain the unique stationary solution and establish coupling convergence to it from any initial state.
I. INTRODUCTION
Most explicit expressions for performance measures in queueing networks are known under independence assumptions on the driving processes (service and interamval times). An interesting challenge is to obtain explicit expressions for the case in which the independence is relaxed and only stationarity and ergodicity of some components of the driving sequences are assumed. One line of research that allows to handle .stationary ergodic sequences is based on identifying measures that are insensitive to correlations, For example, the probability of finding a G/G/l queue nonempty is just the ratio between the expected service time and the expected interarrival time (which follows directly from Little's Law). The expected cycle duration in a polling system (under fairly general condition) too, depends on the interatrival, service and vacation times only through their expectations under general stationary ergodic assumptions (see e.g. [SI) . An example of performance measures that depend on the whole distribution of service times but is insensitive to correlations is the growth rate of number of customers or of sojourn time in a (discriminatory) processor sharing queue in overload [41, [13] .
In this paper we study a queueing problem under a stationary ergodic arrival process, in which the correlations indeed influence the performance but in which despite the dependence between arrival times, explicit expressions are obtained for the two first moments of the stationary number of customers. More precisely, we study the discrete time GIGloo queue in which at each time unit a random a batch with a random size may 0-7803-8968-9105~20.00 (C) 2005 IEEE arrive, where the sequence of batch sizes is stationary ergodic and service durations have a phase type distribution.
We first compute h e two moments of some generic stochastic recursive equations that our system satisfies. These are simplified versions of stochastic recursions introduced in [Z] which already enabled us to study polling systems [2J, ll2j and queues with vacations [2] in which vacation times are correlated, and are related to branching process with migration [l] . Yet this is the first time that generic explicit expressions are derived for the first two moments of such equations.
We then show that this class of recursive equations allow to solve not only the G / P H / w queue but also a network of such queues. We finally investigate the process of residual activity time in a G / G / w queue under general stationary ergodic assumptions. obtain the unique stationary solution and establish couplifig convergence to it from any initial state.
The infinite server queue has had various applications in teleuaffic and in networking modeling. The output process of an M/GI/m queue has been used to model long range dependent traffic, c.f, in video applications [15] . In [17J the connectivity of ad-hoc networks on a line has been considered. The distribution of distance covered by a connected set of mobiIes has been shown to correspond to a busy period in the GI/GI/oo queue and its distribution was computed for various channel conditions. Furthermore the distribution of the number of connected mobiles has been computed using its correspondence to rhe number of customers served in a busy period of a G I / G I / m queue. The infinite server queue has also been used in the context of switching in rl81. Finally, the infinite server queue has also been used in the context of communication networks and distributed computer systems, see e.g.
An analysis of infinite server queues with correlated inter mivaI times and service durations can be found in 1191. The correlations are obtained there by considering doubly stochastic arrival and service processes.
The structure of the paper is as follows. We introduce in Section I1 generic stochastic recursive equation corresponding to a branching type process in non Markov random environment with migration. The first and second moments of the corresponding slate variables are introduced in Section 111. The expressions obtained are shown to further simplify for specific Markovian dynamics that creates the correlation. This allows us to derive in Section IV explicit performance measures for the G/PH/w discrete time queue and to provide a numerical example that illustrates the role of correlation. An extension to a whole network of infinite server queues ends this section. Further stability results for the GlGlco queue are presented in Section V followed by a concluding section. expectation; if we let y be a column vector hen
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Moreover, we have for j > 1 by Wald's equality
(4)
We make the following assumptions throughout the paper: 
The sum on the right side of ( 6 ) converges absolutely Palmost surely. Furthermore, for all initial conditions I$, llY, -1 : ; 11 + 0, P-almost surely on the same probability space. In particular, the distribution of 1; converges to that of
Proof. (5) is obtained by iterating (1). Theorem 2 and
I j=o T-l i=n-j i as n -, CO. Lemma 1 in [2] imply (ii).
FIRST AND SECOND MOMENTS
Denote by yi and gja) the first and second moment of the Remark 1: Note that the sums both in (8) as well as in (9) are finite since the finiteness for a11 i of the second moments b:') implies that B(j) are uniformly bounded and since &4ll < (i) Taking the first moment at stationary regime of ( 1 ) we obtain (7) .
A. General results
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(ii) To obtain the covariance, we first compute where the last equality foilows from (4). Note that the last sum is finite since the finiteness for all i of the second moments bj2)
implies that B ( j ) are uniformly bounded and since I(AJI < 1.
Next we compute I;= 1
00
We thus obtain h.=l m=l which gives in matrix notation (9) . We now rewrite (9) as We now note that
which is obtained after some elementary algebra and after
a solution of (8) . Next, we show uniqueness. Let ZI and 2 2 be two solutions of (8) and define Z = 21 -22. Then 2 satisfies 2 = dTZd.
Iterating that we obtain that 2 = ~i m .A"z(JF)~ = o where the last equality follows since lldll < I. This implies the uniqueness of the solution for (8) . The uniqueness of the solution of (9) is obtained similarly.
I
B. Example of a correlated processes
We assume in this Subsection that B, are random vectors whose distribution depends on an underlying ergodic Markov chain 8, taking values in a finite space 0 . We denote its transition probability by F . Let x be the unique steady state probability of the Markov chain. Let Gt(Q) 
a&)).
we have
If we denote by 1 the column vector with appropriate size whose entries are all ones, then we further have: 
which implies 
-dz
Iv. THE G/PH/m QUEUE We now consider a discrete time G P W w queue. We shall apply in this section the general theory of previous sections in order to compute the steady state moments of some performance measures. We shall then strengthen in the following section the stability results (corresponding to Theorem 1) while relaxing further the statistical assumptions.
A. The model
Service times: Service times are considered to be i.i.d. and independent of the arrival process. We represent the service time as the discrete time analogous of a phase type distribution: there are N possible service phases. The initid service phase of a customer I; is chosen at random according to some probability p ( k ) . If at the beginning of slot n a customer is in a service phase i then it will move at the end of the slot to a service phase j with probability A j .
With probability 1 -~~~1 Pii it ends service and leaves the system at the end of the time slot. Let $k)(,r?), k = 1: 2, 3, ..., n = 1, 2: 3: ... be i. (ii) The first and second moments of the number of customers at the system in stationary regime are given respectively by lT(1 -A)-lb and lTcou(Y)l, respectively, where 1 is a column vector with all entries 1's.
Remark 2: We present a simple interpretation of the first moment of the number of customers at the system, Denote by X the expected number of arrivals per slot, Clearly X = Jbl where Jbl is the sum of entries of the vector b. Define S to be the expected service lime of an arbitrary customer and let p = Xc. We shall first compute C. The ijth element of the matrix ( I -d1-I has the interpretation of the total expected number of slots that a customer that had arrived at service phase j spent at state i. Thus the j t h entry of the vector l T ( 1 -A)-l has the interpretation of the total expected number of slots that a customer that had mived at service phase j spent in the system. and let the vector p be the vector whose ithe entry is b/Jbl. Then
which is our expression for the first moment of the number of customers at the system. This relation is known to hold in fact for general C/G/oo queues, see e.g. [6, p. 1343.
C. Departitre process
One can use the same methodology to describe the departure process. To do that, we can augment the system with a new "phase" which we call "d" (for departure), and update the phase transitions as follows:
- 
D. The case of geometric service limes
We now study the special case of geometrically distributed service times. In other words, if at the beginning of slot n a customer is in the system then it will end service at the end of the slot with some probability p (it thus remains in the system during a geometricalIy distributed duration). Recall that the dimension N is determined by the number of service phases; here we have a single phase in which we remain with probability p . Thus h e problem can indeed be formulated using random variables (dimension one) instead of random vectors. ITn is a scalar and denotes the number of customers in the system. <ik) has the interpretation of the indicator that the kth customer present at the beginning of time-slot n will still be there at the end of the time-slot. Thus the probability that a customer in the system finishes its service within a time slot is precisely p = 1 -A. We 
in (17), we see that the dependence on E comes only through the term in (20). Moreover, we see that for any value of A, this term, and hence 'cur[Y*], decrease with e . Large 6 means that the Markov chain alternates rapidly between its two states, which results in a lower overall effect of correlation. (20) can precisely be used to determine this overall effect as it can be viewed of the total weighted sum of correlations g ( k ) , i.e. In Fig. 1 we plot increases as e decrease. For A = 0.5 we get a difference of around 30% between the lowest and the largest value of e, where as form A = 0.9 we obtain a difference of 250%. If at time n a customer was at phase j in station s ( j ) then it either moves to another phase at the same station or moves to anolher phase in another station; the next phase k (either at the same station or at another one) is chosen with probability P 3 k ; with probability 1 - where ( x ) + := max(z,O). We note that (21) is a one dimensional stochastic recursive equation as defined in [7] . [SI (see also [3] for the control of such sequemes). Alternative (high diimensional) recursive equations that describe the infinite server queue in much more details are given in [IO] .
Iterating (21) gives: Moreover, it is deaf from the explicit expressions we have for VO and for V; that they coincide for n > NO. Uniqueness of the stationary regime follows from the fact that coupling I Remurk 4: Our consmction establishes in fact that we have strong coupling convergence in the sense of [7] , [XI.
Remark 5: A stability result is already given in [6. p. 1331 for a general G / G h queue. Namely, it is shown that VO is finite almost surely but the form of the stationary regime and the convergence results are not given.
has been established for arbitrary initial state.
VI. CONCLUDING COMMENTS
In this paper we have studied and used stochastic recursive equations to investigate the discrete infinite server queue with batch arrivals where the size of the batches follow a general statjonary ergodic process. We obtained explicit expressions for the first and second moments of the state variables appearing in the stochastic recursive equations and applied h e m to solve the infinite server queue problem. We proposed then more specific Markov models for correlation that further simplify the expressions for the first two moments.
We extended the results of the infinite server queue to a whole network of such queues.
Other stochaslic recursive equations have been used to study the stability of the queue under even more general probabilistic assumptions and convergence to a unique stationary regime has been established.
The simple explicit expressions obtained makes our results appealing to various applications of the infinite server queue. For example, they can be used to represent the first and second moments of the number of connected mobiles at an arbitrary location in the one dimensional ad-hoc network of [17] , using the equivalence between the ad-hoc network a d an infinite server queue given in [17] .
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