To support the Internet of Things, the proposed cloud computing solutions unite individual clouds autonomously to handle the enormous amount of user data generated by mobile devices.
and information sensed. They react autonomously to events and infl uence them by triggering actions with or without direct human intervention. 3 Jayavardhana Gubbi and his colleagues have determined that to support the IoT vision, the current computing paradigm needs to go beyond traditional mobile computing scenarios and evolve into connecting everyday objects by embedding intelligence. 4 Cloud computing has the potential to address these needs, and it can hide data generation, processing, and visualization tasks to tap the full potential of the IoT in various application domains. See the sidebar for a discussion of some related work in this area.
Our solutions for interoperable personal data management in clouds support the evolution of the IoT. They allow cloud providers to share user data autonomously, and to transparently manage and process the data produced by mobile devices in different clouds.
Autonomous Data Management among Personal Clouds
Most user-provided data is stored in cloud storage services, or personal clouds, which are also relevant for IoT. Their popularity is due to their easy access and sharing through various interfaces and devices, synchronization, version control, and backup functionalities. The freemium nature of these services contributes to their growing user community, and their high number of users also implies the development of other higher-level services that use their cloud functionalities. To overcome the limits of free storage, users may sign up for services with different providers and distribute their data manually among them. This situation leads to a provider selection problem. For the typical user, tracking the number and location of the already uploaded fi les and splitting larger fi les can be diffi cult; moreover, users must consider the services' different data transfer speed capabilities. These facts serve as a motivation for our research, one of the main goals of which is to propose a higher-level service that helps users better manage their data by providing transparent and automated access to a unifi ed storage over these clouds.
To demonstrate our approach, we consider four providers: Dropbox (www.dropbox.com), Google Drive (https://drive.google.com), SugarSync (www. sugarsync.com), and Box.com (www.box.com). Drew Houston founded Dropbox in 2007, and by 2011, it had reached a 14 percent market share with 50 million registered users; in 2013, it exceeded 200 million users. Its freemium model grants 2 Gbytes of storage for a new registration, which users can extend to 8 Gbytes by inviting others or performing certain tasks. Google Drive, Google's personal cloud solution, was initiated in 2012, but it has several predecessors, such as Google Docs, which was introduced in 2006. It also serves as an in-house data store for several other Google services and provides 15 Gbytes freely to new users. Thanks to Google's coupled services, its Web interface is capable of previewing numerous fi le formats in a browser. SugarSync was launched in 2009, but its predecessor Sharpcast Photos dates back to 2006. It provided 5 Gbytes of free storage for newly registered users until December 2013, when the owners announced they were closing freemium services until February 2014. Since then, it provides free service only duringa 30-day trial period. Box.com was founded as a startup in 2005. Since 2010, it has included a built-in fi le preview functionality. It provides 10 Gbytes of free storage for new users.
Our proposed application to group these clouds has three components (see Figure 1 ):
• MeasureTool for performing monitoring processes, • DistributeTool for splitting and distributing fi les, and • CollectTool for retrieving split parts of a required fi le.
The MeasureTool component implements three basic functions: connecting to a user account at a 
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certain provider, and uploading and downloading files to and from the account's storage. It has a plugin-based structure to separate methods for different providers and enable further provider support. A monitoring process for measuring a provider's performance consists of generating a file of a predefined size with randomized content, uploading this file to the provider's storage under a given user account, and then downloading this file back to the application host.
RELATED WORK IN CLOUD INTEROPERABILITY AND INTEGRATION
arious research and expert groups have noted the need for data interoperability and the extensive use of cloud storage services.
1-3 Tharam Dillon and his colleagues examined cloud interoperability issues needing further research, and identified a new category, data storage as a service, to draw attention to the problem of data management in clouds. 4 Raúl Gracia-Tinedo and his colleagues also addressed personal cloud performance issues. 5 They developed a tool for actively measuring three providers: Dropbox, Box.com, and SugarSync. They performed measurements for two months with various data transfer load models to search for interdependency among data sizes, transfer quality, and speed. The researchers published their measurement data and concluded that these providers have different service levels and often limit download speed. This work also served as motivation for our research, but we developed a more lightweight and easily extendible measuring tool to support our further research goal of autonomous data sharing among providers.
Niroshinie Fernando and her colleagues surveyed research in integrating the mobile world and clouds. 6 They argue that exploiting the full potential of mobile computing is difficult because of inherent problems such as resource scarcity, frequent disconnections, and mobility. Mobile cloud computing can address these problems by executing mobile applications on resource providers external to the mobile device. Alessio Botta and his colleagues envisioned the integration of IoT and clouds, summarizing their main properties, features, underlying technologies, and open issues. 7 Stefan Nastic and his colleagues proposed a solution for merging IoT and clouds. 8 They argue that system designers and operations managers face numerous challenges to realize IoT cloud systems in practice, due to the complexity and diversity of their requirements in terms of IoT resource consumption, customization, and runtime governance.
With this work, we plan to take a step forward in the field by combining cloud computational and data services with mobile device capabilities. This vision brings these technologies closer to users and provides a simple way to use heterogeneous cloud services to ease their lives.
The main task of the DistributeTool component is to apply certain policies for splitting and packaging files to be distributed among participating cloud providers efficiently. The file to be uploaded to the providers' storage is first split into a predefined number of equally sized files, which we call chunks. The second step determines where to upload these file chunks. Once the location has been determined and a chunk is uploaded, the DistributeTool component stores chunk identifiers (for example, name, user token, and file ID) to a local metadata cache file. By using this metadata file, the CollectTool component can later fetch the required chunk files from the different providers.
The provider selection in the second step is made upon the information gathered by the MeasureTool component. Historical performance values are also stored and taken into account; it's the role of the application administrator to set the relevance (that is, ratio) of historical and latest performance results for provider selection. The measured performance values are converted to the following format (denoting percentage shares-the sum of these values represent 100 percent) taking into account the aggregated historical performance values (h), the latest performance values (l), and their ratio (r) by evaluating (h+l*r). For example, {"googledrive" : 5392, "dropbox" : 1615, "box" : 1085, "sugarsync" : 292}.
According to these configuration numbers, the DistributeTool component takes the sum of these values (sum) and generates a random number independently drawn from the range {0,sum} for each chunk using Gaussian distribution. The CollectTool component collects the previously uploaded user files from the cloud providers using the metadata description file. Once the chunks of a required file are retrieved, they're unified with an optimized buffering technique.
We've performed our evaluations on a private IaaS cloud based on OpenNebula. It was developed by SZTAKI Cloud, a national project initiated in Hungary in 2012 to perform research on clouds and to create an institutional cloud infrastructure for the Computer and Automation Research Institute of the Hungarian Academy of Sciences (http://cloud.sztaki .hu/en/home). It's been in production since 2014 and is available for all researchers associated with the institute. This private cloud runs OpenNebula 4.4 with KVM, and controls more than 440 CPU cores, 1,790 Gbytes of RAM, and 66 Tbytes shared and 35 Tbytes local storage for serving an average of 250 virtual machines (VMs) per day per month. The application, which includes the previously discussed components, has been deployed in a VM started at SZTAKI Cloud.
For users, the most important metric for measuring provider performance is data transfer speed. Therefore, we used this metric to monitor providers and to use as a base for autonomous file sharing. To evaluate the MeasureTool component, we uploaded and downloaded files to each personal cloud considering the following scenarios:
• transferring two 5-Mbyte files or one 10-Mbyte file, • transferring five 10-Mbyte files or one 50-Mbyte file, and • transferring ten 10-Mbyte files or one 100-Mbyte file.
In this way, we arrived at six different cases that could measure data transfer performance for many small and a few big files. We went through all cases systematically, and performed the same measurements several times. Once we exceeded the limit of a provider's freemium storage, we halted the measurement and deleted all files on that storage to start subsequent tests. We performed the same measurements during different periods of the week (that is, on weekdays and weekends).
Our evaluation showed that Google Drive has the best performance values, followed by Dropbox and Box.com, whereas SugarSync has the worst values. Although the difference between Google Drive and SugarSync is slight, it isn't easy to compare Box. com and Dropbox. Dropbox handles many small files better, whereas Box.com transfers larger files faster. The results of our evaluation of the MeasureTool component prove our initial hypothesis that service quality levels differ for various cloud providers.
We evaluated our proposed solution with four different configurations (r={0,0.1,0.5,0.9}) for user data distribution over the interconnected personal clouds. During these measurements, the DistributeTool component split and packaged the user files, selected providers for the created file chunks based on the performance values and configurations, and uploaded the files to these providers. The CollectTool component retrieved the files using the metadata description file created by the DistributeTool component. Figure 2 shows the evaluation results for the different configurations. As the diagram illustrates, slight modifications on the ratio of historical and latest performance values (for example, changing r from 0 to 0.1) don't imply big differences, but relying more on the latest performance values (that is, using r=0.5) results in faster upload and download times for the overall user data.
Managing Mobile Data in Clouds
Mobile devices, which play an important role in IoT, can also benefit from cloud services. The enormous data users produce with these devices is continuously posted to online services, which might require modifications to the data. We introduce a scenario that requires interoperable data management among cloud infrastructures to manage user data produced by mobile devices. Although the computing capacity of mobile devices has rapidly increased, there are still numerous applications that can't be run in a reasonable amount of time by them. Our approach uses cloud infrastructure services to execute such applications on mobile data stored in personal clouds. It includes services for data management running in one or more IaaS systems that track a user's cloud storage and execute data manipulation processes when new files appear in the storage (see Figure 3) .
The service running in the IaaS cloud can download user data files from the cloud storage, execute the necessary application on these files, and upload the modified data to the storage service. Such a file might be a photo or video made by the user with his or her mobile phone to be processed by an application unsuitable for mobile devices. In our solution, currently developed for Android devices, it's possible to configure the processes to be performed on the data with a separate configuration file. This file is automatically created and managed by a mobile application running on the user's device. The application is also responsible for communicating with the cloud storage (Dropbox, in our case). We created the file manipulation applications as virtual appliances and predeployed them in the SZTAKI cloud infrastructure.
Mobile Application
To exemplify our generic approach's usability, we developed an Android application called FolderImage, which can be used to manipulate pictures produced by mobile devices. FolderImage creates thumbnails of each image in the appropriate folder and combines them into a single image (a folder image) that gives an overview of the folder's contents. Because it provides a glimpse of a directory, this app is useful for users who have thousands of pictures spread over numerous directories and are looking for a specific image.
FolderImage can be used in two modes:
• local operation, in which the folder image is generated using the device's computing resources, and • cloud operation, in which the application communicates directly with Dropbox.
In cloud operation mode, the folder image generation can be initiated on demand or periodically with folder content synchronization. After completion, the application downloads the folder image to the device from the Dropbox account. These modes can be triggered by clicking on the appropriate button in its graphical interface. In the FolderImage application, clicking on the first button automatically logs the user in to Dropbox. After a successful login, the account holder's name is displayed above the button. The second button can be used to trigger the creation of a folder image in the cloud and the third to generate the folder image locally. The generated 
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IaaS cloud 2 IaaS cloud 1 FIGURE 3. Enhancing data management of mobile devices by interoperating clouds. Compute intensive applications processing user data can be autonomously executed in several infrastructure-as-aservice (IaaS) clouds by our approach.
image is also shown in the application GUI, under the buttons. Status messages and updates on image uploads, downloads, and generation also appear between the buttons and the folder image. Although the GUI is relatively simple, ensuring the proper look on devices with different display resolutions isn't an easy task.
As previously mentioned, the second and third buttons can be used to generate the folder image. The image generation task has five steps: list generates a list of images in the actual folder; download allows the user to access the images in the folder; resize generates thumbnails of the images; create combines the thumbnails; and upload saves the created folder image.
Image Generation in the Cloud
As Figure 3 depicts, our scenario aims to move computation-intensive tasks from a mobile device to the cloud. Therefore, we've also created ImageConverter, a Java application that can perform the five image generation steps. We encapsulated this application in a virtual appliance (VA), deployed it, and started it as a Web service running in a local cloud. It also has a direct connection to the user's Dropbox storage. It continuously synchronizes the image directory and generates a folder image when a new image is added to the folder. It can also be set to listen to a specific configuration file that instructs it to execute certain methods (for example, perform various image manipulation processes). When the Android application calls the image generator method, the configuration file is refreshed. The Web service running in the cloud is notified of this change, and it triggers the folder image generation and uploading processes.
Performance Evaluation
We conducted a performance evaluation using the SZTAKI Cloud, where we deployed the ImageConverter VA in two types of virtual machines: one having one processor and 1-Gbyte memory (VM1), and the other four processors with 4 Gbytes of memory (VM2). Meanwhile, we also tested the FolderImage application on two types of Android devices: a phone (Samsung Galaxy Mini with Android v2.2, 600-MHz CPU, and 384 Mbytes RAM) and a tablet (Asus Slider SL101 with Android v4.0, 1-GHz [dualcore] CPU and 1 Gbyte RAM).
The evaluation results incorporating the five steps of the executed methods for a folder containing 900 images are as follows:
• Android phone: 430,596 ms; • Android tablet: 143,010 ms;
• Cloud VM1: 1,841 ms; and • Cloud VM2: 1,068 ms.
These results clearly show the differences among the different types of executions. For the Android devices, the tablet performed the generation three times faster than the phone in both rounds of experiments. The Web service running on VM2 performed two times faster than the deployment on VM1. The local executions on the Android devices were significantly slower (more than 100 times) than the image generations performed in the cloud. These results prove that it's worth moving computation-intensive tasks to clouds from mobile devices.
Multicloud Evaluation
Next, I describe a scenario in which academic and commercial IaaS clouds are interoperated through a personal cloud. To increase heterogeneity, we performed another evaluation using Dropbox, OpenNebula, and Amazon. For this scenario, we ported a biochemical application to this environment. The application generates conformers by unconstrained molecular dynamics at high temperature to overcome conformational bias, then finishes each conformer by simulated annealing and energy minimization to obtain reliable structures. Users of this app are biologists or chemists who need to examine molecular modeling for drug development. The execution of the whole application on a single PC takes around five to eight days.
We used three scripts managed by a Java Web application to execute our app in a VM. The master script performs the initial conformer generation and the worker script performs additional conformer finishing methods for 1,000 conformers at a time. Finally, the uploading script compresses the subresults into a single result file. In this way, the execution of the ported app consists of the execution of a master task in the first phase, followed by running 50 worker tasks for processing the 50,000 conformers in the second phase, finally calling the uploading script to create the final result in the third phase.
With our approach, users only need to make available their data in a personal cloud and to specify with a configuration file the order of data processing (by linking VM methods to data). Once this configuration file is available and at least one VM (executing the necessary service for processing user data) is running in an IaaS cloud, the autonomous data processing starts and continues until all the data is processed.
We used the same template configuration for OpenNebula, each having four virtual CPUs and 4 Gbytes of memory to start three VMs in SZTAKI Cloud (denoted by ONe in Figure 4 ).For Amazon (denoted by AM), we also started three VMs with Linux Micro instances. It took around 10 minutes to perform the initial input data transfers and to deploy the IaaS VMs to start phase 1 of our biochemical application. The total execution took around 16 hours. Figure 4 gives detailed measurement results for phase 2 of this experiment. These diagrams illustrate how the VMs of different IaaS systems competed for tasks and how long it took them to compute these tasks in total (the curve marks the start time of task computations by VMs, except for the first task, which started at 0:00).
ur future work will aim to extend the functionalities of the designed services to widen interoperability and provider support. We will also investigate the applicability of different IoT devices in the discussed scenarios, and extending these cases towards social networks.
