This study numerically investigates dry and moist convection forced by an urban heat island using a twodimensional, nonhydrostatic, compressible model with explicit cloud microphysical processes (Advanced Regional Prediction System). The urban heat island is represented by specified heating. Extensive numerical experiments with various heating amplitudes, representing the intensity of the urban heat island, uniform basicstate wind speeds, and basic-state relative humidities, are performed to examine their roles in characterizing urban-induced convection. Two flow regimes can be identified in dry simulations. One regime is characterized only by stationary gravity waves near the heating region and is revealed when the urban heat island intensity is very weak. The other regime is characterized both by stationary gravity waves near the heating region and by a downwind updraft cell that moves in the downstream direction. The intensity of the downwind updraft cell increases as the heat island intensity increases or the basic-state wind speed decreases. Results of moist simulations demonstrate that the downwind updraft cell induced by the urban heat island can initiate moist convection and result in surface precipitation in the downstream region when the basic-state thermodynamic conditions are favorable. As the urban heat island intensity increases, the time required for the first cloud water (or rainwater) formation decreases and its horizontal location is closer to the heating center. It is shown that for the same basic-state wind speed and heat island intensity a stronger dynamic forcing-that is, a stronger downwind updraft-is needed to trigger moist convection in less favorable basic-state thermodynamic conditions.
Introduction
Many observational studies have indicated that cities can change or modify local and nearby weather and climate [see Changnon (1981) and Cotton and Pielke (1995) ]. In particular, studies on urban-induced or urban-modified precipitation phenomena have been of interest because of their practical importance in urban water management as well as their scientific curiosity about convection and precipitation. Changnon (1968) reported the precipitation anomaly at La Porte, which is located downwind of Chicago. His seminal study, which implied that human activity can inadvertently alter precipitation away from a city, has received much attention. Changnon et al. (1991) analyzed precipitation data collected at 116 rain gauges in the St. Louis area during a 4-yr period. They showed that precipitation was enhanced downwind of St. Louis by 17% and 4% during the autumn and spring seasons, respectively. Bornstein and LeRoy (1990) analyzed radar echoes in the New York City area and documented the splitting of convective and frontal thunderstorms by urban barrier effects. Jauregui and Romales (1996) analyzed rainfall data in Mexico City to examine urban effects on convective precipitation. They found evidence of urban-induced increases in convective precipitation and pointed out that the frequency of intense rain showers has increased in recent decades. Events of urban-induced convective thunderstorms were recently documented by Bornstein and Lin (2000) using surface meteorological data in the Atlanta area. Their analysis of six precipitation events over the city for nine summer days revealed that the urban heat island induced a convergence zone that initiated three of the convective thunderstorms at different times of the day. A critical review of urban effects on precipitation amount is given by Lowry (1998) .
These and other observational studies confirm that cities can initiate convection, split convective storms, change the behavior of convective precipitation, and enhance downstream precipitation. Some of the suggested causes for urban-induced precipitation changes include heat release into the urban atmosphere, in-
FIG. 1. The vertical profiles of the basic-state relative humidity used in moist simulations. The relative humidity is constant from the surface to z ϭ 1 km, decreases linearly with height up to z ϭ 11 km, and remains constant above, with RH ϭ 10%. The five profiles are for RH L ϭ 50%, 60%, 70%, 80%, and 90%, where RH L is the relative humidity in the layer between the surface and z ϭ 1 km.
creased urban surface roughness, and anthropogenic condensation nuclei in the urban atmosphere (e.g., Changnon 1969) . However, the basic understanding of the dynamics of urban-induced precipitation remains poor in spite of well-documented observations. This study is concerned with dry and moist convection forced by the urban heat island and hence downwind precipitation enhancement in a dynamical viewpoint. Theoretical understanding of the precipitation enhancement observed downwind of the urban heat island is possible by examining the response of a stratified atmosphere to the specified thermal forcing that represents the heat island. The results of linear theoretical calculations in a stably stratified, uniform (Lin and Smith 1986) or shear (Baik 1992) flow suggest that there is downward motion near the heating center and there is upward motion downwind of the specified heating. This upward motion is partly attributed to the observed precipitation enhancement downwind of urban heat island (Lin and Smith 1986; Baik 1992) . The weakly nonlinear theory proposed by Baik and Chun (1997) predicts that weak nonlinearity can induce upward or downward motion downwind of the specified heating, depending on the nondimensional heating depth. When the nondimensional heating depth is large, both a linear effect and a weakly nonlinear effect create upward motion downwind. This explains to a greater extent precipitation enhancement downwind than does the linear effect alone. Using a nonlinear dry numerical model that employs a hydrostatic, Boussinesq airflow system, Baik (1992) showed that when the heating amplitude is large, a strong updraft cell appears downwind of the specified heating. This updraft cell was suggested to be dynamically responsible for downwind precipitation enhancement.
This study extends our previous one (Baik 1992 ) by considering a nonhydrostatic, compressible airflow system, which is more appropriate for convection research, and by taking into account precipitation processes to investigate urban heat island-induced convection and precipitation in various environmental conditions. For the purpose of isolating the role of the urban heat island in urban-induced convection and precipitation, other potential factors (e.g., surface roughness effect) are not taken into account in this study. In section 2, a numerical cloud model used in this study is described and an experimental design for dry and moist simulations is given. In section 3, results from dry and moist simulations are given and discussed with regard to some dynamical aspects of urban heat island-induced convection and precipitation. A summary and conclusions follow in section 4.
Numerical model and experimental design
The numerical model used in this study is the Advanced Regional Prediction System (ARPS) developed at the Center for Analysis and Prediction of Storms (CAPS), University of Oklahoma, by Xue et al. (1995) . ARPS is a three-dimensional, nonhydrostatic, fully compressible, finite-difference model with complete physical parameterizations. In the current two-dimensional study, a flat surface is assumed and surface processes are neglected in order to examine dry and moist convection thermally forced by the presence of an urban heat island. Turbulent processes for momentum, heat, and water substances are parameterized using a 1.5-order turbulence closure scheme. Radiation processes are not considered. The rotational effect of the earth is neglected. In dry simulations, water substances are not included. In moist simulations, the mixing ratios of water vapor, cloud water, and rainwater are explicitly predicted with the bulk parameterization of cloud microphysical processes. Ice-phase cloud processes are not taken into account in this study. For further details of the numerical model, see Xue et al. (1995) .
The basic-state wind speed U in the numerical simulations is considered to be uniform in the vertical and is set to 2, 3, 4, and 5 m s Ϫ1 . These low basic-state wind speeds are chosen because the urban heat island is well developed under the condition of weak winds (Oke 1987) . The basic-state temperature profile follows that of the standard atmosphere, which is stable through the atmosphere. The vertical profiles of the basic-state relative humidity used in moist simulations are shown in Fig. 1 . The relative humidity is constant from the surface to z ϭ 1 km, decreases linearly with height up to z ϭ 11 km, and is constant above, with RH ϭ 10%. The relative humidity in the layer between the surface and z ϭ 1 km (RH L ) is set to 50%, 60%, 70%, 80%, and 90%. The physical domain sizes are 150 km in the horizontal and 12 km in the vertical. The horizontal and vertical grid intervals are 1 km and 150 m, respectively. A horizontal spacing of 1 km was shown to be adequate for simulating convective system using ARPS (e.g., Chun et al. 1999) . To minimize the reflection of gravity waves at boundaries, a radiation boundary condition is employed at lateral boundaries and a sponge layer is put from z ϭ 12 to 15 km, with height-dependent damping coefficients. With a large time step of 4 s and a small time step of 1 s (terms associated with acoustic waves), the model is integrated for 6 h. To represent the urban heat island in the numerical model, the following thermal forcing is added in the thermodynamic energy equation:
where is the air density, q 0 is the heating amplitude, c p is the specific heat of air at constant pressure, a is the half-width of bell-shaped function, c is the horizontal location of the heating center from the left boundary, and h is the e-folding height. The specified heating (1), which is maintained during the time integration, decreases horizontally in a bell shape from the heating center and decreases exponentially with height. This heating structure roughly imitates the observed spatial temperature deviation pattern over cities. The heating center is located 50 km away from the left boundary (x ϭ 50 km), that is, c ϭ 50 km. The parameters a and h are specified as 10 km and 700 m, respectively. The parameter q 0 is considered to represent the intensity of the heat island and varies from 0.2 to 2 J kg Ϫ1 s Ϫ1 in increments of 0.2 J kg Ϫ1 s Ϫ1 . The peak heating would be given by q 0 /c p , which corresponds to a heating rate of 0.7 to 7.1 K h Ϫ1 for a heating amplitude of 0.2 to 2 J kg Ϫ1 s Ϫ1 . A typical maximum difference in heating/ cooling rate between urban and rural areas under ideal weather conditions is on the order of a few degrees per hour (Oke 1982) . In this study, a wide range of heating amplitudes are chosen to examine extensively the effects of the urban heat island intensity. In comparison with observations, the lower and middle values in the chosen heating-amplitude range are reasonable, but the upper values may be large. One might consider that large heating amplitudes correspond to a future situation in which human activity further enhances urban heat island intensity. Table 1 summarizes the experimental design of numerical simulations conducted in this study.
Results and discussion

a. Dry simulations
To characterize urban heat island-induced dry convection in conditions of various heat island intensities and basic-state wind speeds, 40 dry simulations are performed with q 0 ϭ 0.2, 0.4, 0.6, . . . , 1.8, and 2 J kg Ϫ1 s Ϫ1 and U ϭ 2, 3, 4, and 5 m s Ϫ1 (10 heating amplitudes ϫ 4 basic-state winds). Figure 2 shows the perturbation vertical velocity fields at t ϭ 4 h for heating amplitudes of q 0 ϭ 0.2, 0.4, 0.6, 0.8, and 1 J kg Ϫ1 s Ϫ1 with a basic-state wind speed U of 5 m s Ϫ1 . When the heating amplitude is small (Figs. 2a,b) , the vertical velocity field is very similar to the linear internal gravity wave field induced by thermal forcing. Note that the basic-state atmosphere is stably stratified. Near the heating region, alternating upward and downward motions with an upstream phase tilt, implying the upward propagation of wave energy, are present. In the lower layer, downward motion exists in the region close to the heating center (x ϭ 50 km) and upwind. Also, a broad region of weak upward motion exists downwind of the heating center. The curious negative phase relationship between the heating and the induced vertical motion near the heating center is related to the steadiness (Smith and Lin 1982; Lin and Smith 1986; Baik 1992; Baik et al. 1999 ). The vertical wavelength of stationary gravity waves near the heating region in Fig. 2a is 3 .3 km, which is close to that of linear, hydrostatic internal gravity waves (2U/N, where N is the buoyancy frequency). As the heating amplitude increases further, the flow field gradually deviates from the linear response field (Figs. 2c-e). For the larger heating amplitude, there are two distinct modes: a stationary gravity wave field near the heating region and an (strong) updraft cell downwind of the heating center. The intensity of the downwind updraft cell increases with increasing heating amplitude. It is interesting to see downward and upward motions with an upstream phase tilt above the downwind updraft cell. These likely are maintained by the mechanical (momentum) forcing of the downwind updraft cell and move with the updraft cell. Their horizontal size is much smaller than that of the stationary gravity waves near the heating region because of the much smaller horizontal forcing scale of the downwind updraft cell.
The time evolution of the perturbation vertical velocity field in the q 0 ϭ 1.2 J kg Ϫ1 s Ϫ1 and U ϭ 5 m s case is plotted in Fig. 3 . At t ϭ 1 h, the center of the downwind updraft cell is located at x ϭ 62 km and the updraft cell with relatively weak intensity is not yet separated from the stationary gravity wave field near the heating region. The updraft cell continues to move downwind and strengthens its intensity. At t ϭ 2 h, it is separated from the stationary gravity wave field and has a well-organized structure. The updraft cell further intensifies as it moves downwind (t ϭ 3 h) and then gradually weakens as it moves downstream, owing to the dissipation effect (t ϭ 4, 5, and 6 h). The maximum vertical velocities of the downwind updraft cell at 1, 2, 3, 4, 5, and 6 h are 0.24, 0.88, 1.06, 0.92, 0.71, and 0.48 m s Ϫ1 , respectively. The horizontal and vertical sizes of the separated downwind updraft cell are 4-10 and 1.5-2 km, respectively. The average moving speed of the downwind updraft cell is 2.5 m s Ϫ1 , that is, onehalf of the basic-state wind speed. Note that stationary gravity waves exist near the heating region even if the updraft cell is away from the heating center (this can be confirmed with a smaller contour interval near the heating center). Figure 4 is the same as Fig. 2 except that the basicstate wind speed is reduced from 5 to 3 m s Ϫ1 . In the q 0 ϭ 0.2 J kg Ϫ1 s Ϫ1 case (Fig. 4a) , only a stationary gravity wave field is produced near the heating region. When the heating amplitude is 0.4 J kg Ϫ1 s Ϫ1 , in addition to the stationary gravity wave field, an updraft cell can be identified near x ϭ 70 km. However, the updraft cell is weak and combined with the stationary gravity wave field. As the heating amplitude increases further (Figs. 4c-e), both stationary gravity waves near the heating region and a well-organized updraft cell downwind of the heating center are present. These flow characteristics with heating amplitude are similar to those in Fig. 2 . In comparison with the cases having U ϭ 5 m s Ϫ1 (Fig.  2) , the vertical wavelength of the stationary gravity waves decreases and the updraft cell moves more slowly in the downstream direction because of the reduced basic-state wind speed.
Because of the specified steady heating, there is a horizontal temperature advection, and the horizontal temperature gradient differs for different basic-state wind speed and heating amplitude. An examination of the potential temperature fields corresponding to Figs. 2, 3, and 4 indicated that the downwind updraft cell forms in the region of strong horizontal temperature gradient. The strength of this temperature gradient is related to the steady heating amplitude. It is also related to the time experienced by flow at the heat source region, which in turn depends on the basic-state wind speed and the horizontal length scale of the heating. An examination of the potential temperature fields also indicated that the steady heating creates a more or less homogeneous horizontal temperature perturbation downstream of the heat source. This can prevent strong new updraft cells from being produced, despite the continuous heating upstream. To examine the effects of the basic-state wind speed on the intensity of heating-induced perturbation, the domain-maximum perturbation vertical velocity during numerical simulation is plotted as a function of heating amplitude for U ϭ 2, 3, 4, and 5 m s Ϫ1 (Fig. 5) . For a given wind speed, the maximum vertical velocity increases as the heating amplitude increases. For a given heating amplitude, the maximum vertical velocity increases as the basic-state wind speed decreases. The maximum vertical velocities in the cases of U ϭ 2, 3, 4, and 5 m s Ϫ1 for q 0 ϭ 1.2 J kg Ϫ1 s Ϫ1 are 1.67, 1.59, 1.39, and 1.11 m s Ϫ1 , respectively. The nonlinearity factor for thermally induced finite-amplitude waves can be given by (Chun 1991; Lin and Chun 1991) 
where g is the gravitational acceleration, L is the horizontal length scale of the forcing, and T 0 is the basicstate mean temperature. This nonlinearity factor was derived from a hydrostatic, nonrotating, Boussinesq flow system. The factor is proportional to the heating amplitude q 0 and is inversely proportional to the square of the basic-state wind speed U. Therefore, increasing heating amplitude and/or decreasing basic-state wind speed result in increasing nonlinearity in a flow system, that is, increasing perturbation. This relationship helps to explain the variations in the maximum perturbation vertical velocity with changes in the heating amplitude and basic-state wind speed in Fig. 5 . The nonlinearity factor also helps to explain the difference between the vertical velocity fields in ). There is a weak but identifiable updraft cell downwind of the heating center in the Fig. 4b case (larger nonlinearity), but no downwind updraft cell exists in the Fig. 2b case (smaller nonlinearity factor).
In terms of the heating amplitude and basic-state wind speed, two flow regimes can be identified in dry simulations. One flow regime (open dots in Fig. 6 ) is characterized only by stationary gravity waves near the heating region. This regime is encountered when the heating amplitude is very small, particularly with large basicstate wind speed, and closely resembles the flow field predicted by linear theory for thermally induced circulation in a stably stratified atmosphere. The other flow regime (filled dots in Fig. 6 ) is nonlinear and is characterized both by stationary gravity waves near the heating region and by a downwind updraft cell, as illustrated in Figs. 2, 3, and 4. The sources (or factors) contributing to the urban heat island, including anthropogenic heat input, are very near the surface, and the heating is then advected and diffused through the atmosphere in reality. Because a spatial form of the temperature perturbation resulting from the urban heat island is specified in this study, there is no true direct coupling between heat flux at/near the surface and advection/diffusion processes. For example, under high winds the urban heat island effect would be concentrated nearer the surface; under light winds the heat might diffuse vertically more readily. These effects cannot be captured by the fixed temperature perturbation profile. Because a primary purpose of this study is to examine essential dynamical aspects of convection forced by the urban heat island, the heating profile is prescribed. A further study is needed to take into account feedback between the thermodynamics of the heat island and the dynamics of the atmosphere with a numerical model that is able to treat properly the individual sources responsible for the urban heat island.
The results of nonlinear numerical model simulations by Baik (1992) indicate that the downwind updraft cell induced by heating can be quasi-stationary in its horizontal position after some time or can continuously propagate in the downstream direction, depending on the basic-state wind speed. In the current simulations, however, all downwind updraft cells continue to move downstream for all basic-state wind speeds. It is noticed that there are some basic differences between the two model experiments. These are the flow system (hydrostatic, Boussinesq vs nonhydrostatic, compressible), the basic-state wind (shear with no critical level vs uniform), and the specified heating structure. Using the current model, extensive numerical simulations with various wind shears in the absence of a critical level and specified heating structures were performed to discover the main factor that caused the different result in the propagation of the downwind updraft cell. It was found that a widespread cooling term may be responsible for causing the difference. The widespread cooling term, which is added in the specified forcing, is needed to avoid a net heating problem in a steady-state, linear, inviscid flow system (Smith and Lin 1982) . This term was retained in the study by Baik (1992) . With the widespread cooling term taken into account {Ϫab/[(x Ϫ c)
2 ] is added to the horizontal heating structure function in (1), with b ϭ 5a}, for example, when the heating amplitude was 1.2 J kg Ϫ1 s Ϫ1 , the horizontal position of the downwind updraft cell became quasi-stationary for U ϭ 2 and 3 m s Ϫ1 . For both the basic-state wind speeds, its downstream movement was only 3 km over the last 3 h. On the other hand, it was revealed that the downwind updraft cell continues to move downstream when the basic-state wind increases further (U ϭ 4 and 5 m s Ϫ1 ). Based upon these results, it is likely that the widespread cooling term acts to retard the propagation of the downwind updraft cell and can make the downwind updraft cell quasi-stationary in its position under certain circumstances.
In dry simulations, the heating amplitude is set to vary from 0.2 to 2 J kg Ϫ1 s Ϫ1 . For this range of heating amplitudes, the maximum temperature deviation from the basic state in the heating region near the surface (urban heat island intensity) ranges from 0.54ЊC in the q 0 ϭ 0.2 J kg Ϫ1 s Ϫ1 and U ϭ 5 m s Ϫ1 case to 4.36ЊC in the q 0 ϭ 2 J kg Ϫ1 s Ϫ1 and U ϭ 2 m s Ϫ1 case. The maximum heat island intensity among the cases that belong to the flow regime only with stationary gravity waves is 1.12ЊC (q 0 ϭ 0.4 J kg Ϫ1 s Ϫ1 and U ϭ 4 m s Ϫ1 ). The maximum heat island intensity in the q 0 ϭ 1.2 J kg Ϫ1 s Ϫ1 and U ϭ 5 m s Ϫ1 (3 m s Ϫ1 ) case is 2.35ЊC (2.83ЊC). The inverse relation between the heat island intensity and the wind speed is consistent with the result of Oke (1973) . Our dry simulation results indicate that the urban heat island, with an intensity of two or more degrees [often found in most big cities; see Oke (1987) ], can induce a strong updraft cell downwind of the heat island. Our simulation results also indicate that the intensity of the downwind updraft cell depends on heat island intensity and environmental wind. The downwind updraft cell intensifies and then weakens as it moves downstream. These results suggest that a typical urban heat island can induce a strong updraft cell in its downwind region (dry convection in the absence of moisture) and the urban heat island-induced downwind updraft cell can trigger moist convection and hence cause surface precipitation in favorable environmental conditions. This inspired us to investigate moist convection in various basic-state thermodynamic and wind conditions using a cloud model.
b. Moist simulations
In moist simulations, the heating amplitude varies from 0.2 to 2 J kg Ϫ1 s Ϫ1 with increments of 0.2 J kg Ϫ1 s Ϫ1 under different environmental conditions. The basicstate wind speed is specified as 3 or 5 m s Ϫ1 . Five different basic-state thermodynamic states are chosen by changing basic-state relative humidity profile while keeping the basic-state temperature profile the same in all numerical experiments. The five vertical profiles of the basic-state relative humidity are shown in Fig. 1 . A total of 100 moist simulations (10 heating amplitudes ϫ 2 basic-state winds ϫ 5 basic-state relative humidity profiles) are performed to characterize moist convection induced by the urban heat island. Figure 7 shows the cloud water mixing ratio fields at t ϭ 2, 3, and 4 h in the q 0 ϭ 1.2 J kg Ϫ1 s Ϫ1 , U ϭ 5 m s Ϫ1 , and RH L ϭ 90% case. Note that RH L is the relative humidity in the layer between the surface and z ϭ 1 km. The rainwater mixing ratio fields corresponding to Fig. 7 are plotted in Fig. 8 . In this case, the calculated convective available potential energy (CAPE) for the basic-state thermodynamic soundings is 101 J kg Ϫ1 when the moisture effect is taken into account. Cloud water is produced for the first time as a result of the condensation of water vapor at x ϭ 63 km and t ϭ 63 min. At this time, the center of the downwind updraft cell induced by the heating is located at x ϭ 63 km and its maximum intensity is 0.36 m s Ϫ1 . Therefore, the horizontal location of cloud formation coincides with that of the center of the downwind updraft cell. This implies that the updraft cell moving in the downstream direction initiated moist convection downstream. Before the cloud forms, the vertical velocity field in the moist simulation is very similar to that in the corresponding dry simulation case because there is no latent heat release yet from the condensation of water vapor.
At t ϭ 2 h, one single cloud with its top at about 7 km is present (Figs. 7a and 8a ) and the surface precipitation has already started (Fig. 8a) . Cloud water is predominant over rainwater in the upper region of the cloud, and considerable amounts of both cloud water and rainwater coexist in the middle-to-lower region (Figs. 7a and 8a ). The perturbation vertical velocity field at t ϭ 1 h 50 min showed that downwind of the heating region, above z of about 3 km there exist a strong updraft cell and compensating downdraft cells on both sides of the updraft cell, while below z of about 3 km there is a downdraft due to the falling rainwater and compensating updraft cells on both sides of the downdraft. The compensating updraft cell to the right of the downdraft below z of about 3 km had weakened as it moved downstream. On the other hand, the compensating updraft cell to the left of the downdraft had intensified and split into two updraft cells that are associated with two cloud cells located near x ϭ 80 km and 90 km at t ϭ 3 h (Fig.  7b) . At t ϭ 3 h, the center of the leading cloud is located at x ϭ 95 km. This cloud consists mainly of rainwater in the middle-to-lower region and cloud water in the upper region (Figs. 7b and 8b) . The upper cloud is characterized by horizontally widespread cloud water (stratiform cloud) having three local maximum regions (Fig.  7b) . The second cloud cell behind the leading cloud, whose center is located near x ϭ 90 km, is composed of cloud water and rainwater (Figs. 7b and 8b ). The center of the third cloud cell behind the second cloud cell is located at x ϭ 81 km and is composed of cloud water (Fig. 7b) . At t ϭ 4 h, the third cloud cell grows and the second cloud is organized with cloud water and rainwater (Figs. 7c and 8c ). The leading cloud is wellorganized, mainly with rainwater below z of about 4.5 km (Figs. 7c and 8c ). In the upper region, the leading and second clouds share a widespread stratiform cloud consisting of cloud water (Fig. 7c) , and this stratiform cloud becomes wider with time ( Figs. 7b and 7c) . Figure 9a depicts the surface precipitation rate at t ϭ 2, 3, 4, 5, and 6 h as a function of horizontal distance in the above simulation case (Fig. 8) . The convective precipitating clouds are moving in the downstream direction with a well-defined local precipitation peak (or peaks) at each time. At t ϭ 2 h, the surface precipitation region is very narrow (8 km) and the peak precipitation rate is as large as 35.8 mm h
Ϫ1 at x ϭ 77 km. The surface precipitation area becomes wider with time. At t ϭ 3 h, two local precipitation peaks exist, with the first peak intensity being much larger than the second. Three (four) local peaks in the surface precipitation rate appear at t ϭ 4 h (5 h). At the end of the time integration (t ϭ 6 h), there are two noticeable local precipitation peaks with a horizontal separation distance of 13 km. Figure 9b depicts the accumulated surface precipitation amount over 6 h as a function of horizontal distance in the same simulation case. During the 6-h period, the surface precipitation is detected over the region from x VOLUME 40 ϭ 70 km to 150 km. The maximum 6-h accumulated precipitation amount is 31.6 mm at x ϭ 110 km, 60 km away from the heating center. This figure shows that there is a large spatial variation in the accumulated surface precipitation amount. The rainwater mixing ratio fields at t ϭ 2, 3, and 4 h in the q 0 ϭ 1.2 J kg Ϫ1 s Ϫ1 , U ϭ 3 m s Ϫ1 , and RH L ϭ 90% case are shown in Fig. 10 . This case is identical to that of Fig. 8 except that the basic-state wind speed decreases from 5 to 3 m s Ϫ1 . Here moist convection first starts (first formation of cloud water) at x ϭ 57 km and t ϭ 57 min. At this time, the center of the downwind updraft cell with its peak intensity of 0.46 m s Ϫ1 is located at x ϭ 57 km. Hence, the horizontal location of cloud formation is the same as that of the center of the downwind updraft cell, implying that the downwind updraft cell initiated moist convection. At t ϭ 2 h, an intense rainwater cloud cell is present with its center at x ϭ 69 km (Fig. 10a) . The cell moves in the downstream direction. At t ϭ 3 h, another rainwater cloud cell of lower height and rainwater content is situated upstream of the intense cloud cell (Fig. 10b) . At t ϭ 4 h, a huge rainwater cloud can be seen (Fig. 10c) . The moving speed of the cloud cell is slower than that in the previous case (Fig. 8) because of the decrease in the basic-state wind speed. A comparison of Figs. 8 and 10 demonstrates that the time evolution of cloud morphology and cloud intensity differs if the vertically uniform basicstate wind speed is different. Figure 11 shows the rainwater mixing ratio fields at t ϭ 3, 4, and 5 h in the q 0 ϭ 1.2 J kg Ϫ1 s Ϫ1 , U ϭ 5 m s Ϫ1 , and RH L ϭ 80% case. This simulation case is the same as that in Fig. 8 except that the basic-state relative humidity is reduced at all heights below z ϭ 11 km (see Fig. 1 ). The CAPE calculated using the given thermodynamic soundings is zero when the moisture effect is included (58 J kg Ϫ1 when the moisture effect is neglected). Moist convection first begins at x ϭ 67 km and t ϭ 83 min. At t ϭ 83 min, the center of the downwind updraft cell is located at x ϭ 67 km and its peak intensity is 0.70 m s Ϫ1 . The updraft intensity necessary for the triggering of moist convection is about twice that of the RH L ϭ 90% case (0.36 m s Ϫ1 , Fig. 8 ) because of the less favorable thermodynamic state for convec- tion. In this simulation case, although the downwind updraft cell forced by the heating does initiate moist convection, water vapor is less abundant and the thermodynamic state of the atmosphere is less favorable for vigorous cloud development. Hence, rainwater first forms 87 min later (t ϭ 170 min) after the first cloud water formation. At t ϭ 3 h, a shallow rainwater cloud is situated near x ϭ 88 km (Fig. 11a) . The rainwater content of the cloud is considerably reduced at t ϭ 4 h (Fig. 11b) . The rain cloud develops rapidly during the period of t ϭ 4-5 h. At t ϭ 5 h, a well-organized cloud with its height of about 5 km is present near x ϭ 106 km. However, its maximum rainwater mixing ratio is only 0.44 g kg Ϫ1 , much less than that at t ϭ 2 h in the RH L ϭ 90% case (2.56 g kg Ϫ1 , Fig. 8a ). An examination of the horizontal location and time of the first cloud water formation downwind of the heating center in the cases corresponding to Figs. 8, 10, and 11 reveals that the horizontal location is farther away from the heating center for the higher basic-state wind speed and that it takes a longer time to form for the lower basic-state relative humidity. Moist simulation results are analyzed in detail to investigate further how the time and location of cloud formation depend on heating amplitude and basic-state wind speed and thermodynamic state. Figure 12 depicts the time and horizontal location at which cloud water and rainwater are first produced as a function of heating amplitude in simulations with U ϭ 5 m s Ϫ1 and RH L ϭ 90%. Figure 12a indicates that as the heating amplitude increases, the time required for the first cloud water formation decreases. The variation in the time of the first cloud water formation is more sensitive to small heating amplitude than to large heating amplitude. These results are also true for the rainwater formation. Some time after cloud water forms, an autoconversion process starts that initiates rainwater when the cloud water mixing ratio exceeds a critical value (1 g kg Ϫ1 ). The time required from the first cloud water formation to the first rainwater formation becomes shorter as the heating amplitude becomes larger. It takes 31 min in the q 0 ϭ 1 J kg Ϫ1 s Ϫ1 case, but it takes only 14 min in the q 0 ϭ 2 J kg Ϫ1 s Ϫ1 case. Figure 12b reveals that the horizontal location of the first cloud water formation is farther away from the heating center (x ϭ 50 km) as the heating amplitude decreases. The variation in the horizontal location of the first cloud water formation is more sensitive to small heating amplitude than VOLUME 40 to large heating amplitude. The horizontal location of the first rainwater formation follows the same patterns. The distance between the horizontal location of the first cloud water formation and that of the first rainwater formation decreases as the heating amplitude increases. The distances are 7 and 3 km in the q 0 ϭ 1 and 2 J kg Ϫ1 s Ϫ1 cases, respectively. In the q 0 ϭ 0.2 J kg Ϫ1 s
Ϫ1
case, no cloud water forms, because a downwind updraft cell is absent. In the q 0 ϭ 0.4 J kg Ϫ1 s Ϫ1 case, a downwind updraft cell does not exist, but cloud water forms. However, the beginning of its formation takes place far away from the heating center (x ϭ 106 km) and near the end of the time integration (t ϭ 318 min).
In Fig. 13 , the basic-state wind speed is reduced from 5 to 3 m s Ϫ1 with all other parameters kept the same as Fig. 12 . The patterns of the time and location of the start of cloud water and rainwater formation with heating amplitude are similar to those in Fig. 12 , as described above. With the same heating amplitude, the location of the first cloud water (or rainwater) formation is closer to the heating center and it starts earlier for U ϭ 3 m s Ϫ1 than for U ϭ 5 m s Ϫ1 . When the heating amplitude is 0.4 J kg Ϫ1 s Ϫ1 , only cloud water forms for U ϭ 5 m s Ϫ1 (Fig. 12) . On the other hand, both cloud water and rainwater form and cloud water is produced much closer to the heating center for U ϭ 3 m s Ϫ1 . Figure 14 is the same as Fig. 12 except for RH L ϭ 80%. The patterns of time and location as a function of heating amplitude are similar to those in Figs. 12 and 13. However, the basic-state thermodynamic state in this case is less favorable for moist convection than that in Fig. 12 or Fig. 13 . Hence, a stronger updraft is required to initiate moist convection. Cloud water first forms when the heating amplitude exceeds 0.8 J kg Ϫ1 s Ϫ1 ; rainwater forms when the heating amplitude exceeds 1.2 J kg
To get some insight into the dependencies of the dynamic forcing necessary for initiating moist convection on heating amplitude and basic-state wind and thermodynamic state, the maximum downwind updraft at the time that cloud water is first produced is plotted as a function of heating amplitude in Fig. 15 and RH L ϭ 90%). For the same basic-state wind speed and heating amplitude, a stronger updraft is required for the initiation of moist convection for RH L ϭ 80% than for RH L ϭ 90% (cf. the results with U ϭ 5 m s Ϫ1 and RH L ϭ 90% with those with U ϭ 5 m s Ϫ1 and RH L ϭ 80%). That is, a stronger dynamic forcing has to exist to trigger moist convection in a less favorable thermodynamic state. The difference in the maximum downwind updraft between the RH L ϭ 80% and 90% cases for the same basic-state wind speed of 5 m s Ϫ1 becomes large as the heating amplitude increases. Figure 16 shows hydrometeors that appeared in each moist model simulation. This figure is drawn in a parameter space of the heating amplitude and relative humidity for U ϭ 5 m s Ϫ1 . As expected, both cloud water and rainwater are produced when the heating amplitude and/or relative humidity are large. On the other hand, the condensation of water vapor does not occur when the heating amplitude and/or relative humidity are small. When RH L is 50%, there is no condensation of water vapor, because the atmosphere is too dry to support cloud water initiation, even if a strong downwind updraft cell due to the large heating amplitude does exist. For RH L ϭ 60%, only cloud water is formed when the heating amplitude exceeds 1.6 J kg Ϫ1 s Ϫ1 . However, the maximum cloud water mixing ratio is only 0.29 g kg Ϫ1 in the q 0 ϭ 2 J kg Ϫ1 s Ϫ1 case. As RH L increases further, rainwater starts to be produced. For RH L ϭ 90%, rainwater forms when the heating amplitude exceeds 0.6 J kg Ϫ1 s Ϫ1 . In dry simulations, only stationary gravity waves appear near the heating region when the heating amplitude is 0.2 J kg Ϫ1 s Ϫ1 for all basic-state wind speeds and when the heating amplitude is 0.4 J kg Ϫ1 s Ϫ1 for U ϭ 4 and 5 m s Ϫ1 (see Fig. 6 ). In moist simulations with various relative humidity profiles for U ϭ 5 m s Ϫ1 , there is no cloud water formation when the heating amplitude is 0.2 and 0.4 J kg Ϫ1 s Ϫ1 except in the q 0 ϭ 0.4 J kg Ϫ1 s Ϫ1 and RH L ϭ 90% case (Fig. 16 ). However, in this case, there exists only cloud water, and its formation is not related to the downwind updraft cell. When the basic-state wind speed is 3 m s Ϫ1 , there is no cloud water formation for q 0 ϭ 0.2 and 0.4 J kg Ϫ1 s Ϫ1 except in the q 0 ϭ 0.4 J kg Ϫ1 s Ϫ1 and RH L ϭ 90% case (not shown). These results suggest that the weak upward motion downwind of the heating center that is predicted by a linear theory or simulated with very small heating amplitude is not sufficient to initiate moist convection for the given thermodynamic soundings. The downwind updraft cell that has a nonlinear nature is necessary for triggering moist convection.
The results of the moist simulations presented so far suggest that the downwind updraft cell that is thermally induced by the urban heat island can trigger moist convection and result in precipitation in the downstream region if certain environmental conditions necessary to support moist convection are met. The urban heat island-induced downwind updraft cell is a trigger for moist convection. This mechanism can explain the precipitation enhancement observed downwind of urban areas. However, this result should not be interpreted in a way that assigns the urban heat island as a primary cause of downstream precipitation enhancement in all observational cases. There can be observational cases in which the urban heat island is not a dominant cause (Khemani and Murty 1973) . The urban heat island in itself implies a spatial variation in temperature between the urban area and its surroundings. Therefore, there always exists a possibility that downstream moist convection and precipitation can take place because of an urban heat island-induced updraft cell if environmental conditions do become favorable.
Summary and conclusions
In spite of considerable observational evidence indicating that cities can change or modify local and nearby weather and climate, relatively little attention has been paid to providing an explanation of urban-induced weather and climate from a dynamical viewpoint. This study investigated dry and moist convection forced by an urban heat island through extensive two-dimensional numerical model simulations. For simplicity, the urban heat island was represented by specified heating and the basic-state wind was set to be uniform in the vertical.
In dry simulations, two flow regimes were identified-one exhibiting only stationary gravity waves near the heating region and the other characterized by both stationary gravity waves near the heating region and a downwind updraft cell moving in the downstream direction. The intensity of the downwind updraft cell increased as the heating amplitude (representing the intensity of the urban heat island) increased or the basicstate wind speed decreased. Through extensive moist simulations, it was demonstrated that the downwind updraft cell induced by the urban heat island can initiate moist convection and result in surface precipitation in the downstream region in favorable basic-state thermodynamic conditions. This mechanism may explain the precipitation enhancement observed downwind of urban areas. It was shown that as the urban heat island intensity increases, the time required for the first cloud water (or rainwater) formation decreases and its horizontal location is closer to the heating center. For the same basic-state wind speed and heat island intensity, a stronger dynamic forcing, that is, a stronger downwind updraft cell, was needed to trigger moist convection in a less favorable thermodynamic state.
In this study, in order to isolate the role of the urban heat island in urban-induced convection and precipitation, other potential factors were not considered. One of these is the differences in land use between urban area and its surroundings. In particular, changes in surface roughness can change or modify atmospheric circulation and hence the behavior of convection and precipitation. This needs to be systematically investigated in isolation from and then in connection with urban heat island-induced circulation. In this study, a stable basicstate thermal structure was set in every case. The nocturnal urban heat island generally develops in a stable boundary layer and its intensity is known to be stronger than that of the daytime heat island. The daytime urban heat island, on the other hand, can develop in a nearly neutral boundary layer. This difference in the boundary layer thermal stability can significantly influence heat island circulation (Vukovich and Dunn 1978) . The effects of atmospheric thermal stability on urban heat island-induced convection and precipitation deserves indepth investigation. It is hoped that the current study or similar kinds of studies can provide some valuable dynamical insight for a more thorough understanding of urban-induced weather and climate in complex real situations.
