This paper proposes an effective method to improve the spatial resolution of FengYun-2 (FY-2) infrared cloud images via deep convolutional neural networks. The proposed model consists of four parts: shallow feature representation block, stacked multi-scale fusion blocks, global feature fusion block, and feature reconstruction block. The multi-scale fusion block combines dilated convolution, local feature fusion and local residual learning to extract multi-scale local features from the original low-resolution image directly. Then these local features are all merged by the global feature fusion block to reconstruct the residual representations in high-resolution space. For training and testing, we have specially built a dataset of infrared cloud images. We evaluated the proposed method both on simulated and real data. Experimental results demonstrate that the proposed approach achieves improved reconstruction accuracy than the state-of-the-art methods. Besides, the concise structure of the proposed model enables it to be applicable in practice.
I. INTRODUCTION
FengYun-2 (FY-2) series is China's first-generation geosynchronous orbit satellites, which serves China's need of weather forecasting, disaster monitoring, and meteorological science research. The central detector of FY-2 is visible and infrared spin-scanning radiometer (VISSR), which provides one visible (VIS) channel and four infrared (IR) channels (see details in Table 1 ). Visible cloud images (VCI) and infrared cloud images (ICI) can be obtained from VISSR data, and the spatial resolution of VCI is four times that of ICI. The imaging of infrared channel is all-weather, and it can get the temperature information of cloud cluster day and night, whereas the imaging of the visible channel depends on the light condition. It is necessary to improve the spatial resolution of ICI for better comprehensively utilizing the useful information of the VCI and the ICI.
The associate editor coordinating the review of this manuscript and approving it for publication was Shiqi Wang. Although many visible and infrared image fusion methods [1] - [3] and pan-sharpening methods [4] , [5] have been proposed, they are not suitable for our task, since visible cloud images are not available at night. Image super-resolution (SR) technique has been proved to be effective for improving the spatial resolution of infrared images [6] , [7] . As an ill-posed inverse problem, single image SR aims to reconstruct a high-resolution (HR) image from a low-resolution (LR) image. In recent years, deep learning (DL) based methods have achieved great success in the field of computer vision, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ such as image classification, target detection, and semantic segmentation. Meanwhile, DL-based image SR methods also show superiority over traditional methods in image SR. Despite the great performance achieved by DL-based algorithms in natural image SR, there is still no DL-based SR algorithm working well for infrared cloud images. The major challenge is twofold. First, the visual characteristics of visible images and infrared images are quite different, which determines that it is not feasible to directly apply the DL-based image SR techniques to infrared images [7] . Second, cloud images have richer details, such as edges and textures, than natural images and common infrared images, which means that ICI SR requires a particular model to extract and reconstruct these detail features.
In this paper, we propose an end-to-end trainable multi-scale fusion network for infrared cloud image SR (ICI-MSFN). The proposed ICI-MSFN consists of four parts: shallow feature representation block (SFRB), stacked multiscale fusion blocks (MSFBs), global feature fusion block (GFFB), and feature reconstruction block (FRB). We will introduce the details of these parts in Section 3.
The main contributions of our work are as follows:
• We build a high-quality infrared cloud image dataset, which contains a total of 220 infrared cloud images with the size of 1200 × 1200. We further proposed an end-to-end trainable network to directly learn the mapping between the LR and HR infrared cloud images.
To the best of our knowledge, this is the first CNN-based method for infrared cloud image SR.
• The proposed ICI-MSFN employs cascaded MSFBs to learn and fuse local multi-scale features directly from the LR images. As a result, all available multi-scale features are merged by GFFB to generate the residual representations in HR space.
• Since the structure of this proposed ICI-MSFN is concise, it can be applied to many meteorological problems in real-time, such as precipitation nowcasting, meteorological element inversion, and typhoon eye positioning.
II. RELATED WORK
Single image SR is a hot research issue in recent years and a large number of methods have been proposed, including interpolation-based [8] , example-based [9] - [14] and convolutional neural network (CNN) based approaches [15] - [32] .
In this section, we will briefly review recent example-based and CNN-based methods.
A. EXAMPLE-BASED APPROACHES
Example-based approaches can be divided into self-example based approaches and external-example based approaches. The self-example based approach mainly makes use of the self-similarity of images. The example image pairs of different scales are extracted from the low-resolution (LR) image. This kind of method shows good performance on images with repetitive structures. However, the structures obtained by such methods only contain those in the input image. Therefore, this type of method performs poorly in predicting other kinds of images.
Different from self-exampled based methods, the externalexample based methods exploit some effective techniques, such as nearest-neighbor [10] , manifold embedding [9] , random forest [12] , and sparse representation [13] , [14] , to learn a compact dictionary or manifold space from external datasets, which helps form the relation between low-resolution images and high-resolution (HR) images. Although this type of approach is more effective than self-example based approaches, they are often difficult to completely reconstruct the detailed features, since the extracted features and mapping functions are not adaptive.
B. CNN-BASED APPROACHES
From the perspective of the upsampling operations, CNN-based models can be divided into four model frameworks, namely pre-upsampling SR, post-upsampling SR, progressive upsampling SR, and iterative up-and-down sampling SR.
The pre-upsampling SR framework first applies the traditional upsampling techniques to obtain higher-resolution images and then learns a mapping between the higherresolution images and the final reconstructed high-resolution images. Dong et al. [15] firstly adopted this framework and achieved improved performance than traditional methods. Since this type of framework completes the upsampling task with traditional techniques, which is the core and difficult task of SR, the learning difficulty of deep CNNs is significantly reduced. Therefore, several approaches adopting this framework have been proposed [16] - [20] . However, the side effects introduced by the traditional upsampling algorithms often affect the final reconstruction performance. Besides, this framework is more time-consuming than other frameworks, since most operations are performed in high-dimensional space.
The post-upsampling SR framework learns the mapping between low-resolution images and high-resolution images in an end-to-end manner, placing the upsampling layer at the end of the model, which improves computational efficiency and extracts more effective features from the low-resolution images. This framework has been adopted by some recent approaches [22] - [24] , which has achieved relatively satisfying performance. However, learning difficulty will increase significantly as the scaling factor increases since the upsampling operation is completed through only one upsampling layer.
The progressive upsampling SR framework progressively performs upsampling and refines the higher-resolution images by cascaded CNNs. Compared with the postupsampling framework, this framework dramatically reduces the learning difficulty. Besides, this framework can cope with the multi-scale super-resolution task. Thus, several novel methods [25] - [27] , have adopted this framework and achieved relatively improved performance. However, the difficulties of model design and training make this framework less widely used than the post-upsampling SR framework.
The iterative up-and-down sampling SR framework alternately performs upsampling and downsampling. Haris et al. [28] is the first CNN-based method adopting this framework, which uses upsampling layer and downsampling layer alternatively and then concatenates all the intermediate reconstructed HR feature maps for final HR image reconstruction. The advantage of this framework is that it can better learn the relationship between low-resolution images and high-resolution images, thus providing better reconstruction performance. However, there is no standard for how to design the back-projection units, which needs further exploration.
III. PROPOSED METHOD
In this section, we first introduce the proposed network architecture and then explain the multi-scale fusion block and global feature fusion block, which are the main building blocks of our proposed network.
A. NETWORK ARCHITECTURE
The proposed ICI-MSFN, as shown in Figure 1 , consists of four parts: shallow feature representation block (SFRB), multi-stacked multi-scale fusion blocks (MSFBs), global feature fusion block (GFFB), and feature reconstruction block (FRB). When we designed this model, we mainly considered two points, one is the characteristics of infrared cloud images, the other is the real-time requirement in application. Unlike common natural images, infrared clouds have rich details and textures. Therfore, we proposed the multi-scale fusion block and global feature fusion block to make full use of the hierarchical features from the original LR images, which greatly facilitates the recovery of rich details and textures of infrared cloud images. Besides, the concise structure of the proposed model enables it to be applicable in practice.
If not specifically stated, the kernel size is 3 × 3, and the activation function is a parametric rectified linear unit (PReLU). Let x and y be the input and output of ICI-MSFN.
Regarding SFRB, two 3 × 3 convolutional layers are utilized to extract the feature maps from the input. This process is defined as follows:
where f s denotes the shallow feature representation function and S indicates the feature map. The next part is composed of several multi-scale fusion blocks, which are connected in a chained mode. This procedure is formulated as follows:
where f m is the k −th MSFB function, M k−1 and M k are input and output of the k − th MSFB respectively. The next part is GFFB, which can be formulated as follows:
where [M 1 , M 2 , . . . , M n ] represents the concatenation of the feature maps produced in each MSFB and f g denotes the following convolutional operation. Finally, we use a 8 × 8 transposed convolution layer with four strides and two paddings for upsampling and a convolutional layer for feature reconstruction. The FRB can be expressed as follows:
where f t denotes the transposed convolution operation and F indicates the final convolution operation. The ICI-MSFN can be formulated as follows:
where B is the bicubic interpolation operation.
B. MULTI-SCALE FUSION BLOCK
The architecture of the multi-scale fusion block is shown in Fig. 2 . Different from natural images and typical infrared images, infrared cloud images have rich structures. In Fig. 3 , we show a sample infrared cloud image, its ×4 downsampling scale LR version, and the residual image between them. As can be seen from the residual image, the LR image loses a large number of details. Inspired by [29] , we design a multi-scale fusion block for better recovery of fine details. The proposed MSFB can be divided into three parts: multi-scale feature extraction, multi-scale feature fusion, and local residual learning. We construct a three-bypass network using different convolutional kernels in each by-pass for multi-scale features extraction. Different from [29] , we use 3 × 3 dilated convolutions with varying dilation factors instead of using convolutional kernels of various sizes, which can both enlarge the receptive field and maintain the filter size [30] . For multi-scale feature fusion, we concatenate the features extracted by the dilated convolutions and then use a 1 × 1 convolutional layer to reduce the dimension. Then we concatenate the outputs of two 1 × 1 convolutional layers and use a 1 × 1 convolutional layer to reduce the dimension. The operation mentioned above can be formulated as follows:
where f di denotes the dilated convolution with dilation factor i, M n−1 denotes the output of the previous MSFB, [] denotes the concatenation operation and f c1 denotes 1 × 1 convolution. Finally, the residual structure is adopted. Hence, the multiscale fusion block can be expressed as follows:
where M n represents the output of the nth MSFB. The summation operation is performed by a skip connection and element-wise addition. Residual learning [29] has been proven to be useful for single image SR [16] , [20] , [27] since it can increase information flow, which helps reduce the computational complexity and improve the performance of the model.
C. GLOBAL FEATURE FUSION BLOCK
To fully exploit the features of the input image, we concatenate the outputs of all the MSFBs for restoration. However, these features contain redundant information that increases the computational complexity. Inspired by [29] , we use a 1 × 1 convolutional layer as the bottleneck to adaptively control the redundant information.
D. LOSS FUNCTION
There are two widely used loss functions. The first one is mean square error (MSE), and the second one is mean absolute error (MAE), defined as follows respectively:
where x denotes the ground-truth,x denotes the predicted HR image, and N denotes the number of the sub-images in a batch. We adopt the same strategy as [32] , training our model with MAE loss and then fine-tune it with MSE loss.
IV. EXPERIMENTS A. DATASETS
Since the spectral characteristics of the visible cloud images and the infrared cloud images are quite different, it is unreasonable to use the visible cloud images as the ground-truth. Hence, we use simulated data for training. We test the performance of our method both on simulated data and real data (see details in sec 4.5 and sec 4.6). We downloaded FY-2G VISSR data from the National Satellite Meteorological Center. 1 The infrared cloud images are obtained from the IR1 and IR2 channel, which contains 220 images of size 1200 × 1200, 200 images for training, and 20 images for testing. The test images are clipped to 600×600. Fig. 4 shows the five samples in the test dataset. We adopt the ICSRN [33] for stripe noise removal, and the preprocessed infrared cloud images are used as the ground-truth. Then these images are downscaled with 4× scaling factor by Bicubic as the LR images. Data augmentation (rotation and flip) is exploited to improve the generalization of the model.
B. IMPLEMENTATION AND TRAINING DETAILS
The weights are initialized by the technique proposed in [32] , and the biases are set to zero. We use a batch size of 64 with size 31 × 31 for LR images. Adam is used for optimization, and the momentum and weight decay are set to 0.9 and 0.0001 respectively. The learning rate is initialized to 0.0001 and decreased by a factor of 10 every 40 epochs. 1 www.nsmc.org.cn We train our models with Caffe on a single GPU of NVIDIA RTX 2080. 2
C. COMPARED ALGORITHMS AND QUANTITATIVE EVALUATIONS
To verify the effectiveness of the proposed method, we compare it with four state-of-the-art SR methods: SRCNN [15] , VDSR [16] , TEN [7] and IDN [32] . Among them, TEN is specifically for infrared images. We use the peak signal-tonoise ratio (PSNR), structural similarity (SSIM), correlation coefficient (CC) and Root Mean Squared Error (RMSE) as quantitative evaluation indexes in the simulateddata experiments and natural image quality evaluator (NIQE) [35] as quantitative evaluation index in the real-data experiments. 
D. MODEL ANALYSIS
To verify the capability of the multi-scale fusion block, we construct three networks with different number of MSFBs, namely S(N = 2), M (N = 4), L(N = 6). Here, N denotes the number of MSFBs. As shown in Fig. 5 , the proposed S, M , and L networks achieve better performance than all four state-of-the-art methods (SRCNN, TEN, VDSR, IDN). The L network gains the best performance, achieving 44.15 dB, which is 0.2 dB higher than the M network and 0.08 dB more elevated than the S network. We show the graphic of performance vs. the number of network parameters in Fig. 6 . We can see although the M network and L network can achieve better performance than the S network, they have more parameters than the S network. The S network has about 32% fewer parameters than the M network and about 49% fewer parameters than the L network. Compared with IDN, the S network has about 12% fewer parameters and better performance than it. Due to the high real-time requirements when applying infrared cloud images, we finally chose the S network as our basic model.
E. SIMULATED-DATA EXPERIMENTS
For a fair comparison, we retrained the above comparison methods on our training dataset, and we adopted the same parameter settings recommended in their papers.
As shown in Table 2 , our method achieves the best results in terms of PSNR and SSIM. Specifically, our proposed method outperforms SRCNN, TEN and VDSSR by a large margin (SRCNN: > 2.38dB, TEN: > 2.15dB, VDSR: > 0.8dB). Compared with IDN, our proposed method has a small improvement. For qualitative comparison, we show the SR results of different methods on the test dataset in Fig. 7 and Fig. 8 . We also provide the residual images (absolute error between the predicted image and the ground-truth) for better comparison. From Fig. 7 and Fig. 8 , we can see that the proposed method gains clearer and sharper contour than other methods, which demonstrates that our proposed method can better preserve high-frequency information. The key role of cloud images is to identify the structure of weather systems. Therefore, preserving high-frequency details is an essential part of the infrared cloud image SR.
F. REAL-DATA EXPERIMENTS
We also carry out experiments on real data to verify the effectiveness of our proposed method. The infrared cloud image is clipped to 200×200, and the size of the visible cloud image in the same region as the infrared cloud image is 800×800. We show the SR results in Fig. 9 . As shown in Fig. 9 , the visual results of our proposed method look extremely promising, showing the best detail preservation ability. Moreover, SRCNN and TEN generate noticeable blurry edges. Due to the lack of the high-resolution infrared cloud images as the reference images, we use Natural Image Quality Evaluator (NIQE) [33] for quantitative comparison. NIQE is a blind image quality evaluation index (the smaller the NIQE, the better the quality of the image). As shown in Table 3 , our proposed method achieves the best performance.
G. TEST TIME COMPARISON
We evaluate the test time of our proposed method and the state-of-the-art methods on the test dataset. Since all these algorithms are CNN-based algorithms, we test all these algorithms with GPU acceleration. The size of all test images is 600 × 600. The results are shown in Fig. 10 . We can see that SRCNN has the fastest speed and the VDSR has the slowest speed. Our proposed algorithm achieves comparable speed with IDN and can meet real-time requirements in practical application.
V. CONCLUSION
In this paper, we have proposed a multi-scale fusion network for infrared cloud image super-resolution. The proposed network directly extracts multi-scale features from the LR image, and these multi-scale features are all fused to generate the residual representations in HR space. The results of simulated-data and real-data experiments have demonstrated the effectiveness of our method. Moreover, the concise structure of the proposed network will be more applicable in practice.
In the future, we will further optimize the number of parameters for better real-time implementation. Moreover, we will explore the applicability of the proposed method to other meteorological satellites, such as Himawari-8 and FY-4, and we plan to apply this method to other meteorological problems, such as precipitation nowcasting, meteorological element inversion, typhoon eye positioning and cloud classification [36] .
