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Abstract 
A Lyapunov func t ion  i s  t h e  s o l u t i o n  t o  an e x a c t  d i f f e r e n t i a l  
equat ion  desc r ibed  i n  t h e  phase space of  t h e  corresponding 
non l inea r  d i f f e r e n t i a l  equat ion.  I n  t h i s  r e p o r t ,  w e  cons ide r  
t h i s  i d e a  i n  reverse and d i s c u s s  t he  problem of f i n d i n g  an 
a u x i l i a r y  exact d i f f e r e n t i a l  equat ion from a given non l inea r  
d i f f e r e n t i a l  equat ion  such t h a t  i ts s o l u t i o n ,  ob ta ined  by i n t e g r a -  
t i o n ,  i s  a Lyapunov func t ion  f o r  t h e  o r i g i n a l  d i f f e r e n t i a l  equa- 
t i o n .  The g e n e r a l i z a t i o n  a f fo rded  by t h i s  pe r spec t ive  i s  
s u f f i c i e n t l y  broad t o  inc lude  publ ished techniques  f o r  developing 
Lyapunov f u n c t i o n s  as reasonable  a t tempts  t o  solve t h e  reformulated 
problem. I t  is  shown t h a t  m o s t  of  the  Lyapunov func t ions  
appearing i n  t h e  l i t e r a t u r e  can be derived from va r ious  ways of 
developing t h i s  a u x i l i a r y  d i f f e r e n t i a l  equat ion.  New methods f o r  
o b t a i n i n g  Lyapunov func t ions  are also e v i d e n t  w i t h i n  t h e  c o n t e x t  
of a n  a u x i l i a r y  e x a c t  d i f f e r e n t i a l  equation. 
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LYAPUNOV FUNCTIONS FROM AUXILIARY 
EXACT DIFFEmNTIAL EQUATIONS 
I . INTRODUCTION 
S t a b i l i t y  characteristics of an equi l ibr ium p o i n t  of an 
* autonomous non l inea r  d i f f e r e n t i a l  equation are o f t e n  determined by 
the direct  o r  second method o f  Lyapunov. I n  i t s  s imples t  form, 
t h e  direct method assumes a s i g n  d e f i n i t e  scalar func t ion  i n  the 
region of space inc luding  the  s ingu la r  p o i n t  such t h a t  p r o j e c t i o n s  
of  t he  d i f f e r e n t i a l  equat ion so lu t ions  onto the  su r face  described 
by t h e  scalar func t ion  can be examined as a func t ion  of t i m e .  
t h e  value o f  t he  scalar func t ion  when cons t ra ined  t o  change 
according t o  the d i f f e r e n t i a l  equation i s  found t o  have a negat ive  
t i m e  d e r i v a t i v e ,  fo r  example, then  s o l u t i o n s  around t h e  equi l ibr ium 
p o i n t  are known to be asymptot ical ly  stable. This  method has the  
p r i n c i p a l  advantage of circumventing t h e  problems of  so lv ing  
non l inea r  d i f f e r e n t i a l  equat ions.  But t h e  advantage may be l o s t  
unless  the scalar func t ions  required by t h e  method can be found 
more e a s i l y  than the o r i g i n a l  so lu t ions .  Scalar func t ions  w i t h  
t h e  necessary p r o p e r t i e s  t o  e s t a b l i s h  Lyapunov s t a b i l i t y  character- 
i s t ics  are called Lyapunov funct ions.  
I f  
I n  most explana t ions  of the  direct method of  Lyapunov, t h e  
i n i t i a l  s e l e c t i o n  of a scalar funct ion f o r  a p o s s i b l e  Lyapunov 
func t ion  i s  n o t  i d e n t i f i e d  t h e o r e t i c a l l y  with any p a r t i c u l a r  
d i f f e r e n t i a l  equation. Cer ta in  fwct ions  have been found to  be 
u s e f u l  f o r  classes of  d i f f e r e n t i a l  equat ions;  t h e s e  a r e  o f t e n  
simply stated and then shown t o  be Lyapunov func t ions  f o r  selected 
examples. I n  p r a c t i c e ,  when an unfami l ia r  d i f f e r e n t i a l  equat ion 
i s  encountered, t hese  same funct ions are usua l ly  chosen as t h e  
basis f o r  a t r i a l  and error search procedure. 
Thus, while  t h e  direct method of Lyapunov has theoretical 
s i g n i f i c a n c e ,  i t s  p r a c t i c a l  usefulness  i s  restricted t o  d i f f e r -  
e n t i a l  equat ions  f o r  which s a t i s f a c t o r y  Lyapunov func t ions  are 
known o r  can be obta ined  through a d e f i n i t i v e  procedure.  
r e p o r t s ,  however, describe procedures t h a t  are u s e f u l  beyond t h e  
i l l u s t r a t i v e  examples. I t  i s  reasonable t o  ask then  i f  a more 
direct  procedure for  developing Lyapunov func t ions  can be found, 
one which depends i n  i t s  de ta i l s  on the s p e c i f i c  d i f f e r e n t i a l  
equat ion o f  concern. I n t u i t i v e l y ,  as  c l a s s e s  of d i f f e r e n t i a l  
equat ions  are considered which imply i n c r e a s i n g l y  more a n a l y t i c a l l y  
complex s o l u t i o n s ,  w e  would expect to f i n d  Lyapunov func t ions  from 
more l i m i t e d  classes of s c a l a r  funct ions,  those  implying corres- 
pondingly complex a n a l y t i c a l  desc r ip t ions .  The use of an a u x i l i a r y  
d i f f e r e n t i a l  equat ion  der ived  from the non l inea r  d i f f e r e n t i a l  
Few 
equat ion to  f i n d  a Lyapunov func t ion ,  as descr ibed  i n  t h e  follow- 
i n g  sec t ions ,  appears t o  be i n  accord with t h i s  philosophy. 
Lyapunov func t ions  are a class of scalar func t ions  r ep resen t -  
i n g  single-valued, nes ted ,  c losed  s u r f a c e s  i n  t h e  phase space of 
t h e  d i f f e r e n t i a l  equation. Exact d i f f e r e n t i a l  equat ions  e x i s t  f o r  
t h e  desc r ip t ions  of t h e s e  su r faces .  Conversely,  i f  e x a c t  
d i f f e r e n t i a l  equat ions desc r ib ing  t h e  c losed  contours  o f  these 
s u r f a c e s  are known, t h e  scalar func t ions  can be obta ined  d i r e c t l y  
by in t eg ra t ion .  This  r e p o r t  desc r ibes  procedures f o r  developing 
a Lyapunov func t ion  by i n i t i a l l y  ob ta in ing  an a u x i l i a r y  exac t  
d i f f e r e n t i a l  equat ion from the  non l inea r  d i f f e r e n t i a l  equat ion.  
The procedures and detai ls  a r e  n o t  unique but  are shown t o  be 
i nc lus ive  of  many o t h e r s  descr ibed  i n  t h e  l i t e r a t u r e .  
also given f o r  a l t e r n a t e  procedures.  
extend t h e  work, s p e c i f i c a l l y  desc r ib ing  a more d i r e c t  way of  
ob ta in ing  t h e  vec to r  h t h a t  i s  used t o  convert  t h e  given non l inea r  
d i f f e r e n t i a l  equation-into an a u x i l i a r y  exac t  d i f f e r e n t i a l  equation. 
I n s i g h t  is  
A subsequent r e p o r t  w i l l  
11. Exact D i f f e r e n t i a l  Equations 
Consider a set of n f irst  o r d e r ,  autonomous d i f f e r e n t i a l  
equat ions 
where x = - ..., 
- d - -  
d t  
xn] and f = - f 2 '  . . . I  
t f n l  are n 
dimensional column vec to r s ,  and a l l  f i  = f i (x l ,  x2,  . . , xn) , 
i = 1, 2,  ..., n,  t oge the r  with t h e i r  f i r s t  p a r t i a l  d e r i v a t i v e s  
are def ined and continuous i n  some domain Q of space E-. Assume 
11 
t h a t  an equi l ibr ium p o i n t  e x i s t s  a t  the o r i g i n ,  x = 0 
Q. I f  we de f ine  
also i n  - - 
+ 
f 2  + ... + i-1 - fi+l ... 
n . 
= o  c 
i=l 
gi x i  - .,& -then 
2 
<g, dx> = 0. - or  (3 )  
* 
Equation ( 3 )  is  recognized as a d i f f e r e n t i a l  equat ion r ep resen t ing  
t h e  s o l u t i o n  trajectories of (1) i n  phase space.  Consequently a 
only one p o s s i b l e  d i f f e r e n t i a l  equat ion tha t  can be der ived from 
l i n e a r  and nonl inear  combinations of (1). 
' s o l u t i o n  t o  (1) is  a s o l u t i o n  t o  (3)  N o t e  also t h a t  ( 3 )  is  
A l l  gi are def ined  and continuous i n  t h e  domain Q of En. 
Equation (3 )  i s  said to  be e x a c t  d i f f e r e n t i a l  equat ion i n  Q i f  
there is  s o m e  single-valued d i f f e r e n t i a b l e  func t ion  U(x) ,  def ined 
and continuous,  t oge the r  with i t s  first p a r t i a l  de r ivaz ives  i n  
some neighborhood of every p o i n t  of x i n  Q, such t h a t  [1 ,21  
The func t ion  U(x) - , is  c a l l e d  t h e  f i r s t  i n t e g r a l  of  equat ion (3) [3].  
Expanding ( 4 )  
it  fol lows t h a t  
and consequently 
3 
i, j = 1, 2 ,  ..., n,  (5b) 
provided t h e  f i r s t  p a r t i a l  d e r i v a t i v e s  of gi are continuous 
[ 2 ] .  Equations ( 5 )  are t h e r e f o r e  necessary for  t h e  exac tness  
of ( 3 ) .  Since ( 4 )  a l s o  de f ines  g - as t h e  g r a d i e n t  of  t h e  s ing le -  
valued s c a l a r  func t ion  U ( x )  - , 
and is  independent of  any pa th  C contained i n  t he  domain where 
U(x) i s  def ined [ 4 ] .  It fol lows,  t h e r e f o r e ,  t h a t  (5 )  i s  a l s o  a 
s u z f i c i e n t  condi t ion  f o r  t h e  exac tness  of t h e  d i f f e r e n t i a l  equa- 
t i o n  ( 3 ) .  
If equation ( 3 )  i s  no t  e x a c t ,  then  by d e f i n i t i o n  t h e  f i r s t  
i n t e g r a l  does n o t  e x i s t .  
such t h a t  <g - + h,  - dx> - i s  an e x a c t  d i f f e r e n t i a l  equat ion r ep resen t ing  
s o m e  s c a l a r  func t ion  U(x) .  * Then a l s o  <g + h ,  x> = 0 ,  where 
x = f ( z ) ,  r e p r e s e n t s  t h e  exac t  d i f f e r e n t i a l  equat ion of a func t ion  
Ghose t i m e  d e r i v a t i v e  i s  
W e  can add a func t ion  h ( x )  t o  g(5) - -  
- - - -  . 
*The p o s s i b i l i t y  of us ing  an i n t e g r a t i n g  f a c t o r  t o  o b t a i n  an exac t  
d i f f e r e n t i a l  equat ion ,  as d iscussed  i n  m o s t  elementary d i f f e r e n t i a l  
equat ion t e x t s ,  has  n o t  been found use fu l .  T h i s  m u l t i p l i c a t i v e  
f a c t o r  does n o t  appear r e a d i l y  extendable t o  equat ions of h igher  
order. 
4 
For an h such t h a t  ( 7 )  i s  an exact d i f f e r e n t i a l  equat ion ,  - 
+ hi i = 1, 2, ..., n ,  au - - 9 i  a xi - 
a (gi+hi) 
ax 
a (g  .+ha 1 
i, j = 1, 2 ,  ..., n. - I a xi 
j 
and 
The func t ion  U(x) can also be eva lua ted  by a l i n e  i n t e g r a l ,  s i n c e  
VU = CJ + h.  
i s  a s ingie-valued,  cont inuously d i f f e r e n t i a b l e  func t ion  i n  Q , 
t he  l i n e  i n t e g r a l  
As&ning  an h such t h a t  U,  t h e  s o l u t i o n  t o  ( 7 ) ,  
i s  independent of t h e  pa th  [ 4 ]  . Thus for  any pa th  i n  Q ,  say  
from 0 t o  x, - - 
I f  t h e  pa th  i s  s e l e c t e d  so t h a t  t h e  i n t e g r a t i o n  progresses  
a long one coord ina te  a t  a t i m e ,  ( 8 )  becomes 
5 
+ ... (9) 
A l t e r n a t i v e l y ,  t h e  f i r s t  i n t e g r a l  U(x) - can be eva lua ted  by 
t h e  following procedure,  
(i) For n = 2, w e  have 
au 
and 
I n t e g r a t i n g  the  f i r s t  equa t ion  w i t h  r e s p e c t  t o  xl,  
TO f i n d  F1(x2), cons ider  t h e  p a r t i a l  der ivat ive of  t h e  l a t t e r  
equat ion  wi th  r e s p e c t  t o  x2: 
6 
and f i n a l l y  
- -  a' - g3 + h3 . 
ax3 
and - -  a u  - 42 + h2' 
ax2 
Following t h e  same method a s  i n  (i),  the f i r s t  eCJuatiijii caIi 
be i n t e g r a t e d  
D i f f e r e n t i a t i n g  t h i s  wi tb  r e s p e c t  t o  x2 and combining w i t h  t h e  
second of  t h e  above t h r e e  equat ions,  
T h i s  i s  s u b s t i t u t e d  i n t o  t h e  equat ion for  U(x) ,  which can then 
be d i f f e r e n t i a t e d  with r e s p e c t  t o  x3 and comEined wi th  t h e  t h i r d  
of t h e  o r i g i n a l  t h r e e  equat ions.  Solving for - aF2 , i n t e g r a t i n g  
wi th  respect t o  x3, and s u b s t i t u t i n g  back i n t o  U(x) ,  it fol lows 
t h a t  
ax3 
- 
This  procedure can be extended s i m i l a r l y  t o  develop t h e  f i r s t  
i n t e g r a l  for  h igher  dimensional cases. 
Equation ( lob)  s i m p l i f i e s  s i g n i f i c a n t l y  i f  t he  bracketed 
q u a n t i t y  i n  t h e  l a s t  i n t e g t r a l  i s  independent of x3. 
f o r  n = 3, 
Then, 
I t  can be proved for any n ,  t h a t  i f  
8 
is  a function of xi only,  
+ 0 . .  
9 
111. Lyapunov Functions as So lu t ions  t o  
Exact D i f f e r e n t i a l  Equations 
I n  t h e  l a s t  s e c t i o n ,  it is  s ta ted t h a t  w e  can add a vector 
h - t o  the  d i f f e r e n t i a l  equat ion <g,& = 0 such t h a t  
<a + h, - -  &> = 6 is  an exact d i f f e r e n t i a l  equat ion w i t h  a 
s o l u t i o n  given by (9) or  (10). I t  remains then t o  select h 
so t h a t  t h i s  s o l u t i o n  has t he  characteristics of  a Lyapunov 
funct ion* w i t h  r e s p e c t  t o  the  d i f f e r e n t i a l  equat ion ( l) ,  i.e.,  
t h a t  <a + h,  - i> = $ be an a u x i l i a r y  exac t  d i f f e r e n t i a l  equagion 
t o  (1). 
Therefore,  given equat ions  (1) and (2), i f  w e  can f i n d  an 
h - which in su res  t h a t  
(A)  <e + h, i> = i s  an exac t  d i f f e r e n t i a l  equat ion ,  
dv(x)  
i s  a t  least  nega t ive  semide f in i t e ,  and d t  (B) < h ,  - 4’ = 
(C) t h e  f i r s t  i n t e g r a l ,  V ( x ) ,  i s  p o s i t i v e  d e f i n i t e ,  
then V(x) - i s  a Lyapunov func t ion  w i t h  r e s p e c t  t o  (1) . 
The necessary and s u f f i c i e n t  condi t ion  f o r  exac tness  
given by (5) is  equ iva len t  t o  t h e  condi t ion  t h a t  
* A s c a l a r  func t ion  V(x) w i t h  t h e  p r o p e r t i e s  t h a t :  
(i) V(x) - is  continuous toge the r  w i t h  i t s  f i r s t  p a r t i a l  
d e r i v a t i v e s  i n  a region Q about t h e  o r i g i n ,  
(ii) V ( 0 )  = 0 ,  V ( x )  > 0 f o r  - x # 0 ,  and 
(iii) dt - < 0 i n  a ,  
d V ( x )  
is called a Lyapunov func t ion  [ 5 , 8 ] ,  and s i m i l a r l y  i f  c > O  i n  
10 
(A') t he  mat r ix  
1 - 
be symmetric. 
o r  (A') - (C)  i s  both necessary and s u f f i c i e n t  f o r  t h e  ex i s t ence  
of a Lyapunov func t ion  f o r  (1). The proof of s u f f i c i e n c y  fo l lows  
from d e f i n i t i o n s .  
e x i s t s  f o r  (1) , condi t ions  (B) and (C) are s a t i s f i e d .  Condition 
(A) is  sat isf ied i f  w e  allow 
The e x i s t e n c e  of  an h s a t i s f y i n g  t h e  three condi t ions  (A)  
Conversely,  i f  a Lyapunov func t ion ,  V1 ( E )  , 
t h u s  t h e  necess i ty .  
I V .  Methods of Obtaining t h e  V e c t o r  - h 
The problem of f ind ing  a Lyapunov func t ion  f o r  equat ion 
(1) has been restated as a problem of determining t h e  components 
of a vector h for  t h e  a u x i l i a r y  d i f f e r e n t i a l  equat ion ( 7 )  such 
t h a t  condi t ions  (A) or  (A') - ( C )  a r e  s a t i s f i e d .  A v a r i e t y  of 
methods can be considered t o  a i d  t h i s  search. Some of these a r e  
summarized below and are r e a d i l y  i d e n t i f i e d  w i t h  t h e  famil iar  
techniques fo r  developing Lyapunov func t ions  t h a t  are described 
i n  t h e  l i terature .  
(i) The s imples t  case e x i s t s  when condi t ion  (A) is  s a t i s f i e d  
for  a l l  hi = 0. 
i s  then  s a t i s f i e d  and only  (C) needs t o  be considered. I f  ( 9 )  
o r  (10 )  r e s u l t s  d i r e c t l y  i n  a funct ion t h a t  satisfies (C), it 
is  a Lyapunov func t ion  w i t h  r e spec t  t o  (1). I n  t h i s  case ,  
T h i s  impl ies  t h a t  ( 3 )  is exac t .  Condition (B) 
11 
t h e  f i r s t  in tegra l  i s  also t h e  phase p lane  s o l u t i o n  t o  t h e  
d i f f e r e n t i a l  equat ion (1) . T h i s  procedure has been called 
the method of ( s ign  d e f i n i t e )  first i n t e g r a l s  [5,6] . I f ,  
however, the f i r s t  i n t e g r a l  does n o t  s a t i s f y  condi t ion  (C), 
i.e., i s  n o t  s ign  d e f i n i t e ,  an a l t e r n a t e  procedure i s  r equ i r ed ,  
e.g. ,  h # - 0.
0 
Example . Consider x1 = x2 
0 
x2 = -xl . 
From (2), gl(E) = x1 and g2(5) = x2. Condition (A') is  satisfied 
w i t h  hl = h2 = 0,  The f irst  i n t e g r a l  is 
2 2 
x1 x2 which i s  p o s i t i v e  d e f i n i t e .  Therefore V(x) = - + - is  - 2 2 
a Lyapunov func t ion ,  $(x) = 0,  and t h e  equ i l ib r ium p o i n t  
(0,O) i s  stable. As V as IIxl I + a, t h i s  equi l ibr ium po in t  
i s  also g loba l ly  stable. 
(ii) 
zero  as i n  (i) . .With or without  t r y i n g  t o  d i f f e r e n t i a t e  
between p and h, w e  could proceed, f o r  example, t o  select 
VV = (z+h) by E r i a l  and error t o  s a t i s f y  both (A') and (B) . 
I f  t h i s  Ts done, (C) can then be considered. I f  (C)  i s  n o t  
satisfied,  the procedure is repeated for  another  choice of 
h - or  VV, etc. While an analogous procedure for  searching  
for  a Lyapunov func t ion  has n o t  been previous ly  suggested,  it 
i s  evident  from t h i s  res ta tement  of t h e  problem i n  terms of an 
a u x i l i a r y  e x a c t  d i f f e r e n t i a l  equat ion.  The dependency of t h i s  
p a r t i c u l a r  procedure on i n t u i t i o n  and a quasi-random s e l e c t i o n  
of undetermined cons t an t s  i s  no g r e a t e r  than other accepted 
procedures.  
I f  equat ion (3) is no t  exac t ,  a l l  hi cannot be set t o  
I Example : i1 = x2 . 
x2 = - ax2 - g(xl) 
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where a>O, g(0)  = 0,  and xlg(xl)>O for  x1 f 0. Then 
ag1 392 
ax2 axl 
Since -Z -, hi cannot be zero. 
Somewhat a r b i t r a r i l y  choose 
g1 + hl = g ( x l ) ,  o r  hl = - ax2 I 
and = 5' o r  h2 = 0. 9 2  + h2 
Condition (A') i s  sat isf ied,  and condi t ion (B) is sat isf ied 
as 
To check condi t ion  i Z ) ,  
which is  positive d e f i n i t e .  V(x) - therefore is  a Lyapunov 
funct ion.  
(iii) Rather then  at tempt  t o  s e l e c t  VV = (s+h) i n  i ts  e n t i r e t y  
as i n  (ii) , w e  could proceed i n  the  same manner except  by 
13 
t r y i n g  t o  f i n d  t h e  components of h only.  
might s impl i fy  t h e  e f f o r t  by sepaFat ing  o u t  t h e  n o n l i n e a r  
components of VV. From t h e  form of ( 3 1 ,  it is  noted  t h a t  
each gi i n  gene ra l  i nc ludes  both  l i n e a r  and non l inea r  t e r m s  
i n  t h e  dependent v a r i a b l e s .  Therefore  d e f i n e  
A l t e r n a t e l y  w e  
A e =  e, + s n t  
where q, con ta ins  only  l i n e a r  terms. I f  h = ha + h i s  
s i m i l a r l y  def ined ,  t h e  procedure i n  (ii) could be followed by 
s e p a r a t e l y  s e l e c t i n g  a l i n e a r  and non l inea r  p a r t  o f  VV. 
(8) o r  (9) can then  be w r i t t e n  as 
-n - 
Equations 
The f irst  of  t h e  t w o  i n t e g r a l s  can be reso lved  i n t o  a q u a d r a t i c  
form, and (14) i s  recognized as t h e  familiar q u a d r a t i c  p l u s  
i n t e g r a l  f o r m  [5,7,8]. I f  t h e  n o n l i n e a r i t y  o f  t h e  system is  
known a n a l y t i c a l l y ,  it may be p o s s i b l e  t o  e v a l u a t e  t h e  second 
i n t e g r a l .  Otherwise t h e  s a t i s f a c t i o n  of cond i t ion  (C) can be 
considered,  i n  p a r t ,  d i r e c t l y  through t h e  i n t e g r a l  characteristics 
o f  t h e  n o n l i n e a r i t y  [5,7,8 ] . 
Example. Consider t h e  second o r d e r  non l inea r  c o n t r o l  system 
y = f ( X ) ,  f ( 0 )  = 0 
xf ( X I  >o  
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The d i f f e r e n t i a l  equat ion  descr ib ing  t h e  system has been shown 
t o  be [51 
;; + x + f ( x )  + f’ ( x ) x  = 0. 
This  can be  w r i t t e n  i n  t h e  form 
= x2 - f ( X l )  *1 
j K 2  = - X I  - f ( X l )  
w i th  an equ i l ib r ium p o i n t  noted a t  x1 = x2 = 0. 
( 2 )  becomes g1 = x1 + f ( x l )  and g2 = x2 - f ( x l ) ;  then  
I n  t h i s  case 
Choosing 
+ a n  = [I]+ [i(xlJ ’ 
o V = g + h  - 1 
- 
+ f ( X l )  
x2 
x1 
- 
s a t i s f i e s  (A’). For condi t ion  (B) 
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which i s  negat ive  semidef in i te .  The first i n t e g r a l ,  equat ion 
( 1 4 )  , i s  
1 2  2 x1 f ( x  ) a x  
1 1  
V(X) = +xl + x ) + f 
0 
which i s  p o s i t i v e  d e f i n i t e .  Therefore ,  a Lyapunov func t ion  
has  been der ived  and, s i n c e  V(x) + QD as 11x1 I + m ,  t h e  
equi l ibr ium p o i n t  i s  g l o b a l l y  stable . 
If the  c h a r a c t e r i s t i c  of the n o n l i n e a r i t y  i s  given 
3 a n a l y t i c a l l y ,  f o r  example, f ( x l )  = xl, 
then  
and 4 6 x1 - xl. 2 1 1  +(E) = < h , f >  = - xl f (x l )  - f ( X  ) = - 
( iv )  
equat ion (7) , for  example, a s  
A l t e rna te ly  w e  can w r i t e  p + - h i n  t h e  e x a c t  d i f f e r e n t i a l  
+ a l n  xn 
g1 + hl - all x1 + a12 x2 + ... 
n gi + hi = ail x1 + ai2 x2 + ... + ain x 
. . 
+ hn - anl x1 + an2 x + ... + 2xn gn 2 
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where t h e  ai j  have a cons tan t  p a r t  plus  a func t ion  of 
+ aijv. The aii may 
f u r t h e r  be l imited such t h a t  aiik > O  and aiiv - aiiv(xi) 
t o  f a c i l i t a t e  s a t i s f y i n g  condi t ion  ( C ) .  Undetermined cons t an t s  
i n  (15) could be s e l e c t e d  t o  f i r s t  s a t i s f y  j B )  and then t h e  
remaining terms to s a t i s f y  (A') . Last ly  condi t ion  (C) would 
be checked fol lowing t h e  use of ( 9 )  or  ( 1 0 ) .  This procedure 
corresponds e s s e n t i a l l y  t o  a f a m i l i a r  v a r i a b l e  g r a d i e n t  method 
a i j  = a i j k  - 
' x28 * * * I  Xn-lP i.e. , 
[ g l  
0 
Example : x1 = x2 
3 & = -  x2 - xl. 2 
From (15) , t h e  g r a d i e n t  i s  assumed to  be 
a + h =  
Then - h = (g+c) - 
- 
and p = 
- 
1- 2 (all-xl) x1 + (a12-1) x2 a21x1 + x2 - .-[ 
Condition (B) r e q u i r e s  t h a t  ch, - -  f > be a t  least  nega t ive  s e m i -  
de f i n i t e  : 
4 -2)x2 + (all-a21-2x1)~1~2. 2 a21x1 + ( a12  <h, f >  = - - -  
a12 = 1 and 2 Somewhat a r b i t r a r i l y  l e t  all-a21-2x1 = 0, 
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Thus g - t - h = 1 3 + 2x1 + x2 + 2x2 
To s a t i s f y  condi t ion  ( A ' )  I t h e  ma t r ix  
2 + 6x1 
1 2 a2j 
must be symmetric; so l e t  a21 = 1. T h e  f i r s t  i n t e g r a l ,  from 
( 9 1 ,  i s  
2 4 
x1 2 1  ' 1( 2 4 1 + - + x x + x2 = - (x  +x2)& + 2 x2+x1) 
X 
- -
2 2 1 2  2 1  
Therefore V(x) i s  a Lyapunov func t ion  fo r  t h e  example and t h e  
equi l ibr ium p o i n t  i s  (g loba l ly )  asymptot ica l ly  s t a b l e ,  
(v) 
k1 i s  s e l e c t e d  s p e c i f i c a l l y  t o  s a t i s f y  ( A ' )  only.  
then  be chosen w i t h  r e s p e c t  t o  cond i t ion  (B) such t h a t  t h e  
exac tness  cond i t ion  ( A ' )  i s  n o t  e f f e c t e d .  F i n a l l y  condi t ion  
(C) i s  examined. I f  (C) cannot be s a t i s f i e d ,  an a l t e r n a t e  h2 
might  be considered. Th i s  procedure i s  a g e n e r a l i z a t i o n  of a 
method described by I n f a n t e  and by Walker, a l though t h e i r  
o b j e c t i v e s  may be less apparent  t o  a casua l  reader [lo, 1 1 1 .  
I n  t h e i r  terminology t h e  "new nearby system" is  e q u i v a l e n t  
t o  equat ion ( 7 )  , where 
C o n s i d e r  h - i n  ( 7 )  s epa ra t ed  i n t o  t w o  p a r t s  II~ + h2, where 
22 might 
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Example: Consider . 
x1 = x2 = fl(g 
x1 x1 = - - €(1-x1)x2 2 = f 2 @ r  €>O. 
Then 
and 
2 g = -  f 2  = x1 + €(1-=X1)X2, 1 
g2 = f l  = x2. 
The o r i g i n a l  equation can be rewritten a s  
which is n o t  exact .  
to  - g w i l l  make ( 1 6 )  exact: 
But condition ( B )  i s  not  s a t i s f i e d ,  i . e . ,  
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2 
all, f> = E X l ( l  - -) x1 { -  x1 - E ( 1  - x1)x21 2 
3 - 
2 2 
= -  E 2 x1x2(1 - xl) 2 (1 - x1 - EXl(1 2 - x1 
Therefore  add h2 t o  e + &I, s u b j e c t  t o  is  i n d e f i n i t e .  
- - - -  ah22 - 0 ,  wi th  t h e  purpose of s a t i s f y i n g  condi t ion  (B). ah21  
ax2 axl - 
As f >  = - E 2 x1x2(1 - xl) 2 - E X l ( l  2 - 4 3 <hl + h21 - 
2 
1 X 2 2 w e  could choose h21 = E xl(l-xl)  (1 - and h22 = 0. 
Then 
2 
2 x1 + = - E 1 ( l  - r), 
which i s  negat ive  semide f in i t e  w i th in  t h e  region x1 2 = 3. To 
eva lua te  t h e  f i r s t  i n t e g r a l ,  
and 
+ E ( l - x 1 ) X 2  2 + E 2 xl(l-xl)  2 (1 - 
2 
x1 + E X l ( l  - 
- g + h 1 + 1 - ? 2 =  [; 
2 3 2 4 6 2 
x1 + E ( X 1  - 3 ) x 2  x1 + E 2 (2- x1 - x1 -+ m )  x1 +2 x2 3 V ( 2 )  = 2
3 
1 2  x1 2 = 2 {Xl + [xz + E (xl - 1 1 ,  
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1 which i s  p o s i t i v e  d e f i n i t e .  
( v i )  I f  one i n t u i t i v e l y  s e l e c t s  a f i r s t  i n t e g r a l  func t ion  so 
. a s  t o  s a t i s f y  (C) and i f  t h e  second p a r t i a l  d e r i v a t i v e s  e x i s t ,  
- then(A' )  is  also s a t i s f i e d  and condition (B)  only remains  to 
be considered. I f  t h e  r e s u l t  i s  n o t  s a t i s f a c t o r y ,  another  f i r s t  
i n t e g r a l  can be t r i e d .  While t h i s  approach corresponds t o  
t h e  method of  guessing t h a t  so o f t e n  confuses t h e  neophi te ,  it 
may also be considered as t h e  b a s i s  of t h e  more s o p h i s t i c a t e d  
method o f  squar ing  proposed by Krasovskii [SI. 
Example. Consider: = - f (x) , f ( 0 )  = 0 ,  where f has  continuous 
f i r s t  p a r t i a l  d e r i v a t i v e s .  
be t h e  p o s i t i v e  d e f i n i t e  funct ion V ( x )  - = <f(x), f(x)>. 
condi t ion  (B), c = < f ,  - 1. + < f ,  - -  f >  = <f, g 
AFbi t ra r r ly  1st t h e  f i r s t  i n t e g r a l  
To check 
+ <F - -  i ,  - f> 
CI t F f>, where F = F + F . a t  Then c = < f ,  - -  FG> + <x,  - - -  F f >  = <f, 1 - - - - 
A 
Condition (B) then r e q u i r e s  t h a t  -F be p o s i t i v e  d e f i n i t e  i n  t h e  
neighborhood of 0, corresponding to a s ta tement  of a theorem 
due to  Krasovskii .  
( v i i )  Using a somewhat d i f f e r e n t  technique from those  a l ready  
mentioned, w e  might begin i n i t i a l l y  by s e l e c t i n g  a func t ion  
t o  s a t i s f y  condi t ion  ( B )  b u t  also t o  allow a s o l u t i o n  f o r  
V ( 5 )  t o  be obta ined  d i r e c t l y  by solving t h e  p a r t i a l  d i f f e r e n t i a l  
equat ion 
= . av <vv, g> = c - axi fi i=l 
21 
If t h i s  can be done and cond i t ion  (C) i s  s a t i s f i e d  f o r  t h e  s o l u t i o n ,  
v ( x ) ,  a Lyapunov func t ion  r e s u l t s  and ( A ' )  is  s a t i s f i e d .  I f  (C) 
i s  n o t  sa t i s f ied  by t h e  s o l u t i o n ,  a more d i s c e r n i n g  choice  of  f7(x) 
i s  required.  This  i s  t h e  method proposed by Zubov [5,  1 2 1 .  I n  
effect ,  Zubov's method r e q u i r e s  one t o  select  t h e  e n t i r e  scalar  
- 
func t ion  <h, f >  = V ( = @ I  such t h a t  both c o n d i t i o n s  (A) and (B)  
are s a t i s f i e d ,  But as a consequence of choosing < h ,  f >  ra ther  
than  h ,  VV(x)  is  unava i l ab le  and V ( x )  must be foun8 by s o l v i n g  
t h e  p a r t i a l - d i f f e r e n t i a l  equat ion  rather than from a l i n e  
i n t e g r a t i o n .  
kl - - 2x1 + 2 x 2  4 Example : 
Following Zubov's method, w e  might  f o r t u n a t e l y  select  [13] 
2 4 ( x 1  2 + x z ) .  2 Then ( 1 7 )  i s  <h, f' = - 
3 2  av (5) ( -x2)  = - 2 4 ( ~ ' + ~  ) . a v ( g  4 ( -2x1+2x2)  + 1 2  
axl a x2 
The s o l u t i o n  t o  t h i s  p a r t i a l  d i f f e r e n t i a l  equat ion  can be 
shown t o  be 
which i s  p o s i t i v e  d e f i n i t e  and t h e r e f o r e  a Lyapunov func t ion .  
d i f f e r e n t i a l  equat ion  Ts very c r i t i ca l .  Furthermore, there is  
no guarantee t h a t  condi t ion  (C) i s  s a t i s f i e d ,  i f  a s u i t a b l e  t i m e  
d e r i v a t i v e  is found, i .e . ,  i f  cond i t ions  ( A )  and ( B )  are  m e t .  
Thus modi f ica t ions  t o  Zubov's procedure have been suggested.  
The choice of e ( x )  which a l l o w s  a s o l u t i o n  t o  t h e  p a r t i a l  
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George [14] d e s c r i b e s  t h e  p o s s i b i l i t y  of us ing  an unknown 
. scaler func t ion ,  u ( x ) ,  f o r  one component of PV (= 2+h) - i n  ( 1 7 ) .  
. t h i s  scalar ,  us ing  i n t e g r a l  f o r m s  s imi la r  t o  those  appearing i n  
. t h e  development of ( 1 0 ) .  I n s t e a d  of t r y i n g  t o  solve t h e  p a r t i a l  
* The o t h e r  components of t h e  g rad ien t  are expressed i n  t e r m s  of 
d i f f e r e n t i a l  equa t ion  f o r  V, he ob ta ins  an i n t e g r a l  equat ion  i n  
u. For a s o l u t i o n  of  u ,  V fol lows by i n t e g r a t i o n .  A success ive  
approximation technique i s  s ta ted f o r  t h e  i n t e g r a l  equat ion .  
Again t h i s  method can be viewed as a procedure whereby an a t tempt  
i s  made t o  Select .ff and c a l c u l a t e  a g r a d i e n t  t o  s a t i s f y  cond i t ions  
(A) and ( B ) ,  and then  check t h e  r e s u l t  f o r  condi t ion  (C) . 
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V. Al te rna te  Auxi l ia ry  Exact D i f f e r e n t i a l  Equations 
. 
Equation ( 2 )  a r b i t r a r i l y  d e f i n e s  9 as a l i n e a r  combination 
of f ,  such t h a t  <%, dx> = 0 r e p r e s e n t s  s o l u t i o n  trajectories of  
x = f ( x )  i n  t h e  phase space.  A l t e r n a t e  d e f i n i t i o n s  f o r  p could 
be made. The subsequent choice of h,  however, provides  t h e  
freedom requi red  t o  o b t a i n  a unique-auxiliary exact d i f f e r e n t i a l  
equat ion f o r  t h e s e  var ious  d e f i n i t i o n s .  This  i s  i l l u s t r a t e d  
i n  t h e  following. 
- - . 
- - -  
Consider Gl = x2 = f l  . 
= f 2  x 2 = - x 2  - x l  . 3 
- 3 Choosing gi according t o  ( 2 )  91 - x2 + x1 
9 2  = x2 
2 X - x1 
- x1 
h l - T -  2 
h2 - 2 I 
and hi as 
1 2  4 
2 2  = <h, f >  = - -(x + xl) - -  
and v = -(x 1 2  + 2x x + 2x2  + xl) 4 . 4 1  1 2  
- -f1f2 = x2  + x1x2 3 
91 - Alterna te ly  cons ider  
9 2  = f f  = x2  
. 
Then <fL, x> = 0.  
from equaTion ( 1 2 ) ,  h = VV - g: For the same Lyapunov func t ion  given by ( 1 9 )  , - - 
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3 2 3 + x1 - x2 - x1x2 hl - 2 2 2 + -  
X 1 X - 
2 + x2 - x2. - x1 h2 - 2- 
I t  fol lows that  V and a r e  unchanged. The  reader is cautioned 
to  note  t h a t  i f  an a l t e r n a t e  p o s i t i v e  d e f i n i t e  s c a l a r  func t ion  
were chosen i n  p l ace  of (19), an - h could be found t o  i n s u r e  
t h a t  t h e  equat ion <IF, i> i s  exact .  
however, t h a t  t h e  t i m e  d e r i v a t i v e ,  < h ,  - E>, w i l l  be nega t ive  
d e f i n i t e  (or  semi-def ini te)  . 
N o  guarantee is  implied,  
I n  c o n t r a s t ,  for a given d e f i n i t i o n  of CJ r e l a t i v e  t o  
equat ion (1) an a l t e r n a t e  choice of h w i l l  lead t o  an a l t e r n a t e  
Lyapunov funct ion.  
(2) , consider ,  i n s t e a d  of (181, 
For t h i s  s a m e  exzmple and 9 def ined  by 
3 hl = loxl  = 9x2 + loxl 
h2 = 10(xl + x2). 
Then 
and 2 11 2 11 4 v = 5x1 + 1ox1x2 + - 2 x2 + 4 xl' 
V I  . Discussion 
A. d e f i n i t i v e  procedure f o r  developing Lyapunov func t ions  
has  no t  been given. R a t h e r  t h e  i n t u i t i v e ,  experienced or  
random search methods t h a t  have charac te r ized  the  s u b j e c t  a r e  
redirected from terms of a scalar funct ion or  g rad ien t  t o  
components of  a v e c t o r  h. 
a l t e r n a t i v e  perspective-would depend on t h e  background of  t h e  
ana lys t .  A comparison of t h e  seven methods t h a t  w e r e  described 
I n  Sec t ion  I V ,  however, sugges ts  t h a t  t he  methods which a t tempt  
a minimal search, i.e.,  those  formulated around t h e  unknown 
The p r a c t i c a l  advantages of t h i s  
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v e c t o r  h i n s t e a d  of an unknown g r a d i e n t  o r  V(x) , would be m o s t  
u s e f u l  Gith a t o t a l l y  un fami l i a r  problem. MeFhod ( i v )  shows, 
f o r  example, t h a t  t h e  w e l l  p u b l i c i z e d  variable g r a d i e n t  method 
may be less dependent on ingenu i ty  if only  t h e  components of  
- h are sought. The p r a c t i c a l  d i f f i c u l t i e s  experienced w i t h  
Zubov's method are shown i n  ( v i i )  t o  be t h e  cost of circumventing 
what appear t o  be u s e f u l  i n t e rmed ia t e  s t e p s  . 
f 
More important ,  however, t h e  genera t ion  of Lyapunov 
func t ions  f r o m  the v iexpo in t  of  a u x i l i a r y  e x a c t  d i f f e r e n t i a l  
equat ions  provides  a u n i t y  t o  t h e  d i s p a r a t e  methods t h a t  have 
been proposed by many wri ters  e v e r  'since Lyapunov's work w a s  
o r i g i n a l l y  published. And as a consequence, they  a l so  form 
a conceptual  base from which new procedures may more r e a d i l y  
evolve. 
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