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Abstract 
The central Indian Ocean exhibits a higher level of earthquake activity than is normally 
associated with a region distant from conventional plate boundaries. This anomalous 
seismicity has been the subject of previous studies which assigned it large focal depths 
(as deep as 40km below the seafloor), despite crustal faulting and folding observed 
on seismic reflection profiles. I re-examine the distribution and source parameters 
of teleseismically recorded earthquakes and relate them to the tectonic setting of the 
Central Indian Ocean Basin. 
Previous studies have used long period waveform modelling schemes which give 
unreliable focal mechanisms for small magnitude earthquakes (Mb  <5.5), and poor 
resolution of depth for shallow earthquakes (<100km). Zero phase broadband conver-
sions from short period and broadband data are used with a detailed velocity structure, 
derived from seismic reflection data obtained by the Marion Dufresne in the Central 
Indian Basin, to produce more accurate focal depths (±3km). Measurements of the 
relative amplitudes of P arrivals, and surface reflections from the seafloor and sea 
surface, are used to constrain fault plane solutions even when P-wave first motion po-
larities cannot be determined. Unlike in other oceanic intraplate settings, the seafloor 
reflection is small and unclear, due to high sediment deposition by the Bengal Fan. The 
earthquakes have either thrust or strike-slip mechanisms and their depths are in agree-
ment with previous studies, with no depths shallower than 22km below the seafloor in 
the Central Indian Ocean Basin or Wharton Basin. Earthquakes in the Bay of Bengal 
are shallower, possibly due to loading by Fan sediments raising lithospheric stresses 
to beyond failure. The directions of the compressional axes of the earthquakes are in 
agreement with those predicted by plate models. 
The geographical distribution of earthquakes shows a concentration of activity be-
tween the Afanasy Nikitin Seamount and the Ninety East Ridge. Other seismicity is 
evenly distributed between 10°N and 10°S, and 80°E and 95°E. The existence of an 
aseismic region west of 80°E suggests that there are low strain rates in the west Cen-
tral Indian Ocean Basin, associated with the proximity of the proposed Euler pole of 
rotation between separate Indian and Australian plates. 
Comparing seismic moment release predicted by instrumentally observed seismic-
ity, and the moment release associated with tectonic shortening observed on seismic 
reflection profiles and predicted by plate tectonic models, allows determination of a 
minimum thickness for the seismic lithosphere, or a maximum percentage of aseis-
mic slip over the total lithosphenc thickness. For the Central Indian Ocean Basin and 
Wharton Basin, this gives a minimum thickness of 18km, or a maximum proportion of 
aseismic slip of 82%, given a lithosphenc thickness of 40km derived from the maxi-
mum focal depths of earthquakes. The minimum thickness of the seismic lithosphere 
calculated is the same as the depth extent of thrust type earthquakes observed in the 
Central Indian Ocean Basin (22km-40km). This does not coincide with the strong core 
of the lithosphere, but rather suggests that while the upper part of the lithosphere is fail-
ing by aseismic faulting on closely spaced faults seen on seismic reflection profiles, the 
lower part is seismically active. The nature of the central portion of the lithosphere is 
unknown since seismicity has not been located there, nor are seismic profiles able to 
image to that depth. If failure is taking place at the top and bottom of the lithosphere, 
this would decrease the lithosphenc thickness and enable the observed crustal folding 
to take place at stresses below lithosphenc strength, even if an elastic plate model is 
assumed. 
The seismicity gives values for moment release which are biased low; most en-
ergy is released by large magnitude earthquakes. The large earthquakes, as seen from 
frequency-magnitude studies, have long recurrence times and are inadequately rep-
resented in available earthquake catalogues. A maximum likely magnitude for the 
Central Indian Ocean is calculated analytically assuming a gamma distribution, us-
ing values of tectonic moment release, Gutenberg-Richter coefficients and from the 
magnitude-moment relation. This magnitude and its associated recurrence time can be 
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1.1 Issues to be addressed 
The theory of plate tectonics assumes that plates are rigid when reconstructing past 
plate configurations and that deformation therefore only occurs at the margins (McKen-
zie, 1969a). It is unrealistic to believe that any material can be perfectly rigid. So, 
although plates may be rigid to the first order over geologic time, there is evidence 
provided by, for example, small-scale seismicity in the centre of plates (e.g. Padmos 
and VanDecar, 1993; Wysession et al., 1995), flexure due to loading by seamounts 
(Watts, 1982) and sedimentary basin formation (Toth et al., 1996) that both continen-
tal and oceanic lithosphere exhibit elements of non-rigidity. However, is this argument 
for "elements of non-rigidity" in the centre of the plate sufficient to explain the pres-
ence of a large number of teleseismically recorded earthquakes away from traditionally 
defined narrow plate boundaries, as seen in the Central Indian Ocean (Gutenberg and 
Richter, 1954; Sykes and Sbar, 1974; Bergman and Solomon, 1985), or is another 
mechanism required? 
The limits of continental plate boundaries are often poorly defined, and the defor -
mation may be distributed over hundreds or thousands of kilometres, such as in the 
India-Eurasia collision which produced the Himalayas (Molnar et al., 1993). By con-
trast, the majority of oceanic boundaries are narrow (<20 km) (Gordon, 1995) and well 
constrained (e.g. oceanic ridges). Some deformation in the oceans is poorly described 
1 
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using a model of rigid plates separated by narrow boundaries, and can instead be clas- 
sified as a wide, or diffuse, boundary (Wiens et al., 1985). The line between definition 
of deformation as intraplate or as a diffuse boundary is often indistinct (Gordon, 1995). 
Proposed diffuse boundaries in oceanic lithosphere include the Gorda deformation 
zone between the Juan de Fuca and Pacific plates (Wang et al., 1997) and a region 
west of the Mid-Atlantic Ridge in the Caribbean, which accommodates deformation 
between the North and South American plates (Demets et at., 1990). Neither of these, 
nor other examples, are as well developed as the zone of deformation which stretches 
across the Central Indian Ocean Basin (also referred to as the Central Indian Basin) 
between the Indian and Australian plates, far from the traditionally defined narrow 
plate boundaries. In the Central Indian Ocean, unlike the other examples which often 
show limited deformation and small-scale seismicity, large teleseismically recorded 
earthquakes (Stover, 1966; Bergman and Solomon, 1985; Petroy and Wiens, 1989) 
and extensive lithosphenc folding and faulting (Eittreim and Ewing, 1972; Bull and 
Scrutton, 1987; Neprochnov etal., 1988; Chamot-Rooke etal., 1993) are observed. 
Since the level of "intraplate" deformation observed in the Central Indian Basin is 
unique, it has probably formed in an unusual tectonic environment. Controls on the 
shortening taking place in this region are needed and can be obtained from earthquake 
focal mechanisms (strain directions and fault orientations), focal depths (variation of 
strength with depth) and earthquake distributions (spatial variation of stresses). Al-
though the Central Indian Ocean has a high level of seismicity for an oceanic intraplate 
setting, the seismicity is still considerably less than on the plate margins. Therefore, 
to obtain a sufficient volume of data for this region, we depend more on the accu-
rate determination of source parameters for small magnitude earthquakes, than when 
studying plate boundaries. Many of the commonly applied earthquake interpretation 
methods (such as the Centroid Moment Tensor (CMT) method (Dziewonski et al., 
198 1)) are well suited to large deep plate boundary earthquakes but are less successful 
with small shallow earthquakes (Sipkin, 1986). How reliable are the solutions for the 
Central Indian Ocean from these widely applied interpretation methods? 
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1.2 Aims and methods 
The main aim of this thesis is to constrain better the processes operating and the tec-
tonic environment of the Central Indian Ocean Basin by determining source param-
eters for recently recorded earthquakes, and combining these values with published 
earthquake parameters. 
The determination of principal stress directions from focal mechanisms assumes 
that the fault formed in response to the present stress (Stein and Pelayo, 1991) and that 
the minimum and maximum principal stress directions are at 45° to the fault plane. 
However, earthquakes are often caused by slip on pre-existing weak faults and reflect 
an earlier stress field and the only constraint is that the maximum compressive stress 
direction lies within 900  of the P axis (McKenzie, 1969b). However, an approximation 
of the direction of regional shortening can be obtained from a number of earthquakes 
which show consistent P and T axes. In the centre of oceans, away from the high seis-
micity of narrow plate boundaries, the level of seismicity is low and the determination 
of strain directions relies on the ability to obtain focal mechanisms from low mag-
nitude earthquakes near the teleseismic recording threshold. The Centroid Moment 
Tensor (CMT) method (Dziewonski etal., 1981) which is routinely used to determine 
earthquake source parameters from long period data (and is the only source of solutions 
for earthquakes in the Central Indian Ocean since 1981), does not give reliable source 
parameters for shallow earthquakes which have a vertical dip-slip faulting component 
(Ekström, 1989). Previous studies in the Central Indian Basin, including some which 
used other long-period waveform methods, have found that compressional thrust fault-
ing, which has a large dip-slip component, is the dominant mechanism (Sykes and 
Sbar, 1974; Stein and Okal, 1978; Bergman and Solomon, 1985; Petroy and Wiens, 
1989). This means that CMT solutions may be unreliable. I apply the relative am-
plitude method (e.g. Pearce, 1977; Rogers and Pearce, 1992) which uses amplitude 
and polarity information contained in the P-wave and surface reflected phases (from 
the seafloor and sea-surface), in short period and broadband seismograms, to constrain 
the focal mechanisms of earthquakes in the Central Indian Ocean. This short period 
method is better suited to the study of small shallow earthquakes such as those seen 
in the Central Indian Ocean. Earthquakes were considered for interpretation if digi-
tal data were available, and if the signal-to-noise ratio was expected to be reasonable. 
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Figure 1.1. Oceanic earthquake depths against thermal structure of the lithosphere. Isotherms 
(in degrees celsius) are for a plate cooling model. Stippled region denotes estimates of the 
flexural elastic thickness. The seismic thickness is from surface-wave dispersion data. The 
failure limit is the lower limit at which 20 MPa deviatoric stress can be sustained, calculated 
for a dry olivine rheology and a strain rate of 10-18 I From Wiens and Stein (1983). 
The data quality is difficult to assess before processing, so an artificial lower mag-
nitude limit of Mb = 5.0 was imposed for earthquake selection. All the earthquakes 
interpreted in this study are shown to have compressional or strike-slip mechanisms. 
Previous studies of the seismicity have found that the teleseismically recorded 
earthquakes occur as deep as 40 km below the seafloor and that they all occur well be-
low the crustal folding and faulting in the Central Indian Basin (Bergman and Solomon, 
1985; Stein and Weissel, 1990). These depth determinations are in disagreement with 
many studies of oceanic intraplate seismicity in other areas, where the earthquakes are 
found to be at shallower depths (<30 km) (Wiens and Stein, 1983) (Figure 1.1). Many 
of the studies which determined the focal depths in the Central Indian Ocean used 
long-period data, which have a low resolution (Stein and Wiens, 1986). I determine 
the focal depths of earthquakes occurring between 1978 and 1992 in the Central In-
dian Ocean using short period and broadband data which are higher resolution. These 
higher frequency data give improved depth resolution but are more sensitive to noise 
and require better knowledge of the local velocity structure (Stein and Wiens, 1986). 
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have a better signal to noise ratio than single seismic stations, and by deriving a veloc-
ity structure from seismic reflection profiling carried out in the Central Indian Basin 
(reported by Chamot-Rooke et al., 1993; Van Orman et al., 1995). My studies confirm 
that earthquakes are occurring as deep as 40 km below the seafloor, and also suggest 
that there is only limited seismicity shallower than 22 km. 
The source data determined in this project provide a significant increase in the 
volume of earthquake information available for the Central Indian Ocean. However, 
redetenTlinations in this region are still limited in extent and number. Interpretation 
of the tectonic environment therefore relies heavily on data reported in earthquake 
catalogues published by the International Seismological Centre (ISC) and National 
Earthquake Information Center (NEIC). Instrumental earthquake catalogues only con-
tain data from the last century (Gutenberg and Richter, 1954), and are more complete 
since the setup of the Worldwide Standard Seismograph Network (WWSSN) in 1964. 
However, frequency-magnitude studies in Chapter 6 show that large earthquakes are 
poorly represented in the database of recent earthquakes in the Central Indian Ocean 
when compared with records from the first half of the century (Gutenberg and Richter, 
1954; Petroy and Wiens, 1989). The recent catalogues may therefore be unrepresen-
tative of the state of stress in the region since, as shown in Section 7.4, the majority 
of energy is released by large earthquakes. Estimates of the maximum magnitude 
earthquake which would be expected given the tectonic strain rate and the frequency-
moment statistics provide an estimate of the largest earthquake that could theoretically 
occur in the region (Main, 1995). An analytical method for determining this maximum 
magnitude, assuming gamma distribution statistics, is developed in Chapter 7 and the 
resulting maximum compared with the largest reported earthquake in the region. The 
comparison suggests that more than half the tectonic strain is being accommodated 
aseismically. 
1.3 Layout of thesis 
Reported observations of deformation in the Central Indian Ocean are summarised in 
Chapter 2, as well as the proposed tectonic history of the region from plate tectonic 
reconstructions (Wiens et al., 1985; DeMets et al., 1988; Gordon et al., 1990; Royer 
et al., 1997). The extensive crustal folding and faulting in the Central Indian Basin 
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have been the subject of analytical, numerical and analogue models (Weissel et al., 
1980; McAdoo and Sandwell, 1985; Zuber, 1987; Martinod and Molnar, 1995; She-
menda, 1994) and these are also reviewed in the next chapter. Richardson et al. (1979) 
and Cloetingh and Wortel (1986) modelled numerically the state of platewide stress 
in the Central Indian Ocean and compared their principal stress directions with those 
interpreted from earthquake focal mechanisms assuming that the maximum principal 
stress was in the direction of the P axis. 
Chapter 3 contains a review of the methods used for previous focal mechanism de-
terminations, including the CMT method, and outlines the relative amplitude method 
which I use to determine source parameters for earthquakes in the Central Indian 
Ocean. Earthquake focal depths also provide important constraints on lithospheric 
stress, and the variation of strength with depth (Stein et al., 1989). Methods for deter-
mining this parameter, and their application in the Central Indian Ocean, are discussed 
in Chapter 4. 
In Chapter 5, I present source parameters for fourteen earthquakes, which occurred 
in the Central Indian Ocean between 1978 and 1992, calculated using the methods 
described in the preceding two chapters. Chapter 6 provides an assessment of the reli-
ability and extent of depth and magnitude data in the ISC, NEIC, and other catalogues, 
and uses them to determine frequency-magnitude relations for the region. 
Moment versus magnitude relations are developed for the Central Indian Ocean 
in Chapter 7 and compared with published relations. These empirically determined 
values are then combined with the frequency-magnitude relations from Chapter 6 to 
estimate a maximum credible magnitude (Main, 1995) for the Central Indian Ocean. 
Chapter 2 
Central Indian Ocean 
2.1 Introduction to tectonic setting 
The Central Indian Ocean is exceptional in having a higher incidence of intraplate 
seismicity than all other oceanic plates. Diffuse zones of deformation such as this one, 
but less well developed, have been identified in other regions such as the Caribbean 
near the suspected boundary between the North and South American plates (Bergman, 
1986) and near the Horizon Bank in the north Fiji Basin (Chen and Grimison, 1989). 
The Central Indian Ocean can be divided into areas in which the style of deforma-
tion differs. These are shown in Figure 2.1 and are the Central Indian Basin, Bay of 
Bengal, Ninety East Ridge, Wharton Basin and the Chagos-Laccadive Ridge. In this 
project I concentrate mainly on the nature of deformation in the Central Indian Basin 
but will also look in less detail at the other areas to determine how the pattern changes 
across this intraplate region. 
Previous studies of the Central Indian Ocean have used different methods to study 
the anomalous behaviour and these will be summarised in this chapter. The studies 
have used both observations and modelling to characterise the deformation: 
• Seismicity and determination of earthquake parameters 
• Direct observations 
- Seismic reflection and refraction profiles 
- Marine and satellite gravity and magnetics 
7 
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Figure 2.1. The Central Indian Ocean and its different tectonic regions 
- Heatfiow measurements 
- Drilling and dating of sediments 
• Modelling 
- Lithospheric modelling of folding 
- Platewide stress modelling and plate tectonic reconstructions 
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2.2 Previous studies of seismicity in the Central Indian 
Ocean 
Studies of the intraplate seismicity in the central Indian Ocean have aimed to charac-
terise the state of regional stress, which is difficult to quantify at depth in the litho-
sphere using other methods. This characterisation has included: 
. Delineation of the abnormal zone of seismicity by relocation of earthquakes and 
allocation of magnitudes. 
• Determination of focal depths to constrain strength and/or stress distribution ver-
tically in the lithosphere. This also allows estimates of the thickness of the 
mechanical lithosphere for the purposes of modelling (e.g. Chen and Molnar 
(1983)). 
• Computation of focal mechanisms to infer constraints on the principal strain 
directions. The focal mechanism directions can be biased by pre-existing faults 
so the studies generally look for consistency over a region. 
• Estimates of stress drop to give a minimum tectonic stress that is acting in the 
region. 
• Seismic moment release rate to compare with estimates from tectonic studies of 
strain and the derived moment release rates. 
The earliest studies of seismicity in the Indian Ocean consisted of the relocation of 
and allocation of magnitudes to earthquakes by Gutenberg and Richter (1954). Stover 
(1966) improved on these original relocations and started to consider the depth distri-
bution. There was still a tendency to set all focal depths to 33km and merely comment 
that all earthquakes occurred shallower than 70km. Since the maximum focal depth of 
earthquakes has been related to the temperature distribution in the lithosphere (Chen 
and Molnar, 1983), the determination of an earthquake depth needs to be more precise 
than this if we wish to constrain the nature of the lithosphere. Depth determination for 
oceanic earthquakes has always been a problem because of a lack of nearby stations. 
This problem has been overcome using the time difference between pP (the seafloor 
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Figure 2.2. Seismicity (2.9 <_ rn :5 6.5) recorded in the Central Indian Ocean since 1964 
and reported by the ISC. The size of the circle marking an earthquake is proportional to its 
magnitude. Average magnitude in the intraplate region is Mb = 5.4 
reflection) and the P wave, as first used by Mendiguren (197 1) in the Nazca plate (see 
Chapter 4). 
The first papers to publish focal mechanisms for earthquakes recorded by the World-
wide Seismic Station Network (WWSSN) in the Indian Ocean used measurements of 
first motion polarities of P. PKP and the polarization (or first motion) of S waves from 
long period records. Short period records were used if no long period ones were avail-
able. A double couple source was assumed in all cases and the uncertainty in the 
solution was sometimes estimated to be up to 30° (Banghar and Sykes, 1969; Sykes, 
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1970; Fitch, 1972; Sykes and Sbar, 1974). These solutions, although often poorly con-
strained, were found to have mechanisms that were strike-slip or compressional and 
were located in the vicinity of the Ninety East Ridge, the eastern Central Indian Basin 
and western Wharton Basin. 
Stover (1966) observed that there was a NW-SE trend of epicentres between the 
mid-ocean ridge and the Sunda arc although did not speculate as to its cause. However, 
on the basis of these early studies, Sykes (1970) proposed a nascent island arc as the 
reason for the observed seismicity in the northeastern Indian Ocean between Sri Lanka 
and Australia. There was little evidence to support this from earthquake study since, 
up to this time, there was only one confident solution and this was strike-slip in nature. 
However major deformation of the sediments in the Central Indian Basin was cited in 
support of this hypothesis in a personal communication from Ewing and Langseth. 
The only paper to ever report a focal depth of less than 20km for a thrust earthquake 
in the Central Indian Basin was that of Duschenes and Solomon (1977). They used 
depth phases to reassess the depths of two events but it seems likely that the long 
differentiated P arrival (e.g. Figure 5.3) on the short period records was misinterpreted 
as P closely followed by pP thereby giving unrealistically shallow depths. No other 
method was used to give independent support of this depth interpretation. Fitch (1972) 
studied the same earthquake and found a depth of 30km which is consistent with later 
studies, such as that of Bergman and Solomon (1985). 
Wiens and Stein (1983) studied two earthquakes in the central Indian Ocean using 
first motions and waveform modelling. Depths were compared with those obtained 
using short period depth phases, and appeared to agree well. More recent studies such 
as those of Petroy and Wiens (1989) and Bergman and Solomon (1985) have used 
iterative inversion to determine best-fitting source parameters as well as a centroidal 
depth. These allow greater numbers of events to be processed but remove the sub-
jective interaction of the seismologist. Petroy and Wiens (1989) used the method of 
Pelayo and Wiens (1989) to solve for the fault parameters on earthquakes occurring 
since 1963. This method involved determining depths by successively inverting the 
data using Green's functions computed for different depths and selecting the one cor -
responding to the least error. Pre-1963 events were studied using an examination of the 
entire solution-space and narrowing the region of possible solutions using constraints 
such as surface wave spectral amplitudes, polarities and SH/SV polarizations. Where 
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the azimuthal station distribution was adequate, the final mechanism was checked us-
ing the method of Pelayo and Wiens (1989) as described above. Petroy and Wiens 
(1989) concluded that the earthquakes showed a regionally consistent pattern of hori-
zontal compressional stress which rotated from NW-SE in the Wharton Basin to N-S 
in the Central Indian Basin. These results must be treated with caution since McKen-
zie (1969b) showed that the maximum principal stress is only constrained to lie in the 
compressional quadrant and is not controlled by the orientation of the P axis for earth-
quakes occurring on pre-existing faults. The geographical distribution of epicentres 
led them to conclude that the diffuse zone of seismicity extends across the Ninety East 
Ridge into the Wharton Basin until it intersects with the Sunda Trench. 
Bergman and Solomon (1985) studied eleven earthquakes using Nábèlek's (1984) 
method of source inversion. Centroid depths of 3-39km were obtained from the whole 
set of earthquake solutions. Depths of 27-39km were obtained in the Central Indian 
Basin which implies that there are no large earthquakes associated with the extensive 
faulting seen in the upper lithosphere (see Section 2.3). The focal mechanism solutions 
reported were compressional in this area, except on old fracture zones where strike slip 
solutions were seen. The error given for the depths is 2km but this does not include 
errors introduced by the velocity structure which could make an additional difference 
of at least 4-5km. 
For earthquakes in the Central Indian Ocean that have occurred since 1980, the 
only solutions available are those from the Harvard Centroid Moment Tensor (CMT) 
catalogue (based on the method of Dziewonski et al. (1981)) and the United States 
Geological Survey (USGS) Moment Tensor solutions (Sipkin, 1982). CMT solutions 
are limited to earthquakes over magnitude 5.0 and the solutions are less reliable for 
small shallow dip-slip earthquakes (Sipkin, 1986). Sipkin's solutions are only avail-
able for earthquakes over mb=S.ó  and they are of limited use since results have only 
been reported for two earthquakes in the Central Indian Ocean. An amalgamation of 
earthquake mechanisms reported for the Central Indian Ocean east of 80°E, is plotted 
in Figure 2.3 with the associated parameters shown in Table 2.1. 
According to Stein etal. (1989), the epicentral locations of the earthquakes recorded 
in the Central Indian Basin are not preferentially associated with the peaks or troughs 
of the crustal undulations observed on seismic reflection profiles (Section 2.3.1). There 
is a region in the west of the Central Indian Basin, between the Afanasy Nikitin 
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9 Mar 28 1805:26.6 -2.66 88.83 7.7 29 194/84/351 PW 
(20-35) 
21 Mar 39 0111:13.1 -0.81 89.61 7.2 166/82/057 PW 
22 Mar 55 1405:07.4 -8.74 91.54 7.0 32 055/78/118 PW 
(15-35) 
25 May 64 1944:05.9 -9.08 88.89 5.7 17 177/87/005 BS 
10 Oct 70 0853:04.5 -3.56 86.19 5.8 27 019/89/358 BS 
39 032/73/021 
26 Jun 71 1927:11 -5.18 96.90 5.9 29 014/67/019 BS 
24 Nov 72 1319:14.3 11.67 85.34 5.2 27 254/52/076 BS 
7 Apr 73 0300:59.6 7.00 91.32 5.8 13 034/84/356 BS 
6 020/87/009 
30 Aug 73 1950:03.9 7.15 84.33 5.8 27 290/52/118 BS 
3 Aug 78 0110:26 -0.93 84.24 5.5 39 261/53/090 BS 
29 Sep 79 1837:12.5 1.23 94.24 6.2 38.8 284/88/-179 CMT 
16 Oct 79 2251:23.0 6.48 91.09 5.2 16.6 14/76/-7 CMT 
28 Jan 80 1446:39.3 -3.37 88.885 5.0 12 009/68/359 PW 
(8-25) 
19 Feb 80 1727:36.5 6.35 92.57 5.1 15 308/35/38 CMT 
11 Mar 80 0624:07.5 -3.36 88.85 5.3 12 018/62/350 PW 
(8-25) 
12 Apr 81 1018:33.5 8.48 85.40 5.2 15 340/73/-177 CMT 
21 Aug 83 1206:48.1 2.76 87.50 5.3 10.1 132/23/146 CMT 
22 Sep 87 0717:28.0 -0.41 84.51 5.5 15 307/90/180 CMT 
20 Jun 89 2340:39.0 -3.39 86.89 5.3 15 284/31/139 CMT 
15 Oct 89 2340:35.4 -0.29 81.81 5.1 15 299/90/-180 CMT 
17 Dec 89 0312:15.6 -8.54 92.09 5.4 15 259/46/158 CMT 
15 Oct 90 0135:44.7 -2.20 92.29 5.9 23.0 19/70/-2 CMT 
13 Jan 91 1154:41.7 -3.10 84.25 5.8 15 48/33/22 CMT 
13 May 91 1628:17.8 -3.72 82.35 5.8 25 41/27/28 CMT 
11 Jan 92 0616:57.3 9.45 86.67 5.6 17.1 296/48/136 CMT 
16 Aug 92 1449:08.1 -3.39 85.58 5.6 33.0 90/33/72 CMT 
Table 2.1. Epicentral data and source parameters for earthquakes shown in Figure 2.3. BS = 
Bergman and Solomon (1985), PW = Petroy and Wiens (1989), CMT = Harvard CMT solution 
(based on method of Dziewonski etal. (1981)). (a) Mechanisms given using Aki and Richards 
(1980) fault plane convention. 
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Figure 2.3. Previously-reported focal mechanisms for seismicity in the Central Indian Ocean 
(excluding the Chagos Bank). Data sources and solutions for red mechanisms given in Ta-
ble 2.1. Blue mechanisms are Harvard CMT solutions (parameters also in Table 2.1). Green 
solutions are Harvard CMI' solutions for earthquakes in the Sunda Trench to show the extent 
of its influence on the Central Indian Basin. 
Seamount and Chagos Bank, which is seismically quiet. This can be seen on Fig-
ure 2.2 and may be related to the location of the Euler pole of rotation of India relative 
to Australia (see Section 2.4.1). 
Large earthquakes have also been reported on the Chagos Bank to the south of 
the Chagos-Laccadive Ridge (Stein, 1978; Wiens, 1986), including the largest oceanic 
intraplate event in recent decades (M5 =7.5)(Wiens and Stein, 1984). These occur in 
swarms lasting a few weeks to years and have normal faulting solutions. The Chagos-
Laccadive Ridge is aseismic except for the Chagos Bank and some microseismicity 
recorded in the Chagos Trough to the east of the Bank (Levchenko and Ostrovsky, 
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1992). Stein (1978) associated the seismicity with hypothetical east-west fractures 
from the separation of the Chagos Bank and the Mascarene Plateau (now located on the 
African plate). Normal faulting events from the region of the Southeast Indian Ridge 
(but judged to be unassociated with the rifting) were studied by Bergman etal. (1984) 
(see also corrections to this in Bergman etal. (1985)) and were speculatively attributed 
to the platewide stress state due to the continental collision between India and Asia, 
although they are significantly further south than the region of diffuse deformation 
defined by other workers (e.g. Wiens et al. (1985) and Van Orman et al. (1995)). 
Seismicity in the Wharton Basin and on the Ninety East Ridge is dominated by 
strike-slip solutions, although with a component of thrusting in some cases. The earth-
quakes are also generally shallower than in the Central Indian Basin (e.g. Stein and 
Weissel (1990)). The change in mechanism between the Central Indian Basin and the 
Wharton Basin has been ascribed to the differing nature of the surrounding destructive 
boundaries (Coblentz etal., 1997). The Central Indian Basin has a continent-continent 
collision boundary to the north while the Wharton Basin is bounded by the Sunda 
Trench which allows crust to be subducted more easily. 
Studies by Russian scientists (Levchenko and Ostrovsky, 1992), at two sites in the 
Central Indian Basin for a total time period of 8.5 days, report extensive microseismic 
activity. Over 90% of the earthquakes recorded (118) at the first site were located in the 
vicinity of the Chagos Bank. A handful of earthquakes ('20) from those recorded at 
both sites (142), however, were located in the eastern Central Indian Basin. 108 earth-
quakes (98 at first site and 10 at second) had sufficiently clear records for processing. 
Levchenko and Ostrovsky (1992) proposed that the microseismic earthquakes in the 
Chagos region (Chagos Trough west of Chagos Bank) were aftershocks from the large 
Chagos Bank earthquake of 30 November 1983. The other earthquakes seen in the 
Central Indian Basin were mainly located northeast of the Afanasy Nikitin seamount 
and confirmed the presence of a diffuse zone of seismicity such as that described in 
Section 2.4.1. No assumptions can be made from this apparent localisation since the 
seismometers had a limited range for identification of small earthquakes (M<3) of 
approximately 800km. The microseismicity studies are discussed in Section 6.6. 
Petroy and Wiens (1989) look at the distribution and magnitude of seismic mo-
ments in the central Indian Ocean. They use empirical relations derived by Bergman 
(1986) from the plotting of modelled seismic moments from, for example, Bergman 
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and Solomon (1985) and recorded earthquake magnitudes to increase the number of 
intraplate earthquakes with allocated seismic moments. Petroy and Wiens (1989) find 
that the overall seismicity east and west of the Ninety East Ridge is approximately 
comparable in terms of number of earthquakes and the total seismic moment release. 
This is a strong argument for the extension of any diffuse boundary between distinct 
Indian and Australian plates (as proposed by e. g. Van Orman et al. (1995)) across the 
Ninety East Ridge until it meets the Trench. These results are discussed in more detail 
in Section 7.4. 
2.3 Direct observations of deformation 
2.3.1 Central Indian Basin 
The age of the Central Indian Basin crust, which is deforming, ranges between 40 
and 70Ma, with the older crust being to the north. The age of the Indian Ocean crust 
ranges from zero at the ridges to 120Ma under the Bengal Fan (Sciater et al., 1980). 
This means that the older crust is Cretaceous in age (146Ma-65Ma), and the age de-
termination is therefore affected by the lack of magnetic reversals in this period as 
well as by sediment cover from the Bengal Fan. The Basin is covered by the distal 
Bengal Fan to latitudes of '-'5° with typical fan morphology. The only exception to 
this is the Afanasy Nikitin Seamount which rises up to 2500m above the surrounding 
abyssal plains, which have an average depth of 4500m. The Afanasy Nikitin Seamount 
was emplaced prior to the onset of deformation and has been proposed as a controlling 
factor in the formation and concentration of observed lithosphenc folding by Kamer 
and Weissel (1987). 
The Central Indian Basin is dominated by E-W trending magnetic anomalies offset 
by north-trending fracture zones. A change in spreading rate from 8cm/yr to 4cm/yr 
(Sciater and Fisher, 1974) at time of Chron 22 ('53 Ma) is used as evidence for 
the timing of a "soft" collision between the continents of India and Asia and is syn-
chronous with a widespread unconformity (Curray et al., 1982). This unconformity 
is also thought to mark the initiation of the Bengal Fan (Curray and Moore, 1971). 
Convergence continued, possibly for another 10 Ma. 
Studies show that the strike of the magnetic lineations shifts abruptly from N90°E 
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to N135°E during the Middle Eocene (Chrons 20-18; 	Ma) (McKenzie and Sciater, 
1971). It is suggested that this, and an additional decrease in spreading rate, is associ-
ated with the "hard" collision of the Indian plate with Asia (Sciater et al., 1976). 
Sciater and Fisher (1974) and Peirce (1978) observed an extra -1100km (I V)
of crust between 85°E and 90°E. A similar amount is missing in the Crozet Basin 
east of the Kerguelen Fracture Zone. This is used as evidence for the occurrence of 
several ridge jumps to the south. The ridge jumps took place between at least Chron 
30 and Chron 20 with a major jump probably occurring at Chron 26 ('60 Ma). These 
jumps are likely to be linked to the proximity of the Southeast Indian ridge axis to the 
volcanic plume that created the Ninety East Ridge (Royer et al., 1991). It is not clear 
what influence this may have on the lithospheric structure or the location of seismicity 
in the Central Indian Basin, and the 85° Fracture Zone may play a more important role. 
Heatfiow measurements in the Central Indian Basin show average values that are 
-'30 mW m 2  higher than expected from lithospheric cooling models (Anderson et al., 
1977; Weissel et al., 1980; Geller et al., 1983; Stein and Weissel, 1990). However, 
bathymetry and the depth of seismicity appear to suggest that the lithosphenc tem-
peratures are not significantly different from those expected for the lithospheric age 
(Stein and Weissel, 1990). It is thought that the high observed reflectivity of the 
planes of reverse faults in the upper lithosphere is due to the flow of fluids along them 
and deposition of hydrothermal minerals by hydrothermal circulation. This, and the 
presence of sub-horizontal reflectors (Bull and Scrutton, 1992) (Figure 2.5), suggest 
that the anomalously high heatfiow could be mainly due to hydrothermal circulation. 
Mathematical modelling and in-situ measurements by Williams (1990) suggest that the 
measurements can be reconciled with convection through a permeable basement. The 
problems of sampling upgoing and downgoing regions of the circulation may cause 
the apparent higher than average heatfiow. 
Between the Chagos-Laccadive Ridge and the Ninety East Ridge and from 5°N and 
10°S, the oceanic crust and overlying sediments have been deformed into E-W trending 
undulations with a wavelength of 100-300km and an amplitude of 1-3km (Bull and 
Scrutton, 1992; Weissel etal., 1980; Neprochnov et al., 1988; Geller etal., 1983) (see 
Figure 2.4). The southern limit of the widespread deformation is coincident with the 
sediment limit of the Bengal Fan. Evidence of sediment unconformities from cores of 
the Deep Sea Drilling Program (DSDP) and Ocean Drilling Program (ODP)(Leg 121) 
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Figure 2.4. Basement fabric showing the location of basement undulation crests (+ + +) and 
troughs (—), major fracture zones (F), and the limit of the Bengal Fan (dotted line). Isobaths 
in kilometres. (Bull and Scrutton, 1992) 
suggests that this deformation started in late Miocene time (7Ma) (Cochran, 1990). 
The observed wavelength increases northwards, probably due to the increase in crustal 
age resulting in a larger plate thickness and flexural rigidity (McAdoo and Sandwell, 
1985). Kamer et al. (1993) argue that the folding has been occurring episodically 
ever since its initiation, from measurements of the dip of stratigraphic packages above 
the late Miocene unconformity which decrease upsection. It is possible that these 
measurements are not recording the progress of the folding but rather the steady slip 
buildup on the back of a fault block that is still moving. Instead, Cloetingh et al. (1992) 
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The axes of the undulations are perpendicular to the directions of maximum hori-
zontal compressive strain interpreted from earthquake focal mechanism studies (Berg-
man and Solomon, 1985; Petroy and Wiens, 1989) and are also perpendicular to the 
numerical computations of the Indo-Australian plate stress field (Cloetingh and Wor-
tel, 1985). Large amplitude gravity and geoid anomalies (30-8OmGal and 2-3m re-
spectively) are associated with the basement deformation (Weissel and Haxby, 1984; 
McAdoo and Sandwell, 1985). This folding takes up only a small proportion of the 
shortening (r15%) (Gordon et al., 1990), which is estimated from measurements on 
seismic reflection profiles and predicted by plate tectonic models of relative motion 
(Section 2.4.1), with the rest being taken up by extensive reverse faulting. 
The east-west extension of the undulations is limited by the presence of north-
south fracture zones. The peaks and troughs are offset by the fracture zones in maps 
produced from seismic reflection profiles (Figure 2.4) (Bull, 1990a; Geller et al., 1983) 
and this can also be seen on gravity maps (McAdoo and Sandwell, 1985). 
Clear faults are seen penetrating the crust and sediment cover (see Figure 2.5). 
The basement faults can be divided into southward and northward dipping sets which 
have differing characters. The southward dipping faults have a dip of more than 450 
while the northward set dip at between 35° and 40° (Beekman, 1994). Both sets have 
a listric character and steepen up in the sedimentary cover to between 40° and 90°. 
This steepening may be due to the change in rheology between the sediment and crust 
(Melosh, 1990) rather than changes in the state of stress. The faults strike 90-100°E 
which is perpendicular to the fracture zones in the area. 
It has been proposed that these faults originally formed as normal faults at the mid-
ocean ridge. Faulting was then triggered at the brittle-ductile transition and propagated 
upwards reactivating the mid-ocean ridge fabric when India collided with Asia in the 
late Miocene (Bull and Scrutton, 1992). Some faults are observed to penetrate the 
whole crust, and possibly into the subcrustal lithosphere, although the depth extent is 
not clear. 
The faults in the troughs of the undulations stopped slipping at the time of the 7Ma 
unconformity. This is shown by the absence of offset sediments in the troughs seen on 
seismic sections above this unconformity (e.g. Bull and Scrutton (1992)). The crests 
do not have any sediment deposition on them so it is difficult to tell if the faults are 
still active there. However, the faults on the crests appear to have larger displacements 
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Figure 2.5. Uninterpreted (top) and interpreted (bottom) stacked and migrated multichannel 
profile clearly showing north-dipping reverse faults. Also shown are sub-horizontal reflectors 
within the top of the basement that frequently truncate against fault planes. These are inter-
preted as hydrothermal alteration fronts. (Bull and Scrutton, 1992) 
and accommodate more shortening than those in the troughs suggesting that fault-
ing continued after the the formation of the lithospheric undulations (R.A. Scrutton, 
pers. comm.). 
2.3.2 Ninety East Ridge 
The Ninety East Ridge is a linear feature extending more than 4000 km from 5°N-
31°S, elevated approximately 2 km above the surrounding basins (Royer et al., 199 1) 
and is bounded to the east by a trough and peak structure (Hébert et al., 1996) (Fig-
ure 2.6). It continues northwards but is covered by the Bengal Fan. It is described 
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as an aseismic ridge, despite its recorded seismicity, because it has less seismicity 
than other oceanic ridges (Bowin, 1973). The Ninety East Ridge is now generally ac-
cepted to result from the northward drift of the Indian plate over a fixed hotspot (Royer 
et al., 1991). The Ridge has also been viewed as an uplifted fragment of oceanic crust 
(Francis and Raitt, 1967), or the result of convergence and overthrusting of the Cen-
tral Indian and Wharton Basins (Le Pichon and Heirtzler, 1968) linked to a spreading 
reorganization of the Southeast Indian Ridge in the Eocene (McKenzie and Sciater, 
1971). Other interpretations include a palaeospreading centre (Veevers et al., 197 1) or 
a fracture zone related to the northward drift of India (McKenzie and Sclater, 1971). 
Although the age of the lithosphere on either side of the Ninety East Ridge differs, the 
fracture zone causing this phenomenon is located to the east of the elevated ridge and 
does not appear to be directly related to the Ninety East Ridge itself. 
One of the earliest sources of direct observations on the Ninety East Ridge is work 
done by the DSDP in 1972. They carried out sampling of sediments, seismic reflection 
and refraction, gravity and magnetic profiling around each of the drill holes (von der 
Borch et al., 1972). ODP Leg 121 returned to the Ninety East Ridge in 1989 to try to 
improve the understanding of the origin and tectonic history of the Ridge (Peirce et al., 
1989; Weissel et al., 1991). Gravimetric and bathymetric data were also acquired in 
1993 on a long profile perpendicular to the Ninety East Ridge (Hébert et al., 1996). 
Results from this survey conclude that the ridge is of volcanic origin emplaced on 
young lithosphere. 
The morphology of the Ridge varies from north to south. This change is thought 
to be associated with the location of its formation in relation to the position of plate 
boundaries (Royer et al., 1991). The change in morphology from a blocky en echelon 
structure (Sclater and Fisher, 1974) to a more linear ridge further south (Figure 2.6) 
is associated with a decrease in contemporary seismicity (Stein and Okal, 1978). The 
northern section is thought to have formed in the middle of the Indian plate with the 
oceanic lithosphere belonging to the the Indian plate on both sides. The more southerly 
section is hypothesised to have been emplaced at the boundary between the Antarctic 
and Australian plates or between a short lived microplate and the Australian plate 
(Royer et al., 1991). Another proposal relates the blocky morphology of the northern 
section to the undulations observed in the Central Indian Basin (Stein et al., 1989; 
Petroy and Wiens, 1989). This means that the blocky morphology is associated with 











Figure 2.6. Morphology of the Ninety East Ridge showing the change from blocky structure 
in north to a more linear ridge south of 100S. 
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recent deformation rather than the environment of formation. 
Neprochnov et al. (1988) cited evidence of extended NE-SW faults from the north-
ern Ninety East Ridge in support of the theory that the whole region of deformation 
was part of a NE-SW trending wrench fault system which had interacted with weak-
nesses formed in a mid-ocean ridge setting. However it was admitted that records of 
such faults in other parts of the region of deformation were sparse and the theory has 
since been retracted by Neprochnov (J.M. Bull, pers. comm.). 
2.3.3 Bay of Bengal 
The Bengal Fan is about 3000 km long and greater than 1000 km wide. The sediment 
thickness at some points exceeds 20 km (Curray, 1994) (see Figure 4.3 on page 62). 
This can be subdivided into a Cretaceous and Palaeocene section up to 6 km thick 
off the continental shelf, and 16 km of overlying sediments from erosion of regions 
uplifted following the collision between India and Asia (Curray, 1991). Most of this 
sediment thickness is relatively undeformed. South of 15°N, where the seismicity I am 
studying is located, the sediment thickness is 10 km or less (Curray, 1994). This can 
still be divided into Pre-Eocene and Post-Palaeocene sections. 
Due to the great thickness of sediments present in the Bay of Bengal, little is known 
about the underlying crustal structure. Plate reconstructions suggest that it should be 
normal Cretaceous oceanic crust (Sclater et al., 1980). However, surface wave studies 
of crustal thickness suggest that it must be of continentlike thickness, 25 to 35 km 
(Brune and Singh, 1986). 
Two regional unconformities have been identified in the southern and eastern Bay 
of Bengal, using seismic stratigraphy, which correlate with structures in the Central 
Indian Basin and over the Ninetyeast Ridge (Curray and Moore, 1971). These are 
discussed in more detail in Section 2.3.1 but mark the division between pre- and post-
deformation sediments in the Bay of Bengal. 
2.3.4 Wharton Basin 
The Wharton Basin has a rugged topography in contrast to the smoother topography 
of the Central Indian Basin. South of the distal end of the Nicobar Fan ('-'S°S), the 
basin has a strong north-south grain, except in the vicinity of the Cocos-Keeling Atoll 
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(Sciater and Fisher, 1974), and this is interpreted as north-south trending fracture zones 
(Hébert et al., 1996). The age of the Wharton Basin decreases from the south (late 
Cretaceous) to north (late Eocene) (Sciater and Fisher, 1974) where Liu et al. (1983) 
and Geller et al. (1983) have identified a fossil spreading ridge from marine magnetic 
anomalies. Spreading along this ridge between the Indian and Australian plates ceased 
at approximately 45 Ma (Mid-Eocene). 
The average heatfiow in the west Wharton Basin is that which is expected for its age 
(Stein and Weissel, 1990). NE-SW trending gravity and geoid anomalies are identified 
in the Wharton Basin from 6°S-18°S (Stein et al., 1989). Petroy and Wiens (1989) 
extend this northwards to include 0-6 0 S. Basement folding has not been observed to 
the same extent as in the Central Indian Basin (Geller et al., 1983), and N-S strike-slip 
faulting is proposed as the main deformation control by Hébert et al. (1996). Reverse 
faulting with small offsets (<0.1 s two way time (TV ,/T)) and fault spacing of 3-5 km 
have also been reported (Geller et al., 1983) which is similar to that observed in the 
Central Indian Basin but of smaller magnitude. The sediment is also less thick than 
beneath the Bengal Fan with an average thickness of 0.6 s TWT. 
2.3.5 Chagos Laccadive Ridge and Chagos Bank 
The Chagos-Laccadive Ridge is an elevated ridge trending approximately north-south 
between 14°N and 9°S. The ridge is divided into irregular blocks separated by east-
west trending deep channels. To the southeast of the Chagos archipelago, a 5000 m 
deep trench runs parallel to the ridge. The ridge is aseismic, like the Ninetyeast Ridge, 
and is thought to have formed as a trace of the Reunion hotspot close to a spread-
ing centre-transform junction (Stein, 1978; Ashalatha et al., 1991). However, another 
interpretation proposes that the Chagos-Laccadive Ridge is an old transform fault as-
sociated with the northward motion of India between Cretaceous and Eocene times 
(McKenzie and Sclater, 1971). 
The Chagos-Laccadive Ridge is similar in structure to the Mascarene Plateau which 
lies on the African plate (McKenzie and Sclater, 1971). As a result it has been proposed 
that the two features formed together before being split by spreading on the Central 
Indian Ridge. 
The Chagos Bank is found to the south of the Ridge and is an area of high seismicity 
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(Wiens, 1986; Stein, 1978) unlike the main section of the Chagos-Laccadive Ridge. 
Earthquakes are generally shallow normal-fault events. 
2.4 Modelling of the Indo-Australian plate 
Two main types of modelling have been carried out in the Indian Ocean to fit the 
observed anomalous intraplate behaviour: 
• Platewide modelling to fit the stress and strain concentrations and orientations 
observed in the Indian Ocean and, in some cases, to estimate the magnitude of 
the stresses involved. 
• Lithospheric modelling to fit the deformation observed in the Central Indian 
Basin. Studies have used various rheological models to try to reproduce the 
wavelength and amplitude of the folding, using a realistic magnitude of force, 
while the effective lithospheric thickness is constrained by the observed maxi-
mum depth of earthquakes. 
2.4.1 Platewide modelling 
All the observations reported in the previous sections need to be taken into account 
when producing platewide models. The key ones to be matched are: 
• The diffuse seismicity that stretches from Chagos to the Sunda Trench 
Normal faulting near Chagos Bank 
• Compressive and strike-slip faulting east of 75°E 
• High seismicity and associated blocky morphology of the Ninety East Ridge 
north of 100 S 
• Folding and reverse faulting in Central Indian Basin 
Relative plate motion models are based on the theory that if three plates behave 
rigidly at a triple junction, the three Euler vectors describing their relative motions 
must sum to zero, within the velocity estimate uncertainties (McKenzie and Morgan, 
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1969). Minster and Jordan (1978) noted that the AfncalAntarcticallndo-Australian 
triple junction had significant non-closure. They reduced this misfit by dividing the 
Indo-Australian plate into two sections along a boundary near the Ninety East Ridge 
with the seismicity as a constraint on its position. This produced a statistically sig-
nificant improvement but did not satisfy the observations of deformation made in the 
Central Indian Basin and across to the Chagos region. Neither did it explain the change 
in character of the Ninety East Ridge south of 10'S. 
Later plate models improved on the theory of separate Indian and Australian plates 
by using a diffuse plate boundary to explain the large extent of the observed seismicity 
and deformation (Wiens etal., 1985, 1986; DeMets etal., 1988; Gordon etal., 1990). 
At first, models assumed that the diffuse boundary had the Ninety East Ridge as its 
eastern limit (Wiens et al., 1985; Stein et al., 1988) and that the western limit was 
defined by the intersection of the Carlsberg and Central Indian Ridges. More recent 
models maintain the western limit but extend the diffuse boundary to the Sunda Trench 
through the Wharton Basin (Gordon etal., 1990; Petroy and Wiens, 1989). 
Magnetic anomalies, spreading rates, fracture zone orientations and earthquake slip 
vectors were used to determine the position of the Euler pole for the studies. Once 
a location for the Euler pole has been determined, strain rates can be calculated at 
distances from the pole and matched to the observations of shortening measured from 
seismic reflection profiles. Recent research (Van Orman etal., 1995), which measured 
the crustal shortening due to the faults visible in seismic reflection profiles recorded by 
the Marion Dufresne (Chamot-Rooke et al., 1993), produced evidence in support of the 
theory that the Central Indian Ocean is part of a broad plate boundary with shortening 
taking place along it. The amount of shortening varies along the proposed location of 
the boundary with its magnitude related to its distance from the Euler poles of rotation 
(Royer and Chang, 1991; DeMets etal., 1994; Royer etal., 1997). This suggests that 
the plates are behaving as rigid bodies away from a diffuse boundary. The convergence 
across the plate boundary is slow according to Van Orman et al. (1995), being only a 
few mms per year rather than the few cms per year often associated with convergent 
plate boundaries. 
Values from papers which locate the Euler pole are shown in Table 2.2 and in Fig-
ure 2.7. Shortening estimates calculated from these pole locations and angular veloci-
ties are studied in more detail in Section 7.2. 
















A 1.5 0 S 69.60E 0.48°/m.y. Wiens et al. (1985) 
B 5.5 0 S 77.70 E 0.31±0.07 0/m.y. 3Ma Gordon et al. (1990) 
C 11.1 0 S 78.0°E 0.340Im.y. lOMa Royer and Chang (1991) 
D 3.20 S 75.1 0E 0.298±0.0920/m.y. 3Ma DeMets et al. (1994) 
E 10.1 0 S 81.50E 0.1+0.060/m.y. Tinnon eral. (1995) 
F 5.170 S 73.940E 0.240±0.0240/m.y. 1 Ma Royer etal. (1997) 
Table 2.2. Table to show Euler pole positions and predicted rates of angular rotation. 
Figure 2.7. Euler pole locations shown in Table 2.2. Error ellipses are not shown for reasons 
of clarity but can be found in the referenced papers. Note that poles B—F are located in the 
aseismic region of the west Central Indian Basin. 
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The locations of the Euler poles all imply the existence of shortening to the east of 
their location and extension (and associated normal faulting) to the west. Poles from 
Gordon et al. (1990) and later papers agree with the observed change from normal 
faulting on the Chagos Bank to a compressional and strike-slip setting in the Cen-
tral Indian Basin. Wiens et al. (1985) predict compression from west of the Chagos-
Laccadive Ridge to the Sunda Trench which does not agree with the normal faulting 
observed on the Chagos Bank or the low level of seismicity in the western Central 
Indian Basin. 
The Euler pole calculated by Tinnon et al. (1995) is inverted from strain rates cal-
culated from Centroid Moment Tensor (CMT) earthquake solutions (e. g. Dziewonski 
and Woodhouse (1983)), unlike the others shown in Figure 2.7 which are calculated 
using seafloor magnetic anomalies and transform fault trends. There are high error 
bounds on the location of pole E (10.1°S+9.1°, 81.5°E±5.4°) which mean that the 
95% confidence ellipses for poles E and D overlap. The lower value for rate of ro-
tation is probably related to the use of seismic rather than tectonic controls on strain 
rate and implies that a maximum of 60% of the plate motion has been released by 
seismic activity in this century (see Chapter 7 for further comparison of seismic and 
tectonic moment release). Tinnon et al. (1995) also conclude from their modelling 
that the Ninety East Ridge needs to be of a lower relative strength than the Wharton 
Basin in order to allow the observed strike slip motion along and adjacent to the Ridge. 
However, pre-existing lithospheric structure is required to explain the observed strike 
slip deformation in the Wharton Basin. The Wharton Basin also appears to be mov-
ing northeastwards, in the model, relative to the Indian plate which agrees with the 
observed change in boundary conditions (continent-continent collision to subduction) 
between the Central Indian Basin and Wharton Basin. 
Numerical modelling has also been carried out to try to match the magnitudes and 
orientations of the stresses derived from the intraplate earthquakes using the assump-
tion that the earthquakes fracture pristine lithosphere rather than occurring on pre-
existing faults (see Section 2.2). For the purposes of modelling the state of intraplate 
stress, plate tectonic forces are assumed to dominate (Richardson et al., 1979; Cloet-
ingh and Wortel, 1986; Coblentz et al., 1997). Other factors contributing forces to the 
intraplate stress field, such as topography and flexure arising from sediment loading, 
are considered to be small and of local effect. The predicted magnitude and orientation 
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of the stresses vary widely across the Indo-Australian plate (see Figure 2.8). 
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Figure 2.8. Stress directions and magnitudes predicted across the Indo-Australian plate by 
Cloetingh and Wortel (1986). 
Modelling of the stress field using finite difference and finite element numerical 
schemes, produces predictions of the orientation and magnitude of the stresses across 
the plate. However, the magnitude of the intraplate stresses varies by an order of 
magnitude from the work of Richardson et al. (1979) and Coblentz et al. (1997) (40-
100 MPa) to that of Cloetingh and Wortel (1986) (hundreds of MPa). Many of the 
first-order stress features can be explained in terms of the ridge push force if there is 
stress focusing along the collisional boundaries (e. g. Himalayas). The varied nature 
of the plate boundary, which is reflected in the change in dominant earthquake focal 
mechanism between the Central Indian Basin and the Wharton Basin, leads to an com-
plex regional stress field (Deplus et al., 1997). The differences between the models 
of Coblentz et al. (1997) and Cloetingh and Wortel (1986) are ascribed mainly to the 
difference in applied forces along the northern margin where the force magnitudes are 
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poorly known (Coblentz et al., 1997). Despite the misfit to the plate motion data de-
scribed above, both of the models use a single Indo-Australian plate of present-day 
shape on which to perform their calculations. This is justified by noting the smooth 
rotation of the principal stress direction even across the proposed diffuse boundary 
(Coblentz et al., 1997). 
Stress drops from earthquakes place a lower bound on estimates of magnitudes of 
stress in the lithosphere but these are likely to be signficantly smaller than the differ-
ential stresses involved in the initiation of folding. We can consider earthquakes as 
critical phenomena (Main and Burton, 1990) with the calculated stress drop serving 
to bring the lithospheric stresses below the critical stress and not relieve the stress to 
zero absolute value. Govers et al. (1992) use a rheological model and focal depths to 
calculate values for differential stress within the lithosphere. At all times, they use the 
parameter values which will produce a minimum estimate for the differential stress. 
Their results are in the same order of magnitude as those predicted by the finite el-
ement model of the Indo-Australian plate by Cloetingh and Wortel (1986). However 
their calculations assume that the earthquakes break unfractured lithosphere rather than 
occurring along pre-existing faults so their values may be too large. 
2.4.2 Lithospheric modelling of the Deformation 
Determination of the.causes and magnitudes of stresses and strains required to produce 
the deformation observed in the central Indian Ocean has been carried out in several 
ways: 
• Analytical solution 
• Numerical modelling 
• Analogue modelling 
• Geological interpretation 
These methods have been used to determine different aspects of the deformation, 
including the order in which the phases of deformation occurred, the required stresses, 
and as a constraint on a realistic rheology for the deforming lithosphere. All the models 
rely heavily on observations from the central Indian Ocean to provide input parameters 
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and to confirm results. Key observations are those of earthquake epicentral and depth 
distributions which are important in the constraint of rheological variation over the 
area and in the definition of strength profiles. 
A range of rheologies, from elastic to Newtonian viscous, have been used to model 
the periodic instabilities observed in the Central Indian Basin. If the lithosphere is 
modelled as a thin elastic plate, the form of deformation produced is buckling, but this 
has been shown by Weissel et al. (1980) to occur at stresses (2400 MPa) exceeding 
the strength of the lithosphere, which would mean that the plate would fracture before 
buckling took place. The wavelength observed also requires the effective elastic thick-
ness to be half that predicted by the lithospheric age (12 km rather than 20-30 km). 
This model appears to be too simple to reproduce the observed deformation at feasible 
stresses and with an appropriate lithospheric thickness. 
Kamer and Weissel (1990) extended this model to be a two dimensional thin elas-
tic plate over an inviscid fluid to study the controlling mechanism of the location of 
the observed undulations. They found that the Afanasy-Nikitin Seamount could have 
provided the initial deflection to allow in-plane forces to produce the observed folding. 
However, the in-plane forces required for the flexural deformation were only slightly 
less than those reported to produce buckling. 
Wallace and Melosh (1994) replaced the thin elastic plate with a thick elastic plate 
(32km thick) with its upper surface cut by evenly-spaced faults. This was numerically 
modelled using the finite element technique. The fault penetration was varied between 
0 and 75% of the plate thickness. The buckling wavelength was shown to be inde-
pendent of the initial imposed wavelength but was modified by the presence of faults 
such that the wavelength was halved for a plate with closely spaced faults penetrating 
75% of the plate compared to a continuous plate. Buckling stress (100-300 MPa) was 
also minimised by the presence of faults but increased slightly with increasing differ-
ence between the initial deformation wavelength and the buckling wavelength. The 
buckling response was unaffected by fault dip. The results imply that the true elastic 
thickness of the plate could be significantly greater than that predicted by analytical 
solution of a continuous plate model such as that of Weissel et al. (1980). 
If the preceding analytical elastic plate model is modified to become an elasto-
plastic model where the yield stress is a function of depth as shown in Figure 2.9, 
the required stresses for buckling are reduced to the order of 600 MPa (McAdoo and 
Chapter 2. Central Indian Ocean 	 32 
10% 	








Figure 2.9. Yield strength versus depth for elastic-plastic lithosphere of age 55 Ma. Typical 
bending stress profile is shown (arrows) for state of net axial compression. After McAdoo and 
Sandwell (1985) 
Sandwell, 1985). Results from experimental rock mechanics are used to construct 
this yield stress envelope. These results are the upper limit on the strength of the litho-
sphere according to Martinod and Molnar (1995) since the results must be extrapolated 
over several orders of magnitude and do not therefore incorporate the effects of water 
and grain size effectively. The reduction in buckling stress is achieved due to failure in 
the upper and lower sections of the lithosphere leaving an elastic core that is approx-
imately 9 km in thickness which then buckles. Martinod and Davy (1992) note that 
McAdoo and Sandwell (1985) assumed that the stresses applied to the lithosphere are 
all concentrated in the elastic core and neglected the 80% of the lithosphere which is 
deforming by plastic deformation. Martinod and Davy (1992) use the same rheological 
profile, but assume that the stress is uniformly distributed across the whole lithosphere, 
and find that 200 km wavelength buckling can no longer be produced using this model. 
Beekman et al. (1995) numerically modelled the lithosphere using an elasto-plastic 
rheology to produce the observed undulations. Faults, dipping 450,  with a spacing and 
depth of 5 km were included in the upper part of the model to represent the pre-existing 
mid-ocean ridge normal faults. Boundary effects which mimic the effects of the India-
Himalayan collision, subduction and mid-ocean ridge were also incorporated. The 
lithosphere consisted of a 6 km basaltic crust with a mechanical base at 40 km in 
accordance with observed earthquake depths. Dip angle, spacing and friction param-
eter variations on the crustal faults had virtually no effect on the buckling wavelength 
or amplitude. However, crustal fault reactivation appeared to provide the triggering 
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mechanism for the folding and in its absence no folding occurred since it relied on the 
horizontal loading to reduce the mechanical strength. 
The next step from these models is to investigate the response of a purely plastic 
rheology. Martinod and Davy (1992) applied analytical solutions of a perturbation 
theory (Zuber, 1987; Ricard and Froidevaux, 1986) to a stratified lithosphenc model 
with a plastic layer overlying a viscous halfspace with exponential depth-decreasing 
viscosity. The analytical solution is only appropriate for small amplitudes so the model 
was also tested using analogue models which will be discussed later in this section. In 
all cases, buckling was the method of deformation when the strongly viscous part of the 
ductile lithosphere was taken into account. The thickness of the plastic layer proved to 
be the main control on the wavelength of the undulations produced, with a thickness of 
40±14 km producing the observed wavelength of 175±75 km. This thickness agrees 
well with observations of the depth extent of seismicity for the region. The stresses 
associated with this buckling are 600-1000 MPa which are similar to those predicted 
by the model of Cloetingh and Wortel (1986). Martinod and Molnar (1995) argue 
for the role of sediments in the development of the folding using the same model 
(Martinod and Davy, 1992; Ricard and Froidevaux, 1986; Zuber, 1987). They find 
that the required stress is reduced to 35-140 MPa by the presence of sediments and 
suggest that the growth rate of the folds may be limited by the sedimentation rate. 
The results from these analytical solutions were tested using scaled analogue mod-
els by Martinod and Davy (1994) and Bull et al. (1992). Both sets of experiments 
found that buckling of the whole brittle layer was the dominant deformation for small 
strains. The ratio of lithosphenc thickness to wavelength of deformation was slightly 
higher than in Martinod and Davy (1992)'s analytical solution with a lithospheric 
thickness of '-30 km producing wavelengths of 190-240 km when the model had 
been scaled up. 7 My was the length of time predicted from the models to reproduce 
the observed amplitudes of folding (Bull etal., 1992) which agrees well with the pro-
posed onset time of deformation (Cochran et al., 1989) but not with the proposal that 
the buckles developed rapidly in much less than 7 My (Cloetingh etal., 1992). Beyond 
5% shortening, thrust faults develop at the inflection points on the folds of the models, 
but these are not equated with the observed thrust faulting in the Central Indian Basin 
which is more uniformly distributed. 
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Figure 2.10. Models of oceanic lithosphere for a) viscous flexure and b) hydrodynamic flow 
formulations. In the hydrodynamic flow model the upper layer represents oceanic crust and 
the lower layer and half space correspond to strong and weak regions of the upper mantle, 
respectively. The thickness of the strong layer of the lithosphere h equals the sum of the 
crustal h 1 and mantle h2 layer thicknesses. a is the horizontal normal stress due to the 
uniform compression, a is the vertical normal stress exerted on the bottom of the layer by 
the viscous substrate, is the mean horizontal strain rate. 
Zuber (1987) also modelled the lithosphere as a viscous or plastic layer overlying 
a viscous halfspace. Two forms of deformation were modelled, viscous flexure and 
hydrodynamic growth of instabilities, as shown in Figure 2.10. In the former, a thin 
plate approximation was used which assumed that the shear stresses due to vertical 
loading were insignificant in comparison to the horizontal bending stresses, which 
meant that only folding could be produced. In the latter, the effects of the shear stresses 
were incorporated and a range of deformation styles was possible. The thickness of 
the mechanically strong part of the lithosphere was constrained using the earthquake 
depths calculated by Bergman and Solomon (1985) and this allowed Zuber (1987) to 
discount the flexural model as inapplicable. The upper limit on the thickness, h, is 
proposed as the depth below which earthquakes no longer occur. However h could be 
significantly less if the absence of shallow events which is observed in Bergman and 
Solomon (1985)'s results leads to the conclusion that the upper lithosphere should be 
excluded. h could then be as little as 10km. 
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Proposed lithospheric thickness Form of deformation 
10 < h < 20 km 	 Flexural folding 
20 < h < 40 km Folding with periodic layer thickening 
h > 50 km 	 Inverse boudinage of the strong layer 
Table 2.3. Proposed deformation character, which is highly dependent on the lithospheric 
thickness 
Table 2.3 shows her results for the hydrodynamic model. Rheological and seismo-
logical evidence deny the possibility of inverse boudinage, but the presence or absence 
of thickening under the topographic highs has not been confirmed as results from seis-
mic refraction work have been contradictory (Leger and Louden, 1987; Louden, 1995; 
Bull and Scrutton, 1992). The deviatoric stresses required for deformation are of the 
order of 100's of MPa (40-300 MPa) for a sediment-covered or sediment-free litho-
sphere. The results suggested that sediment cover would assist the onset of intraplate 
deformation but would not be essential. 
The possibility of the Central Indian Ocean being the site of a nascent subduction 
zone as suggested by Levchenko (1989) among others, was looked at by Shemenda 
(1994) using 2D and 3D analogue models. The 2D models produced the upper litho-
spheric thrust faulting, followed by flexural buckling and finally complete lithosphenc 
failure initiating subduction. The flexural buckling wavelength was dependent on the 
thickness of lithosphere as found in previous analogue and analytical models (Bull 
et al., 1992; Martinod and Davy, 1992) with a lithospheric thickness of 60-70 km 
producing buckling with a wavelength of 200 km. This thickness is significantly 
greater than those previously predicted and larger than that estimated from maximum 
earthquake depths. 3D modelling, using a first approximation of the Indian continental 
margin and adjacent boundaries of the Indo-Australian plate, produced similar results 
with the deformation concentrating around the southern tip of the Indian continent in 
the northern Central Indian Basin. 
2.5 Summary 
• There is diffuse seismicity between Chagos, close to the Central Indian Ridge, 
and the Sunda Trench. This is not a continuous zone as there is a region of 
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apparent aseismicity in the west Central Indian Ocean Basin. 
o Normal faulting is the dominant earthquake mechanism near the Chagos Bank. 
Only compressional and strike-slip faulting are found east of 80°E with focal 
depths as deep as 40 km below the seafloor. 
• E-W trending folds with a 100-300 km wavelength and an amplitude of 1-3 km 
are observed in the upper lithosphere of the Central Indian Basin. Only 15% 
of the observed shortening is accounted for by this folding with the remainder 
being taken up by extensive 45° dip reverse faulting. 
• The Ninety East Ridge has high seismicity and associated blocky morphology 
north of 10°S. 
• The Bengal Fan means that there is a great thickness of sediment in the Bay of 
Bengal. The Fan provides significant seafloor sediment cover at least as far south 
as 5°S. 
• NW-SE trending gravity and geoid anomalies are identified in the Wharton Basin 
at least south of 6°S. Basement folding and faulting are less well developed 
than in the Central Indian Basin with N-S trending fracture zones being a more 
dominant feature. 
• Plate reconstructions locate an Euler pole between Indian and Australian plates 
in the western Central Indian Basin. Convergence across the boundary is a few 
millimetres per year. 
• Numerical modelling of the orientations of principal stresses matches those in-
terpreted from observed earthquakes despite the problems associated with deriv-
ing principal stress directions from focal mechanisms (McKenzie, 1969b). How-
ever, there is an order of magnitude difference (40-100's MPa) in the predicted 
stress magnitudes between the numerical models. 
• Models of the lithospheric folding in the Central Indian Basin use a range of 
elastic, plastic and viscous rheologies. All models require weakening of the plate 
before folding can take place at stresses ranging between 40 and 2400 MPa. This 
is accommodated by applying the effects of faulting, the presence of sediments, 
and lithospheric thinning by creep. Constraints on the lithospheric thickness and 
the variation of strength with depth are provided by earthquake focal depths. 
Chapter 3 
Earthquake Interpretation Methods 
3.1 Introduction 
The majority of studies of the intraplate seismicity in the central Indian Ocean have 
used long period data to determine the characteristics of the earthquakes in the region. 
For example, Bergman and Solomon (1985) used Nábëlek's method of long period 
inversion on long period WWSSN data. The previous methods of determination have 
all used best fit solutions which are allocated error bounds. This project will use the 
relative amplitude method (Pearce and Rogers, 1989), on broadband, short and long 
period records, which gives an estimate of the focal mechanism constrained to a set 
of compatible solutions rather than a single preferred solution. Short period methods 
are better suited to the study of small shallow earthquakes than long period methods 
because the reflections from the surface (pP, sP and pwP) are separated from the P 
wave on the seismogram and the short period seismograms often have a better signal to 
noise ratio than the long period seismograms. The improvement in the signal to noise 
ratio is especially strong if short period arrays are used. The identification of surface 
phases is simpler than using the interference pattern that results from the interaction 
between the surface phases and the P wave on the long period seismogram which 
can be characteristic of the focal depth, as the interference pattern is more difficult to 
interpret without ambiguity (including the problems of near source effects). 
37 
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3.2 Long period waveform methods 
Nábèlek (1984)'s method, as used by Bergman and Solomon (1985), consists of the 
least-squares fitting of observed and synthetic long period WWSSN seismograms which 
have a wide bandwidth. Synthetic seismograms for P and SH waves are produced, us-
ing propagator matrices, to represent the complete body waveform response for a point 
source in a layered velocity structure at teleseismic distance. The SH waves provide 
greater sensitivity to the fault strike of dip-slip focal mechanisms than P waves and 
allow resolution of the ambiguity between depth and the time function. 
A series of box functions, whose width and number are specified, are used to pa-
rametense a source time function. Simultaneous inversion is done to obtain estimates 
of scalar seismic moment, centroidal depth, double couple orientation (strike, dip and 
slip angle) and the relative amplitudes of each element of the source time function. 
Double couple mechanisms are assumed for all earthquakes. Centroid depth is the 
depth of the best fitting point source and approximately corresponds to the depth to the 
centre of the rupture area (Dziewonski and Woodhouse, 1983). The long period solu-
tion yielded by this method, and others such as the CMT method, for the earthquake 
may differ from that calculated from first motion methods since the latter is a short pe-
riod estimate of the best double couple mechanism and depth at the time of earthquake 
nucleation (Sipkin, 1986) rather than over the filtered time window. The long period 
instrument has a lower frequency response than the short period instruments which 
has the advantage of simplifying the required velocity structure but means that depth 
resolution may be poorer even before velocity errors are taken into consideration (see 
Chapter 4 for further discussion). 
Inversion is only carried out on points within a specified window starting at the 
onset of the direct P or SH phase with the length of the window varying dependent on 
the size of the event, instrument type and phase being modelled (15-50 s). Weighting 
is applied to each station depending upon the background noise level and also for poor 
station distributions. 
The Centroid Moment Tensor (CMT) method (Dziewonski et al., 198 1) uses a least 
squares inversion to determine values for scalar moment, orientation of maximum, 
minimum and intermediate axes and the deviatoric component of moment (constant 
volume). Body wave seismograms up to the arrival of the fundamental surface waves 
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are low pass filtered at 45 seconds. Iterative forward modelling is then carried out 
to produce a satisfactory match by reducing the misfit between calculated synthetic 
waveforms and the filtered observed data. The centroid location (x, y, z) and the origin 
time can also be obtained. The depth determination is good for deep earthquakes, 
but for small shallow earthquakes (such as those in the Central Indian Ocean) depths 
may be poorly constrained (Ekström, 1989) and are often defaulted to 0 or 15 km 
depth. This means that for the study of earthquake focal depth variation in a region 
such as the Indian Ocean, the CMT method and other long period methods are less 
suitable than short period methods since they are less able to discriminate between the 
earthquake focal depths. Shallow earthquakes also have an effect on the vertical dip-
slip moment tensor components, which approach zero value as the hypocentre nears 
the surface (Ekström, 1989) due to the opposite polarities of the pP and sP surface 
reflections interfering with one another. Although the CMT solutions give values for 
the statistical error, it is not clear how these relate to errors in the determination of 
the focal mechanism orientation (Bowers, 1994). The statistical error is quoted on the 
eigenvalues of the solution resulting in an ellipsoidal shaped error distribution which 
is not representative of the true errors in the source parameters. The CMT solution is 
constrained to have zero volume change but not to be a double couple. This means that 
the diagonalised moment tensor will sum to zero but will not necessarily have a zero 
value intermediate component (A 2 )as required for a double couple solution. The "best 
double couple" (BDC) which is routinely published in the CMT solutions is obtained 
by setting the value of '2  to zero and thus forcing a double couple solution. For the 
BDC to be a valid approximation to the best fit moment tensor, the value of A 2 should 
be small in relation to the other two components. 
The other method applied routinely to earthquakes of large enough magnitude 
(Mb >5.7) is that of Sipkin (1982) which will also be referred to as the USGS Moment 
Tensor method. The same parameters as in the CMT method are calculated using P 
waves filtered between 15 and 55 seconds meaning that the examined periods are al-
most mutually exclusive. Solutions are constrained to have constant volume (purely 
deviatonc) but not to be double couples. Sipkin (1986) reports that there is a lack of 
resolution in the moment tensor elements defining strike slip component of faulting 
determined using P wave inversion (as used in the USGS MT method), unlike the 
CMT method which suffers problems in resolution of dip-slip components of faulting 
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for shallow earthquakes. It is not clear theoretically why there should be this resolution 
problem with the strike slip component. 
3.3 First motion and associated methods 
It follows from the equivalent force system that the focal sphere can be divided into 
positive and negative polarity quadrants as dictated by double couple models (Fig-
ure 3.1). This forms the basis of first motion methods for determining the focal mech-
anism. The first motion method requires a large number of seismograms with a good 
distribution of stations over the focal sphere. In the Indian Ocean the focal sphere cov-
erage is limited because most of the stations, within teleseismic range, are located in 
Europe and Asia. Stations in the USA are either in or beyond the core shadow, which 
makes them more difficult to interpret. The information used in the method is of a 
binary nature (positive, negative or indeterminate polarity) and omits any other data 
contained in the seismograms, such as amplitude. 
Amplitudes vary across the focal sphere and can be used to locate the fault and 
auxiliary planes (nodal planes) which are planes of zero amplitude. The use of abso-
lute amplitudes to determine focal mechanism requires a knowledge of the anelastic 
attenuation and other path effects affecting the seismogram (Pearce, 1977). The use 
of absolute amplitudes is limited to long period seismograms which require less de-
tailed information. Shallow focus earthquakes cannot be studied using long period 
seismograms as the surface reflections interfere with the P arrival. The need to ac-
count for anelasticity along the path and in the receiver region can be overcome by 
using the relative amplitudes of the direct arrival (P) and the surface reflections (pP, 
sP, pwP) (Pearce, 1977; Langston and Helmberger, 1975). For shallow earthquakes, 
the only path difference between these phases is that above the source. The amplitude 
reduction due to this additional short path is caused by attenuation along the path and 
scattering from reflectors above the source. 
In the ideal case of a small earthquake with all pulses in the P wave coda less than 
one second in length, measurements can be made of the relative amplitudes of P and 
the surface reflections on short period records. Appropriate confidence limits are then 
applied to these values and a systematic search made for all fault plane orientations 
which satisfy these observations (Pearce, 1977, 1980). Even if the surface reflections 











Figure 3.1. (a) Equivalent double couple force system. (b) Variation of amplitude of P wave with 
location on the focal sphere. After Pearce (1977). 
cannot be identified, an upper limit on their amplitudes can be assigned and this con-
strains the solution better than the P-wave polarity alone. The amplitude bounds are 
described using a probability function. The nature of the probability function depends 
on the computer program being used to determine the focal mechanism. In the Relative 
Amplitude Moment Tensor Program (RAMP) (Pearce and Rogers, 1989), a rectangu-
lar probablility density function is used; the Gaussian Relative Amplitude Method 
(GRAM) (Rogers and Pearce, 1992) uses a Gaussian probability density function. 
RAMP assumes that all relative amplitudes within the range corresponding to the 
input measurements have equal likelihood. The RAMP output restricts solutions to 
acceptable and inacceptable rather than maximising a criterion function. This means 
Strike direction 
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that unrealistic error bounds are not put on the solution. For example, the strike con-
trol for a thrust fault is poor due to the limited station coverage being unable to fix 
the fault plane orientation. However, the error bounds put on the strike direction by 
waveform inversion methods can be as little as +2°. GRAM allows us to find the most 
probable source parameters for a particular earthquake by accepting that values away 
from the midpoint of the relative amplitude space are less likely to represent the true 
amplitude. GRAM produces a "compatibility" value for each of the solutions. The 
"most compatible" solution is the one with greatest likelihood with the fewest number 
of incompatible polarity observations. 
North 
(a) 
Figure 3.2. a) Aki and Richards (1980) and b) Blacknest notation for fault plane solutions. 
All solutions are displayed on a vectorplot as shown in Figure 3.3. The relation-
ship between the RAMP (Blacknest) fault plane notation (derived from Douglas et al. 
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(1972)) using slip (), dip (6) and strike (a), and Aki and Richards (1980)'s notation 
which uses strike (a), dip (8) and rake (\), is shown in Figures 3.2 and 3.3. 
The earthquakes being studied in the Indian Ocean do not fulfil the ideal case of a 
small earthquake with a pulse duration of less than one second. The relative amplitude 
method can still be used. The seismic pulse on short period records is differentiated 
when its duration exceeds the passband of the instrument. The amplitude cannot then 
be used for input into the relative amplitude method. If the short period record is con-
verted to a broadband response, the area under the pulse can be measured. The pulse 
area is equivalent to the amplitude measured on an undifferentiated short period seis-
mogram and this allows the relative amplitude method to be used for larger magnitude 
events. The pulse area is an integration of the point double-couple amplitude over the 
fault plane (Savage, 1966) which means that a finite fault rather than a point source is 
considered in the relative amplitude method. 
3.4 Pulse durations 
Broadband seismograms from larger earthquakes often exhibit phases with differing 
pulse durations. The variation in duration has been explained in two ways. Firstly, 
a contrast in the anelastic attenuation factors in the different propagation paths. Sec-
ondly, by the existence of a finite source and a resulting directional variation in the 
duration of seismic radiation (Pearce and Stewart, 1989). If the latter is the cause, 
pulse durations can be used to distinguish the true fault plane from the degenerate fault 
plane orientations (fault and auxiliary plane). According to Pearce and Stewart (1989), 
variation in pulse duration is unlikely to be significant on a short period seismogram 
below magnitude mb=5.5. However, I have observed measurable variations in pulse 
duration on broadband seismograms (original and converted from short period) from 
earthquakes with magnitudes down to mb=5.3. 
Earthquakes can generally be assumed to be produced by slip faulting which begins 
at a point and spreads radially outwards on the fault surface. The slip initiates close to 
the centre of the stressed region and propagates outwards on the fault plane to near the 
boundary of the stressed region (Savage, 1966). A mathematically simplistic model 
of this process with no stress discontinuities across the fault surface was developed by 
Savage (1966). This model was then used as the basis of the Pearce and Stewart (1989) 
Chapter 3. Earthquake Interpretation Methods 	 44 
SLIP ANGLE IN FAULT PLANE 	RAKE 
45 90 135 180 






faults [vertical dip 
+ 	+ 	+ 	+ 
siip 	+ + + 
+ 'STRIKE sTRIKE  
+ 	+ + 	+ 	+ 
45 dip slip 
+ + 	+ + + 
45 4 5 + 	+ + 
+ 0 + + + + 
normal 
W 
+ 	+ + 	+ + 	+ 	+ + + 	+ + + 
Z 












strike slip (dextral] 
LL 
a 




+ 	+ + 	+ + 	+ 	+ 
45 dip slip 
+ + 	+ + + 
135 + 	+ 
45 
 + +(1) 	+ ± () 	+ + 
+ 	+ 1+ 	+ 
reverse 
+ 	+ 	+ + + 	+ + + 
STRIKE "STRIKE 
+ + 	+ 	+ 	+ 	+ 	+ 	+ 	+ 











Figure 3.3. Vectorplot for displaying focal mechanisms with an arbitrary confidence 
volume in dip, strike and slip angle. Lower hemisphere stereographic projections in-
dicate the type of fault plane orientations represented by various combinations of slip 
and dip and are shown oriented for a strike of 3600  (northerly). Angles are shown 
in RAMP notation (black type) and Aid and Richards notation (r.J lvpc). Shaded 
quadrants are positive. Different parts of the plot characterize various fault types and 
some of these are shown. Where the interchange of fault and auxiliary planes yields a 
different fault type, this is shown in square brackets. 
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method to determine preferred source geometries from a pre-determined source orien-
tation and measured seismic phase durations. The fault plane is modelled as an ellipse 
with initiation occurring at one of the foci and propagating on an expanding circular 
contour until it comes into contact with the outer boundary of the ellipse (Figure 3.4). 
The faulting will propagate on a circular contour since the elastic parameters on which 
it is dependent will not vary with direction but solely with position. This variation with 
position generates the terminal elliptical contour. One set of scalar parameters covers 
the full range of source geometries. If the ellipticity, €, is varied, the source shape can 
be varied between a line source and a circular fault. 
The program DPLR implements Pearce and Stewart (1989)'s method. Its notation 
is compatible with RAMP and GRAM and the programs used for forward modelling 
(BIGE). The orientation of the ellipse used to describe the fault plane is shown in 
Figure 3.4. The output parameters used to describe the fault motion are: 
jY: the angle of the major axis measured anticlockwise from the fault strike 
c: the eccentricity of the ellipse = a - b/a (0 for a circle and 1 for a line source) where 
a is the major axis length and b is the minor axis length 
Vr : the rupture velocity expressed as a fraction of the P wave velocity in the source 
medium. 
Figure 3.4. Orientations of parameters for DPLR 
When an asymmetric trapezoid is used as the source time function for long period 
waveform modelling, the shape of the P pulse is fitted using a series of box functions 
with variable amplitudes (Nábèlek, 1984) to represent the variation of velocity of slip 
on the fault with time. However, the shoulder observed in the P pulse shape can be 
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produced in several ways. The history of motion on the fault plane can produce a 
variation in the rate at which displacement is accumulated and thus a shoulder on 
the seismogram. Alternatively, a drop in wavespeed below the source can produce 
the same effect by producing an S to P conversion of opposite polarity to P. This 
conversion interacts with the P pulse to produce a shoulder (Douglas et al., 1990). 
The shoulder may also be a stopping phase which is associated with the effective locus 
touching the bounding curve for the first or last time. This leads to discontinuities in 
the slope of the displacement curve (Savage, 1966). 
Madariaga (1976) studied the variation in reasonable rupture velocities across a 
fault. He concluded that these lay between 0.6/3 and 0.9/3 where /3 is the S-wave 
velocity in the source medium. For the purpose of modelling in my study in the Central 
Indian Ocean, I use 0.6 or 0.70 as the rupture velocity and this gives a maximum stress 
drop value for the modelling of the broadband pulse since it minimises the required 
fault plane area. The seismic moment is constant regardless of the selection of rupture 
velocity and stress drop since it is proportional to the broadband pulse area. 
The fault plane to be modelled is selected from the centre of the compatible solution 
region, which has a rupture velocity of between 0.6 and 0.70. 
3.5 Forward modelling 
Synthetic seismograms were produced using the method of Douglas et al. (1972) 
which has been used extensively in the literature (e. g. Pearce (1981), Bowers (1994), 
Pooley et al. (1983)) to confirm results obtained using the relative amplitude method 
and directivity measurements. Error estimation is difficult as it is hard to estimate by 
eye the fit between observed and synthetic seismograms. The signal to noise ratio of 
the observed seismogram is a key influence. However, the errors in the input variables 
are well known, apart from the anelastic attenuation and scalar moment. 
This method for generation of seismograms (BIGE) uses the Savage (1966) model 
of fault slip (see Section 3.4) to provide a source of seismic waves which are then 
propagated through a horizontal plane-layered structure in which the source is buried. 
Anelastic attenuation and geometrical spreading factors are taken into account along 
the path between the source and the receiving station. The receiver is located at the 
free surface of a set of horizontal layers at a distance A from the source. A review 
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of the theory can be found in Douglas et al. (1972). Here I will deal with the method 
implementation with respect to the earthquakes to be studied. 
The slip across the fault can be varied when using the Savage model. Constant 
slip across the fault surface can be applied, or variable slip which tends to zero at the 
fault edge. Observations of displacement on faults lead to a preference for the latter 
model (Walsh and Watterson, 1988) so it is used. The calculation of radiation for the 
Savage model is required to be at distances that are large in comparison to the fault 
dimensions. This requirement is satisfied for the teleseismically recorded earthquakes 
from the Indian Ocean. 
Horizontal plane layer structures are used for the source and receiver regions. This 
type of model cannot take account of velocity gradients or lateral inhomogeneity. Ve-
locity gradients can be modelled using a series of thin layers, with slowly varying 
parameters, but this is computationally intensive and the improvement to the output 
model is rarely sufficient to justify the increase in processing time. The determination 
of the velocity structure for the source region is described in more detail in Chap-
ter 4. Douglas et al. (1972)'s method is used to determine a reasonable source velocity 
structure by producing synthetic seismograms with as few unknown input parameters 
as possible. A monopole is used as a source, which removes any dependence on the 
mechanism, and a starting velocity structure is constructed from seismic reflection 
profiling in the region. Variations in sediment thicknesses are estimated from Curray 
(1994). The focal depth of the earthquake and the source region velocity structure 
are interdependent but this method allows the minimisation of inter-reliance by deter-
mining the velocity structure from external sources. The focal depth is required to be 
small in comparison to the radius of the Earth for the modelling procedure and this 
is fulfilled for these Indian Ocean earthquakes. Velocity structures for below the re-
ceiving stations are not known, except in the case of the seismic arrays, so a standard 
continental lithosphere structure is used (Table 3.1). 
The source orientation and type are constrained by the relative amplitude mod-
elling, carried out using the method described in Section 3.3. The model is of a double 
couple earthquake and the suitability of this source type has been confirmed by search-
ing the whole source type space (using RAMP). A double couple is used since the data 
quality is insufficient to exclude it, and physical observations maintain that it is the 
most likely faulting source type. The size and orientation of the fault plane is obtained 
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P wave velocity Density Thickness 
(km s') (gm cm) (km) 
6.70 2.90 20.0 
6.70 2.90 20.0 
8.15 	3.32 
Table 3.1. Standard continental lithospheric structure for use below receiving stations 
from DPLR and this allows the main fitting parameter to be stress drop, which gives us 
the scalar moment. Independent determinations of the scalar moment, using the long 
period asymptote method (Hanks and Wyss, 1972) or area under the broadband pulse 
(Bowers, 1994), do not take into account any source directivity and will then produce 
a lower average seismic moment estimation. 
The rays which have been propagated through the model between the source and 
receiver are finally convolved with a chosen response for the instrument at the receiving 
station to yield the synthetic seismogram. 
Chapter 4 
Focal depth determination 
4.1 Introduction 
To obtain a solution for the depth and focal mechanism of an earthquake using forward 
modelling on short period or broad band waveforms, an arrival needs to be identified 
as the reflection from the sea floor (pP) and there will also be one from the sea surface 
(pwP) if the earthquake has an oceanic epicentre. These then need to be combined 
with an accurate velocity structure for the lithosphere to produce an estimate of focal 
depth. Errors in the time measurement and velocity structure both contribute to errors 
in the depth calculation. 
The identification of surface reflections is one method for the determination of fo-
cal depth which is commonly used for deep earthquakes or small shallow earthquakes 
(Stein and Wiens, 1986). This, and other methods which have been used for the de-
termination of earthquake depth, will be reviewed in the first section of this chapter to 
determine their suitability for studies in the Indian Ocean. 
The short period and broadband station records, for the majority of the earthquakes 
studied, are complex in appearance with many arrivals in the P wave coda and compli-
cated source function. Previous studies in other intraplate areas of the world's oceans 
do not seem to have the same problems. Mendiguren (1971) studied the focal depth 
of an earthquake in the middle of the Nazca plate and observed simple P, pP and 
pwP arrivals enabling him to calculate the depth. Pearce (1981) studied earthquakes 
49 
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in the Gulf of Aden using array stations to identify the seafloor and sea surface reflec-
tions with the relative amplitudes of the arrivals used to confirm these identifications. 
These again produced coherent records with significantly less additional arrivals in the 
coda than observed in the Indian Ocean. Complexity of a seismogram, and the resul-
tant amplitudes of the phases (Section 4.3), could be due to the complex structure of 
the oceanic crust in the central Indian Ocean, described in Chapter 2, or to the focal 
mechanism of the earthquakes. 
The arrivals observed on short period or broadband records are heavily reliant on 
the source region's velocity structure. For this reason, I have tried to account for the 
observed amplitudes of the surface reflection and relative times using a physically re-
alistic velocity structure. The derivation of a velocity profile for each event will help 
to clarify the reasons for variations between the seismograms recorded for different 
earthquakes and the resulting level of ease with which focal mechanisms can be de-
rived. 
The starting point for my study is the processing of a seismic reflection profile and 
the comparison of the resulting velocity model with previous research in the area. This 
model is modified using local sediment thickness and water depths to provide a start-
ing point for forward modelling of individual station seismograms, with a monopole 
source, using the method of Douglas et al. (1972) as used previously by, for example, 
Pearce (1987). This final velocity structure is used to produce modified reflectivities 
for the relative amplitudes of the seafloor and sea surface reflections using the Zoep-
pritz equations (Pearce and Young, 1997). 
Only then can the possible focal mechanisms be investigated using the relative am-
plitude method. 
4.2 Previous work 
The determination of focal depths has been carried out in a variety of ways. Some pro-
duce depth estimates using measurement of depth phases from seismograms combined 
with a velocity structure. Others also require a prior knowledge of the earthquake's fo-
cal mechanism. Whole waveform methods, described in Section 3.2, simultaneously 
estimate the focal (or centroidal) depth and the other earthquake source parameters. A 
more extensive review of depth determination methods for small shallow teleseismic 
Af 
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earthquakes is given by Stein and Wiens (1986). 
4.2.1 Depth phase identification 
The identification of surface reflection phases needs to be approached with an aware-
ness of the hazards involved. One of the first studies to use surface reflections for 
a determination of depth in oceanic lithosphere was that of Mendiguren (1971). He 
studied an intraplate earthquake in the centre of the Nazca plate using the depth phase 
arrival times with interpretation of surface waves to confirm depth. 
The main depth phases that are produced are PP - the reflection of the upgoing P 
wave at the top of the crust (or seafloor in the case of oceanic events), and SP - the 
reflection of the upgoing S wave reflected as P. For shallow events these phases can 
arrive within two or three seconds, making it difficult to identify them positively espe-
cially when one is significantly smaller than the other. In oceanic cases the situation 
is further complicated by the presence of pwP, the reflection of upgoing P at the sea 
surface. Conversions from S to P at interfaces close to the source might be misinter-
preted as significant depth phases since they can produce clear, consistent arrivals at 
all epicentral distances and azimuths. Conversions near to the receiver may produce 
additional arrivals but these will not exist at all stations. 
One cause of error is the misidentification of pwP (the sea-surface reflection) as pP 
(the seafloor reflection). Another is the identification of a long differentiated P arrival 
observed on a short period instrument as a P pulse closely followed by a pP arrival. 
The former is a common error where the surface phases are small since this will often 
mean that the seafloor reflection is hidden in noise while the sea-surface reflection, be-
ing of larger size due to its reflectivity, is more likely to be observed (Figure 4.1). This 
error is commonly found in parameters reported in the International Seismological 
Centre (ISC) Bulletin and National Earthquake Information Centre (NEIC) parame-
ters, reported in the Preliminary Determination of Epicenters, Monthly Listing (PDE) 
when pP-P times are used for depth determination of shallow events (Engdahl and 
Billington, 1986). The latter error occurs when broadband conversions of the short pe-
riod data are unavailable and the time interval between the seafloor reflection (real one) 
and the P wave is of a similar magnitude to that predicted by the water depth. This is 
likely to have been the cause of a shallow focal depth determination by Duschenes and 
P~11 V, Mll I . 
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Solomon (1977) in the Central Indian Basin. 




Figure 4.1. Short period seismograms from the same earthquake (5 April 1965, Kurile Trench) 
showing the potential for misidentification of pwP as pP when the surface phases are small. From 
Forsyth (1982) 
Forsyth (1982) suggests that the two P surface reflections should have different 
frequency dependencies since the boundaries from which they are reflected differ in 
character. The seafloor will appear less sharp to high frequency components of the 
wave (those recorded at short period stations) than the water—air interface so pP will 
be of smaller amplitude than pwP. However, to long period, low frequency waves, 
the basement—water interface will appear to be sharp with a high impedance contrast 
leading to less transmission of energy into the water layer and a resulting smaller 
amplitude pwP phase. This can be used for events which are of sufficiently large 
magnitude to exceed the noise limits on long period instruments, which limits the 
method to earthquakes with Mb > 5.5. However, the depth and magnitude of many 
of the events to be studied in the Indian Ocean mean that the amplitudes of the phases 
cannot be easily measured on the long period instruments since they occur within the P 
pulse and are of small size. It will be shown later in Chapter 5 that the amplitudes of the 
phases, observed on short period and broadband seismograms, can be reproduced by 
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modelling wave propagation through an independently determined velocity structure. 
The modelling also provides a confirmation of the phase identifications. 
Another attempt at distinguishing between pP and pwP is the study of the vari-
ation in arrival time of the two phases with epicentral distance carried out by Sleep 
(1975). Due to errors in the measurement of arrival times, the results are ambiguous. 
I also carried out tests into the variation of the time of arrival, to see if the change 
from analogue to digital data had reduced these errors. Results indicated that the error 
bounds on measurement were not due to the analogue nature of the data but rather to 
noise levels and complexity of the seismogram. The error bounds (of ±0.5 s) there-
fore still exceeded the accuracy required to use this method. This method can however 
differentiate between the P wave from a second event, a surface arrival and PcP. 
4.2.2 Surface wave modelling 
Tsai and Aki (1970) present a method for determination of focal depth for small 
shallow earthquakes using a theory of excitation of surface waves in a multi-layered 
medium. Its use is limited by the requirement to know the fault plane solution for the 
event prior to depth determination. The influence of uncertainties in the velocity struc-
ture, fault plane solution, and the extent and time function of the source were shown 
by the authors to be small in comparison to the effect of focal depth, on the amplitude 
spectral shape of 10-50 s surface waves. Attenuation is also considered to be insignif -
icant provided the path is relatively homogeneous and no longer than approximately 
4000 km. This method can also be used to determine the seismic moment but this is 
more dependent on the attenuation along the path which is still not well known. 
4.2.3 Long period "deconvolution" 
Forsyth (1982) describes a method of depth determination using long period wave-
forms which he calls deconvolution. Prior knowledge of the focal mechanism is re-
quired, for which he uses a first motion solution, so that the relative amplitudes of P, 
PP and sP can be computed for a known mechanism and assuming a sharp oceanic 
basement to water transition. The sea—surface reflections are ignored as they are con-
sidered small on a long period instrument. The waveform is windowed around the first 
three arrivals, and deconvolved using a frequency domain method, with three delta 
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functions representing the relative amplitudes of P, pP and sP which are spaced ac-
cording to an initial estimate of depth. The optimal depth for the event is considered to 
be the one that gives the simplest output to this deconvolution. The main problem with 
this deconvolution approach is that the simplicity of the output is also controlled by 
the focal mechanism used. Since a grid search is not used and there is no attempt made 
to quantify the "simplicity" of the deconvolved output, the probability of the existence 
of other equally well matched solutions cannot be determined. 
4.2.4 Whole waveform methods 
Whole waveform methods are generally used on long period waveforms since this 
lessens the requirement for a detailed velocity structure. Unlike short period studies 
which calculate the depth of rupture initiation, longer period estimates reflect the cen-
troidal depth which may also be frequency dependent (Sipkin, 1986). Centroidal depth 
is the depth of the best fitting point source and approximately corresponds to the depth 
to the centre of the rupture area (Dziewonski and Woodhouse, 1983). The difference 
between calculations of the rupture initiation point and the centroid are negligible for 
earthquakes of the size being studied in the Central Indian Ocean (Mb !~ 5.8) since the 
fault plane is only of the order of 5km in diameter and this is of a similar magnitude to 
the error in the focal depth. 
The period of the instruments recording the long period data is between 5 and 20 s 
so resolution is more limited than for short period instruments. Although this is the 
recording period, the data used for whole waveform modelling can have a significantly 
longer period. Data used to produce Centroid Moment Tensor (CMT) solutions are 
lowpass filtered at 45 seconds. The USGS moment tensor calculations (Sipkin, 1986) 
use unfiltered Global Digital Seismic Network (GDSN) data with dominant energy 
between 15 and 55 s. This has the advantage of simplifying the required velocity 
structure but means that depth resolution is poor even before velocity errors are taken 
into consideration. 
Body wave inversion of long period waveforms, as described by Nábèlek (1984), 
was used by Bergman and Solomon (1985) to determine the source parameters of 
eleven earthquakes in the Central Indian Ocean. Simultaneous inversion was done to 
obtain estimates of the source time function, scalar seismic moment, centroidal depth 
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and double couple orientation (strike, dip and slip). Water depth was estimated from 
bathymetry and the inversion windows were kept short to avoid significant weighting 
of the prominent water reverberations that are reported by Bergman etal. (1984) (com-
pare with Forsyth (1982) as reported in Subsection 4.2.1 above). A standard velocity 
structure, as shown in Table 4.1, was used for all earthquakes except those occurring 
within the Bay of Bengal which had a sediment layer overlying the crustal layer. 
water 	v=1.5 kms' from bathymetry 
crustal layer v=6.4 kms' 6 km 
V,=3.7 kins' 
mantle 	v=8.1 kms 1 halfspace 
v 3 =4.6 kms' 
Table 4.1. Velocity structure used by Bergman and Solomon (1985) 
4.3 Amplitudes of depth phases 
For a shallow earthquake, P and the surface reflections, pP sP and pwP, are expected 
to suffer the same fractional loss of amplitude along their paths except near the source. 
The upward waves encounter seismic discontinuities or scattering centres above the 
focus which P does not cross. This contributes to a decrease in amplitude, which is 
not associated with the fault plane orientation, and needs to be taken into account. The 
Relative Amplitude Method Program (RAMP) calculates reflection coefficients for the 
surface reflections using input values of the source and surface layer velocities. This 
does not take into account the influence of seismic interfaces between the source and 
surface which will reduce the amplitudes of the surface reflections relative to P except 
by separate input of corrective values. 
Reverberation in the crust of the upward P and S phases has been blamed for the 
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complex appearance of some seismograms (Thirlaway, 1963) but this has been calcu-
lated to require approximately 10 km of low velocity sediment to obtain the up to 30 s 
of arrivals that follow the first arrival. This is unrealistic even in areas like the Bengal 
Fan. Lateral variations in the crust and upper mantle have also been proposed as a 
source of scattering and defocusing to reduce the amplitudes of the surface reflections 
(Engdahl and Billington, 1986) but this is unlikely to be the case in these events where 
pwP is of clear amplitude. 
It is important to be sure of the identity of the surface reflections for the relative 
amplitude method input since, although pP and pwP have the same takeoff angle, and 
therefore the same initial amplitude, they encounter different numbers of reflection 
interfaces. As a result, the two surface reflections are calculated to have different am-
plitudes at the receiver. Any amplitude difference is due to the velocity and density of 
the surface layer above the source region which affects the reflection and transmission 
coefficients at the seafloor. 
The high sediment input in the region of the Bengal Fan may mean that there will be 
more signal attenuation, due to the sediment's unconsolidated nature, and a lower than 
expected amplitude of surface reflections. Although the noted hydrothermal circula-
tion in the area will deposit minerals and therefore bond the sediment, it is unlikely that 
this is a uniform enough effect to affect the appearance of the recorded seismograms. 
The sediment can have a velocity gradient such that the seafloor becomes a non-abrupt 
interface, at the wavelengths being used, with a low reflection coefficient. The reflec-
tion from the basement—sediment interface is then of higher amplitude than that from 
the sediment—water interface due to a change in the relative acoustic impedances of 
the boundaries. This can lead to an underestimate of the time of arrival of pP and thus 
of the depth although this error is mitigated by knowledge of the water depth in the 
epicentral region. The splitting of the energy may produce erroneous identifications of 
pP and sP and thus an incorrect calculation of the focal mechanism if using relative 
amplitudes. 
This project provided an opportunity to test the effect of intermediate layers on 
the complexity of a seismogram, since a velocity structure for the area above the 
earthquakes was available from seismic reflection profiles. Forward modelling of the 
broadband seismogram P coda and PcP coda using this velocity structure shows that 
the surface reflections can be generated with the correct amplitudes and spacing. The 
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modelling is described in Section 4.4. 
PcP, the P wave scattered at the core-mantle boundary, can be used at some epi-
central distances to constrain the focal mechanism as it also has surface reflections 
which are above the noise level. The presence and identification of PcP, pPcP, sPcP 
and pwPcP gives another takeoff angle to constrain the mechanism. The PcP coda, 
due to its takeoff angles being closer to the vertical, will be only slightly influenced 
by S-to-P conversions (including the seafloor reflection, sPcP) when compared with 
the P coda so will be less "complex". Phase identifications can be confirmed, although 
the phase amplitudes are often badly affected by noise, especially when converted to 
broadband waveforms. 
4.4 Modelling of depth phases 
A starting velocity structure for these studies was calculated from seismic reflection 
data gathered by the Phèdre group on the Marion Dufresne in 1991 (Chamot-Rooke 
et al., 1993). The velocity that can be most reliably determined from seismic reflec-
tion data is the stacking velocity. Assuming a layered media, the stacking velocity can 
be related to the normal moveout velocity, and in turn to the desired interval velocity 
(Yilmaz, 1987). The location of the line which was used for the determination of the 
velocity structure is shown in Figure 4.2. Folding and faulting of the upper lithosphere, 
which are visible on other reflection lines in this survey, are absent on this line, so the 
sediments can be approximated to layered media. The data were processed and a ve-
locity model developed using the standard processing techniques shown in Table 4.2. 
The acquisition of the seismic reflection data, and the modelling of the source sig-
nature prior to signature deconvolution, are the subject of Appendix A. The model 
was for the area of 4°N and 81.4°E and is shown in Table 4.3. This profile was com-
pared with other studies in this region of the north—eastern Indian Ocean to confirm 
the layer identifications so that possible variations in thickness across the area could 
be explained. 
The sediment thickness can be varied according to the location of the event being 
studied. Curray (1994) derived a sediment isopach map from the existing data on 
the volume and mass of sediments in the Bay of Bengal, such as seismic reflection 
and refraction profiles and sites drilled by the Deep Sea Drilling Project (DSDP) and 
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Figure 4.2. Location of seismic reflection data used to determine velocity structure for earth-
quake modelling. The inset box shows the whole region, with the dashed box indicating the 
location of the large map. 
Processing step Reason 
Resampling to 4 ms to cut down data volume as there is 
no energy above 125 Hz (see Figure A.2a) 
Muting to remove direct and refracted arrivals which have 
strongest energy and no hyperbolic moveout 
Signature deconvolution to shorten source signature which is up to 0.5 s in 
duration due to low frequency source 
Exponential gain to force data to be nearly stationary 
(True amplitude recovery) 
Interactive velocity analysis (IVA) to determine stacking velocities using semblance 
picking method on common midpoint gathers 
Conversion to interval velocities to apply as earthquake velocity 
(within IVA) structure model 
Table 4.2. Seismic reflection data processing to obtain velocity structure. All processing was 
carried out in Landmark's ProMAX seismic reflection data processing package. 
Chapter 4. Focal depth determination 	 59 
Velocity Two Way Travel Time Thickness 
(km/s) 	from sea surface (s) 	(km) 
1.509 5.630 4.250 
1.870 6.040 0.383 
2.459 6.840 0.984 
3.226 7.645 1.300 
4.379 8.400 1.653 
6.389 8.640 0.767 
7.919 9.070 1.703 
8.092 12.500 13.877 
8.100 
Table 4.3. Interval velocities from Phèdre data collected in the region of 4°N and 81.4°E 
Ocean Drilling Project (ODP) (see Figure 4.3). Measurements from this isopach map 
('—p4000 m) are in broad agreement with the sediment thickness calculated from the 
Phédre profile (4320 m). 
The existence of two distinct sediment types is well documented from sonobuoy 
data (Bull, 1990b; Stein and Weissel, 1990) as well as from DSDP and ODP sites 
(Stein et al., 1987). The more recent sediments are of a gradually consolidating tur -
biditic lithology ranging from 1.6-2.5 kms in compressional interval velocity. The 
sediments below these are thought to be more pelagic in origin (chalks and clays) de-
posited prior to the initiation of the Bengal Fan and with an average interval velocity 
of 3.3 kms 1 . 
The thickness of the sediments is likely to be laterally variable over a short distance 
due to the existence of rotated fault blocks in the area of deformation. This variation 
may be up to 400 m (Bull, 1990b) but this will not be observed by the wavelengths 
recorded in earthquake seismology. This means that the region sampled by the pP 
reflections at different stations may contain variations in apparent sediment thickness, 
but these will be within the error bounds implicit in this method and have to be disre-
garded. 
Reported velocities for the oceanic basement vary between 4.1 and 5.2 kms' (Bull, 
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1990b; Curray etal., 1982) although it is not clear if these velocity values are contami-
nated by the presence of hydrothermal deposits such as manganiferous-rich mudstones. 
The actual nature of the layer is unimportant in this study but the velocity values con-
tain that calculated from the Phèdre profile. The reported thicknesses of oceanic layer 
2 are 1.3-2.0 km (Neprochnov etal., 1988; Stein, 1984) which again concurs with my 
estimate. 
The estimated thickness of oceanic layer 3 in our profile (767 m) is significantly 
less than that reported elsewhere (2.8-4.7 km) (Bull, 1990b) but this may be because 
of the large velocity selection errors that were encountered at these depths. The av-
erage layer 3 velocity that is reported from sonobuoy measurements (Bull, 1990b) is 
6.8-6.9 kms' rather than the lower 6.3 kms' recorded here. However, if the veloc-
ity selection problems are taken into account, and the underlying layer with velocity 
7.9 kms is incorporated into the layer 3 interpretation, the thicknesses and velocities 
are closer to those observed in other studies. An alternative explanation is that, because 
the Phèdre profile was recorded close to the coast of Sri Lanka, where the oceanic crust 
is thinner due to the proximity of the continental margin. 
The depth of the sea at the epicentre is also important as it constrains the time 
difference between pP and pwP. This was found using ETOP05 satellite data which 
has bathymetry and topography at 5' intervals. For example, the depth of the Indian 
Ocean in the area of the August 1992 event is approximately 4300 in meaning that 
the time between pwP and pP at vertical incidence would be about 5.7 s. Since pP is 
sometimes difficult to identify due to its small amplitude this enables a time difference 
between pwP and P to yield an approximate time for pP-P and therefore a depth below 
seafloor. 
Forward modelling of the broadband seismogram P and PcP coda using a monopole 
source was carried out for each event, using the method of Douglas et al. (1972), where 
the coda pulse amplitudes and spacings were observed to be consistent at a minimum 
of two stations. The Phèdre velocity structure (Table 4.3) was modified until the model 
was considered to closely resemble the observed within the limitations of the influence 
of noise. 
A monopole source was used in the modelling since this simplifies the influence 
of the source and the azimuthal angle of the recording station. The limitation of a 
monopole source is that no shear waves are produced and this means that the modelled 
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waveform will not be influenced by S to P conversions. On the PcP seismogram this 
is less of a consideration since the takeoff angles are higher and the amplitude of 
converted S is therefore small. This loss of the conversions can also be an advantage 
as it can ease the identification of the pP phase. 
If a monopole, modelled using the velocity structure of Bergman and Solomon 
(1985), is compared to a model produced using the Phèdre velocity structure, with a 
fixed focal depth, the time interval between the P wave and pP is decreased for the 
simple structure of Bergman and Solomon (1985) relative to my model. However, the 
main difference that can be seen in Figure 4.4 is that the relative amplitudes of the sur -
face reflections are altered such that pwP is significantly larger in the Phèdre velocity 
structure modelling than in that with the Bergman and Solomon (1985) structure. The 
results (see Chapter 5) show that the surface reflections can be generated with the cor-
rect amplitudes and spacing using a structure which is close to that produced in seismic 
reflection and refraction studies rather than the simple structure. 
4.5 Adjustment of amplitudes using Zoeppritz equa-
tions 
The Zoeppritz equations of seismic reflectivity were used to calculate the coefficients 
of reflection for the surface reflections using this final structure (Pearce and Young, 
1997). The comparison was then made with reflection coefficients calculated by RAMP 
using source and surface velocities so that appropriate constants could be entered to 
take the velocity structure into account when searching for compatible focal mecha-
nisms. This adjustment is made for the sake of completeness but has only a small 
effect on the RAMP output due to the wide confidence bounds placed on the phase 
amplitudes. However, it is important to make this adjustment for GRAM which ap-
plies probabilities according to the position of the relative amplitude bounds, which 
will differ after application of the Zoeppritz correction. 
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Figure 4.3. Isopach map (in km) showing total sediment, sedimentary rock and metasedimentary 
rock to oceanic layer compiled using data gathered from seismic reflection and refraction cruises and 
drilling sites. Modified from Curray (1994) 






Figure 4.4. Model of monopole at fixed depth of 40 km (model seismograms are 40s long) in velocity 




The locations of all the earthquakes to be studied in the chapter are shown in Table 5.1 
and Figure 5.1. These earthquakes are divided between three main regions: Central 
Indian Basin and Ninety East Ridge, Bay of Bengal, and the Wharton Basin. Although 
the first of these is strictly two regions, separation is not possible on the basis of geo-
graphical location since several of the earthquake epicentres lie close to the boundary 
between the two. Earthquakes were chosen if there were digital data available with a 
reasonable signal to noise ratio, although the data quality was often difficult to assess 
before processing. The minimum requirement was, therefore, that an earthquake had 
occurred after 1978 and was greater than magnitude (Mb)  5.0. Earthquakes fulfilling 
the criteria are shown by green circles on Figure 5.1. Other seismicity which does 
not fulfil the criteria is shown by blue circles. All suitable earthquakes in the Central 
Indian Basin and southern Bay of Bengal are included in the study. Two earthquakes 
from the Wharton Basin are included for comparison with the other regions and are 
processed in slightly less detail. 
A detailed description of the method used to obtain, process and interpret data will 
be included for the first earthquake. For subsequent earthquakes, the main details will 
be similar unless otherwise stated. All fault plane solutions are given in Blacknest 
notation since this is the convention that RAMP, GRAM, DPLR and BIGE use. How-
ever, for the purposes of portability, the mechanisms are also given in the summary 
64 
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tables in Aid and Richards (1980) notation (italicised). The relationship between the 
two notations is shown in Figure 3.3 on page 44. 
Date Time Latitude Longitude Depth Mb M 
ON °E km 
A 3 Aug 78 01-10-26 -0.93±0.023 84.24±0.021 27±9.8 5.5 5.5 
59±1.4 (pP - P) 
B 21 Aug 83 12-06-48.0 3.27±0.024 87.50±0.021 8.0±11 5.3 4.9 
32±4.7 (pP - P) 
C 20 Aug 86 21-15-46.7 -1.97±0.039 87.07±0.034 10 5.3 
35±2.5 (pP - P) 
D 22 Sep 87 07-17-24.8 -0.78±0.030 84.40±0.027 15 5.5 5.0 
15±1.8 (pP - P) 
E 20 Jun 89 23-40-38.9 -3.83±0.047 87.03±0.040 10 5.3 4.6 
36±3.1 (pP - P) 
F 13 Jan 91 11-54-36.9 -2.90±0.040 84.58±0.040 10 5.8 5.3 
16±1.7 (pP - P) 
G 13 May 91 16-28-13.9 -3.46±0.030 82.80±0.022 10 5.8 5.5 
30±1.3 (pP - P) 
H 16 Aug 92 14-49-08.3 -3.05±0.031 84.95±0.024 33 5.6 4.8 
27±1.9 (pP - P) 
J 15 Oct 89 23-40-35.5 -0.35±0.061 82.45±0.044 10 5.1 4.8 
K 28 Oct 90 07-41-09.4 -2.66±0.069 88.38±0.053 10 5.0 4.3 
L 12 Apr 81 10-18-29.4 8.28±0.029 85.40±0.021 0 5.2 5.2 
M 11 Jan 92 06-16-55.9 9.26±0.029 86.98±0.023 22 5.6 5.0 
29±2.5 (pP - P) 
N 17 Dec 89 03-12-18.1 -8.46±0.033 92.24±0.029 25 5.4 5.4 
23±0.9 (pP - P) 
P 15 Oct 90 01-35-41.0 -2.22±0.031 92.23±0.029 9±19 5.9 6.6 
25±2.6 (pP - P) 
Table 5.1. Locations, depths and magnitudes reported in the ISC Bulletin for the earthquakes 
in this study (see Figure 5.1). 
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Figure 5.1. Earthquakes studied for this project (u)  and other seismicity reported by the 
ISC since 1964 (blue (Mb < 5.0) and green o (Mb > 5.0)). The central Indian Ocean area of 
deformation according to Wiens et al. (1986) is shown by the speckled area. Earthquake code 
letters are those shown in Table 5.1. 
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5.2 Central Indian Basin and Ninety East Ridge 
5.2.1 Earthquake A: 3 August 1978, mb=S.S, M3=5.5 
The epicentre of this earthquake is west of the 
Ninety East Ridge in a seismically active area with 
evidence from seismic reflection profiles (Bull and 
Scrutton, 1990; Chamot-Rooke etal., 1993) of large 
scale compressional folding and high angle reverse 
faulting. 
Weissel etal. (1980) found that the earthquake was characterised by thrust faulting 
with a P axis oriented slightly west of north but did not specify the focal mechanism 
or depth. Other previous solutions (Wiens and Stein (1983), Bergman and Solomon 
(1985) and Harvard CMT solution) are shown as lower hemisphere focal plots in Fig-
ure 5.2 and are in close agreement with one another and that of Weissel et al. (1980). 
The focal depths of these solutions range between 39 and 42.8 km. 
265/57/090 	261/53/090 	257/56/097 
Wiens and 	 Bergman and 	Harvard CMT 
Stein 1983 Solomon 1985 'Best DC 
Figure 5.2. Compressional quadrants in black and tensional in white 
3 August 1978 
Number of stations 




SP array stations 2 EKA and WRA 
Table 5.2. Teleseismic data available 
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Analogue WWSSN data were obtained from the British Geological Survey (BGS) 
seismic record library, where they are stored on microfiche. Paper copies were digi-
tised and input into the Seismic Analysis Code (SAC) which has been developed by 
the Laurence Livermore National Laboratory to process and display seismic data. The 
digitised waveforms cannot have amplitude constraints put on them as the source 
pulse duration is longer than the peak response passband of the short period instru-
ments, leading to a complex recorded waveform whose amplitude is unrelated to the 
area beneath the far-field pulse (see Section 3.3 and Figure 5.3). Digital seismograms 
(whether short period (SP) or broadband (BB)) were from the Incorporated Research 
Institutions for Seismology (IRIS) and are converted to phaseless broadband wave-
forms within SAC by removing the instrument response and bandpass filtering the 
resultant seismogram. IRIS station records are also available from the University of 
Oxford jukebox maintained by Professor John Woodhouse, and this source was used 
for all the other earthquakes. The short period array stations are maintained by AWE 
Blacknest and data were supplied in a digital format suitable for use in SAC. 
Station records are discarded if they are unclear because of noise. A station is also 
discarded if its epicentral distance results in the different branches of the PKP arrival 
interfering with the predicted depth phases (surface reflections). 
I calculate a preliminary focal depth using the time between P and pP (10.5 s). 
The velocity structure from the seismic reflection survey is used, with values for the 
sediment layer adjusted from the literature (Curray, 1994) to a thickness of 2750 m 
and an average velocity of 2.3 km s'. This gives a depth of 35.5±5 km. Water depth 
from ETOPO5, the satellite bathymetry dataset, confirms the identification of pwP 
and pP by predicting the time difference ('-4500 m6 s) when allowance is made for 
the non-vertical takeoff angle. 
Modelling of the shape of the waveform to replicate the relative amplitudes of pwP 
and pP along with other small arrivals from intermediate boundaries is undertaken us-
ing a monopole source (see Section 4.4 for more description). This enables modifica-
tions of the depth and velocity structure to be made so that reflection coefficients for 
the surface reflections can be recalculated. Then the relative amplitude measurements 
used for the focal mechanism calculations can be corrected. The velocity structure 
found to fit the observed broadband waveforms most closely is shown in Table 5.3 and 
the produced waveform in Figure 5.4. This velocity structure gives a focal depth of 
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Figure 5.3. (a-c) Analogue short period (SP) seismograms from MAIO, UME and CTAO 
retrieved from BGS archives. (d) Digitised version of CTAO analogue SF seismogram. (e) 
Digitally recorded SP seismogram from CTAO. (f) Conversion to displacement in SAC from 
seismogram (e). The analogue short period seismograms cannot be converted to displacement 
and the amplitudes measured. They are used for the determination of focal depth by identifica-
tion of surface phases. 
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39.3 km+3 km which is within the error bars of the preliminary calculation. The rel- 
ative amplitudes and times of the surface reflections are being matched; the absolute 
amplitudes are unimportant. 
Velocity 	Velocity Density Thickness 
1' (mis) 	V (mis) p (kg/m3 ) (m) 
1500 1.0 4500 
2300 	1100 1.5 600 
3000 1500 2.0 1550 
4000 2.5 600 
6000 2.7 6000 
7400 2.9 3800 
8100 3.32 26800 
Table 5.3. Velocity structure for model shown in Figure 5.4 
Model 
Figure 5.4. Monopole model and observed broadband seismogram from ANTO for 3 August 
1978 earthquake 
In cases where an arrival can be clearly identified, its broadband pulse area (equiva-
lent to the radiated amplitude - see Section 3.3) is measured for input into the Relative 
Amplitude Moment—tensor Program (RAMP) using error bounds to reflect any bias 
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introduced by the conversion process and the level of noise on the seismogram (Fig-
ure 5.6). Polarities are entered for other station records where amplitudes are unmea-
surable for more than one phase. Only polarities are entered for the analogue records 
as the pulse durations cause the measured amplitudes to be unrelated to the area of 
the far-field pulse and the records cannot be converted to broadband as they have been 
digitised. The input file is shown in Table 5.4. 
3 August 1978 
Observation P PP pwP 
Station A Azimuth Pol Min Max Pol Min Max Pol Min Max 
ANTO 62.00  317.00 + 2.1 5.7 - 2.5 4.7 - 4.8 7.4 
CTAO 63.50  111.90 + 5.0 13.0 - 0.6 1.8 - 0.9 2.6 
EKA 89.3 0 325.20 + 7.5 10.5 - U U 6.5 9.5 
ANMO 144.70  15.30 + 6.0 9.0 - U U - 5.0 8.6 
MAIO 43.60  330.60 U 0.0 10.0 U 5.0 40.0 U 5.0 40.0 
BUL 57.60 246.7 0 + U U - U U - U U 
UME 79.60 336.1 0 + U U - U U - U U 
ASP 53.1 0 119.20 + U U - U U U U U 
NM 47.40 269.1 0 + U U U U U - U U 
AQU 76.60 314.00 + U U U U U U U U 
BOCO 158.00 279.90 + U U U U U U U U 
COP 80.60 326.90 + U U U U U U U U 
EEL 55.90 307.1 0 + U U U U U U U U 
GIJMO 61.80  74.1 0 + U U U U U U U U 
FILW 58.90 306.00 + U U U U U U U U 
NWAO 44.40 139.1 0 + U U U U U U U U 
SNZO 89.70 131.1 0 + U U U U U U U U 
TLO 89.20 309.7 0 + U U U U U U U U 
TOL 89.30 309.7 0 + U U U U U U U U 
WRA 52.50 114.5 0 + U U U U U U U U 
ZOBO 147.80  236.7 0  + U U U U U U U U 
Table 5.4. Table to show relative amplitudes of pulse areas measured from phaseless broad-
band conversions of short period records. Only polarities can be entered for analogue seismo-
grams since they cannot be converted to broadband and the pulse length is too great for true 
amplitude to be measured on the short period instrument. Polarity of phase: + compression, 
- dilatation, U unknown. 
Thrust-type solutions are produced which have good dip constraint but poor slip and 
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strike constraint due to a lack of close stations (Figure 5.5). The Harvard CMT solution 
(Dziewonski et at., 199 1) is shown by thick red lines on Figure 5.5 and this conven-
tion is continued for subsequent solutions. Thick green lines (in subsequent sections) 
indicate previous solutions from the USGS MT method (Sipkin, 1982). The solutions 
shown in the figure were found after the relative amplitudes had been adjusted using 
reflectivities calculated from the Zoeppritz equations acting on the velocity structure 
derived using modelling (see Section 4.5). These reflectivities vary with takeoff angle, 
which is calculated in RAMP. The fault plane solutions found by previous workers lie 
within the remaining compatible solutions. When the Gaussian Relative Amplitude 
Method (GRAM) (Pearce and Rogers, 1989) is used, the most compatible solution is 
250/140/70. 
SLIP ANGLE IN FAULT PLANE A 
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5° 
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Figure 5.5. Focal mechanisms compatible with polarities and relative amplitudes shown in 
Table 5.4 for 3 August 1978. Thick red bars show the Harvard CMT solution. 
A representative subset of these solutions is used to search for fault-plane geome-
tries compatible with the duration of seismic pulses observed at one or more stations 
(program DPLR (Pearce and Stewart, 1989) - see Section 3.4). Since pwP has a similar 
takeoff angle to pP, their pulse durations are assumed to be similar and are used in-
terchangeably. Pulse durations are measured from broadband seismograms and given 
error bounds which are dependent on the noise levels and perceived attenuation effects. 
These measurements are given in Table 5.5. 
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3 August 1978 
Observation P pP/pwP 
Station L Azimuth Min Max Min Max 
ANTO 62 . 00 317.00 2.7 4.1 2.7 3.7 
CTAO 63.50 111.90 2.7 3.5 0.8 3.5 
EKA 89.30 325.20 3.1 5.1 2.9 4.3 
ANMO 144.70 15.3 0 2.5 3.3 2.7 3.7 
MAIO 43.60 330.60 2.8 4.2 U U 
WRA 52.5 0 114.50 1.5 4.5 U U 
Table 5.5. The pulse durations of the P and pP phases measured from phaseless broadband 
seismograms 
The previously found best fit fault plane is used in BIGE (see Section 3.5) to model 
the observed seismogram using the velocity structure in Table 5.3, and the median fault 
plane orientation from the measured directivity. The model parameters are shown in 
Table 5.6 with the output for a selection of stations shown in Figure 5.6. 
Input parameters 
Fault plane solution 	BKN 250/140/70 
AR 701401110 
Depth 39.3±3 km 
Fault plane area 4.5x3.2 km 
Fracture velocity 2.43 km s' 
Angle of slip in plane 180° 
Output parameters 
Stress drop 22±6 bars 
Seismic moment 3.1 x 1017  Nm 





Figure 5.6. SP and derived PBB seismograms with corresponding synthetic waveforms for 3 August 1978 earthquake 
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5.2.2 Earthquake B: 21 August 1983, mb=5.3, M8=4.9 
This earthquake occurred in the North Indian Ocean 
near the western flank of the Ninetyeast Ridge. The 
epicentre is strongly influenced by the Bengal Fan, 
with a strong velocity gradient in the upper sedi-
ment layer due to the rapid provision of sediment. 
The gradient causes difficulties in the modelling and 
larger-than-desired sediment—water reflections. 
21 August 1983 
Number of stations 
SP stations 11 Digital records 
SP array stations 2 EKA and WRA 
LP stations 20 Digital records 
Table 5.7. Teleseismic data available 
ETOP05 predicts that the minimum time between pwP and pP should be 5.7 s 
('-4200 m). The sediment thickness is approximately 2.5 km (Curray, 1994) with an 
average velocity of 2.3 km s' and these measurements were initially used with the 
Phèdre velocity structure to calculate a focal depth. Since the time between pwP and 
P is 13.3 s, measured from the vertical short period seismogram recorded at GRFO in 
Germany (Figure 5.7), the maximum depth calculated is 24±5 km(t(pP-P)=7.6 s). 
There are two arrivals which I modelled as being from the seafloor and the base 
of the sediment layer. They arrive 5.4 s and 7.6 s after the P phase which agree with 
predictions using the pwP time and the sediment thickness from Curray (1994). The 
sediment thickness is slightly too great after epicentral distance and takeoff angle are 
taken into account so it is adjusted to 2.1 km for the purposes of modelling (see Ta-
ble 5.8). The output is shown in Figure 5.9. The spacing and relative amplitudes of the 
surface reflections in the model and observed seismograms fit well. (The amplitude of 
the first arrival should be ignored since the monopole source emits the same amplitude 
pulse at all takeoff angles, unlike an earthquake.) 
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Figure 5.7. SP seismograms retrieved for 21 August 1983 earthquake 
Velocity Velocity Thickness 
V, (mis) V (mis) 	(m) 
1500 	 4200 
2300 1500 	2100 
4200 	 700 
6400 5800 
7900 	 1800 
8000 22500 
Table 5.8. Velocity structure derived from Phèdre data and sediment thicknesses and veloci-
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Figure 5.8. Phaseless broadband conversions of SP seismograms retrieved for 21 August 
1983 earthquake. Note the high microseismic noise and low signal for EKA. 
The depth from modelling is 32.9 km+5 km which lies within the error bounds of 
the original estimation. 
Relative amplitudes and polarities from seven clear teleseismic records were used 
with RAMP (see Table 5.9). The solution is constrained to be a 45° compressional 
dip slip, which is the same dip and type as faults observed in the upper lithosphere on 
seismic reflection profiles. Figure 5.10 shows that the strike is not well constrained 
but the best fit solution from GRAM, which I used for modelling, was 310/130/60. 
The CMT solution shown in Figure 5.10 should be treated with caution as the best fit 
double couple is produced from a solution which has a significant non-double couple 
component (Section 3.2 and Table 5.58). 
The results do not exclude the possibility that the fault strike is east-west as ob-
served in seismic reflection profiles (Bull and Scrutton, 1992) further south in the 
Central Indian Basin. However there may be other influences, such as the proxim-
ity of the Ninety East Ridge which cause the fault strike to be rotated. The Ninety 
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Figure 5.9. Model of monopole to emulate relative amplitudes of pP and pwP observed in 
GRFO broadband seismogram when passed through derived velocity structure 
on page 22)and this may be the controlling influence. The best-fit solution and pulse 
durations observed (Table 5.10) were used with DPLR to find a favourable orientation 
for an elliptical fault plane. 
The parameters shown in Table 5.11 were used to produce models of the observed 
records shown in Figure 5.11. The records used for modelling are noisy as the mag- 
nitude of this earthquake is only mb=5.3. The modelling reflects the dominant char- 
acteristics of the observed, such as the relative arrival times of the surface reflections 
21 August 1983 
Observation P PP pwP 
Station A Azimuth Pot Min Max Pol Min Max Pot 	Min Max 
CTAO 62.1 0 114.60 + 10.0 30.0 - 2.0 9.0 - 6.0 30.0 
GRFO 78.7 0  319.90 U 5.0 15.0 - 5.0 20.0 - 	12.0 30.0 
KONO 81 . 10 329 . 80 U 1.0 7.0 U U U - 1.5 4.5 
MAJO 57 . 1 0 47.90  + 15.0 30.0 U U U U 	2.0 8.0 
WRA 51.4 0 118.70 + 3.0 5.5 - 0.5 3.0 - 0.8 3.2 
EKA 87.7 0 325.1 0 U 2.0 25.0 U U U - 	16.0 30.0 
LEM 22.40 116.60 + U U U U U U U U 
Table 5.9. Polarity of phase: + compression, - dilatation, U unknown. 
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Figure 5.10. Focal mechanisms compatible with polarities and relative amplitudes shown in 
Table 5.9 for 21 August 1983 
and their relative amplitudes. However, noisy records mean that the error bounds on 
the seismic moment and focal depth are larger than for higher magnitude earthquakes 
and there is less confidence in the derived velocity structure. 
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21 August 1983 
Observation P pPIpwP 
Station A Azimuth Min Max Min Max 
CTAO 62.1 0 114.60 1.5 2.5 
GRFO 78.70 319.90  1.4 2.3 
KONO 81.1 0 329.80 1.3 2.2 
LEM 22.40 116.60 2.0 3.0 
MAJO 57.1 0 47.90 1.6 2.7 
WRA 51.40 118.70 1.6 2.6 1 	1.7 2.7 
Table 5.10. The pulse durations of the P and pP phases measured from phaseless broadband 
seismograms. 
Input parameters 
Fault plane solution 	BKN 310/130/60 
AR 1301501120 
Depth 32.9±5 km 
Fault plane area 3.0x 2.75 km 
Fracture velocity 2.43 km s' 
Angle of slip in plane 60° 
Output parameters 
Stress drop 14±5 bars 
Seismic moment 1 x 1017  Nm 
















Figure 5.11. Derived PBB seismograms from short period stations with corresponding synthetic waveforms for 21 August 1983 	00 
earthquake 
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5.2.3 Earthquake C: 20 August 1986, rrlb=5.3, M=0.0 
There are no published fault plane solutions for this 
earthquake which occurred in the Central Indian 
Basin just west of the Ninety East Ridge. Like the 
earthquake which occurred on 21 August 1983, its 
fault plane orientation may be associated with its 
proximity to the blocky faulted Ninety East Ridge. 
20 August 1986 
Number of stations 
SP stations 18 Digital records 
SP array stations 1 EKA 
LP stations 31 Digital records 
Table 5.12. Teleseismic data available 
Arrival times for the prominent phases were measured from broadband conversions 
of the short period seismograms recorded at station BCAO (Bangui, West Africa) 
and the t(pwP-pP) of 6.7 s compared with that predicted by the water depth (from 
ETOP05) (4500 m6 s two way time at normal incidence). If the pwP takeoff angle 
is taken into consideration (154.4°), the time interval predicted is 6.6 s which is the 
same as that observed, within error bounds. The sediment thickness in the epicentral 
area is set to 1 km with an average P velocity of 2.3 km s (Curray, 1994). This gives 
a focal depth of 34.5+8 km (t(pP-P)=9.2 s). 
There is variability in the signal observed on seismograms (Figure 5.14) even with 
stations at a similar epicentral distance and azimuth (ANTO L=64.71°, Az=316.3°; 
BCAO L=68.78°, Az=275.5°), which means that there are several possible velocity 
models and errors in the depth which may be assigned to this earthquake. The array 
stations can often be used to identify coherent arrivals across the array using signal 
correlograms. However, there are no array station data available as broadband conver-
sions for this earthquake since the record from EKA is badly affected by microseismic 
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2000 1300 400 2000 1300 200 
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Table 5.13. Velocity structure derived from Phèdre data and sediment thicknesses and veloc-



























Figure 5.13. Phaseless BB conversions of SF seismograms shown in Figure 5.12 for 20 
August 1986 earthquake 
noise and WRA was not operational. The focal depth range from the models is 39.4-
42.5 km but these are maximum likely depths since the lower velocity crustal layers 
are assigned minimum thicknesses and a high velocity mantle is the main structure 
above the source. 
The second model is considered to be more likely with a realistic thickness for the 
oceanic layer 3 (6400 ms -1 , 5800 m). The reflectivities to be applied to the surface re-
flections were calculated from the second model using the Zoeppritz equations (Pearce 
and Young, 1997). The compatible solutions that were produced from RAMP using 
the measurements in Table 5.14 are shown in Figure 5.15. 
The parameters shown in Table 5.16 were used to model the observed records (Fig-
ure 5.16). 
A 
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20 August 1986 
Observation P PP pwP 
Station A Azimuth Pot Min Max Pot Min Max Pot 	Min Max 
ANTO 64.70 316.3 0 + 4.75 7.75 - 0.65 3.65 - 5.5 9.5 
BCAO 68.80 275.5 0  + 6.5 8.5 - 1.2 3.5 - 	3.4 5.4 
CTAO 60.50 111.90 + 1.5 4.5 U U U - 0.9 3.9 
GRFO 82.40 320.60 + 4.5 6.5 U U U - 	1.1 4.1 
SLR 61.20 241.7 0 + 4.0 7.0 U 0.0 3.0 - 0.0 4.0 
LEM 21.0 0 103.90 + U U U U U U 	U U 
EKA 91.70 325.1 0 + U U U U U - U U 
Table 5.14. Polarity of phase: + compression, - dilatation, U unknown. 
20 August 1986  
Observation P pP/pwP 
Station A Azimuth Min Max Min Max 
ANTO 64.7 0 316.3 0 2.2 3.2 2.2 3.2 
BCAO 68.8 0 275.5 0 1.7 2.7 2.0 3.0 
CTAO 60.5 0 111.90 1.3 2.3 1.7 2.9 
GRFO 82.40 320.60 1.9 2.9 
SLR 61.20 241.7 0 1.8 2.8  
Table 5.15. The pulse durations of the P, pP and sP phases measured from phaseless broad-
band seismograms. 
Input parameters 
Fault plane solution BKN 70/130/80 
AR 2501501100 
Depth 39.4+5 km 
Fault plane area 4.0x3.5 km 
Fracture velocity 2.43 km s 1 
Angle of slip in plane 330° 
Output parameters 
Stress drop 8+4 bars 
Seismic moment 1.2x 1017  Nm 
Table 5.16. Model parameters for 20 August 1986 earthquake 
Chapter 5. Earthquake Analysis 	 86 




II 	 ______________________________ 
Figure 5.14. Monopole models and observed broadband seismograms from ANTO and 
BCAO for 20 August 1986 earthquake when passed through velocity structures 1 and 2 from 
Table 5.13 
SLIP ANGLE IN FAULT PLANE 















Figure 5.15. Focal mechanisms compatible with polarities and relative amplitudes in Ta-






Figure 5.16. Derived PBB seismograms from short period stations with corresponding synthetic waveforms for 20 August 1986 
earthquake 	 00 
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5.2.4 Earthquake 0: 22 September 1987, mb=S.S, M=5.0 
This earthquake occurred in the Central Indian 
Basin, northeast of the Afanasy Nikitin Seamount. 
Its epicentre is close to that of the 3 August 1978 
earthquake. 
22 September 1987 
Number of stations 
SP stations 10 Digital records 
SP array stations 2 EKA and WRA 
Table 5.17. Teleseismic data available 
WRA shows an arrival with the opposite polarity to P which arrives just over 2 s af-
ter P (Figure 5.18) and is interpreted to be a result of a dipping Moho below the array as 
previously identified (R.G. Pearce, pers. comm.) since it is not present on other records 
from this earthquake (Figure 5.20). Seismograms which have P wave and surface re-
flections of the same polarity (a Class 1 seismogram (Pearce, 1980)) are observed at 
two stations (BCAO and WRA). This situation has a high significance (>0.98) and 
these seismograms impose a strong constraint on the solution. The broadband P wave 
arrival at WRA (Figure 5.18 is double peaked which suggests a complex or elongated 
rupture surface. Not all the other stations are clearly double peaked (Figure 5.20 - 
BCAO, ANTO). Even when there are two peaks, the polarity of the second peak is not 
required to be the same polarity as the first (LZH, WMQ). There are no compatible 
solutions for the distribution of polarities shown by the second peak. The double peak 
is therefore not related to the elliptical nature of the fault or to a change of mechanism, 
but is interpreted as a near source conversion (e. g. S - P) which is azimuth depen-
dent. Measurements from the WRA broadband conversion indicate that the interval 
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Figure 5.17. SP seismograms retrieved for 22 September 1987 earthquake. TO marks identi-
fied pP, Ti marks pwP and T2 marks possible pwwP. 
Model 
Figure 5.18. Model of monopole to emulate relative amplitudes of pP and pwP observed in 
WRA broadband seismogram for 22 September 1987 earthquake when passed through derived 
velocity structure from Table 5.3 
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difference but suggests that the boundary at which any conversion occurs is located 
above the source. 
Arrival times measured from station BCAO (Figure 5.17) give a depth of 17.9±5 km 
(t(pP-P)=5.8 s) when a sediment thickness of 2750 m with an average velocity of 
2.3 kms 1  is used (Curray, 1994). Water depth in the epicentral region is estimated 
to be 4500 m (6 s vertical two way time) from ETOP05 and this is confirmed by 
identification of pwP and pwwP at 6.1 s spacings after pP. 
Since, as mentioned above, the earthquake has a similar epicentre to the earthquake 
on 3 August 1978, the same velocity structure (Table 5.3 on page 70) was used for 
modelling. The velocity structure gave modelled arrivals which fitted well to the ob-
served (Figure 5.18) and the depth was adjusted to 21.75±3 km. Comparison of the 
observed and model seismograms is more difficult since the earthquake does not have 
a 450 compressional dip slip type mechanism, with associated positive P polarities and 
negative surface reflections, and is therefore less like a monopole source. 
22 September 1987 
Observation P PP pwP 
Station A Azimuth Pol 	Min Max Pol Min Max Pol Min Max 
WRA 52.40 114.7 0  + 3.0 5.5 U U U + 0.5 1.9 
ANMO 144.50 15.50 - 	U U U U U U U U 
ANTO 62.00 316.90 - U U U U U U U U 
BCAO 66.00  275.20 - 	2.5 5.0 - 1.0 3.5 - 4.0 7.0 
KMI 31.30 33.30 - U U U U U U U U 
WMQ 44.5 0 3.40 - 	U U U U U U U U 
LZH 40.90 24.30 - U U U U U U U U 
EKA 89.20 325.20 - 	U U U U U U U U 
Table 5.18. Polarity of phase: + compression, - dilatation, U unknown polarity. 
The compatible solutions produced by RAMP using the measurements in Table 5.18 
are shown in Figure 5.19. A mixture of positive and negative polarities is observed in 
the teleseismic signals. This is due to one of the nodal planes having a more nearly 
vertical dip than 45°. If the dip is close to 45°, as for most of the other earthquakes, 
the teleseismic annulus of observations is unlikely to intersect with a nodal plane. The 
CMT solution does not lie within the remaining compatible RAMP solutions as BCAO 
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has incompatible polarity observations (- observed while + is predicted by the solu-
tion). 
SLIP ANGLE IN FAULT PLANE , 
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Figure 5.19. Focal mechanisms compatible with polarities and relative amplitudes shown in 
Table 5.18 for 22 September 1987 
22_  September _1987 
Observation P pP/pwP 
Station L Azimuth Min Max Min 	Max 
ANTO 62.00 316.90 1.5 2.5 
BCAO 66.00 275.20 .1.0 2.0 1.2 	2.2 
HIA 5840 26.40 1.4 2.4 
KMI 31.30 33•30 1.2 2.2 
NWAO 44.40 139.40 1.2 2.2 
LZH 4090 24.30 1.2 2.2 
WMQ 44.5° 3.40 1.2 2.2 
WRA 52.40 114.70 	1 1.6 2.6 1 2.1 	3.1 
Table 5.19. The pulse durations of the P, pP and sP phases measured from phaseless broad-
band seismograms 
The most compatible solution from GRAM was 70/90/130. The parameters shown 
in Table 5.20 were used to model the observed seismograms (Figure 5.20). The best 
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fit strike for the earthquake (700)  means that it must be unrelated to the 85° fracture 
zone which strikes north-south. The steeper dip of the fault plane than those of the 
other earthquakes in the Central Indian Basin may be related to the shallower focal 
depth of this earthquake. There is also a smaller stress drop than seen in the deeper 
earthquakes. The apparently small observed amplitude of some of the Chinese stations 
(principally KIvH in Figure 5.20), is related to problems with the conversion between 
short period and broadband. The gain for the seismic station is incorrectly published 
and amplitudes converted from short period are less than those observed on broad-
band seismograms recorded at the same location. This results in the uniformly low 
amplitude observed. Normally this is overcome by using the broadband record, but no 
broadband stations existed at the time of this earthquake. 
Input parameters 
Fault plane solution BKN 70/90/130 
AR 701901-50 
Depth 21.75±3 km. 
Fault plane area 3.5x3.34 km 
Fracture velocity 2.43 km s 
Angle of slip in plane 210° 
Output parameters 
Stress drop 7±3 bars 
Seismic moment 1.1x 1017  Nm 
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5.2.5 Earthquake E: 20 June 1989, mb=5.3,  M=4.6 
This earthquake took place in the Central Indian 
Basin on the fringe of the Bengal Fan. Interpreta-
tion is hindered by scattering off the nearby Ninety 
East Ridge. The available seismic data have an az-
imuthal distribution of approximately 1800,  which 
is a common problem in the Central Indian Ocean 
where there is a large reliance on stations operating 
in southern Africa for a good azimuthal distribution. 
20 June 1989 
Number of stations 
SP data 11 Digital records 
BB data 5 Digital records 
LSP array stations 1 WRA 
LP data 32 Digital records 
Table 5.21. Teleseismic data available 
The time interval between pwP and P is measured as 15±0.75 s (pwP seen as 
prominent arrival on WRA and BJI seismograms in Figure 5.21). The water depth 
is estimated, from ETOPO5, to be 4900 m which gives a t(pwP-pP) of 6.5 s. The 
maximum time between the direct P wave and the seafloor reflection, pP, is therefore 
8.5 s. Using a sediment thickness of less than 1 km (approximated to 500 m) with an 
average velocity of 2.0 kms' (Cur -ray, 1994), this should give the maximum possible 
depth. The depth calculated is 32.6±8 km. 
Modelling of a monopole using the velocity structure derived from Phèdre and 
Curray (1994) gives a good fit to the observed seismogram at ENH without alteration. 
The final depth is therefore 32.5 km±3 km. The observed seismogram shows a lower 
frequency content than the model because the source and attenuation along the path are 
not considered in the monopole modelling which concentrates on matching the relative 
amplitudes and times of the surface reflections. 
The seismograms have a low signal-to-noise ratio but the surface phases are iden-
tifiable and amplitudes are measured as shown in Table 5.23. There is an unidentified 















Figure 5.21. Seismograms from short period stations for 20 June 1989 earthquake 
Velocity Thickness 








Table 5.22. Velocity structure derived from Phèdre data and sediment thicknesses and veloc-
ities from Curray (1994) for model shown in Figure 5.22 
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Figure 5.22. Model of monopole to emulate relative amplitudes of pP and pwP observed in 
EN}I displacement seismogram when passed through derived velocity structure 
arrival between the pP and pwP phases on the seismograms from GRFO and WMQ 
(Figure 5.24), which is not sP (no compatible solutions from RAMP). This arrival is 
probably a reflection or conversion close to the source (possibly related to the Ninety 
East Ridge) which affects stations to the northwest. The relative amplitudes give the set 
of solutions shown in Figure 5.23. The best fit solution from GRAM is 190/130/100. 
Synthetic seismograms (Figure 5.24) are produced using a circular source since the 
pulse durations do not show any measurable difference with azimuth or epicentral dis-
tance. The modelling parameters are shown in Table 5.24 and these give a seismic 
moment which is close to that of the CMT solution (11.3x 1016  Nm). The Harvard 
CMT solution does not lie within the RAMP compatible solutions although the solu-
tion appears to lie close to a double couple from the values of the principal moment 
tensor components (12.4, -2.1, -10.2). WRA has a positive polarity first motion rather 
than the negative polarity predicted by the CMT solution (Figure 5.24). 
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20 June 1989 
Observation P PP pwP 
Station L Azimuth Pol Min Max Pol Min Max Pol Min Max 
WRA 48.80 113.20 + 3.0 6.0 - 3.0 6.0 U U U 
ENH 40.1 0 30.8 0 + 1.0 3.0 - U U - 1.0 3.0 
WMQ 47.40 0.7° + 1.0 4.0 U U U - 2.0 5.0 
BR 51.20 28.70 + 1.0 3.0 - 1.0 3.0 - 1.0 3.0 
GRFO 83.80 320.70 + U. U U U U U U U 
CHTO 23.40 27.1 0 + U U U U U U U U 
BCAO 68.90 276.20 + U U - U U U U U 
ANTO 66.0° 316.90 	1 + U U I U U U I U U U 
Table 5.23. Polarity of phase: + compression, - dilatation, U unknown. 
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Figure 5.23. Focal mechanisms compatible with polarities and relative amplitudes shown in 
Table 5.23 for 20 June 1989 
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Input parameters 
Fault plane solution 	BKN 190/130/100 
AR 10150180 
Depth 32.5±3 km 
Fault plane area 2.8x2.8 km 
Fracture velocity 2.43 kms' 
Angle of slip in plane 00 
Output parameters 
Stress drop 20±6 bars 
Seismic moment 1 x 1017  Nm 
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5.2.6 Earthquake F: 13 January 1991, mj=5.8, M 8 =5.3 
This earthquake occurred in the Central Indian 
Basin east of the Afanasy Nikitin Seamount. Its 
epicentre is close to that of the 16 August 1992 
earthquake. A Chinese earthquake occurred shortly 
before this one and P wave seismograms for this 
earthquake from many of the stations within tele-
seismic range, in particular stations from the Chi-
nese Digital Seismic Network, were obliterated by 
surface waves from the earlier earthquake. 
13 January 1991 
Number of stations 
SP data 4 Digital records 
BB data 23 Digital records 
SP array stations 2 EKA and WRA 
Table 5.25. Teleseismic data available 
Many of the broadband stations are PKP observations and are therefore more 
difficult to interpret. Although the number of usable stations is limited due to the 
Chinese earthquake, I am fortunate to have a good azimuthal coverage from the four 
measurable seismograms (WRA, CHTO, GAR, SLR). 
Since this earthquake occurred in the same region as the earthquake on 16 August 
1992, a similar velocity structure is used for the monopole modelling although I ad-
justed the thickness of the oceanic layer 3 (7000 m at 6000 ms') to produce a better 
fit to the observed (Figure 5.25). The focal depth is 34.6+3 km. 
The compatible solutions from RAMP using the measurements in Table 5.27 are 
shown in Figure 5.26. The CMT solution does not lie within this range and predicts 
incorrect polarity first motions for three of the four stations modelled (WRA, Cl-ITO, 
GAR). The parameters shown in Table 5.29 are used to model the observed seismo-
grams. The solution for this earthquake is well constrained and shows the importance 
of having a good azimuthal coverage and near-nodal measurements (WRA). 
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Figure 5.25. Monopole model and observed broadband seismogram from WRA for 13 Jan-
uary 1991 earthquake 
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Figure 5.26. Focal mechanisms compatible with polarities and relative amplitudes shown in 
Table 5.27 for 13 January 1991 
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Table 5.26. Velocity structure for model shown in Figure 5.25 




Azimuth Pol Min A Max Pol Min Max POI 
Min Max POI Min Max 
Station - 	25.0 8.0 - jo 36.0 	±  
WRA 51.4°  113.20 
CHTO 32.7 0 25.80 	+ 
U U U 	U 	U U U 	
U U 
OAR 43.70 343.90 + 
U U U U U U 
U U U 
SLR 58.6° 241.6° 	+ 
Table 5.27. Polarity of phase: + compression, 
- dilatation, U unknown. 
13 January 1991 
pP/pwP 
EStationO=bservationAzimuth Mm Max Mm Max 
SLR 	58.60 	241.60 
WRA 51.40 113.20 	1.3 	
2.3 	2.1 	3.1 
Table 5.28. The pulse durations of the P 
and pP phases measured from phaseless broadband 
seismograms 




Fault plane solution BKN 150/130/20 
AR 3301501160 
Depth 34.6+3 km 
Fault plane area 4.5x4.12 km 
Fracture velocity 3.2 km s 1 
Angle of slip in plane 200 
Output parameters 
Stress drop 14+5 bars 
Seismic moment 3.7x 1017  Nm 
Table 5.29. Model parameters for 13 January 1991 earthquake 
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5.2.7 Earthquake G: 13 May 1991, mb=5.89 M=5.5 
This earthquake occurred on the west flank of the 
Afanasy Nikitin Seamount in the Central Indian 
Basin. It is therefore located on abnormal oceanic 
lithosphere and will have less sediment cover than 
the literature predicts (Cur -ray, 1994). The extent 
of the influence of the regional stress field over the 
seamount is not known and this earthquake will al-
low us to see if it has been perturbed. 
41/27/28 	134/46/129 
Harvard CMT 	 USGS MT 
"Best" DC "Best" DC 
Figure 5.28. Compressional quadrants in black and tensional in white 
The Harvard CMT solution for this earthquake predicts that the P wave arrival 
at BiT should be large and negative. The observed seismogram (Figure 5.30) shows 
that P at the station is of large amplitude and positive in polarity. Polarities are also 
wrongly predicted at KIvil, MAJO, WMQ and LZH. The CMT solution is therefore 
incorrect. 
13 May 1991 
Number of stations 
SP data 7 Digital records 
BB data 6 Digital records 
SP array stations 2 EKA and WRA 
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Figure 5.30. Seismograms from broadband stations for 13 May 1991 earthquake 
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The short period and broadband seismograms (Figures 5.29 and 5.30) show a large 
number of arrivals after P which may be related to scattering from the sides of the 
Afanasy Nikitin seamount. Small positive precursors to the P wave are observed on 
the short period and broadband seismograms. The P pulse and surface reflections 
also have two distinct peaks which could mean that this earthquake consists of at least 
two subevents, the fault is stick-slip in nature, or the fault is strongly elliptical. Both 
peaks are of the same polarity (positive P for all stations) which makes it unlikely that 
the second pulse is a near source effect. Studies of the time between the two peaks 
at different stations give the results in Table 5.31. By measuring the time difference 
between the two peaks I am assuming that the two peaks are attenuated to the same 
extent. When LM is plotted against azimuth (Figure 5.31), the results suggest that the 
second peak is originating to N75°E of the initial hypocentre since the time between 
the peaks decreases towards this azimuth and is at a maximum at N255°E. There is 
no correlation between epicentral distance and At. Observation also suggests that the 
time difference between the peaks observed for the P pulse does not differ from the 
time difference between the peaks on the pwP pulse when measured on the same 
seismogram (e.g. BE record in Figure 5.34). This would indicate very little, if any, 
difference in depth between the sources of the two pulses. 
Station Time of peak 1 Time of peak 2 At 
LZH 16:36:24.9 16:36:26.3 1.4 
BiT 16:37:34.3 16:37:35.7 1.4 
KMI 16:35:05.7 16:35:07.0 1.3 
KONO 16:40:49.6 16:40:51.1 1.5 
SLR 16:38:00.8 16:38:02.9 2.1 
WMQ 16:36:51.6 16:36:53.2 1.6 
WRA 16:37:32.7 16:37:34.2 1.5 
EKA 16:41:18.8 16:41:20.6 1.8 
MAJO 16:38:57.6 16:38:58.5 0.9 
Table 5.31. Arrival times of the two distinct peaks of the P arrival seen on broadband records 
and the time difference (it) between them. Errors in measurement are ±0. is. 
The seamount is only covered in a thin layer of sediment (<I km (Curray, 1994)) 
which means that pP has a similar amplitude to pwP (see Figure 5.32); this is not 
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(a) 	 (b) 
Figure 5.31. Time (/t) between two distinct pulses in P plotted against station a) azimuth 
and b) epicentral distance 
Bengal Fan - see Section 5.3). 
Velocity Velocity Thickness 






Table 5.32. Velocity structure derived from Phèdre data and sediment thicknesses and veloc-
ities from Curray (1994) for model shown in Figure 5.32 
Neither the CMT nor the USGS MT solution lie within the range of RAMP compat-
ible solutions. This may be due to the inability of long period records to differentiate 
between the two pulses which are observed on the broadband recordings, although this 
does not explain the polarity mismatch observed from the CMT solution. The "best 
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Figure 5.32. Model of monopole to emulate relative amplitudes of pP and pwP observed in 
WRA broadband seismogram recorded on 13 May 1991 when passed through derived velocity 
structure with consideration of noise effects. 
13 May 1991 
Observation P PP pwP SP 
Station A Azimuth Pol Min Max Pol Min Max Pol Min Max Pol Min Max 
WRA 52.80 112.40 + 0.65 1.1 - 0.7 1.5 - 0.7 1.5 U U U 
BE 53.00 31.90 + 15.0 30.0 U U U - 5.0 25.0 U U U 
KJvIJ 34.30  33.1 0 + U U U U U U U U U U U 
MAJO 65.1 0 46.90 + U U U U U U U U U U U 
WMQ 47.3 0 4.80  + U U U U U - U U U U U 
SLR 56.8 0 241.5 0 + 0.7 1.5 - 0.4 1.0 U 0.4 1.0 U 0.0 1.0 
EKA 90.60  325.20  + U U U U U U U U U U U 
ZOBO 145.30 234.8 0 + U U U U U U U U U U U 
LZH 44.00 24.7 0  + U U U U U U U U U U U 
TOL 89.80 309.8 0 + U U U U U U U U U U U 
KONO 84.60 330.8 0 + U U U U U U U U U U U 
PFOT 145.00 28.80  + U U U U U U U U U U U 
Table 5.33. Polarity of phase: + compression, - dilatation, U unknown. 
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fit" fault plane solution from GRAM is 210/130/80. Despite this being more com-
patible according to GRAM, the fault plane solution shown in Table 5.35 is used for 
modelling since this solution produced a better observed fit to the data rather than a 
statistical best fit. 
SLIP ANGLE IN FAULT PLANE 0 
	
50 	300 	600 	900 	1200 1500 1800 
50 * 
	 * 	 * 
4 • * • * • • + • * . * * + 4 • • 4 
D 300 * 4 * • + * * + * * * * + + * . + 
Q 	* * 4 • + * 4 * * 4 + 4 + + * * + 4 
4 4 • 4 4 * 4 * 4 4 * 4 * * 4 4 4 4 
..T1  600 • * • • • • • • * • 	• • • • • * • 
+ 4 + + 4 4 4 * * 4 * * + 4 4 4 * * 
I.- 	t . • . 4 • * + 4 4 * 4 4 4 4 4 
900 • • • • • • • * , • • * • • * • , 
• . • * * * , * • * • * * , . * * . 
I- 
+ 4 * + + 4 + + * * 4 4 + 4 + • * * 
MZ 
1200 * • • * * * * * * , • * * 	, * * 
• • • 	 * • • • * • 
+ 4 * * 4 	 71+. * • ++ 
1500 : : : : : : : : : : : : : : 	: : : 
* * 4 • * * 4 * • * 4 4 * * 4 * • 4 
1800 + * 	+ , . • + + • • * • 4 • + + 
Figure 5.33. Focal mechanisms compatible with polarities and relative amplitudes shown in 
Table 5.33 for 13 May 1991. The red lines show the CMT solution and the green lines show 
the USGS MT solution. 
13_  May _1991  
Observation P pP/pwP 
Station 1 Azimuth Min Max Min Max 
BJI 53.00 31.9 0 1.8 2.8 2.1 3.1 
KIvil 34.3 0 33.1 0 1.7 2.8 
KONO 84.60 330.80 2.2 3.2 
LZH 44.00 24.70 2.2 3.2 1.7 2.7 
SLR 56.80 241 .50 1.9 2.9 
WMQ 47.3° 4.80 1.8 2.8 
WRA 52.80 112.40 	1 1.6 2.6 1 	1.7 2.7 
Table 5.34. The pulse durations of the P and pP phases measured from phaseless broadband 
seismograms 
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Input parameters 
Fault plane solution BKN 80/140/80 
AR 2601401100 
Depth 27.1±3 km 
Fault plane area 4.4x4.3 km 
Fracture velocity 2.43 km s' 
Angle of slip in plane 1500 
Output parameters 
Stress drop 8±4 bars 
Seismic moment 3.95 x 1017  Nm 
Table 5.35. Model parameters for 13 May 1991 earthquake 
From the modelling, I conclude that the two pulses observed on the broadband 
conversions are related to a complex rupture on the same fault rather than motion 
on different faults or solely the elliptical nature of the fault. There is a change in 
relative amplitudes but not polarities between the two pulses which indicates a small 
change in mechanism. The second part of the motion is still a thrust mechanism and 
the change is likely to be one of fault strike alone. The strike of the resulting fault 
plane solution indicates that the regional stress and fault strike is probably influencing 
deformation on or below the Afanasy Nikitin Seamount. The seismic moment derived 
from my modelling is significantly less than those from the CMT (10.19x io' Nm) 
and USGS MT (1.1 x 1018  Nm) long period determinations. This may be associated 
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5.2.8 Earthquake H: 16 August 1992, mb=5.6, M=4.8 
This earthquake occurred in the Central Indian 
Basin. Its epicentre is close to that of the 13 January 
1991 earthquake. This earthquake should be free 
from influences other than the regional stress field 
and the pre-existing fault fabric and should there-
fore give a good idea of the dominant stresses in the 
Central Indian Ocean. 
16 August 1992 
Number of stations 
SP stations 8 Digital records 
SP array stations 2 EKA and WRA 
BB stations 21 Digital records 
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Figure 5.36. Phaseless broadband conversions of short period data shown in Figure 5.35 
The short period records from LSA and FHA (Figure 5.35) both show a clear high 
amplitude phase which arrives approximately 15 s after P and is --0.7 s earlier at LSA 
than FHA. This moveout is related to the difference in the epicentral distances of the 
stations (LSA: z=33.1° and HIA: L=60.2°) and confirms that both the large arrivals 
are surface reflections, which are later shown to be pwP (see modelling results in 
Figure 5.39). 
Now that the large arrival on the short period records has been identified as a sur-
face reflection using the moveout associated with epicentral distance, a depth determi-
nation is possible. WRA is one of the clearest records with which to work. It shows 
multiple arrivals when converted to broadband (Figure 5.36). These can be equated 
to reflections from the base and top of the sediment layer, and interference from the 
S conversion at the seafloor with the seasurface reflection. The predicted thickness of 
sediment is 2km with an average velocity of approximately 2.1 kms' (Curray, 1994). 
The predicted water depth (from ETOP05) is 4750 m (t(pwP-pP)=6.3 s at verti-
cal incidence). The results of modelling a monopole using the velocity structure in 
Table 5.37 is shown in Figure 5.37. 
The relative amplitudes of pwP and P differ between the short period records of 
Chapter 5. Earthquake Analysis 	 115 
Velocity Velocity Thickness 
V, (mis) V3 (mis) 	(m) 
1500 4800 






Table 5.37. Velocity structure derived from Phèdre data and sediment thicknesses and veloc-
ities from Curray (1994) for model shown in Figure 5.37 
IRA and WRA (Figure 5.35) but can be seen to be similar on the broadband conver-
sions (Figure 5.36). The short period amplitudes can be misleading but it is often easier 
to spot the surface reflections on the short period records. The broadband conversion 
of EKA shows the high microseismic noise associated with this array station which 
makes it hard to model, even when there is a clear short period record. 
Compatible solutions from RAMP when the broadband areas shown in Table 5.38 
are used, are shown in Figure 5.38. The CMT solutions lies close to, but not within, 
the range of RAMP compatible solutions. Positive polarities are observed at the north-
western Chinese stations (LSA, LZH, ENH) where the CMT solution predicts negative 
first motions. The most compatible solution from GRAM is 90/130/70. This is used 
for the subsequent fault plane determination and modelling. 
The parameters shown in Table 5.40 were used to model the observed seismograms 
and these give the models shown in Figure 5.39. 
lihoonal 
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Figure 5.37. Model of monopole to emulate relative amplitudes of pP and pwP observed in 
WRA broadband seismogram when passed through derived velocity structure. 
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Figure 5.38. Focal mechanisms compatible with polarities and relative amplitudes shown in 
Table 5.38 for 16 August 1992 
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16 August 1992 
Observation P PP pwP 
Station A Azimuth Pot Min Max Pot Min Max Pot Min Max 
WRA 51 .00 113.20 + 3.5 6.1 - 0.5 2.3 - 4.0 7.0 
I-HA 60.20 25.50 + 2.0 4.0 - 0.4 1.4 - 2.0 3.2 
LSA 33.1 0 9.90 + 3.0 9.0 U 3.0 9.0 U 7.0 20.0 
WMQ 46.80 2.7 0 + 0.5 2.0 U U U - 1.8 4.0 
CTAO 62.00 111.00 + 8.0 20,0 U 3.0 20.0 U 3.0 20.0 
MV 59•70 325.20 + 3.0 5.0 U U U - 1.5 3.3 
ZOBO 147.20  233.3 0  + U U U U U - U U 
ANMO 146.60 17.1 0 + U U U U U - U U 
NWAO 42.40  138.20 + U U U U U - U U 
OBN 70.30 332.90 + U U U U U - U U 
PFO 143.60 30.90 + U U U U U - U U 
YSS 71.00 37.70 + U U U U U - U U 
LZH 42.80  22.70  + U U U U U U U U 
ENH 40.60  33.5 0 + U U U U U U U U 
EKA 91.40 325.20 + U U U U U U U U 
MDJ 62.00 34.70 + U U U U U U U U 
SPA 86.90 180.00 + U U U U U U U U 
SSE 48.40  42.70 + U U U U U U U U 
Table 5.38. Polarity of phase: + compression, - dilatation, U unknown. 
16 August 1992 
Observation P pP/pwP 
Station A Azimuth Min Max Min Max 
I-HA 60.20 25.50 1.5 2.5 1.1 2.3 
LZH 42.80 22.7 0 0.7 2.0 0.6 2.8 
MDJ 62.00 34.70 1.0 2.2 
SSE 48.40 42.70 0.6 1.6 1.0 2.1 
WMQ 46.80 2.70 0.5 1.8 0.8 2.3 
WRA 51.00 113.20 1.4 2.6 1.5 2.7 
Table 5.39. The pulse durations of the P and pP phases measured from phaseless broadband 
seismograms 
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Input parameters 
Fault plane solution BKN 90/130/70 
AR 270/50/110 
Depth 33.6±3 km 
Fault plane area 3.2x 3.2 km 
Fracture velocity 2.43 kms' 
Angle of slip in plane 3300 
Output parameters 
Stress drop 25±6 bars 
Seismic moment 1.87x 10 11 Nm 











Figure 5.39. Derived PBB seismograms from stations with corresponding synthetic waveforms for 16 August 1992 earthquake. 
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The remaining two earthquakes in the Central Indian Basin and Ninety East Ridge 
area have a magnitude (Mb)  of less than 5.2 which means that the data are not good 
enough to do as much analysis as carried out for the previous earthquakes. Despite 
this, the data are presented here and basic interpretation undertaken. 
5.2.9 Earthquake J: 15 October 1989, rn=5.1, M=4.8 
This earthquake occurred in the Central Indian 
Basin. 
15 October 1989 
Number of stations 
SP data 5 Digital records - 
BB data 4 Digital records 
SF array stations 1 EKA 
Table 5.41. Teleseismic data available 
Of the broadband data retrieved, only two of the records were usable. One of these 
duplicated a short period record (WMQ) while the other is a station at 140° epicen-
tral distance (ANMO). The only array station (EKA) is contaminated by microseis-
mic noise and the aftermath of other earthquakes and cannot be used for interpreta-
tion. This makes the estimation of depth and a focal mechanism difficult. Unlike for 
previous earthquakes in this chapter, identification of surface reflections is not possi-
ble from short period data and derived displacement seismograms for this earthquake 
(Figure 5.41). Possible pP and pwP identifications at 7.5 and 12.5 s after P (ANTO, 
GRFO, WMQ) are eliminated, because the water depth in the epicentral area is mea-
sured to be approximately 4900 in (from ETOP05) which gives a minimum time of 
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Figure 5.40. Focal mechanisms compatible with polarities for earthquake on 15 October 
1989 
6.5 s between the seafloor and seasurface reflections. The interpretation of the arrival 
at t = 7.5 s as sP gives no compatible solutions. 
Some of the P wave first arrivals have a negative polarity which means that the 
earthquake is not a 45 1 compressive dip slip mechanism (where the nodal plane would 
not intersect the teleseismic station distribution) and this is confirmed by using RAMP 
with only polarities (ANTO:—, CHTO:+, WMQ:—). It is not possible to make mea-
surements of the relative amplitude of phases since the surface reflections have not 
been identified. 
The different mechanism may indicate an association with, or the influence of, a 
fracture zone. The mechanism is constrained by only three polarities and the CMT 
solution lies within the compatible solutions. Since small P waves and large SH 
waves are characteristic of a strike slip mechanism, this may be an earthquake which 
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Figure 5.41. Seismograms from short period stations (SP) and the related phaseless broad-
band displacement conversions (Disp) for 15 October 1989 earthquake 
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5.2.10 Earthquake K: 28 October 1990, mb=S.O, M=4.3 
There are no published focal mechanisms for this 
earthquake. The earthquake is located on the west-
ern flank of the Ninety East Ridge which means that 
the seismograms are affected by scattering off the 
slopes of the ridge. 
28 October 1990 
Number of stations 
SF data 4 Digital records 
BB data 6 Digital records 
Table 5.42. Teleseismic data available 
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Figure 5.42. Focal mechanisms compatible with polarities for earthquake on 28 October 
1990 
This earthquake is poorly located as can be seen by the travel time errors (of ±2 s) in 
Chapter 5. Earthquake Analysis 	 124 
Figure 5.43. Only two first motions can be determined from the available seismograms 
(BCAO: ± and CHTO: +) which give the solutions shown in Figure 5.42. No depth 






Figure 5.43. Seismograms from short period stations (SP) and the related broadband dis-
placement conversions (Disp) for 28 October 1990 earthquake. 'A' shows the estimated time 
of arrival of the P wave given the published ISC location. 
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5.3 Bay of Bengal 
5.3.1 Earthquake L: 12 April 1981, mb=5 .2, M5 =5.2 
The earthquake occurred in the Bay of Bengal, east 
of Sri Lanka. The Bengal Fan is thick in the re-
gion of the epicentre which means that pP will be 
reduced in amplitude relative to pwP. 
12 April 1981 
Number of stations 
SF stations 6 Digital records 
SF array stations 2 EKA and WRA 
LP stations 17 Digital records 
Table 5.43. Teleseismic data obtained 
Water depth from ETOPOS predicts that the time difference between pP and pwP 
will be at least 5 s ('3750 m). Measurements from the WRA broadband conversion 
(Figure 5.45) (which shows the clearest surface phases and also has correlograms) give 
a time difference of 5.7 s between the larger surface phases which suggests that the 
larger of the seafloor reflections is pP rather than sP. Calculations using the takeoff 
angle for the seasurface reflection at WRA give an actual time difference between pP 
and pwP of 5.8 s. 
I calculate an initial focal depth using the time between P and pP, measured from 
the WRA seismogram, and applied the velocity structure found from the seismic re-
flection survey with the sediment thickness adjusted to 4.5 km with an average velocity 
of 3.0 kms (Curray, 1994). The depth was found to be 3.9+5 km (t(pP-P)=2.6 s). 
This depth implies that this earthquake initiated within the crust, close to the base of the 
sediment layer. The sediment and top of the faulted crust are of low, or zero, strength 
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p (kg/M3 ) 
Thickness 
(m) 
1500 1.0 4500 
1600 1100 1.3 70 
1800 1130 1.4 90 
2300 1230 1.5 120 
2600 1300 1.7 160 
3000 1400 1.8 250 
3400 1500 2.0 2400 
4000 - 2.5 2500 
Table 5.44. Velocity structure derived from Phèdre data and sediment thicknesses and veloc-
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Figure 5.45. 
Phaseless broadband seismograms derived from short period seismograms for 
12 April 1981 earthquake 
so it is unclear how stress can build up to seismogenic levels. The fault plane size is of 
a similar magnitude as the determined focal depth. No decrease in the amplitude of the 
surface reflections is observed implying that surface rupture has not taken place. The 
minimum focal depth for this earthquake is therefore constrained by the pulse duration 
and derived minimum fault plane size. 
I adjusted this starting model using forward modelling of a monopole source to 
match the relative amplitudes of pP and pwP. 
This gives a depth of 5.6±3 km us-
ing the velocity structure in Table 5.44 to model the broadband record from WRA 
(Figure 5.46). 
The solution is constrained using RAMP to a set of compressional mechanisms 
(Figure 5.47) from the values in Table 5.45. When GRAM (Pearce and Rogers, 1989) 
is used, the most likely solution is 70/140/20. The CMT fault plane solution does 
not lie within the remaining compatible solutions, and predicts that WRA has a large 
amplitude negative P 
wave first motion rather than the near nodal positive which is 
observed. Synthetic seismograms (Figure 5.48) are calculated using the parameters in 
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Model 
Figure 5.46. Model of monopole to emulate relative amplitudes of pP and pwP observed in 
WRA broadband seismogram recorded on 12 April 1981 when passed through derived velocity 
structure with consideration of noise effects. 
12 April 1981  
Observation P PP pwP 
Station i Azimuth Pol Min Max Pol Min Max Pol Min Max 
ANTO 56.40  312.70 + 10.0 20.0 U 0.1 11.0 U U U 
GRFO 73.50 319.3 0 + 10.0 20.0 U 0.8 8.0 U 0.8 8.0 
KAAO 30.20  332.40 + 10.0 20.0 U 2.0 8.0 U 2.0 8.0 
WRA 55.7 ° 120.90 + 0.2 1.5 - 0.9 2.4 - 1.9 4.0 
EKA 82.40  324.80 U 10.0 20.0 U 5.0 25.0 U U U 
Table 5.45. Polarity of phase: + compression, - dilatation, U unknown. 
Table 5.47 after determination of fault plane orientations using observed pulse dura-
tions (Table 5.46). 
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Figure 547. Focal mechanisms compatible with polarities and relative amplitudes shown in 
Table 5.45 for 12 April 1981 
12 April 1981  
Observation P pP/pwP SP 
Station A Azimuth Min Max Min 	Max Min 	Max 
ANTO 56.40  312.70 1.8 2.8 
GRFO 73.5 0  319.30 1.8 2.9 
KAAO 30 .20 332.40  1.7 2.7 
WRA 55.70 120.90 1 	1.1 2.3 1 	1.2 	1.7 1 	1.5 	2.8 
Table 5.46. The pulse durations of the P, pP and sP phases measured from phaseless broad-
band seismograms 
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Input parameters 
Fault plane solution 	BKN 70/140/20 
AR 2501401160 
Depth 	 5.6±3 km 
Fault plane area 	2.32x 2.32 km 
Fracture velocity 1 .8kms' 
Angle of slip in plane 30° 
Output parameters 
Stress drop 	8±4 bars 
Seismic moment 	2.3x 1016  Nm 










Figure 5.48. Derived PBB seismograms from short period stations with corresponding synthetic waveforms for 12 April 1981 earth-
quake 
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5.3.2 Earthquake M: 11 January 1992, mb=5.6,  M3=5.0 
This earthquake occurred in the central Bay of Ben-
gal. The near source structure for this earthquake is 
dominated by the presence of the Bengal Fan which 
strongly influences the amplitudes of the surface re-
flections. 
11 January 1992 
Number of stations 
SP stations 8 Digital records 
SP array stations 2 EKA and WRA 
BB stations 16 Digital records 
Table 5.48. Teleseismic data obtained 
The water depth is approximately 3500 m in the region of the epicentre (from 
ETOP05 satellite data) with the sediment layer being at least 4.5 km in total thickness 
(Curray, 1994). This can be divided up into Pre—Eocene, e-1.5 km thickness with 
average velocity of 4.4 kms 1 , and Post-Paleocene sediment, '3 km thickness with 
velocities between 1.6 kms 1 and 3.4 kms 1 . Modelling of a monopole using the 
velocity structure shown in Table 5.49 produces the synthetic seismogram shown in 
Figure 5.49 for WRA. This gives a focal depth of 21.0 km±5 km. 
Some of the seismograms (lilA, LZH, MIDJ) have negative first motions which are 
incompatible with the Harvard CMT solution. The combination of positive and nega-
tive polarities, and relative amplitudes, in Table 5.50 give a well constrained fault plane 
solution (Figure 5.50). Pulse durations (Table 5.51) determine the size and orientation 
of the fault plane and these parameters (Table 5.52 were used to model the observed 
seismograms shown in Figure 5.51. 
unsnrvetI 
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Figure 5.49. Model of monopole to emulate relative amplitudes of pP and pwP observed in 
WRA broadband seismogram when passed through derived velocity structure 
SLIP ANGLE IN FAULT PLANE 0 
50 	300 	600 	900 	1200 1500 1800 
50 
. ........, 4 4 
300 * • • * + • * . . * . * * + * • * • 
CD 	* + * 4 + + 4 + * 4 + * + + + + * 4 
'•1 • • • . . * • * • 4 	* . . 4 * 
1 60 * * * • * * •4 + * + • + . * . * 
* * 4 + + * * + * 4 * * + * 4 * 4 * 
	
900 * • • • * , • 	• * • * * • * * 	* 
* ...... 
I- 
4,. + _ 4..•..+ * \\\\* * * 4* 
M .................. 
• / • *4.: * * * * • • * * 4 4 	• * 
o 	* . 1 + + • * • * * * 4 +/ 4 * 4 
1500 * * * I 	* * * * * ,. w. 	• * * 
* * * * 4 * + * + * + * * + * * * + 
1800 + • * * * * * + * 4 * * + * 4 * + + 
Figure 5.50. Focal mechanisms compatible with polarities and relative amplitudes shown in 
Table 5.50 for 11 January 1992 
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Table 5.49. Velocity structure derived from Phèdre data and sediment thicknesses and veloc-
ities from Curray (1994) for model shown in Figure 5.49 
11 January 1992 
Observation P PP pwP 
Station A Azimuth Pol Min Max Pol Min Max Pol Min Max 
WRA 54.90 122.20 + 9.0 18.0 - 4.0 9.0 - 12.0 20.0 
F11A 48.40 28.30 - U U U U U - U U 
LSA 20.70 10.30 - U U U U U U U U 
KMI 21.80 41.60 - U U U U U U U U 
LZH 30.80 27.3 0 - U U U U U U U U 
MDJ 50.90 38.5 0 - 5.0 8.0 - 5.0 8.0 - 12.0 20.0 
TOL 84.90 309.40 + U U U U U U U U 
CTAO 65.20 117.1 0  + U U U U U U U U 
BR 40.20 35.5 0 - U U I 	U U U - U U 
Table 5.50. Polarity of phase: + compression, - dilatation, U unknown. 
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11 January 1992 
Observation P pP/pwP 
Station A Azimuth Min 	Max Min Max 
CHTO 15.00 4940 1.5 2.5 
WA 48.40 28.3 0 1.5 2.5 1.1 2.1 
KNIT 21.80 41.60 1.3 2.3 
LSA 20.7 0 10.3 0 1.0 2.0 1.0 2.0 
LZH 30.80  27.3 0 1.1 2.1 
MDJ 50.90 38.5 0 1.0 2.0 1.6 2.7 
WRA 54.90 122.20 1.2 2.2 1.0 2.1 
Table 5.51. The pulse durations of the P and pP phases measured from phaseless broadband 
seismograms 
Input parameters 
Fault plane solution BKN 10/150/50 
AR 1901301130  
Depth 21.0+5 km 
Fault plane area 3.5x3.42 km 
Fracture velocity 2.43 km s 1 
Angle of slip in plane 30° 
Output parameters 
Stress drop 14±5 bars 
Seismic moment 3.5x 1017  Nm 
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5.4 Wharton Basin 
5.4.1 Earthquake N: 17 December 1989, mb=5 .4, M=5.4 
The epicentre of this earthquake is in the centre of 
the Wharton Basin where there is an absence of sig-
nificant sediment since it is isolated from the influ-
ence of the Bengal Fan by the Ninety East Ridge 
and is too far south to be affected by the Nicobar 
Fan. 
17 December 1989 
Observation P PP SP 
Station A Azimuth Pol Min Max Pol Min Max Pol Min Max 
BiT 53.1 0 22.90 + 3.0 6.0 - 3.0 6.0 U U U 
Krvll 34.90 16.80 + U U - U U - U U 
WMQ 52.20  355.80  + 7.5 15.5 U U U - 8.0 16.0 
ANTO 72.90 316.1 0 + 1.1 6.1 U U U - 3.75 8.75 
BCAO 74.60 277.00 + 7.7 13.7 U U U - 0.5 2.5 
SLR 62.90 245.5 0 + 5.0 11.0 U U U - 4.0 9.5 
NOU 72.30 110.7 0 U 0.0 3.0 U U U U 5.0 50.0 
Table 533. Polarity of phase: + compression, - dilatation, U unknown. 
Absence of sediment means that the surface layer velocity is higher than that of 
previous earthquakes. There are no solutions for this earthquake if a typical sediment 
velocity is used in RAMP since pP and sP are larger than would be predicted if there 
were sediment. 4 kms is used as a surface layer velocity. Long period records with 
apparently large travel time residuals were observed at NOU and other stations in the 
region of Australasia (Figure 5.52). These were interpreted as nodal observations of P 
since there was no evidence that the earthquake had been so poorly located that travel 
time residuals of 20 s would be observed. 
The RAMP solution is well constrained so one of the solutions (210/110/120) was 
selected for modelling purposes. Since we do not have any seismic reflection profiles in 
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Figure 5.52. NOU shows an apparent travel time residual of almost 20 seconds which is 
interpreted as a nodal P observation. SLR, which is known to be away from the node from 
broadband observations, is shown for comparison. 
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Figure 5.53. Focal mechanisms compatible with polarities and relative amplitudes shown in 
Table 5.53 for 17 December 1989 
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the Wharton Basin, a simple structure derived from the Central Indian Basin was used 
(Table 5.54). The depth was varied until a good fit to the data was found (Figure 5.54). 
This gave a depth of 28.7 km±3 km which includes errors in the velocity structure. 
The stress drop required to model this earthquake was higher than for earthquakes in 
the Central Indian Basin (Table 5.55). The Harvard CMT best double couple is close 
to my solution, but their seismic moment (7.62x 10' 7' Nm) is almost twice that found 
by me, despite my modelling maximising the moment by having a large stress drop 
and fault plane area, with a small rupture velocity. 
Velocity Thickness 






Table 5.54. Simple velocity structure derived from Phèdre data for central Wharton Basin 
Input parameters 
Fault plane solution 	BKN 210/110/120 
AR 30170160 
Depth 28.7+3 km 
Fault plane area 3.5x3.5 km 
Fracture velocity 2.41 km s 
Angle of slip in plane 00 
Output parameters 
Stress drop 35±4bars 
Seismic moment 3.4x 1017  Nm 













Figure 5.54. Derived PBB seismograms from short period stations with corresponding synthetic waveforms for 17 December 1989 
earthquake 
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5.4.2 Earthquake P: 15 October 1990, mb=5.9,  M3 =6.6 
The epicentre of this earthquake is in the north-
ern Wharton Basin close to the eastern flank of 
the Ninety East Ridge. The NEIC reported that 
the focal mechanism was well controlled and cor -
responded to strike slip faulting with a small strike 
slip (sic) component. They also stated that a com-
plex event was observed on the broadband seismo- 
grams. 
Focal depths reported in the ISC Bulletin range between 9 and 32 km. The broad-
band seismograms are complex making surface reflections difficult to identify. Despite 
this, a well constrained focal mechanism was obtained using RAMP and GRAM be-
cause there were nodal observations of P from Australian stations and both positive 
and negative first motions observed on other teleseismically recorded seismograms 
(Table 5.56). The final solution is compared with previously published ones in Fig-
ure 5.56. 
SLIP ANGLE IN FAULT PLANE 0 
50 	300 	600 	900 	1200 1500 1800 
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Figure 5.55. Focal mechanisms compatible with polarities and relative amplitudes shown in 
Table 5.56 for 15 October 1990 
Depth determination in the Wharton Basin is more difficult than in the Central 
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15 October 1990 
Observation p PP 
Station L Azimuth Pot Min Max Pot Min Max 
BCAO 73•90 275.20 + 3.5 6.0 U 0.5 2.5 
CTAO 55.60 112.80 U 0.0 10.0 U 15.0 50.0 
NWAO 38.5 0 145.20 U 0.0 8.0 U 10.0 50.0 
ANTO 68.5 0  314.60 - U U U U U 
BE 47.40 25.00 - U U U U U 
CHTO 21.90  17.30 - U U U U U 
GRFO 85.90  320.00 - U U U U U 
GIJMO 54.5 0 71.7 0 + U U U U U 
lilA 5650  2130 - U U U U U 
KiviT 29.00 19.90 - U U U U U 
KONO 88.20 329.70 - U U U U U 
LZH 39.60 14.80 - U U U U U 
MAJO 57.60 4330 - U U U U U 
SLR 65.60 242.80 + U U U U U 
WMQ 46.00 355.40 - U U U U U 
Table 5.56. Polarity of phase: + compression, - dilatation, U unknown. 
Indian Basin because the velocity structure is not constrained by seismic reflection 
profiling in the region. Water depth is obtained, as previously, from the ETOP05 
database and this gives a t(pwP - pP) of --6.2 s (4200 m) for vertical incidence. 
The influence of the Bengal and Nicobar Fans is minimal in the epicentral region and 
the sediment thickness is less than 1 km (Curray, 1994). The limited thickness of 
sediment means that the pwP phase is of smaller amplitude, relative to the pP phase, 
4 io io 4 
10/76/10 	105/90/470 	19/70/-2 	265/85/160 
USGS MT soin 	NEIC first 	Harvard CMI 	This study 
motion soin Best" DC 
Figure 5.56. Focal mechanisms reported in the ISC Bulletin compared with the best fit mech-
anism obtained from GRAM in this study 
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than observed in the Central Indian Basin. The t(pP - P) is approximately 10 s 
which gives a rupture nucleation depth of about 37.5 km+8 km. The large magnitude 
of the earthquake means that the rupture took place over a large area. The source 
pulse observed on the broadband seismograms is complex and of about 5 s duration, 
although this duration is not the same over all azimuths and epicentral distances. This 
means that the rupture consists of several phases of motion on an elliptical plane. The 
earthquake is difficult to model as the rupture process makes the relative amplitudes of 
the P and surface reflections unclear. 
Fault plane solution 85/95/20 
265/85/160 
Depth 	 37.5±8 km 
Table 5.57. Depth and mechanism for 15 October 1990 earthquake 
0 	6 	10 	lb 	20 	20 	XI 	20 	VU 	VU 
Figure 5.57. Short period and phaseless broadband conversions of data recorded from earth-
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Figure 5.58. Compilation of all focal mechanisms modelled in this study 
Depth redeterminations (see Table 5.58 and Figure 5.58) suggest that all earth-
quakes in the Central Indian Basin are taking place deeper than 21 km below the 
seafloor, and as deep as 40 km. The two earthquakes reprocessed in the Wharton Basin 
also have focal depths ('-'29 and 38 km) below the theoretical brittle-ductile transition. 
Those earthquakes occurring below the Bengal Fan have shallower hypocentres, with 
one (Earthquake L) nucleating close to the base of the sediments. 
Seismic reflection profiles in the Central Indian Basin show that the sediments and 
basement are heavily faulted due to the area's compressive regime which could lead to 
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Earth- Method Focal mechanism Focal depth Moment Pnnc components 
quake  (AR) km below seafloor x 10' Nm A, 	)2 	A3 
A 70/40/110 39.3±3 3.1 
HRV 64/35/79 42 7.1 6.4 	1.4 	-7.8 
B&S 81/47/90 39 5.9  
B 130/50/120 32.9±5 1.0 
I-IRV 132/23/146 10 (fix) 1.6 1.3 	0.7 	-2.0 
C  250/50/100 39.4±5 1.2  
D 70/90/-50 21.75±3 1.1 
HRV 37/90/0 15 (fix) 1.0 9.2 	1.0 	-10.1 
E 10/50/80 32.5±3 1.0 
HRV 51/70/66 15 (fix) 1.1 12.4 -2.1 	-10.2 
F 330/50/160 34.6±3 3.7 
HRV 300/78/121 15 (fix) 5.9 6.6 	-1.5 -5.2 
G 260/40/100 27.1±3 3.95 
HRV 286/78/115 25 10.1 9.4 	1.5 	-11.0 
USGS 264/56/57 26 10.0 10.1 	-0.1 	-10.2 
H 270/50/110 33.6±3 1.87 
HRV 292/58/102 33 1.1 1.2 	-0.2 -1.0 
J HRV 299/901-180 15 (fix) 0.9 9.5 	-1.5 	-8.0 
K - - - - 
L 250/40/160 5.6±3 0.23 
HRV 249/87/-17 15 (fix) 1.8 1.6 	0.4 	-2.0 
M 190/30/130 21.0±5 3.5 
HRV 59/59/51 17 3.5 3.9 	-0.7 -3.2 
N 30/70/60 28.7±3 3.4 
HRV 5/74/46 15 (fix) 7.6 7.5 	0.4 	-7.8 
P 265/85/160 37.5±8 - 
HRV 110/88/-160 23 135 12.9 	1.1 	-14.0 
USGS 278/81/165 26 160 15.8 0 -15.8 
Table 5.58. Summary of earthquake parameters from relative amplitude method and body-
wave modelling. HRV= Harvard Centroid Moment Tensor solution. USGS= USGS Moment 
Tensor Solution. B&S= Bergman and Solomon (1985) 
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a lack of strength and an inability to withstand the stresses required for a teleseismi-
cally recorded earthquake. The crustal faults are believed to have formed at spreading 
centres as normal faults, and then to have become reverse faults when compression 
was initiated (Bull and Scrutton, 1992). This means that the fault planes will be smooth 
with no asperities to lock faults and enable them to store stresses over the area required 
for earthquakes of teleseismically recorded magnitude. Microearthquakes are believed 
to occur at shallow depths but, due to poor data, no depth profiles are available. 
Alternatively, this depth distribution of earthquakes (21-40 km below seafloor) and 
observed faulting (0-8 km below seafloor) in the Central Indian Basin could represent 
failure at the top and bottom of a stressed plate which, once reaching r'50% of the 
plate thickness, allows instabilities to form (such as folds) at small strains (L. Fleitout, 
pers. comm.). The plate is effectively reduced to a thin elastic core (of 12 km thick-
ness) which can buckle at stresses below the failure point of the rock and produce the 
observed wavelength of folding (e.g. Weissel et al. (1980)). This theory is only viable 
if the faulting took place before the initiation of folding as proposed by Beekman et al. 
(1995) and others. 
Thrusting is the dominant mechanism of faulting in the Central Indian Basin, which 
is the same as that exhibited by the crustal faults. The fault dips observed in seismic 
reflection profiles of the upper lithosphere are similar to those of the focal mechanisms 
of the significantly deeper earthquakes. The earthquakes in the Wharton Basin exhibit 
a larger proportion of strike—slip faulting than those in the Central Indian Basin. This is 
consistent with the change in shortening mechanism proposed by Hébert et al. (1996) 
from folding and faulting west of the Ninety East Ridge to strike slip shortening in the 
Wharton Basin. Earthquakes in the Bay of Bengal are similar in mechanism to those 
in the Central Indian Basin although the principal shortening directions have rotated to 
E—W rather than the more N—S, direction observed further south. 
The principal stress directions have been estimated by previous workers (e.g. Berg-
man and Solomon (1985); Petroy and Wiens (1989)) using the assumption that the 
principal directions are at 45° to the nodal planes following the proposal of Ander-
son (1951) for the case of isotropic rock. This means that the principal compressive 
stress direction passes through the centre of the dilatational quadrants. This method 
of determining the principal stress direction, although generally used in earthquake 
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focal mechanism interpretation, is not supported by the Coulomb criterion, which pre-
dicts that the maximum principal stress is at less than 45° (generally 300)  to the shear 
fracture (e.g. Hobbs et al., 1976, p325) or the fact that most earthquakes occur on pre-
existing fault planes which will not allow the true stress directions to be determined 
(McKenzie, 1969b). For earthquake focal mechanisms, the fault plane and auxiliary 
planes are degenerate, except when external information such as pulse durations, af-
tershock distributions and geological observations are available. This degeneracy, and 
local variations from principal stress direction due to pre-existing faults, makes the as-
sumption of a 45° angle sensible when determining general regional trends of strain but 
not stress. The only constraint which can be placed on the stress direction is that it lies 
within the same quadrant as the P axis. The application of a 45° angle does however 
allow datasets to be compared without questioning previous workers' determination of 
the fault plane from the auxiliary. 
This area is not like conventional intraplate oceanic lithosphere. The seismograms 
from this area are not simple, nor does there seem to be any teleseismic activity in the 
upper section of the lithosphere. The Bengal Fan is a strong influence on the ampli-
tudes of the surface reflections and makes them less simple than ones observed in other 
oceanic intraplate settings such as the Gulf of Aden (Pearce, 1981) or the Nazca plate 
(Mendiguren, 1971). The reflection from the seafloor, pP, is diminished in amplitude 
by the presence of low velocity sediment and the seasurface reflection is amplified. 
Reflections from the crust-sediment interface are also observed at higher amplitude 
than pP leading to a larger than expected water depth if incorrectly identified. 
Harvard CMT solutions for the earthquakes in this area are incompatible with many 
of my focal mechanism redeterminations (eight of the ten modelled in both meth-
ods). For the only earthquake in this study which was also processed by Bergman and 
Solomon (1985) (Earthquake A) the focal depth and mechanism found by the two long 
period methods and by my broadband method agree well. It is unclear what causes the 
CMT method to produce unreliable results for this region; it may be related to the high 
component of dip-slip involved in the mechanisms of these shallow earthquakes since 
previous workers have noted that the vertical dip-slip components approach zero value 
as the hypocentre nears the surface (Ekström, 1989). 
Chapter 6 
Seismicity of the Indian Ocean 
6.1 Introduction 
There is a greater concentration of oceanic intraplate seismicity in the central Indian 
Ocean than in any other part of the world (Figure 6.1). Gutenberg and Richter (1954) 
were the first authors to produce a comprehensive listing of the seismicity of the In-
dian Ocean. They report a "peculiarly isolated group of shocks" in the region of 2°S, 
89°E as well as those earthquakes associated with "oceanic active belts". Magnitudes 
were allocated by them to fourteen earthquakes reported in the region of deformation, 
between 1913 and 1950, which were also relocated. Smaller earthquakes were placed 
into a category of magnitude 5.3-5.8 so the threshold magnitude for their study is 
unclear. 
Coverage of the area improved with the setup of the Worldwide Standard Seismo-
graph Network (WWSSN) in 1964 and there was a resulting decrease in the detection 
threshold. This meant that there were more reports of seismicity in a region that was 
soon to be defined as a rigid intraplate area with the proposal of the theory of plate 
tectonics. Global catalogues of seismicity including locations, depths and magnitude 
data are available from the National Earthquake Information Centre (NEIC) and the 
International Seismological Centre (ISC). The NEIC was set up in 1966 and became 
part of the United States Geological Survey in 1973. It aims to provide seismic data as 
rapidly and accurately as possible. The ISC developed from the International Seismo-
logical Summary (ISS), and reports after a two year delay, with a greater completeness 
149 
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0 • 0• 
0• 0• 
Figure 6.1. Location of oceanic intraplate earthquakes shown on elliptical equal area projections 
centred on 00  latitude and at 0° and 180° longitude. Earthquakes with magnitudes (Mb)  less than 5.0 
are shown in blue and larger earthquakes are shown in red. 
Chapter 6. Seismicity of the Indian Ocean 	 151 
than the NEIC. 
There is limited data on the focal depths of earthquakes since values in catalogues 
are often unreliable due, in part, to a lack of stations close to the epicentre (Bergman 
and Solomon, 1980). Depth redeterminations are limited in extent and number. If 
there is a relationship between the redetermined depths and those reported in global 
catalogues, we could extend the limited number of accurate depths using corrected 
catalogue data. Therefore, the reliability of the depth determinations of the different 
catalogues is assessed. Interpretation of the distribution of focal depths across the 
central Indian Ocean allows a division of the area into different regions with variable 
tectonic influences, and possibly stress regimes. 
Regular estimates of body wave and surface wave magnitudes are only available 
for the earthquakes since the setup of the WWSSN and these are sparse until the mid 
1970's. This means that the catalogue is truncated at upper magnitudes, which have 
longer recurrence rates than the time for which records are available, as well as at 
small magnitudes by the detection threshold. The method of magnitude estimation has 
also varied but a link between ISC and NEIC catalogues is possible to extend the data 
range. Calculation of b values is used to estimate the number of small earthquakes 
which are missing from the catalogue. The maximum size of earthquake which would 
be expected in the region, and its recurrence time, is estimated from tectonic moment 
release rates, and tectonic and seismic moment release rates are compared in Chapter 7. 
6.2 Depth distribution of earthquakes 
Accurate determinations of focal depths are required in order to resolve any system-
atic variation in depth distribution over area, and obtain a definitive thickness for the 
seismogenic lithosphere. The limited number of earthquake depth redetermi nations in 
the central Indian Ocean, such as those carried out by Bergman and Solomon (1985), 
Petroy and Wiens (1989) or in this study, provide a small dataset which would ide-
ally be supplemented by the catalogues which routinely publish hypocentral data. For 
this reason, it is important to compare the depths determined in this study with those 
published for the earthquakes in catalogues, such as the ISC Bulletin, NEIC database, 
Harvard CMT catalogue (e. g. Dziewonski etal. (198 1)) and EBB catalogue (Engdahl 
et al., 1997), to determine their reliability. 
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Figure 6.2. Comparison of focal depths calculated in this study with those calculated using other 
methods. Solid symbols show depths located using the method with errors reported in the literature. 
Empty symbols indicate that the depth is preset or defaulted due to poor data. No errors are assigned 
when presetting the depth although this involves higher errors than the depths shown by solid symbols. 
A 1:1 relationship between the depths is shown by the solid line, while errors of ±7.5 km are indicated 
by the dashed lines. In (a) the stars represent initial estimates and the squares represent depths from 
pP - P times. A focal depth calculated from an incorrectly identified pwP phase is circled in (a) 
(discussed in the text). 
The ISC determine their hypocentral parameters using a standard least squares pro-
cedure and travel time tables derived from the Jeffreys-Bullen earth model (Jeffreys 
and Bullen, 1940). The resulting parameters have poorly constrained depths because 
the data are derived solely from reported P-wave first arrival times. These "initial" es-
timates are often accompanied by focal depths determined from pP - P times which 
are more reliable (Figure 6.2). As mentioned in Subsection 4.2.1, a common problem 
in ISC (and NEIC) catalogues in oceanic epicentral regions, is the misidentification 
of pwP as pP (Engdahl and Billington, 1986). An example of this is the earthquake 
given a depth of almost 60 km when its true focal depth is approximately 40 km below 
the seafloor (circled value on Figure 6.3a). The water depth in the epicentral region 
of this earthquake (4500 m) gives a one way time of 3 s. If pwP is thought to be pP, 
there is an increase in the apparent focal depth of approximately 24 km assuming man-
tle velocities, which is close to that observed. ISC depths from pP - P times have a 
better success rate at fitting my depths than the "initial" estimates, but more than 50% 
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Figure 6.3. Comparison of focal depths plotted against latitude from this study and other methods. 
Symbols as in Figure 6.2. 
Chapter 6. Seismicity of the Indian Ocean 	 154 
of the points lie away from the 1:1 line. A high error bound would be required to bring 
90% of the points within tolerance levels. If an error bound of ±7.5 km is imposed 
then 73% of the data lie within the bounds. 
The NEIC hypocentral parameter determinations are carried out using a similar 
method to that of the ISC but with the travel time tables of Bolt (1968). However, the 
NEIC catalogue for the region almost entirely sets the focal depths of the earthquakes 
studied to 33 km or 10 km. These are the values to which depths are restrained as "nor-
mal", or by geophysicists. There is insufficient data to compare with my focal depth 
determinations and it is concluded that NEIC depth determinations for earthquakes in 
this region are unsatisfactory and the data are not shown. 
The CMT method for determining focal depths simultaneously inverts for the hypo-
central parameters of the best point source and the seismic moment tensor. The initial 
focal depth for the inversion is obtained from NEIC catalogues. If this initial depth 
is 10 km, the depth is not perturbed (Dziewonski and Woodhouse, 1983). The depth 
is also fixed at 10 km if the focal depth will not converge in the inversion or gives an 
answer less than 10 km. The data in Figure 6.3b, and the rest of the global catalogue, 
suggest that more recent data are also fixed at 15, 25 or 33 km but no reference could be 
found of this in the literature on the CMT method. The strong reliance on NEIC data, 
which is often fixed without cousideration of the tectonic setting (for example setting 
oceanic earthquake depths to 33 km, the continental lithosphenc thickness), leads to a 
poor CMT depth dataset for the central Indian Ocean. 75% of those earthquakes for 
which the focal depth has been varied, which have also been given standard errors, 
agree with my focal depths (Figure 6.2b). Overall, however, the CMT catalogue gives 
inadequate control on the depth distribution in this area since the majority of depths 
are preset. 
Engdahl et al. (1997) carries out a redetermination of hypocentral parameters for 
worldwide earthquakes above magnitude 5.2 between the years 1964 and 1995. This 
represents approximately 15% of the ISC catalogue. Rather than interpreting seismo-
grams, the redetermination (referred to as EHB analysis hereafter) uses phase data and 
residuals reported by the ISC and NEIC for earthquakes occurring between these dates. 
Focal depth relocations are largely controlled by regional P and S arrivals and depth 
phases. Previous redeterminations have used a time window centred over the predicted 
phase arrival time to identify the phases but this is not good for shallower earthquakes 
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where pP, sP, pwP and PcP are difficult to distinguish without recourse to seismo-
grams. Instead, the EFIB analysis uses the statistical properties of the phases to develop 
a new algorithm. Each pick reported in the catalogue is associated randomly with a 
theoretical phase, based on a priori information about their relative likelihoods and 
subject to the requirement that only one pick is associated with any theoretical phase. 
This method is used for the identification of the surface phases and PcP while other 
phases are identified using the method of time windows. The probabilistic picking 
leads to a redetermination of approximately one third of the phases identified as pP, 
sP orpwP by the ISC, and the spread of pP time residuals is reduced to ±1.6 s from 
±2.7 s. The depth is fixed if there are no reported depth phases and usable regional 
station data are insufficient for constraining depths to standard errors of 15 km or less. 
The depth at which it is fixed may be constrained by waveform data or characteris-
tic seismicity. The EHIB analysis gives better results than the other catalogues. Once 
preset depths are discarded, 90% of depths lie within the ±7.5 km boundaries (Fig-
ure 6.2c). However, the published error bounds do not appear to give a good indication 
of the reliability of the reinterpreted depths and Engdahl et al. (1997) acknowledges 
that there is an inherent uncertainty in the depth estimates of ± 10-15 km based on the 
variances of the depth phases. 
The best set of focal depths to use for the study of regional variation across the 
central Indian Ocean are my determinations supplemented by the previous studies us-
ing waveform data of Bergman and Solomon (1985), Petroy and Wiens (1989) and 
Stein and Weissel (1990). The locations of the reprocessed earthquakes are plotted in 
Figure 6.4a, with their division into regions shown by the different symbols. The focal 
depths are plotted against latitude in Figures 6.4b-d so that any variation between the 
regions can be studied. In addition, the EHB redeterminations are included with the 
awareness that the data may have errors of up to 15 km (although the published errors 
are shown in Figure 6.4b-d). 
The graph of earthquake focal depths against latitude in the Central Indian Basin 
and Bay of Bengal (Figure 6.4b) shows that the depth distribution of earthquakes al-
lows the region to be divided into three sections: 
1. North of 5°N where the maximum focal depth of earthquakes in the Bay of 
Bengal is approximately 25 km below seafloor. This excludes the three earth-
quakes in the north of the region which have larger depths but are thought to 
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Figure 6.4. a) Epicentral locations of earthquakes with reprocessed focal depths. The earthquakes are 
divided into four categories - Central Indian Basin (triangles), Ninety East Ridge (inverted triangles), 
Bay of Bengal (squares) and Wharton Basin (circles). Earthquakes with focal depth fixed prior to 
reprocessing are shown by unfilled symbols. Data from Bergman and Solomon (1985) are shown by 
magenta symbols, from Petroy and Wiens (1989) by blue symbols, from Stein and Weissel (1990) by 
green symbols, from Engdahl et al. (1997) by black symbols and from this study by red symbols. b-d) 
Focal depths of earthquakes plotted against their latitude. The earthquakes are divided into the same 
categories as shown in a). 
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have occurred in continental lithosphere or to have been influenced by the siz-
able thickness of Bengal Fan sediments in this region (up to 21 km) (Curray, 
1994). There is a limited amount of seismicity occurring in the upper 10 km of 
the lithosphere with an aseismic zone between 10 and 20 km. However, the data 
are sparse so the significance of this is unclear. 
Between 5°N and 5°S, all earthquakes which have been reinterpreted using 
waveform data have been found to have focal depths deeper than 20 km be-
low the seafloor. The maximum focal depth is approximately 40 km below 
seafloor. The Wharton Basin shows a similarly deep maximum depth but with 
less concentrated seismicity. The southern boundary of this zone coincides with 
the southern limit of the diffuse zone of deformation proposed by Wiens et al. 
(1986) and also with a change in the morphology of the Ninety East Ridge from 
blocky to smooth topography. Most of the seismicity is concentrated between 
the Afanasy Nikitin Seamount and the Ninety East Ridge indicating that there 
may be local focusing of the stress in this area. 
South of 5°S there is a dramatic decrease in the volume of seismicity and there 
are no earthquakes deeper than 25 km. The seismicity clusters around a bathy-
metric feature at 25°S, 85°E and therefore the seismicity in this zone appears to 
be controlled by local, rather than regional, stress distributions. 
The seismicity in the Wharton Basin and on the Ninety East Ridge is more uni-
formly distributed than in the Central Indian Basin, although the Ninety East Ridge 
still shows a slight concentration of activity between 5°N and 5°S. There is less re-
modelled depth data available for the Ninety East Ridge so we can be less confident 
about variations in the depth distribution. However, the redeterminations of Engdahl 
et al. (1997) suggest that the Ninety East Ridge has a maximum earthquake focal depth 
of about 30 km below the seafloor and that this does not vary with latitude, unlike in 
the Central Indian Basin. The deepest two points on Figure 6.4c (of more than 40 km) 
are thought to be related to the proximity of the Sunda Trench. The Wharton Basin 
appears to have a deepening of the focal depths to the north and this may also be re-
lated to the proximity and influence of the Sunda Trench. However, the majority of the 
earthquakes shown are a considerable distance from the Trench and give a maximum 
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uninfluenced depth of about 40 km below the seafloor. This suggests that the Wharton 
Basin is behaving in a similar manner to the Central Indian Basin. I conclude that 
the regional stress shown by the faulting and folding in the Central Indian Basin is not 
limited eastwards by the Ninety East Ridge, but continues into the Wharton Basin with 
the seismicity concentration shifted southwards to between 5 and 10°S. 
6.3 Determination of geographical region 
Bias in the selection of a region can have a systematic effect on the form of the 
frequency-magnitude distribution, with larger areas more likely to have a sub-critical 
form (Main, 1996). Since the selection of the region of intraplate seismicity affects 
the results of the analysis of catalogues or summation of moments being undertaken 
we need to consider possible variations in study region so that we compare equiva-
lent numbers. The values from calculations using seismicity are going to be compared 
with estimates from tectonic studies (e. g. strain rates, with observed crustal shorten-
ing) so the geographical boundaries which are selected should have a tectonic basis. 
The deformation taking place in the intraplate region can be resolved into horizontal 
shortening seen on seismic reflection profiles and vertical compression due to loading 
by the Bengal Fan. The latter is time dependent since the volume of the Bengal Fan 
has been increasing since the initial collision of India with Asia. 
An estimate of the maximum magitude of vertical compression, due to sediment 
loading, is adequate for my calculations since a determination of the loading history 
of the oceanic lithosphere due to the Bengal Fan is not within the scope of this project. 
Modelling of subsidence in the Indus Fan to the west of India concludes that there is 
no connection between in-plane compression due to the collision of India with Asia 
and observed excess subsidence (Whiting et al., 1994). The excess subsidence started 
at 24 Ma while the Indo-Australian in-plane compression commenced at Ma. 
The Indus fan sediment has a maximum thickness of approximately 3 km compared 
to the maximum 21 km of the Bengal Fan in the Bay of Bengal. However, the aver-
age thickness of the Bengal Fan, in the region where earthquakes are observed, is a 
more modest, and comparable, 5 km. Subsidence rates, which are considered to be a 
representation of vertical strain, are calculated to be an average of 0.1 mmyr 1 , and a 
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maximum of 0.3 mmyr', below the Indus Fan (Whiting et al., 1994). It seems un-
likely, even below the Bengal Fan, that the vertical velocities could approach the same 
order of magnitude as the horizontal velocities ('-6 mmyr' - see Section 7.2) so for 
the purposes of an order of magnitude calculation the influence of sediment loading on 
the crust is discarded. There is, however, likely to be an influence on the mechanism 
of failure in a similar way to that seen when the lithosphere is loaded and seismicity is 
induced in reservoirs. 
Once the Bengal Fan's influence has been discarded, there remains the problem of 
defining the region of deformation. The regions for consideration are: 
The whole Indo—Australian plate excluding earthquakes less than several plate 
thicknesses from the boundaries (Bergman, 1986). 
The region between the identified Euler pole (e. g. Royer et al. (1997); DeMets 
et al. (1994)) at 75°E and the Ninety East Ridge. The western boundary to 
this can have large errors since, as noted in Section 2.2, there is an aseismic 
region between 74 0E and 79°E so the precise location is unimportant for this 
determination. 
Inclusion of the Bay of Bengal and Wharton Basin in option 2. 
Bergman and Solomon (1985) considered a region as far south as 30°S to be 
within the zone of deformation although there is a break in the seismicity at 
about 10°S. The seismicity around 25°S may be associated with local bathymet-
nc features and the proximity of the Southeast Indian Ridge. 
The region of interest for this study does not encompass the entire Indo—Australian 
plate but rather the proposed location of the diffuse plate boundary between separate 
Indian and Australian plates. For this reason the first option is discarded. We want 
to be able to assume that a consistent tectonic regime is active over the region of 
consideration for the purposes of tectonic moment calculation, and this requires that 
the stress be acting in the same sense throughout the region (Jackson and McKenzie, 
1988). Therefore, we are going to exclude the west Central Indian Basin which has an 
extensional stress regime and unusual concentrations of seismic activity such as those 
observed on the Chagos Bank. The area of interest has thus been narrowed down to the 
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region lying east of the proposed Euler pole of rotation between Indian and Australian 
plates. The stress regime is consistently compressional as shown by the presence of 
thrust earthquakes and crustal compressional faulting and folding. 
Studies of the variation of earthquake focal depths over the central Indian Ocean 
(Section 6.2) show that the Wharton Basin is part of the region of deformation and 
should be included in any calculations of moment. In the past, the possibility of the 
Wharton Basin being decoupled from the Central Indian Basin by motion along the 
Ninety East Ridge has been considered but Petroy and Wiens (1989) calculated this 
motion to be at most 2.8 mmyr'. Previous estimates (Stein and Okal, 1978) had 
calculated the effect to be an order larger but this looks likely to have been due to too 
small a seismic faulting depth being assumed (20 km rather than 40 km). 
The Bay of Bengal has a seismicity which is concentrated in the south where sedi-
ment cover is low and the stress regime is strongly dependent on the horizontal com-
pression rather than sediment loading. For this reason, it too will be included in the 
study area. 
In the central Wharton Basin and along the Ninety East Ridge, the seismicity re-
mains at a similar level and of a similar type to that further north and the argument is 
strong for inclusion in the region of deformation. The inclusion of the Central Indian 
Basin to the south of 10°S, however, is more tenuous since the seismicity appears to 
have a different depth character from that further north. There is significantly less seis-
micity in the southern regions but these are included since they should be affected by 
the predicted shortening from the Euler pole to the same extent as the northern regions. 
Therefore all seismicity east of the Euler pole will be included in magnitude, moment 
and frequency studies carried out in this project. 
6.4 Earthquake magnitudes 
The Central Indian Ocean has poor local station coverage and a biased azimuthal dis-
tribution at teleseismic distances. The majority of stations at teleseismic distances 
from the Central Indian Ocean are located in Europe, China and Australasia. There is 
a threshold magnitude of mb = 4.7 for the ISC catalogue and m& = 4.8 for the NEIC 
catalogue, observed in frequency—magnitude studies (Section 6.5). 
Chapter 6. Seismicity of the Indian Ocean 	 161 
The body wave magnitude is prone to being overestimated at low magnitudes (glob-
ally, Mb < 5.5). The reason for this is that Mb  is the mean magnitude reported by 
stations (Lilwall, 1987), and stations have a noise and amplitude reporting threshold 
below which they will not report. This leads to only the higher amplitude reports being 
submitted and the body wave magnitude being biased positively close to the reporting 
threshold (Lilwall and Neary, 1986). The magnitude at which this overestimation takes 
place is likely to be higher than the global average due to the poorer than average sta-
tion coverage of the central Indian Ocean. 
The orientation of the double couple source can also bias the magnitude estimates 
by as much as 1.0 magnitude unit. For an earthquake at a fixed depth and size, a 45° 
dip slip mechanism radiates energy to teleseismic distances from close to the antinode 
of the radiation pattern. The body wave magnitude is therefore biased to higher values 
for a thrust earthquake than those for a vertically dipping strike slip mechanism, where 
the radiation at teleseismic distances consists of a mixture of energy from antinodes 
and nodes (Bowers, 1994). 
A more reliable estimate of body wave magnitude can be obtained applying cor-
rections for variation in disposition and number of reporting stations in the network 
which will vary with time, geographical location and the magnitude of the earthquake. 
Lilwall and Neary (1986) used a maximum-likelihood technique (Ringdahl, 1976) to 
produce catalogues with a revised body wave magnitude, M* . 
The reprocessed body wave magnitudes for the Central Indian Ocean are shown in 
Figure 6.5 plotted against the original ISC calculations of Mb. There appears to be no 
dependence on the region of the Central Indian Ocean. The relationship between Mb 
and MS  is given by: 
Mb = (0.8926 ± 0.0823)M5 + (0.7519 ± 0.3935) 	r2 = 0.90 	(6.1) 
Figure 6.6 shows the surface wave magnitude, M3 , plotted against the body wave 
magnitude, Mb. This gives an Mb - M relation for Central Indian Ocean data deter-
mined using a least squares cubic fit (York, 1966) is: 
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(a) 	 (b) 
Figure 6.5. (a) Map showing location of earthquakes used in graph. (b) Mb  versus M' relations 
for Indian Ocean ISC data 1964-1994. Regions are shown by various symbols: Bay of Bengal - blue 
squares, Central Indian Basin - red triangles (filled - area of observed deformation, empty - southern 
CIB), Ninety East Ridge - green inverted triangles, Wharton Basin - black circles. The black line shown 
has a slope of unity. The least squares fit to the data is shown by the dashed line 
Rezapour and Pearce (1997) determined a least squares fit to all ISC magnitude 
data between 1978 and 1993. 
Mb = 0.5324M3 + 2.4516 	 (6.3) 
This is taken as the global average relationship with which regional data from the Cen-
tral Indian Ocean are compared. Figure 6.6 suggests that data from the Central Indian 
Ocean have a slightly higher Mb  than would be expected from the relation found by 
Rezapour and Pearce (1997), but with a similar slope. The dominant focal mechanism 
in the Indian Ocean varies between the different regions (see Figure 5.58 on page 145 
and Table 5.58 on page 146) but is, in general, dominated by compressional dip-slip 
solutions. This predominance can positively bias the calculation of the body wave 
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Figure 6.6. mb versus M8 relations for Indian Ocean ISC data (symbols as in Figure 6.5). Rezapour 
and Pearce (1997)'s relationship from ISC data (Equation 6.3 - solid line). The least squares best fit line 
is shown in red. 
magnitude and may explain the increase in the value of the zero intercept of the Cen-
tral Indian Ocean mb - Al8 graph, in comparison to the global relationship. This is not 
conclusive as the global and local relationships agree within error bounds. The sim-
ilarity in the values of gradient suggests that the relationship between Mb and M5 is 
robust, even with low data volumes. 
6.5 Frequency-magnitude plots 
Gutenberg and Richter (1954) defined a relationship between the size of an earthquake 
on a particular magnitude scale, m, and the number of earthquakes reported with a 
magnitude greater than m, N (i.e. the cumulative frequency). This is an exponen-
tial model which relates the two variables using constants a and b. Since magnitude 
scales as the logarithm of energy (E), seismic moment (M0 ) or source length (1), the 
Gutenberg-Richter (G-R) law is a power—law in terms of these variables. 
logioN = a - bm 	 (6.4) 
where a is the zero intercept and b is the negative slope of the curve. 
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Alternatively, N, the number of earthquakes above magnitude, m, per unit time 
(commonly, per year) can be used to give a more consistent comparison between cata-
logues. This gives the same b—value, but the constant representing the zero intercept is 
it instead of a. The gradient of the data is given by the b—value which varies between 
regions but generally falls within the range between 0.8 and 1.2 (Evemden, 1970). 
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Figure 6.7. Frequency—magnitude plots for data from the ISC (a) and NEIC (b) catalogues for the 
central Indian Ocean area as described in Section 6.3. Cumulative frequency is shown using a circle, 
and the discrete values are shown by the histogram. The dotted lines show the fitted lines assuming 
Equation 6.4 for the appropriate range. The dashed lines show the proposed "completeness threshold" 
of mLsc = 47 
Difficulties in obtaining a good linear fit to the parameters over a broad range of 
earthquake sizes, suggest that the faulting process varies with magnitude (Okal and 
Romanowicz, 1994) or that our measurements are not complete at all ranges. The 
completeness of the catalogue is defined, by Speidel and Mattson (1993), as the region 
over which the frequency—magnitude relation obeys Equation 6.4. The tail—off at lower 
magnitudes is often described as the threshold of recording (Frohlich and Davis, 1993), 
meaning that not all earthquakes below this magnitude are observed by the network 
or recorded in the catalogue leading to a distribution that is truncated at low values. 
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However, it has also been suggested by Speidel and Mattson (1993) that earthquake 
frequency—magnitude distributions can be better explained by superposition of normal 
distributions than by using a truncated distribution. 
Mb can be used for all the events reported in the NEIC and ISC catalogues since the 
maximum reported magnitude is mo=6.2 and this is below saturation for this scale (Re-
iter, 1991). Okal and Romanowicz (1994) find a value of b=1.0 for 5.0 < 5.7, 
which increases to b=2 for Mb  up to 6.6. Below mb=4.7, the b value decreases to 2/3. 
The ISC data for the central Indian Ocean (Figure 6.7a) appear to have at least two sep-
arate b—value regions as the gradient of the cumulative distribution changes at rnb=4.7. 
A dramatic roll-off in the discrete distribution is seen at the same magnitude, desig-
nated the "completeness threshold" for the catalogues. The gradient below mb=4•7 
(b=0.09, r2=0.93) is significantly less than that for higher magnitudes, or predicted by 
Okal and Romanowicz (1994). This identification of a recording threshold is supported 
by my observation that station records become significantly more noisy below mb=5.2, 
the threshold for focal mechanism determination. The NEIC data (Figure 6.7b) shows 
a similar change in gradient, but at mb = 4.8, suggesting that the NEIC catalogue is 
less complete than that from the ISC. It is hard to determine an average global oceanic 
intraplate completeness threshold (Figure 6.8) because the threshold differs from re-
gion to region and there is no sharp change in slope. 
The decrease at high magnitude for the discrete distribution is attributed to the high 
recurrence rates for large earthquakes compared to the length of the catalogue or to the 
level of external forcing being lower than that required for failure of the whole study 
area (Main, 1996). The imposition of a finite maximum magnitude also contributes to 
a roll-off at high magnitudes on the cumulative distribution (Main, 1995). 
The ISC Bulletin contains reports of earthquakes since 1964. This catalogue is 
more complete than the NEIC reports so it is used for the years 1964-1993. Figure 6.7a 
shows the cumulative and discrete frequency plotted on a log plot against the body 
wave magnitude reported by the ISC. This is repeated for NEIC records 1973-1997 
(Figure 6.7b) and for a combined catalogue that uses ISC data up to 1993 and NEIC 
data for more recent earthquakes (Figure 6.10). The ISC catalogue is extended using 
NEIC data to give a longer sampling time. Rezapour and Pearce (1997) have shown 
that there is an approximately 1:1 relation between the magnitude calculations of the 
two agencies for the global catalogues and this is checked with regional data from the 
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Figure 6.8. Frequency-magnitude statistics for global oceanic intraplate earthquake data extracted 
from the ISC catalogue. The earthquake distribution is shown in Figure 6.1. The dashed line shows the 
threshold magnitude for the central Indian Ocean. 
Central Indian Ocean (Figure 6.9). The relationship from the fitting of a least squares 




- (0.93 + 0 11)nYSC  + (0.46 ± 0.53) 	= 0.91 	(6.5) 
The two catalogues are therefore equivalent within error bounds. For complete-
ness, the combined catalogue is produced with and without being corrected using this 
relationship. 
In order to avoid the influence of the rolldowns at the high and low ends of the 
catalogue, lines are fitted to the section between Mb =4.7 and mb =5.8. The re-
sults are shown in Table 6.1. Theoretically, the discrete data should have a similar 
slope to the cumulative data (Main, 1995). In this case, the discrete data echoes the 
form of the cumulative data but with more random noise and a lower slope, since it 
is more affected by the low data volume and the short time period of observations. 
The Gutenberg-Richter relationship for the cumulative distribution of the corrected 
combined catalogue (Figure 6. lOb) will be used in future calculations and is found to 
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Figure 6.9. mtEC versus 7yjSC for Indian Ocean data. Solid line has slope of unity. Dashed line 
is the least squares best fit. 
be 
logN = (5.24 + 0.23) - (1.00 + 0.04)rno 	r2 = 1.0 	(6.6) 
Bergman and Solomon (1980) also carried out frequency-magnitude studies of the 
intraplate region of the central Indian Ocean. They included the seismicity of the 
Chagos Bank in their calculations as well as the region which is studied in this project. 
Their results are for a 17 year time period over a region of similar size to the one above 
a b r2 a 
ISC Cumulative 6.86±0.32 1.03±0.06 1.00 5.33±0.31 1.02±0.06 1.00 
Discrete 4.44±1.63 0.69±0.31 0.82 4.37±1.27 0.96±0.24 0.93 
NEIC Cumulative 6.78±0.58 1.02±0.11 0.99 5.34±0.58 1.01±0.11 0.99 
Discrete 5.86±4.40 0.98±0.84 0.65 4.56±4.48 0.99±0.85 0.65 
Combined Cumulative 6.88±0.28 1.02±0.05 1.00 5.31±0.28 1.02±0.05 1.00 
Discrete 4.74±0.32 0.74±0.29 0.86 3.20±1.49 0.74±0.28 0.86 
Corrected Cumulative 6.82±0.26 1.01±0.05 1.00 5.24±0.23 1.00±0.04 1.00 
Discrete 4.80±1 53 0.75±0.29 0.86 3.27±1.53 0.75±0.29 0.86 
Table 6.1. Gutenberg-Richter constants calculated for the catalogues shown in Figures 6.7 and 6.10 
Chapter 6. Seismicity of the Indian Ocean 	 168 






4 	 5 	 6 
	
4 	 5 	 6 
Magnitude mb Magnitude mb 
(a) 	 (b) 
Figure 6.10. Frequency—magnitude relation for ISC catalogue extended with NEW data for 1993-97. 
Symbols as in Figure 6.7 
(since they omitted the northern Bay of Bengal) and give values of b = 0.94 ± 0.06 and 
a = 6.2 +0.3. a is adjusted to give the value per year of a = 4.97. These error bounded 
values agree with my calculations and show that the increase in the recording time 
of the catalogue has not greatly altered the frequency-magnitude statistics, although 
the section of the graph which fits the power-law can now be extended to a lower 
magnitude of Mb = 4.7 rather than the rn& = 4.9 which was used previously. 
6.6 Microseismicity studies 
It has been shown in the previous section that the completeness threshold for cata-
logues of earthquakes in the central Indian Ocean is rnb=4.7. Prior to 1964 (at the 
earliest), the threshold magnitude for this region was higher, which limits the number 
of catalogued earthquakes and makes a complete tectonic interpretation difficult. Lo-
cal recordings are required if we are to extend the catalogue and determine the tectonic 
environment. The technical difficulties involved in the deployment of seismometers in 
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the deep ocean means that the operation of ocean bottom seismometers for the record-
ing of local seismicity has been infrequent and of limited extent. The only projects 
in the central Indian Ocean, of which I could find reference, were carried out by Rus-
sian scientists. The first took place in 1976 on the northern Ninety East Ridge and 
concluded that the region of 9-10°S lay within the intraplate seismic zone while 16-
17°S did not. This study was referred to by Levchenko and Ostrovsky (1992) when 
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Figure 6.11. The region of study of the R/V Dimitri Mendeleev ocean bottom seismometer deploy-
ment (shown by triangles) and the recorded seismicity (squares and shaded area). Squares with a dot 
are certain epicentres, solid squares are probable epicentres and empty squares are alternative epicentres 
recorded at the second location, the shaded area and squares with lines through them are earthquakes 
recorded at the first location. 
In early 1984, scientists on the R/V Dmitri Mendeleev carried out ocean bottom 
measurements of seismicity in the Central Indian Ocean (Levchenko and Ostrovsky, 
1992). Measurements were taken at the two sites shown in Figure 6.11, using arrays of 
ocean bottom seismometers operated for between 3 and 7 days. The data obtained in 
this study is of limited value since very little could be done to determine focal depths 
and over 90% of the earthquakes located in Area 1 were situated in the Chagos Trench 
to the east of Chagos Bank. Only two seismometers were used in the second location 
and the epicentral locations are non-unique as a result. 
0 
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Locations (from distance and azimuth calculations) and a form of local magnitude 
(based on the method of Fedotov (1972)) were determined for each of the earthquakes 
which had clear P and S waves. It is unclear how the determined magnitude relates to 
the magnitudes reported by the ISC. As a result they can only be used in a qualitative 
way to confirm the number of small earthquakes expected in the area. The threshold of 
recording for the seismometers was calculated to be MLH=4.0 for earthquakes which 
lay 750-800km away from the seismometer array (Levchenko and Ostrovsky, 1992). 
The background seismicity of the region is overprinted by aftershock seismicity 
from the Chagos Bank earthquake (M =7.6) of the 30 November 1983 (for descrip-
tion of this earthquake see Wiens (1986)). The seismicity recorded in Area 2, and not 
related to the Chagos Trough, was found to be located in an area of seamounts to the 
northeast of the Afanasy Nikitin Seamount. 
6.7 Summary 
The majority of teleseismically recorded seismicity in the Central Indian Basin 
occurs between 20 and 40 km below the seafloor north of 5°S. 
. North of 10°S in the Wharton Basin the seismicity is also concentrated at depths 
of more than 20 km below the seafloor. 
• There is a sharp decrease in the volume of seismicity south of 5°S in the Central 
Indian Basin and no earthquakes occur deeper than 25 km below the seafloor. 
• Seismicity on the Ninety East Ridge is more uniformly distributed in depth and 
distribution, with an apparent maximum depth of 30 km below the seafloor. 
• The diffuse boundary is not limited eastwards by the Ninety East Ridge, but 
continues east until the Sunda Trench. 
• Local relationship between nib and Al, agrees with the global relationship deter-
mined by Rezapour and Pearce (1997) suggesting that the relationship is robust, 
even with low data volumes. 
• The threshold for complete recording of earthquakes in the Central Indian Ocean 
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is Mb = 4.7 as shown by a sharp break in slope on frequency—magnitude plots 
of ISC data from the region. 
. Previous microseismic studies are inadequate, and do not allow us to draw any 
conclusions about the distribution of small magnitude earthquakes. 
Chapter 7 
Moment Release Studies 
7.1 Introduction 
In this chapter I compare the moment release calculated from instrumentally observed 
seismicity since 1964, with that from tectonic observations of crustal and lithosphenc 
shortening. One of the important parameters determined in seismic hazard analysis 
is an estimate of maximum credible magnitude (Reiter, 1991). Here, the tectonic in-
formation is used to calculate a total tectonic moment release for the Central Indian 
Ocean and thus to predict the maximum credible magnitude using the gamma distri-
bution (Main, 1996). The associated comparison of total tectonic and seismogenic 
moment release is also used to determine what relative proportion of the recent move-
ment on crustal faults is aseismic, assuming completeness of the earthquake catalogue 
at high magnitudes. 
One of three different classes of behaviour is predicted to operate in the frequency-
magnitude distribution at high magnitudes, dependent on the mean seismic moment 
release per earthquake and the maximum magnitude. As a consequence, the prob-
ability of occurrence of large earthquakes, relative to a linear extrapolation of the 
Gutenberg-Richter frequency-magnitude trend, can be reduced, uniform or elevated 
(Figure 7.1). A comparison between Figure 7.1 and Figure 6.10 on page 168 shows 
that seismicity in the Central Indian Ocean appears to fall into the first category. The 
short length of the earthquake catalogue, and resulting sampling effects, could mean 
that the region actually falls into the second category, but it definitely does not show 
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supercritical behaviour since in that case we would expect to see an increase in the vol-
ume of large magnitude seismicity even in a short catalogue. This means that, rather 
than the required hard absolute maximum of the last two categories, the Central Indian 
Ocean is likely to have a soft, or credible, maximum determined by the point at which 
there is negligible contribution to the total seismic moment release, represented by the 
exponential tail in Figures 6.10 and 7.1. A gamma distribution adequately describes 
the behaviour shown in Figure 7.1a, including the tail-off at high magnitudes (Main, 
1995). A new analytical solution for the determination of its parameters is given in 
Section 7.5. 
(a) Eastern Mediterranean 	(b) Southern California 	 (c) Mount St Helens 
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Figure 7.1. Type examples of frequency-magnitude distributions from different tectonic 
zones, showing a) subcritical (reduced relative to the Gutenberg-Richter (G-R) trend), b) criti-
cal (uniform) and c) supercritical (elevated) behaviour. (a) can be fitted by a gamma distribution 
(Equation 7.14), (b) by the G-R law (Equation 6.4) and curve (c) by a characteristic earthquake 
model. From Main (1995). 
7.2 Calculation of tectonic moment release 
The calculation of tectonic moment release is based on measurements of observed de- 
formation, such as folding and faulting in the Central Indian Basin. No assumptions 
are made about the level of seismic activity associated with its formation, so it is inde- 
pendent of seismogenic moment determinations. Total tectonic moment release rate, 
can be calculated from observed deformation since it is related to tectonic strain 
by the relation: 
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M=uAü 	 (7.1) 
where p is the shear modulus of the crust 
A is the fault area = equivalent fault length x seismogenic width 
it is the differential displacement rate of surface (per unit time). 
In the central Indian Ocean this is dominated by crustal shortening along faults and 
folding (see Section 2.3). The effects of lithospheric flexure due to loading by the 
Bengal Fan are small in comparison (see Section 6.3). The longitudinal extent of the 
crustal folding is limited to the east by the Sunda Trench. To the west, folding has been 
observed on seismic reflection profiles no further west than 78°E (Bull and Scrutton, 
1992) and is theoretically bounded by the location of the Euler pole of rotation (at 
about 74°E). Folding in the Wharton Basin is less pronounced than in the Central 
Indian Basin (Geller et al., 1983) and the majority of strain is taken up by strike-slip 
faulting along reactivated transform faults (Hébert et at., 1996). Since the folding only 
takes up approximately 15% of the shortening (Gordon et al., 1990), the extensive 
reverse faulting in the Central Indian Basin is also included in the shortening estimates 
and the definition of a characteristic fault. 
The deformation is projected onto a single "equivalent" E-W trending compressive 
fault (Figure 7.2). From seismic profiling, the dip of the fault can be approximated to 
45' ±10' (Beekman, 1994). A second interpretation would be to estimate the dip as 
30° to the direction of maximum compressive stress (which is horizontal in this case) 
as predicted by shear models (e.g. Hobbs et al., 1976). However, the former is more 
likely here, because compression may preferentially fracture a pre-existing fault - such 
as those formed at the spreading ridges - prior to breaking the lithosphere. Similarly, in 
the Wharton Basin, the north-south trending strike-slip faults present the easiest way 
to accommodate strain. Most observed shortening is taken up in the Central Indian 
Basin, so the equivalent fault is based on the structure in this environment. The model 
fault is simplistic and fails for horizontal faults for which it predicts infinite area and 
moment, despite the accumulated stress being limited by the thickness of the layer. 
However, for more steeply dipping faults, such as those seen in the Central Indian 
Ocean, it provides a reasonable model. 
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Figure 7.2. Equivalent fault for calculation of tectonic moment release 
For the purpose of determining the different driving mechanisms, the seismogenic 
thickness can be defined in three ways: 
If whole lithosphenc failure has taken place and the faults and seismicity are 
related, the seismogenic thickness will be the depth to which earthquakes are 
recorded. In the Indian Ocean region, this is 40+3 km according to the earth-
quake interpretation in Chapter 5. This is the maximum possible seismic thick-
ness and assumes that the faults and strong core of the lithosphere have a seismic 
expression, even if this is not shown in the catalogue because it occurs as micro-
seismicity or as large magnitude earthquakes with long recurrence times. 
If the crustal faults are aseismic, the seismogenic thickness will be solely the 
range of depths over which thrust earthquakes are recorded. The range of earth-
quake depths from modelling is 22-40 km with errors of 5 km upwards and 3 km 
downwards, giving a thickness of 18+8 km, although these errors are probably 
artificially high. This gives a minimum seismic thickness but still assumes that 
the whole lithosphere is undergoing the same amount of shortening as exhibited 
by the faults and folds. 
Failure at the top and bottom of the plate has been suggested by Luce Fleitout 
(pers. comm.) and Wallace and Melosh (1994) as a triggering mechanism for 
folding. It is difficult to determine a seismic thickness if this is the case, since the 
depth to which faulting occurs is poorly defined, but is at least to the base of the 
crust. The thickness is probably of the order of 28 km. This is an intermediate 
case which will also be considered in the discussion. 
The maximum and minimum values for thickness will be tested to see if either estimate 
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Figure 7.3. Seismicity of the Central Indian Ocean, with the equivalent fault for tectonic mo- 
ment calculation shown by the thick dashed line. The westward point of the fault is located at 
the Euler pole of rotation between India and Australia from Royer et al. (1997) (see Table 2.2). 
The equivalent fault length is the longitudinal extent of deformation. In Section 6.3 
I concluded that the Central Indian Basin and the Wharton Basin both lie within the 
diffuse zone of deformation. If lithospheric shortening, with its associated seismicity, 
can only take place where the lithosphere cannot be subducted, then the eastward limit 
is defined by the point at which the great circle of rotation, relative to the Euler pole, 
first comes into contact with the Sunda Trench. The westward limit can be defined 
using the location of the Euler pole of rotation between India and Australia calculated 
from plate tectonic reconstructions. The pole used is that proposed by Royer et al. 
(1997), since the predicted stress directions agree well with the directions of principal 
compressive stress inferred from the earthquake focal mechanisms (Figure 5.58). 
The equivalent fault should be parallel to the observed lithospheric folding so that 
the stress is perpendicular to the deformation structures. There is a change in the 
predicted direction of folding axis between the Central Indian Basin and the Wharton 
30'S 
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Basin. The fault, as shown on Figure 7.3, is east-west in the Central Indian Basin, as 
E-W folding and reverse faulting are observed on the seismic reflection profiles. The 
distance from the Euler pole of rotation at approximately 74°E (Royer et al., 1997) to 
the Ninety East Ridge (at 90°E) is approximately 16° ('1780+5O km). The Wharton 
Basin exhibits strike slip faulting and a small amount of lithospheric NE-SW trending 
folding and is bounded to the east by the Sunda Trench. If the NE-SW folding is taken 
as an indication of the direction of compressive stress then the length of equivalent 
fault in the Wharton Basin is "750+50 km. This gives a total equivalent fault length 
of 2530+85 km. 
Assumed seismogenic thickness 









Equivalent fault area 1.43x 1011 2.02x 1011 6.44x 1010 9.11 x 10 10 
Table 7.1. Equivalent total fault areas in km 2 for the combined Central Indian Basin and 
Wharton Basin shown in Figure 7.3. 
The shear modulus of the crust is assumed to be the value for basalt (3.7 x 1010  Nm2). 
When the thickness that I am considering is limited to the region of the thrust mecha-
nism earthquakes, the shear modulus of the mantle is used ( 6.7 x 1010  Nm -2 ), since 
the earthquake focal depths are limited to below the Moho. However, if the lithosphenc 
thickness is 40 km, the shear modulus should be an average of that of the basaltic crust 
and the peridotite uppermost mantle - here approximated to 5.0x 1010  Nm 2 because 
of the relative thicknesses of the two components in the assumed seismogenic zone. 
Strain rate (the final component of the calculations of moment release rate) is equiv-
alent to the rate of shortening. The lithospheric shortening has been estimated from 
plate tectonic models, and crustal shortening has been measured from seismic reflec-
tion profiles (Figure 7.4). Royer et al. (1997) argue that the seismic reflection profiles 
provide a lower bound on estimates of shortening, but the figure shows that they lie 
close to the median of predictions from plate modelling. Wiens etal. (1985) (A on Fig-
ure 7.4) predict a significantly larger amount of shortening, at all longitudes, than other 
models. This is possibly because they were limited by inadequate data. Sources of data 
have since improved, and become more extensive, giving a better accuracy of rotation 
and shortening estimates. Tinnon et al. (1995) (E on Figure 7.4) give a much smaller 
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75 	80 	85 	90 	95 
Longitude (°E) 
Figure 7.4. Required tectonic shortening, in mm per year, across plate predicted by plate 
tectonic models compared with measurements of shortening from seismic reflection profiles. 
Symbols as in Table 2.2 on page 27. The +'s show measurements of shortening from seismic 
reflection profiles measured by Bull (1990a), Chamot-Rooke et al. (1993), Jestin (1994). Van 
Orman etal. (1995). 
amount of shortening, but their values were calculated from an earthquake seismic mo-
ment distribution rather than from a tectonic model based on magnetic lineations and 
fracture zone orientations. The lower values probably reflect the seismogenic moment 
release proportion of the total moment release: this will be addressed in Section 7.4. 
From Figure 7.4, the average shortening rate between the Euler pole, at 75°E, and 95°E 
gives a value of approximately 5 mm yr' (shown by the dashed line on Figure 7.4). 
Assumed seismogenic thickness 






45 0  
18 km 
300 
Moment release rate 3.58 x 1O' 5.06 x 10' s 2.16x 10' s 3.05 x 10 19 
Table 7.2. Tectonic moment release rates in Nm yr' for the different tectonic models based 
on shortening rates projected onto the equivalent fault lines shown in Figure 7.3. 
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The tectonic moment release per year is a minimum of 2.16 x 1019  Nm yr, al-
though this could range up to 5.06 x 10 19  Nm yr' if the whole lithospheric thickness 
is included (Table 7.2). Therefore MI'ECT = (3.6 ± 1.5) x 10 19 Nm yr'. 
7.3 Moment—magnitude relations 
The earthquake modelling carried out in Chapter 5 involved fitting broadband body 
wave pulse areas, using previously determined fault plane areas, to give values for the 
seismic moment and stress drop. The measurement of the area under the broadband 
pulse of an attenuation-corrected seismogram allows determination of the seismic mo-
ment in the time domain and is the equivalent of determining the seismic moment using 
the long period asymptote in the frequency domain (e. g. Bowers, 1994). Attenuation 
was considered negligible in this study because the form of the pulses could be mod-
elled adequately using very small attenuation values (t*)  of 0.1-0.3 s. However, this 
will be the main cause of any systematically low moment estimates. These moment 
estimates, from body wave modelling, are used to determine the M3 versus M0 relation 
in Figure 7.5b. The seismic moments reported using the Harvard CMT method in the 
Central Indian Ocean are plotted separately (Figure 7.5a) for comparison. The fitted 
lines follow the general form of the magnitude—moment relation: 
log M0 =cm+d 	 (7.2) 
Since applying a global moment-magnitude relation can lead to errors in the esti-
mated seismic moment of up to a factor of four compared to regional data (Ekström and 
Dziewonski, 1988), I prefer the use of moment data obtained from regional studies to 
constrain the moment-magnitude relation for the region. However, my regional dataset 
only includes nine earthquakes (Figure 7.5b), so it is also compared with values ob-
tained using moments from the CMT catalogue for the same area (Figure 7.5a), plotted 
against magnitudes reported by the ISC. Various published moment-magnitude rela-
tions of the form of Equation 7.2 are also included for comparison, along with best-fit 
lines determined in the present study for the two datasets (all relations are with moment 
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5.0 	 5.5 	 6.0 
Magnitude, M 
(a) log Mo = (1.31 ± 0.34)M8 + ( 10.68 ± 1.80) r2 = 0.86 






1 e+ 15 
5.0 	 5.5 	 6.0 
Magnitude, M 
(b) log A10 =(1.31±2.17)M+(10.54±11.13) r2 = 0.40 
Figure 7.5. Moment versus magnitude plots showing published CMT moments (triangles) 
and moments from this study (circles), plotted against M with their best fit lines (solid lines). 
The thin dashed line is the relation between M and seismic moment given by Ekström and 
Dziewonski (1988) (Equation 7.5) ; the medium dashed line is that proposed by Kanamori 
(1978) (Equation 7.4); the thick dashed line is the best fit to the CMT data for a constant stress 
drop model with a gradient of 1.5 and an intercept of 9.7. The ringed outlier is discussed in the 
text. 











5.0 	5.5 	6.0 	6.5 	7.0 	7.5 	8.0 
Magnitude, M 5 
(a) log M0 = ( 1.29 ± 0.16)M9 + ( 10.67 ± 0.94) r2 = 0.96 
Figure 7.6. Moment versus magnitude plots showing published seismic moments from stud-
ies in the central Indian Ocean (stars) (Bergman and Solomon, 1985 Petroy and Wiens, 1989) 
and my data (circles) plotted against M. Lines and ringed outlier as in Figure 7.5. 
expressed in Nm). Datasets from previous long-period modelling carried out by Berg-
man and Solomon (1985) and Petroy and Wiens (1989) in the Central Indian Ocean 
can be used to extend the catalogue by two orders in magnitude, since their redetermi-
nations include historical (pre-1963), large magnitude earthquakes (Figure 7.6). 
Errors are poorly known for determinations of seismic moment and for magnitude. 
The errors on the slope and intercept given in Figures 7.5 and 7.6 are calculated as-
suming the ±15% error in moment reported by Ekström and Dziewonski (1988) for 
the CMT method, and ±0.1 in magnitude (Rezapour and Pearce, 1997). 
The relation given by Kanamori (1978) (also plotted on Figures 7.5 to 7.7) uses the 
moment-magnitude, A'I, which was defined to overcome the problem of M saturating 
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above magnitude 8.0, for global catalogues as follows: 
log It10 = 1.5Mm + 9.1 	 (7.3) 
Below 8.0, the two magnitude scales, Al, and M, are equivalent (Kanamori, 1978). 
However, the relation between M and M3 appears to require modification when 
earthquakes are separated into those that occur in interplate regions and those from 
intraplate settings (Singh and Havskov, 1980). Singh and Havskov (1980) associ-
ated the change in the zero intercept with a change in the earthquake's stress drop 
(Lia). The stress drop was observed to be systematically greater in intraplate regions 
(Lcr = 76 bars) than in interplate regions (a = 30 bars). These generalised stress 
drops are based on a comparison of continental active zones and continental cratons, 
which means that the values may not apply to oceanic regions with a different litho-
spheric structure. In particular, the oceanic "intraplate" setting of the central Indian 
Ocean has faults which penetrate the upper crust (Bull and Scrutton, 1990) so fault 
motion is triggered by lower lithospheric stresses than in unfaulted continental craton, 
or possibly other oceanic lithosphere. The Kanamori relation can be used to derive a 
general equation for the value d in Equation 7.2: 
\ 	
(7.4) d=5.1+log ( — I 
L /1cT I
where j is the rigidity of the rock in which the earthquake is occurring and za is the 
average earthquake's stress drop. 
We can also assume this constant stress-drop dislocation model (as used by Kana-
mon and Anderson (1975)) to identify the predicted stress drop from our modelling 
and that of the CMT method. By definition, the model requires that c = 3/2 the 
value of which is derived from considerations of the relationship between fault size 
and moment (Kanamori and Anderson, 1975). This slope lies within the permitted 
slopes from our least squares fit to the data. If! specifically fit a line of this slope to 
the CMT data, the intercept, d, is found to be 9.7. When a rigidity of 3.7 x 10"Nm 2 , 
suitable for shallow earthquakes (Main and Burton, 1990), is used, this gives a stress 
drop of 9 bars (using Equation 7.4). This calculated stress drop is very low compared 
to previously determined stress drops using this method (Singh and Havskov, 1980), 
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and significantly less than that found in the body wave modelling in Chapter 5. 
The earthquakes are quite deep and well below the oceanic crust. The rigidity 
which I have used for the initial calculation, is that for basalt rather than the more 
rigid gabbroic material in which it is more likely that these earthquakes are occurring. 
Petroy and Wiens (1989) use mantle rigidity for their calculations of motion on the 
Ninety East Ridge and the value for the mantle (6.7x 1010  Nm 2 ) gives a stress drop of 
17 bars which is more in line with results from the body wave modelling in Chapter 5. 
The outlying point (circled in Figures 7.5(b) and 7.6) is the seismic moment calculated 
for Earthquake L, which occurred under the Bengal Fan at very shallow depth where 
the lithosphere has a very low rigidity. The rigidity for this earthquake is probably the 
value for basalt, 3.7 x 1010  Nm 2 , or less if the earthquake occurred in sediment. This 
point gives a value for d of 8.56 and a resultant stress drop of 128 bars if assuming 
crustal rigidity. This stress drop value will decrease if the rigidity is lower, caused 
by sediment, lubrication of faults by hydrothermal circulation or by the highly faulted 
nature of the upper crust as observed on seismic reflection profiles. 
The very long period data used in the CMT method suggest that the values of seis-
mic moment would be reliable, since they should provide a better approximation to the 
long period asymptote. However, Ekström and Dziewonski (1988) report that the accu-
racy of the estimation of scalar moment using the CMT method can be affected by the 
dip of the fault plane, especially in the case of shallow earthquakes. The CMT method 
has been shown to be unreliable for the determination of focal mechanism and focal 
depths for earthquakes of the magnitudes observed in the Indian Ocean (e.g. compare 
Tables 2.1 and 5.58). Since the amplitudes of the radiated long period waves are con-
strained by the product M0 sin 26, an error in the estimated angle of dip, 5, translates 
into an error in the predicted scalar moment. Ekström and Dziewonski (1988) estimate 
errors to be of the order of 10-20% for the global catalogue. The difference between 
the dip found by the Harvard CMT method, and that found using the relative ampli-
tude method for thrust earthquakes can be used to give an adjusted seismic moment 
shown in Table 7.3. The average systematic error of -13.1% agrees with that found by 
Ekström and Dziewonski (1988) and produces an increase in the predicted stress drop 
to 19 bars (d = 9.65). This increase is negligible in comparison to the errors involved 
in fitting the line and determining the correct rigidity. 
Ekstrom and Dziewonski (1988) questioned the validity of the Kanamori (1978) 
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Magnitude, M 5 
(a) 	log M0 = ( 1.23 ± 0.31)M9 + ( 11.12 ± 1.64) 
= 0.94 
(b) 
Figure 7.7. a) Moment versus magnitude relation for CMT moments adjusted using dips 
found in this study. The thick dashed line has a zero intercept of 9.65. Other symbols and 
lines as in Figure 7.5. b) Relation between moments found in body wave modelling and CMT 
moments (original - circles, and adjusted - triangles). The line has a slope of unity. 












3 Aug 78 40 56 -16 7.14x 1017 6.72x 10 17 
21 Aug 83 50 23 -27 1.64x10 17 1.20x10' 7 -26.8% 
20 Jun 89 50 31 -19 1.13x10' 7 1.0 1 x10 17 -10.6% 
13 Jan 91 50 33 -17 5.93x10' 7 5.50x10' 7 -7.3% 
13 May 91 40 27 -13 1.02x 10' 8 8.37x 10 17 -17.9% 
16 Aug 92 50 33 -17 1.08x10' 7 1.00xlO' 7 -7.4% 
12 Apr 81 40 73 +33 1.84x10' 7 1.04x10' 7 -43.5% 
11 Jan 92 30 48 -18 3.51x10' 7 4.03x10' 7 14.8% 
Table 7.3. Dips from relative amplitude method (to the nearest 10°) and CMT method 
used to adjust the published CMT moment according to the relation h= M0 sin 28, where h is 
observed radiated amplitude so is fixed for an earthquake. 
model over the whole range of magnitudes. They fitted a set of empirical equations 
to magnitudes from the global NEIC catalogue and Harvard CMT seismic moment 
data. These equations vary dependent on the range of surface wave magnitude and are 
plotted in Figures 7.5 and 7.7: 
12.24 + M3 	 M < 5.3 
log M0 = 	23.20 - /92.45 - 11.40M 	5.3 < M < 6.8 	(7.5) 
9.14 + 1.5M5 	 M5 > 6.8 
where seismic moment is in Nm. 
The reprocessed historical and recent data (Figure 7.5c) fit this set of equations 
well. This suggests that the central Indian Ocean is similar to the global average. The 
difference between the formulations of Kanamori (1978) and Ekström and Dziewonski 
(1988) is clearest at low magnitudes where the majority of the recent data lie. This dif-
ference possibly reflects the variation in the efficiency of the faults involved in low and 
high magnitude earthquakes (Kanamori and Anderson, 1975). The recording threshold 
will also affect the estimate of Al, in the same way as Tnb (Lilwall, 1987). 
Most of the seismic moment is released by large magnitude earthquakes. The line, 
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fitted using the least squares method, to my moment data and that published by Berg-
man and Solomon (1985) and Petroy and Wiens (1989), agrees well with published 
moment—magnitude relations, especially at high magnitudes. Therefore, for the pur-
poses of estimating the maximum credible magnitude and the total seismic moment 
release, the best fit line from Figure 7.6 will be used: 
log M0 = ( 1.3 ± 0.2)M5 + ( 10.7 + 0.9) 	 (7.6) 
This is within error bounds of the empirically fitted relation, by Bergman (1986), 
of moment to surface wave magnitude for oceanic intraplate earthquakes, as follows 
log M0 = ( 1.12 ± 0.07)M3 + ( 11.67 ± 0.41) 	 (7.7) 
7.4 Seismic moment release 
Using my moment—magnitude relation (Equation 7.6), I can estimate the total seismic 
moment release from instrumentally recorded earthquakes reported by the ISC and 
NEIC since 1964. A seismic moment release rate is also estimated for comparison 
with the total tectonic moment release rate calculated in Section 7.2 above. This gives 
a maximum possible seismic contribution to the tectonic deformation in the Central 
Indian Ocean since not all earthquake mechanisms (e.g. strike slip) take up shorten-
ing. Tinnon et al. (1995) use the alternative method of summing the moment tensor 
components in order to determine the seismic moment. 
The majority of earthquakes in the ISC catalogue have a body wave magnitude, nib, 
reported without a surface wave magnitude, M8 . The moment—magnitude relation is 
expressed in terms of M8 (Equation 7.6), since this has a wider range of magnitude and 
a better correlation with seismic moment (Bergman, 1986). The relationship between 
M and Mb,  calculated for the Central Indian Ocean, (Equation 6.2) is used to convert 
between the two and gives the equation 
log M0 = 2.405m6 + 4.395 	 (7.8) 
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The corrected combined catalogue of reported earthquakes between 1964 and 1997 
(Figure 6. lOb) is used to calculate the total moment released in increments of 0.1 mag-
nitude unit. The discrete (incremental) and cumulative moment release (for the whole 
catalogue) is plotted as a function of magnitude in Figure 7.8. The figure confirms 
le+20 
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Figure 7.8. Discrete and cumulative seismic moment release calculated from the corrected 
combined catalogue (Figure 6. lOb) 
that small earthquakes do not contribute a significant moment to the calculations. The 
accuracy of the seismic moment release rate is therefore highly dependent on having 
a long enough catalogue to have exceeded the recurrence rates of the majority of large 
earthquakes. The seismic moment released over the region of the proposed boundary 
between the Indian and Australian plates (Section 6.3), integrated over all reported 
magnitudes, is 6.64x 10' 9 Nm, equivalent to a rate of 2.01 x 1018  Nm yr 
Petroy and Wiens (1989) carried out a similar calculation including their values of 
seismic moment from modelling of historical (pre-1963) earthquakes. They divided 
the estimates up into regions west and east of the Ninety East Ridge and incorporated 
some earthquakes from the outer rise of the Sunda Trench. The value shown in Ta-
ble 7.4 for the combination of the Central Indian Basin and Wharton Basin (excluding 
the Outer Rise) for earthquakes since 1964 is 5.79x 10' 7 Nm yr'. The average for 
all reported earthquakes since 1913, in this region is 1.33x 1018  Nm yr'. The earth-
quakes used in Petroy and Wiens's calculations are over a more restricted latitudinal 
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West East East Including 
Events Near Outer Rise 
Number of Post-1964 Events 14 7 17 
Number of Pre-1964 Events 9 7 10 
Total Events 23 14 27 
Total Moment (1913-1963) 4.94x 1019 3.63x 10 19 3.98x 10' 9 
Total Moment (1964-1987) 7.33x 10 18 6.58x 10 18 1.56x 1020 
Total Moment 5.67x 1019 4.28x 10 19 1.96x102° 
Moment Release Rate (1913-1963) 9.69x 10 17 7.12x 10 17 7.80x iO' 
Moment Release Rate (1964-1987) 3.05 x 1017 2.74x 10' 7 6.50x 10 18 
Moment Release Rate 7.56x 1017 5.71 x 10 17 2.61 x 10 18 
Table 7.4. Seismic moment release (Nm and Nm yr) from Petroy and Wiens (1989) com-
piled for latitude 3°N-18°S and longitude 80°E-100°E 
range than that used to determine my seismic moment release rate, which may explain 
why their calculated value is smaller. Their numbers also suggest that long catalogues 
are preferable if we are to get a seismic moment release which is closer in value to the 
total tectonic moment release. 
The values of tectonic and seismic moment release suggest that the observed seis-
micity only releases, at most, 9.3% of the tectonic moment if the highest value (calcu-
lated using my parameters) is used (and minimum assuming Petroy and Wiens's figures 
of 2.6%). The implications of this, and acceptability of the values will be discussed 
after calculating the maximum credible magnitude for the region. 
7.5 Maximum credible magnitude 
The Gutenberg-Richter frequency-magnitude relation (Equation 6.4) and the magni- 
tude-moment relation (Equation 7.2) can be combined to give us a relationship between 
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moment, M, and cumulative frequency, N, which can be expressed in the form: 
N = Al — b/c x 1oa+ (7.9) 
where N is the frequency of earthquakes per unit time (generally, per year) with mo-
ment greater than M, and B = b/c. This equation requires that B > 0 so that N —* 0 
as M —* 00 i.e. the obvious physical requirement that N goes down with increasing 
Mb, while M goes up. 
We want to calculate the yearly average total moment, M t. t , so we define a fre-
quency distribution for the number of earthquakes of seismic moment between Al and 
M + dM, dii, as 
dii = N(M) - N(M + dM) 
	
dN 
=—dM 	 (7.10) 
dM 
=QM—B— 'dM 
which implies that the total moment due to earthquakes between moment M1 and M2 , 
A1 ' is 






= 1 —B 	
ml—B) 	 (7.11 
Observations confirm that slip is dominated by large magnitude (large moment) earth-
quakes which implies that 1 — B > 0 and hence c> b > 0 (e.g. see Figure 7.8). 
Then the moment release due to earthquakes larger than moment, Mm j n is 
> Mmjn) 	(W' — Ail_B\ 	 (7.12) 
1—B 	IcX 	mm) 
However, because 1 — B > 0, this would imply an infinite moment as Al2 —+ 00 
which is unphysical. Two possible solutions to this problem are 
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Define a sharp cutoff with a maximum possible moment, MMAX 
Al( > Mm  in) = 1 B 	
- All_B) 	(7.13) 
Modify the frequency distribution, using a more gradual exponential decay rather 
than a hard maximum, to a gamma distribution (Main and Burton, 1984) 
dn = IpJ_B_1e_M/Me dM 	 (7.14) 
where M0  is a characteristic moment corresponding to the position where the 
frequency is a value l/e compared to the extrapolation of the Gutenberg—Richter 
trend. While earthquakes larger than this can occur, they are increasingly less 
likely. At some value, defined by Main (1995) as the maximum credible magni-
tude M n ,,., , they contribute only a negligible amount to the total moment release 
(defined here, and by Main, as 0.1%). This is more physically realistic than an 
artificial hard maximum, since it is similar to that seen in other natural dissipa-
tive systems (Kagan, 1993). 
Initially, I will consider the latter case and derive an analytical solution for the 
distribution: 
The derivation of a reliance of maximum magnitude assuming a gamma distribution 
shown below, parallels that of Kagan (1991, 1993, 1997). However, his constants and 
formulation differ from the formalism used here and are not directly comparable. He 
also relies on a value of B from the theory of Kanamori (1978) (c = 1.5, d = 9.1), 
rather than from an empirical determination of a best-fit to regional data, to constrain 
the distribution. 
M9 must be sufficiently large for the frequency-magnitude relation to be maintained 
up to the highest magnitude at which the observed graph (Figure 6.10) is still linear. 
Chapter 7. Moment Release Studies 	 191 
The total moment due to earthquakes of seismic moment above Mm j n IS 
f
0
M 0 (M> Mmin) = 	 ciM_B e_Mu/M8 dM 
Mmin  
Mm in r I
00
= ci I 	M_B e_M/M9 dM - fo 	M 8 e° dM] 
[MI—B
p0 Mmin
= ci 	 / \T_B e_XdX - f M_B e_M8 dM] 
 
= ci [MI—B  ['(1 - B) - f Al_Be_MIMe dM] 
- E' 	['(2 - B) 	
Mmin 





where I have non-dimensionalised the first integral into the form of a gamma function, 
and used the gamma function recurrence relation, F(n+ 1) = nF(n) (e.g. Abramowitz 
and Stegun (1973)). 
The observed frequency—magnitude relation holds at least between magnitudes 
(Mb) 4.7 and 5.8, requiring Mm j n < 5 x 1015  Nm and M9 > 5 x 1018  Nm. Hence 




['(2 - B) 




B 	0 	['(2—B) - j1i—B] 
	(7.17) - 1_  
Note that since D <B < 1,it follows that l < ( 2— B) < 2 and l > ['( 2—B) >0.8856. 
If large numbers of calculations need to be carried out, the gamma function can be ap-
proximated by a quadratic function obtained from the quintic approximation of Hast-
ings Jnr. (1955): 
F(x±1) = 1-0.469x(1—x) 
i.e. ['(2 - B) = 1 - 0.469B(1 - B) 	 (7.18) 
which gives a maximum error of approximately 0.0072 (0.8 1% of the minimum value 
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of the gamma function). This is negligible compared to the error in moment determi-
nation. Replacing F(2 - B) by 1 is equivalent to replacing the decaying exponential 
with a sharp cutoff in magnitude (see Equation 7.13). There is therefore only a small 
difference between M9 and MMAX from the two approximations. 
If I initially assume that Mmj n = 0, then 
Mtot 
= ci [ji_B r'(2 - B)] 
1—B 
(7.19) 
can be inverted to find M0 , which will be redefined as M, the characteristic moment 
assuming a minimum moment equal to zero. 
M ((1- B)IvI0\ 1-B 
= ciF(2_B)) (7.20) 
The maximum credible moment (Mmax ) and magnitude for the region now need to 
be determined. Mma. < is defined by Main (1995) as the moment for which only 0.1% 
of the total moment release is contributed by larger earthquakes, where larger refers 
to the magnitude of the earthquakes relative to the maximum credible magnitude. A 
more general relation using c to represent the proportion of moment contributed by 
earthquakes of moment above Mmax is: 
fciM_B e_l8dM < a I ftI_Be_M/M9dI 	(7.21) 
This can be separated and made dimensionless (X = M/M 0 ) in the same way as pre-
viously, to yield a denominator of the form of a gamma function: 
X_B e _XdX 110MO ax/M9 
acrit =  I _Be_XdX 	 (7.22)  
100 	 X_Be_XdX 
JMmax /M9 
= 	F(1—B) 
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Integrating the numerator by parts, I obtain an asymptotic series, and approximate it 




Xf_B e_X I dXl = 	
- 
100 e_BXF_B_ldX 
iX 	 x ix 
= e_XX_B - BeX_B_l + B(B + 1)eX 2 
—B(B + 1)(B + 2)e_X_B_3 + 	 (7.23) 
- XB -x 1_ + B(B +1) - B(B + 1)(B +2) +  	e 
 L x 	V 2 	 x3 
The theory of asymptotic expansions suggests that the error is of the order of the mag-
nitude of the first neglected term in the series. The series is then solved numerically to 
find a value of X (5.7) which gives the desired value of CCrjt (0.00 1)(Figure 7.9). a,,it 
is the defined proportion of moment released by the earthquakes of magnitude larger 






5.0 5.2 5.4 5.6 5.8 6.0 6.2 6.4 
X (=M/M 0) 
Figure 7.9. Relationship of maximum credible moment and characteristic moment for the 
Central Indian Ocean. a,it  is the proportion of the total moment contributed by earthquakes 
of moment above Mm  
From a combination of Equation 7.20 and Figure 7.9, 1 determine the maximum 
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moment release, where: 
Mmax = 5.7M9 	 (7.24) 
for all values of the tectonic moment release. The relationship between 119 and Mmax 
is controlled by the frequency—moment statistics shown at the bottom of Table 7.5. The 
magnitude moment relation (Equations 7.2 and 7.6) is assumed to hold at these seismic 
moments, so that characteristic and maximum credible magnitudes for the region can 
be determined (see Table 7.5). 
Figure 7. 10a shows the incremental probability (for 0.1 magnitude unit bins) deter-
mined for the gamma distribution in the Central Indian Ocean, with the characteristic 
moment and maximum credible moment for a 40 km thick lithosphere with 45° dip-
ping faults. The probability distribution is of the form (cf. Equation 7.14) 
p(M)dM = Wt,l_B_le_M/Me dM (7.25) 
The total seismic moment release in each 0.1 magnitude unit bin is shown in Fig-
ure 7. lOb, and is obtained by multiplying the probability distribution defined by Equa-
tion 7.25 by the appropriate moment for each magnitude increment (Equation 7.6). The 
peak of the incremental moment distribution is related to the characteristic moment by 
Al = (1 - B) M 9 (7.26) 
from the differential of the function with respect to the moment (Main, 1995). The 
peak is at 0.6 of the characteristic moment for this region and the highest moment 
release is therefore at magnitude (M3 ) 8.3 (Al peak = 3 x 1021  Nm). 
What is the effect of a non-zero minimum observed moment (M mjn ) on the charac-
teristic magnitude determination? From Equation 7.15,1 derive 
1 





This gives us the dependence of M0 on Mm 1 11  which is shown in Figure 7.11. An upper 
bound on the error, in the calculation of maximum credible magnitude, of 0.1% is 
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Lithosphenc thickness and dip angle of equivalent fault 
40km45° 	 40km30° 	18km45° 	18km30
0 
 
Tectonic moment release per year (M, 0 ) 
3.58x 1019  Nm 	5.06x 10' Nm 	2.16x 1019  Nm 	3.05 x 10' 9 Nm 
Sharp cutoff at high magnitude 
Maximum seismic moment (M, A x) 
4.22x 1021  Nm 	7.63x 1021  Nm 	1.77x 1021  Nm 	3.21x102 ' Nm 
Maximum seismic magnitude (Mx) 
	
8.416 	 8.614 	 8.126 	 8.325 
Gamma distribution at high magnitude 
Characteristic seismic moment (M9 ) 
5.21x102 ' Nm 	9.14x102 ' Nm 	2.19x102 ' Nm 	3.96x102 ' Nm 
Characteristic seismic magnitude (Mt) 
8.485 	 8.684 	 8.196 	 8.395 
Maximum credible seismic moment (Mm ) 
2.97x 1022  Nm 	5.21x 1022  Nm 	1.25x 1022  Nm 	2.26x 1022  Nm 
Maximum credible seismic magnitude (M m, ' I ) 
9.056 	 9.244 	 8.767 	 8.965 
Frequency-moment statistics 
a = 5.24 	 b = 1.00 	Cmb = 2.405 	dmb = 4.395 
CM, = 1.3 dM3  = 10.7 
Table 7.5. Calculations of maximum credible magnitude from tectonic moment release in 
the Central Indian Basin and Wharton Basin, calculated in Section 7.2, frequency-magnitude 
statistics (Equation 6.6) and magnitude-moment relation (Equation 7.8). 
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(a) Incremental probability 	 (b) Incremental moment 
Figure 7.10. Incremental probability and moment controlled by the gamma distribution deter-
mined for the Central Indian Ocean. The probability distribution is defined by Equation 7.25, 
and the incremental moment is obtained by multiplying this probability by the appropriate mo-
ment for each magnitude increment. Characteristic and maximum credible magnitudes are cal-
culated assuming a 40 km thick seismogenic lithosphere with faults dipping at 
450  (Table 7.5). 
The increment is set at 0.1 magnitude unit. 
given by assuming a minimum magnitude, rn6 , of 4.7 recorded by the network. The 
actual error will be less than this however, as this cutoff is not sharp. Prior to 1964, the 
threshold of complete recording was M3  6.5. This excludes a large percentage of the 
released moment. From Figure 7.11, this would produce an error of at least 20% in the 
determination of maximum credible magnitude. This is a possible explanation for the 
lower value of seismic moment release rate from Petroy and Wiens (1989) compared 
to my calculations. 
Alternatively, if the seismic moment release rate calculated from the earthquake 
catalogue in Section 7.4 (2.01 x 1018 Nm yr') is assumed equal to the total mo-
ment release rate (M 0 ), the maximum credible surface wave magnitude is 7.405 
(Mmax = 2.12 x 1020 Nm) with an associated characteristic magnitude of 6.823 
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Figure 7.11. Percentage error in M9 (equivalent to error in Mm ) produced by using a 
non-zero Amin,  while assuming that all moment is included in the calculation. 
Table 2.1 from Petroy and Wiens (1989)) gives a value for X of 13.8. From Equa-
tion 7.24, this gives an c cr jt of less than 0.0002, implying that the calculated seismic 
moment release rate is unlikely to be representative of the long term moment release 
rate. This is partly because the catalogue does not contain the large earthquakes, of 
magnitude 8 and above, which are infrequent yet release approximately half the mo-
ment (see Figure 7.1Ob). 
Only if all the tectonic strain is released seismogenically will the simple equating 
of total tectonic moment release from measurements of deformation, as AI 0 , with 
a distribution from earthquake frequency-moment statistics be valid. From observa-
tion, the percentage of aseismic motion can range from approximately zero (on the 
slow-spreading Mid Atlantic Ridge) to 99% (on the fast-spreading East Pacific Rise) 
of tectonic strain (Cowie et al., 1993). The difference between the two values is at-
tributed to the change in fault behaviour due to the variation in temperature and fluid 
flux between the two environments. The fast-spreading ridges show evidence of ex-
tensive hydrothermal activity which may facilitate stable slip on the faults (Cowie 
et al., 1993). The Central Indian Basin also has evidence of hydrothermal activity 
(Bull and Scrutton, 1992) and smooth faults which may be better suited to stable slid-
ing than stick-slip. The level of aseismic faulting is therefore likely to be higher than 











1020 Mobs=Mmax  
iO' 
1018 
0 	20 	40 	60 	80 
% aseismicity 
Figure 7.12. Relationship between percentage of aseismic faulting and value of characteristic 
magnitude (and characteristic moment). The tectonic moment release rate from 40 km thick 
lithosphere with 45° dipping faults (solid line), 40 km and 30° dipping faults (thick dashed 
line), 18 km and 45° dipping faults (medium dashed line) and 18 km and 30 ° dipping faults 
(dotted line) give the range of predicted characteristic magnitudes. The two solid horizontal 
lines show the predicted range of the percentage of aseismicity if the maximum observed mag-
nitude (M=7.7) earthquake is equivalent to the characteristic magnitude, or the maximum 
credible magnitude. 
the zero value assumed in the initial formulation to determine the maximum credible 
magnitude. The relationship between the percentage of aseismic faulting and the char-
acteristic magnitude is shown in Figure 7.12. If the maximum observed magnitude of 
M = 7.7 (Petroy and Wiens, 1989) can be treated as the characteristic magnitude, the 
aseismic percentage ranges between 57 and 82%. The percentage of aseismic release 
is increased if the maximum observed magnitude is treated as the maximum credible 
magnitude, but this is much more unlikely. 15% of the crustal deformation observed 
on seismic reflection profiles is produced by folding (Gordon et al., 1990), which ap-
pears to be flexural buckling (Louden, 1995). This should occur aseismically, leaving 
between 42 and 67% of the deformation to be produced aseismically in another man- 
ner. 
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The true case is likely to lie between the extremes of no aseismic deformation, 
and the largest earthquake reported in the catalogue being representative of the de-
formation. Due to the shortness of the earthquake catalogues, it is unlikely that the 
largest possible earthquake in the Central Indian Ocean has occurred and been re-
ported. Nor, however, is it possible for an earthquake of magnitude 9.2 to occur in 
the Central Indian Ocean. The largest earthquake to happen anywhere in the world 
in recent times (since 1900) was a magnitude (i"I)  9.5 in Chile in 1960 (data from 
WWW at TJRL http://wwwneic.cr.usgs.gov/neis/eqllsts/10maps-world.htmi)  and only 
one other (in Alaska in 1964) has been over magnitude 9.2. Both these earthquakes 
occurred on rapidly subducting trenches rather than in intraplate regions. An earth-
quake of magnitude 9 would require slip to take place on a fault of length greater than 
1000 km. This length of fault cannot be supported by a lithosphere of 40 km thickness 
so this estimated maximum credible magnitude is unrealistic and aseismic motion in 
the Indian Ocean is necessary, say between 15 and 40%. This level of aseismicity gives 
a characteristic magnitude of between 7.9 and 8.4 (from Figure 7.12). 
7.6 Summary 
. Strain rates measured from seismic reflection profiles lie close to the median of 
predictions from plate modelling. 
• The total tectonic moment release per year, constrained by observed deforma-
tion, is (3.6 ± 1.5) x 10' Nm yr'. 
• The moment versus magnitude relation (for M5 ) for the Central Indian Ocean is 
logMo = (1.3+0.2)M5 + ( 10.7±0.9) 
It agrees well with published moment-magnitude relations (Bergman, 1986; Ek-
strOm and Dziewonski, 1988) especially at high magnitudes. Historical earth-
quakes (pre-1963) are included in the fitting since they extend the available data 
by almost three orders in moment. 
• I have developed a simple analytical method to determine a maximum credible 
magnitude assuming a gamma distribution for earthquake frequency-moment 
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statistics. It is easy to apply and can be used with empirically, or theoreti-
cally, determined values for the frequency-magnitude and moment-magnitude 
relations. 
• There is only a small difference between the characteristic moment (119), calcu-
lated assuming a gamma distribution, and a sharp cutoff in magnitude (MMAx). 
• Although the majority of moment is released by large earthquakes, the recording 
threshold can have an effect on the calculation of maximum credible magnitude. 
A threshold of Mb = 4.7 (as for the catalogues since 1964) gives only an error 
of 0.1% but the historical catalogue (pre-1963) with its recording threshold of 
M5 = 6.5 produces an error of at least 20% in the maximum credible moment. 
• The maximum credible magnitude (Mmax ) in the Central Indian Ocean is esti-
mated to be between 8.8 and 9.2 (Mm ). This compares with a maximum magni-
tude (MMAX), calculated using a sharp cutoff, of between 8.1 and 8.6. 
• Since 1964, the largest magnitude earthquake in the diffuse zone of deformation 
has been of mb=6.1 in comparison to a predicted characteristic magnitude (Al") 
of between 8.2 and 8.7 predicted using the total tectonic moment release. This 
means that the catalogue, on which the frequency-magnitude statistics are based, 
does not contain the large earthquakes which release most of the moment. 
• If the largest earthquake recorded in the Central Indian Ocean is representa-
tive of the characteristic magnitude (Ma, = 7.7), and not all deformation is seis-
mogenic, the percentage of aseismic deformation ranges between 57 and 82%. 
Since 15% of the deformation has been proposed to have formed by flexural 
buckling, this leaves between 42 and 67% of the deformation to form by other 
aseismic methods. 
• The true case is likely to be a combination of the two preceding cases, with some 
large magnitude earthquakes missing from the catalogue and a percentage of the 
tectonic deformation explained by aseismic deformation. 
Chapter 8 
Discussion and Conclusions 
8.1 Characteristics of Central Indian Ocean seismicity 
The earthquakes which occur in the Central Indian Ocean do not produce the simple 
teleseismic P-wave seismograms which are often seen from earthquakes in other "in-
traplate" oceanic regions such as the Nazca plate (Mendiguren, 1971) or Pacific plate 
(Padmos and VanDecar, 1993). This greater signal complexity can be explained us-
ing a velocity structure derived from seismic reflection profiling in the Central Indian 
Basin (Section 4.4). The influence of the Bengal Fan in the vicinity of the earth-
quake epicentres means that there is a layer of low velocity sediment on the seafloor 
which reduces the acoustic impedance of the interface and therefore the amplitude 
of the seafloor reflection. The seafloor reflection may then be obscured by noise, or 
by reflections from other interfaces in the lithosphere which are sometimes of larger 
amplitude. The reflection from the sea-surface is larger than normally observed, due 
to the greater transmissivity of the seafloor. In the earthquake catalogues, the large 
amplitude of the sea-surface reflection can sometimes lead to it being misidentified 
as the seafloor reflection, so that the earthquake is assigned a greater focal depth (see 
Section 6.2). The duration of the P-wave pulse is more than one second, which is the 
peak response passband of the short period instrument. This also contributes to the 
seismogram complexity since each arrival therefore appears as a starting and stopping 
phase on short period records (e. g. Figure 5.3). 
201 
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There is very little difference in the focal depths determined with the simple ve-
locity structure used by Bergman and Solomon (1985) for long period studies, and 
the complex structure I used for short period modelling in this study (Figure 4.4). 
However, the complex structure allows the relative amplitudes to be corrected for the 
structure (Section 4.5), increasing the reliability of focal mechanisms obtained using 
the relative amplitude method. 
All the earthquakes in the Central Indian and Wharton Basins that I reprocessed 
in this project occurred deeper than 21 km, and as deep as 40 km below the seafloor 
(Table 5.58). Those occurring in the Bay of Bengal have shallower hypocentres, with 
one nucleating just below the sediment-crust interface. Most teleseismically recorded 
seismicity in the Central Indian Basin and the Wharton Basin since 1964, is deeper than 
20 km, in the region previously identified as the diffuse boundary between Indian and 
Australian plates (Wiens et al., 1986; Gordon et al., 1990) (Section 6.2). There is only 
a small amount of seismicity shallower than this, leading to the proposal of a "strong 
elastic core" between the seismogenic lower mechanically strong layer and the upper 
brittle faulted lithosphere in the Central Indian Basin (Figure 8.1). Unfortunately, the 
depth extent of the crustal faults is unknown, as interpretation of the Phèdre seismic 
reflection profiles was not possible (Appendix A). The Ninety East Ridge has a more 
uniform depth distribution of seismicity which is probably associated with its unusual 
lithosphenc rheology resulting from the Ridge's formation as a hotspot track (Royer 
etal., 1991). 
From the results of Chapter 5, it can be seen that thrusting is the dominant earth-
quake mechanism in the Central Indian Basin, which is the same mechanism as ex-
hibited by the crustal faults (Bull and Scrutton, 1992). Earthquakes in the Wharton 
Basin have a larger strike-slip component than those in the Central Indian Basin. The 
observed left-lateral strike-slip mechanisms could be related to the influence of sub-
duction in the Sunda Trench favouring reactivation of the pre-existing strike-slip fabric 
(Hébert etal., 1996) in order to accommodate the large amount of shortening predicted 
by plate tectonic models (e. g. Gordon ci al. (1990)). 
The principal stress directions from the earthquakes I have reprocessed are in agree-
ment with previous determinations from earthquakes and stress modelling (Cloetingh 
and Wortel, 1986). However, Centroid Moment Tensor (CMT) (e. g. Dziewonski et al. 
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Figure 8.1. Lithospheric structure of (a) undeformed Cretaceous age (60Ma) lithosphere, 
including depth dependent strength profile (dashed line), and (b) deformed Cretaceous litho-
sphere at the present day in the Central Indian Basin (Cm). I have interpreted the variation of 
deformation with depth in the CIB from seismic reflection profiles and the depth distribution 
of earthquakes. There is only a small amount of teleseismic seismicity shallower than 22 km 
below the seafloor, and seismic reflection profiles have not been able to be interpreted below 
the Moho, so the types of deformation, apart from buckling, in the central strong layer are 
poorly known. 
(1993)) solutions published for the region were incompatible with observed seismo-
grams (first motions and amplitudes) for eight of the ten earthquakes studied using the 
relative amplitude and CMT methods (Section 5.5). The calculated seismic moment is 
also generally biased high when the fault dip is determined wrongly, since these two 
parameters are interrelated (Table 7.3). 
The seismicity has a southward termination at 5°S in the Central Indian Basin which 
is similar in appearance to deformation fronts or buttresses that are often clearly inden-
tiflable in continental regions (Ranalli, 1995). However, deep thrust planes which are 
associated with this type of deformation in the continents are located along a weak 
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zone in the lower crust which does not exist in oceanic rheology. There is a shallow-
ing of the deepest focal depths as we move northwards in the Central Indian Basin, 
which is similar to the development of a critical wedge and the associated dip of the 
basement towards the hinterland. The orientation of this proposed wedge is wrong 
if, as expected, the Australian plate is being thrust towards the Indian plate (the fore-
land rather than the hinterland). The Ninety East Ridge shows high seismicity and 
apparently associated blocky morphology north of 10°S. 
The concentration of seismic activity between the Afanasy Nikitin seamount and 
the Ninety East Ridge suggests that the seamount is acting as a focus for stress in the 
region (figure 2.2). This is in accordance with the arguments of Kamer and Weissel 
(1990) who proposed that the Afanasy Nikitin seamount provided an initial deflection 
to trigger folding. However, there are no loading characteristics, such as a flexural 
moat, and there is unlikely to have been much difference in the time of formation of 
the lithosphere and the seamount (R.A. Scrutton, pers. comm.). The seamount may, 
in fact, be a part of the poorly defined 85° Ridge, which is similar in nature to the 
Walvis Ridge in the southeast Atlantic. The Walvis Ridge is also poorly defined and in 
places only identified by sparsely distributed seamounts (Sibuet et al., 1984). Instead, 
I associate the apparent focusing of seismicity in the vicinity of the Afanasy Nikitin 
seamount, and the cessation of activity at 5°S just south of the seamount, with lateral 
thickness and density variations causing stress focusing as modelled by Kusznir (1982) 
for other isostatically compensated loads, such as an uplifted plateau. 
I have found that earthquake frequency-magnitude statistics are robust to catalogue 
changes when cumulative statistics are used. However, the discrete statistics are badly 
affected by the low volume of data for the region. From the cumulative, and discrete, 
frequency-magnitude statistics, I conclude that the ISC catalogue for the Central Indian 
Ocean is complete down to magnitude (Mb) 4.7. Data from earthquakes of smaller 
magnitudes are limited to two ocean bottom surveys carried out by Russian scientists 
(Levchenko and Ostrovsky, 1992), and these provide little useful information. 
8.2 Controls on the tectonic evolution 
The earthquake dataset is less than 100 years long. Furthermore, it does not show the 
state of the lithosphere at 7Ma before the folding occurred unless it can be assumed 
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that the state of stress is stationary. This is a reasonable assumption, however, since 
the Himalayas are still rising 40 Ma after the collision of India with Asia and the 
time period of interest is significantly shorter. Also space geodetic data have shown 
(Gordon, 1995) that continental plate velocities averaged over a few years are similar 
to velocities averaged over millions of years and it seems likely that this can also be 
applied to the oceans. It has been proposed that the folding which is observed on 
seismic reflection profiles, took place between 7 and 3 Ma (Cloetingh et al., 1992) 
and that motion on the upper crustal faults in the troughs of the folds ceased with the 
buckling (R.A. Scrutton, pers. comm.). Only motion on the crestal faults cannot be 
excluded from occurring up to the present due to the lack of sediment cover and the 
fact that more slip has accumulated on these faults than on the others. We also know 
that there is still strain being taken up by earthquakes between 22 and 40 km below the 
seafloor. 
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Figure 8.2. Oceanic earthquake depths from Wiens and Stein (1983) with new earthquake 
focal depths from this study (grey squares) which confirm that the Central Indian Ocean litho-
sphere is rheologically similar to other examples 
There is no evidence from the depth distribution and statistics of the seismicity 
(Chapter 6 and Figure 8.2), or from the depth of the seafloor (Section 2.3.1), to sug-
gest that the lithosphere in the Central Indian Ocean is different rheologically from 
other examples of Cretaceous oceanic lithosphere. We therefore need to look for other 
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the unusual nature of the plate boundary forces in the region. In Chapter 5, a change 
in the dominant faulting mechanism was observed between the Central Indian Ocean 
Basin and the Wharton Basin, from mainly thrust faulting to a much larger proportion 
of strike-slip motion. This is echoed by the crustal deformation observed in seismic 
reflection profiles from the two regions. The likely cause of this is the change in the 
nature of the proximal plate boundary from the Himalayan continent-continent colli-
sion zone to the Sunda Trench subduction zone. The earthquake mechanisms in the 
Wharton Basin have a strong component of left-lateral strike-slip motion which is in 
agreement with the proposal that the Sunda Trench allows more rapid subduction than 
does the plate boundary further to the west. The proportion of strike-slip motion is also 
positively correlated with the proximity of the trench to the epicentre (Figures 5.58 and 
2.3). 
The proposal of a diffuse boundary between Indian and Australian plates (e.g. Wiens 
et al. (1986); Gordon et al. (1990)) to explain misfits in the plate geometry and ob-
served seismicity between Chagos Bank and the Sunda Trench is now generally ac-
cepted. Plate boundaries in the continents are often hundreds to thousands of kilome-
tres wide but most oceanic plate boundaries are only a few tens of kilometres wide 
(Gordon, 1995). Several regions of oceanic deformation are now identified as wide 
(or "diffuse") plate boundaries (Figure 8.3), but the Central Indian Ocean is one of the 
best developed examples. None of the other proposed examples shows the same level 
of seismicity and crustal deformation, and often only one of the two forms of deforma-
tion is seen. It has been suggested by Bull (1990b) that these diffuse zones represent 
a stage in the formation of new discrete boundaries, or the initiation of subduction, 
which are still poorly understood parts of the Wilson cycle of plate tectonics (Kearey 
and Vine, 1990). 
The distribution of earthquake activity and mechanisms support the location of an 
Euler pole of rotation, between Indian and Australian plates, in the western part of 
the Central Indian Basin. Normal faulting is seen on the Chagos Bank to the west 
of the proposed pole (Stein, 1978; Wiens, 1986), apparent aseismicity in its vicinity 
(Figure 2.2), and compressive and strike-slip faulting east of 80°E (Figures 2.3 and 
5.58) as far as the intersection of the boundary with the Sunda Trench. The principal 
stress directions, from modelling and earthquake mechanisms, are also in agreement 
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Figure 8.3. Map showing idealised narrow plate boundaries, velocities between plates, and 
regions of deforming lithosphere, which can be regarded as diffuse or wide plate boundaries. 
Plate velocities are shown by arrows. The length of the arrows shows what the displacement 
would be is the plates were to maintain their present relative angular velocity for 25 million 
years. The plate separation rate across mid-ocean ridges is shown by symmetrical diverging 
arrows with unclosed arrowheads at both ends. The plate convergence rate is shown by asym-
metrical arrows with one solid arrowhead, which are shown on the underthrust plate where 
convergence is asymmetric and the polarity is known. Each convergence arrow points toward 
the overthrust plate. The outlines of the deforming regions are approximate and the existence 
of some deforniing zones is speculative. Fine stipple shows mainly subaerial regions where the 
deformation has been inferred from seismicity, topography, other evidence of faulting, or some 
combination of these. Medium stipple shows mainly submarine regions where the nonclosure 
of plate circuits indicates measurable deformation; in most cases these zones are also marked 
by earthquakes. Coarse stipple shows mainly submarine regions where the deformation is in-
ferred mainly from the occurrence of earthquakes. These deforming regions, which constitute 
wide plate boundaries, cover 15% of Earth's surface. Idealised plate boundaries are shown 
by solid curves. From Gordon (1995). 
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with this interpretation and vary smoothly over the boundary with the maximum com-
pressive stress being approximately N—S in the Central Indian Basin. The directions 
are well constrained by the orientation of the controlling plate boundary forces, and 
stress focusing due to the varying nature of the plate margins, both of which are well 
known. The magnitudes are more contentious and vary by an order of magnitude 
between studies (40-100 MPa (Richardson et al., 1979); 100's MPa (Cloetingh and 
Wortel, 1986)) but all modelling predicts a higher than average stress environment for 
this oceanic region. Given "average" stress differences of the order of 20 MPa (Bott 
and Kusznir, 1984) across the thickness of the lithosphere, the stresses observed in the 
Central Indian Ocean are at least twice that, and may be significantly more. 
Models for the lithosphenc folding observed on seismic reflection profiles and as 
gravity anomalies in the Central Indian Basin are based on a combination of elastic, 
plastic and viscous rheological profiles. The purely elastic models are simplified in-
terpretations of the rheological structure which cannot account for the variation in ob-
served deformational behaviour with depth (Figure 8. 1), or produce folding at stresses 
below failure without significant thinning of the strong layer of the lithosphere. All 
models require weakening of the lithosphere by failure before folding can take place. 
This is achieved by invoking the effects of sediment, faults and viscous creep. These 
are considered in the following discussion. 
The rheological profile of the oceanic lithosphere (Figure 8.4) requires the applica-
tion of stresses, in excess of those available, for significant inelastic deformations away 
from the plate margins. Oceanic intraplate deformation is generally restricted to brittle 
deformation in the upper crust (Kusznir and Park, 1984) since smaller stresses can pro-
duce yielding at the top and bottom of the mechanically strong layer thereby thinning 
the central strong core (Kamer etal., 1993). Studies of flexure at oceanic trenches sug-
gest that while the central core of the plate may remain elastic during flexure, stresses 
in the upper lithosphere are restricted by brittle failure (Kirby and Kronenberg, 1987). 
Temperature-dependent ductile processes (including creep) are an important influence 
in the lower part of the mechanically strong layer. 
Modelling carried out by Kusznir (1982) on a simple layered rheological litho-
sphere with power-law stress-dependent visco-elastic properties, found that applied 
stresses were amplified in the upper lithosphere by failure in the lower more viscous 
regions. The applied stresses used in his modelling were 100 MPa, similar to those 
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Figure 8.4. Rheological profile for oceanic lithosphere for different lithospheric ages assum-
ing a ductile strain rate of 10- 15  s-. From Beekman (1994). 
predicted for the Central Indian Ocean, but there was no compressional failure pro-
duced in the upper lithosphere. However, in high heatflow continental lithosphere, 
the stress amplification of tensile and compressional forces was large enough to cause 
complete upper lithospheric fracture and a cyclic process of upper lithospheric faulting 
and creep in the base of the strong layer (30-40 km below the seafloor). Crustal and 
upper lithospheric faults observed on seismic reflection profiles are thought to have 
formed as normal faults at the spreading centre (Bull, 1990a). I propose that Bengal 
Fan sediments act to increase pore fluid pressure, thereby decreasing the friction on the 
faults. The highly compressive forces resulting from the collision of India with Asia, 
can then more easily reactivate the crustal faults and brittly fail the upper lithosphere. 
This occurs at lower stresses than required by pristine crust without pore fluid pressure 
effects, such as that modelled by Kusznir (1982). The width of the zone of deformation 
observed in seismic reflection profiles appears to support the proposal that the presence 
of sediments aids the activation of the faulting in the upper crust. The zone of upper 
lithospheric brittle faulting appears to be delimited by the extent of the Bengal Fan 
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enough to resist the applied stresses. 
Kusznir (1991) reports that oceanic intraplate seismicity occurs by compressional 
faulting in the upper lithosphere, and tensional faulting below this. I find that this does 
not hold in the Central Indian Ocean where the faulting at depth is compressional as 
shown by the thrust mechanisms of earthquakes (Chapter 5). The strong part of the 
lithosphere therefore appears to be under compressional stress at all depths. Exper-
imental deformation of olivine (Goetze and Evans, 1979) suggests that the oceanic 
lithosphere increases in strength with depth (Figure 8.4). Since this oceanic rheology 
does not favour the formation of sub-horizontal shear zones, the stress and resulting 
shortening will be smoothly varying with depth. Shortening in the upper lithosphere 
has been measured from faults and folding which were observed on seismic reflection 
profiles (e.g. Van Orman et al., 1995). 
There are earthquakes seen in the supposedly more ductile part of the lower me-
chanically strong region in the Central Indian Ocean, so not all stress and shorten-
ing is being accommodated by aseismic creep. Evidence from modelling of the ob-
served folding suggests that the plate cannot behave elastically over the depth extent 
of the earthquakes and still have folded without breaking (Weissel et al., 1980). The 
timescale being considered is important since the whole lithosphere behaves elasti-
cally over a short timescale, while the lower seismogenic mechanically strong region 
is viscous over long timescale, in the same manner as other viscoelastic materials 
(e. g. pitch). "Brittle" faulting and earthquakes can be produced if the strain rate is 
high enough for the lower mechanical boundary layer to behave elastically rather than 
viscously (Ranalli, 1995). The Central Indian Ocean has a higher strain rate than 
modelled "average" oceanic intraplate lithosphere and this may explain the apparent 
"elasticity" of the lower mechanically strong layer. 
However, it is likely that there is still a large proportion of creep, as comparisons of 
predicted total tectonic moment release and seismogenically released energy (Chap-
ter 7, Figure 7.12) suggest that if the largest earthquake reported in the last century 
is characteristic for the region, then between 55 and 65% of the tectonic energy ap-
plied to the lower mechanically strong layer is being released aseismically. 15% of the 
observed shortening is taken up by lithosphenc folding (Gordon et al., 1990), which 
appears to consist of flexural buckling (Louden, 1995) and is therefore likely to be 
aseismic. There is still at least 40% of the tectonic shortening to be accounted for by 
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other aseismic means. It is more probable that a proportion of this "missing moment" 
can be accounted for by large infrequent earthquakes which are not included in the 
catalogue, while the remainder is aseismically released. 
Shortening has been observed in the upper and lower regions of the mechanically 
strong region of the lithosphere, but there remains a central region in which defor-
mation is difficult to observe directly, and in which only a very small percentage of 
earthquakes have been located (see Figure 6.4). The maximum effective elastic thick-
ness of this central layer, once failure has taken place in the upper and lower sections, 
is 
Max. earthquake depth - (Max. depth of crustal faults + Extent of thrust earthquakes) 
= 40 - (10 + 18) = 12km maximum 
which allows buckling to take place with the wavelength of 100-200 km observed 
in the Central Indian Basin (McAdoo and Sandwell, 1985; Zuber, 1987; Wallace and 
Melosh, 1994). The thickness determined from this calculation agrees with analytical 
values for elastic thickness determined when modelling the lithospheric folding. The 
folding progresses to an energetically favourable amplitude and wavelength at which 
point it stops. This theory suggests that the centre of the strong layer has only de-
formed by folding. As mentioned previously, folding only contributes 15% of the total 
shortening observed in the upper lithosphere which implies an unreasonably sharp de-
crease in the amount of shortening occuring below the Moho. The region between 10 
and 20 km below the seafloor is the strongest part of the lithosphere and is above the 
brittle-ductile transition so will not be deforming by ductile processes (e.g. thickening 
and creep). I suggest that therefore at least some faulting must occur in this part of the 
lithosphere. The missing deformation could be accounted for by the large magnitude 
earthquakes predicted by the maximum credible magnitude calculations earned Out 
in Chapter 7. Since these large earthquakes are infrequent they do not appear in the 
catalogue and their depths cannot be determined. 
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8.3 Proposals for future work 
At the moment, interpretation of the tectonic setting in the Central Indian Ocean does 
not depend so much on future work, as future development of the dataset. As shown 
in this thesis, there are many hypotheses which can be proposed, but they cannot be 
tested without an increase in the volume of information about the seismicity. 
One inadequacy of the earthquake dataset is the lack of microseismic information. 
We therefore do not know if there is microseismicity associated with the crustal de-
formation, or if the upper lithosphere is completely aseismic. The Ocean Drilling 
Program (ODP) propose to place a borehole seismometer in the northern part of the 
Ninety East Ridge. This will decrease the threshold of observation but will not allow 
location of small earthquakes since there will be no azimuthal constraint. 
The ideal solution would be to place an array of seismometers at a spacing which 
will give us good earthquake coverage and directional resolution of incoming rays. The 
measurements need to be taken over a period of several weeks rather than the few days 
of previous surveys (Levchenko and Ostrovsky, 1992). Technology has progressed 
sufficiently to allow this to take place. There are examples from other parts of the 
world of such measurements, but these tend to be over regions such as the mid ocean 
ridges and trench outer rises (Sato et al., 1994; Sohn et al., 1995) since the seismicity 
is normally found close to the plate margins. 
The interpretation of many of the other seismic parameters, such as seismic moment 
release, requires the occurrence of large earthquakes. This is a matter of waiting and 
there is nothing we can do to accelerate the process! 
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Appendix A 
Seismic reflection data 
A.1 Aims 
Seismic reflection data were collected on the Phèdre cruise in the Indian Ocean on the 
French ship Marion Dufresne in August-September 1991. This was a multichannel 
seismic reflection cruise with the aim of imaging tectonic deformation in the mantle 
and lower crust. The main purpose of this deep reflection survey was to determine 
the fate of the crustal faults imaged by previous higher frequency seismic reflection 
surveys (Eittreim and Ewing, 1972; Geller et al., 1983; Bull and Scrutton, 1987), at 
the Moho. It has been variously suggested that the faults cross the Moho, or that their 
dip decreases and the Moho is a barrier to fault propagation. 
A good signal-to-noise ratio at the two-way-time corresponding to the Moho is re-
quired in order to image such deep structures. A low frequency source, preferably with 
the majority of its energy in the range of 0-30Hz, is required in order to penetrate to 
the depth of the Moho without loss of the signal due to attenuation. Unfortunately, in 
this region the Moho depth, and water depth, conspire to create sea-surface multiple 
arrivals at two-way-time corresponding with those expected for the Moho reflection. 
An essential prerequisite to identification of the Moho, with this dataset, was there-
fore to remove the sea-surface multiples effectively. The low frequency of the source 
means that the signal is almost 0.5s in duration (Figure A.2b) so source signature de-
convolution is necessary in order to obtain the best results from the section. 
The method to remove sea surface multiples, which was being developed at the 
time of the proposal of this PhD, is still not operational, so the planned interpretation 
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could not be undertaken. However, prior to the realisation that the multiples could 
not be removed, the seismic reflection profiles were deconvolved, by modelling the 
source signature, and velocity analysis done to obtain a regional velocity model for the 
determination of earthquake focal depths (see Chapters 4 and 5). The source signature 
modelling is the subject of this appendix. 
A.2 Data acquisition 
The towing arrangement of the guns could not be modified in time to enable them to 
be towed at the optimum 25m depth which would emphasise the 10-151-Lz frequency 
range. Three different sizes of Bolt 1500 C airguns were available: 5, 9 and 161 (305, 
550 and 975 Cu. in.). The towing arrangement was two identical 30m long subarrays 
on which the guns could be placed at lOm intervals. The optimum source signature 
that could be obtained with the available guns was modelled using MODGUN, an 
interactive program developed by SERES AJS, of Trondheim, to model the oscillation 
of air bubbles after release from airguns. This produced an array of available working 
airguns as shown in Figure A.1. They were towed as deeply as possible in order to 
maintain the low frequency content of the signature. The guns were operated at a 
firing pressure of 2000 p.s.i. The data were digitized and recorded on the ship in 
demultiplexed SEGD field tape format, using a Sercel SN358 recording system, with 
96 data channels and 8 auxiliary channels. The data were digitised at a 4ms sampling 
interval which gives a Nyquist frequency of 125Hz. All data were filtered using a 
Sercel Out-77.2Hz filter. 
The receiver array was an AGM 96-channel analogue hydrophone array with a 25m 
group interval. The first 500m consisted of dead sections (weight and stretch sections), 
followed by 2.4km of active sections and then another 500m of stretch sections leading 
to the tail buoy. It was stabilized, to around 25m depth, using six remote controlled fins 
and six calibrated depth transducers attached at equal intervals to the active sections. 
An attempt to measure the source signature of the airgun array using calibrated 
near field hydrophones was made, so that it would enable determination of the farfield 
source signature and, in turn, both signature deconvolution and removal of the water 
layer multiples. Unfortunately the hydrophones were unreliable due to failure of some 
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Figure A.!. Horizontal layout of airgun array 
of the electrical cables. This meant that the source signature therefore had to be mod-
elled. Initial estimates of the depth of the airguns in the source array were obtained 
during the cruise as bubble rise times and converted to approximate depths assuming 
a lm/s bubble rise velocity. 
A.3 Source signature modelling 
The source signature modelling was done using MODGUN. The initial frequency 
spectrum, to which the model would be fitted, was calculated using the seafloor re-
flection from one of the shot records (shot 641) from the cruise. This assumed that 
the earth has a white frequency response (i.e. all frequencies are evenly represented) 
when convolved with the source signature. A frequency spectrum, for 0-125Hz, was 
obtained using the ProMAX system from the first 30 traces from the shot record, in 
the time window 5400-6600ms TWT (Figure A.2). No corrections had been made to 
the traces to account for statics or normal moveout. If more traces, or a shorter time 
window, were taken then the notches in the spectrum due to the depths of the receiver 
and source arrays were lost. 
MODGUN requires the input of several input parameters: 
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Number of airguns in the source array 
Type of guns 
Gun volumes 
Pressure of firing 
Horizontal location of guns in array 
Depth of guns in array 
Depth of receiver array 
Instrument filter 
Sea water temperature 
Reflection coefficient at sea surface 
Some of these input parameters are known accurately and cannot be varied except 
in cases of airgun, or compressor, failure (1,2,3,4,8). The horizontal location of the 
guns in the array is known but may vary slightly. This variation is small and does not 
affect the frequency spectrum. The average sea water temperature, which affects the 
velocity and density of the water layer, can be determined as 10°C with an accuracy 
of a few degrees. This is accurate enough for it not to affect the frequency spectrum. 
Variation of more than 5°C can be seen to affect the spectrum. If the reflection co-
efficient at the sea surface is decreased then the notches due to the receiver position 
become more pronounced. This is not consistent with the frequency spectrum from 
ProMAX. It is also not physically probable. The most important unknown parameters 
in MODGUN are the depths of the guns and the depth of the receiver streamer. These 
are not known as the guns were towed behind the ship and had no depth equipment to 
maintain or measure their depth. The receiver streamer had remote controlled fins and 
calibrated depth transducers attached to the active sections at equal intervals and these 
served to stabilize the streamer depth around 25m. The depth varied a small amount, 
mainly due to currents. 
The guns were not all at the same depth. Starting from the depth estimates from 
bubble rise times, attempts were made to obtain a spectrum that resembled the one 
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Figure A.2. a) Frequency spectrum for the first 30 traces of shot 641. from 5500-6400ms 
TWT. obtained using ProMAX. Spectrum is from 0-125Hz. b) Frequency spectrum output 
from MODGUN produced by modelling depths of source and receiver arrays to fit peaks in the 
spectrum obtained using ProMAX. Sea water temperature is 10°C. Airgun depths are shown 
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obtained from ProMAX. The signal included the source and receiver ghosts. The 
spectrum was calculated from the modelled far field signature of the array far below 
at vertical incidence. This was assumed to be a reasonable approximation since the 
seafloor is at approximately 5500ms TWT and the first thirty traces are therefore rela-
tively close to normal incidence. The initial target was to fit the first peak. Since this 
is at the lowest frequency (12Hz), it should be controlled by the largest guns. The lo-
cation of the peak appears to be affected by the positions of the four largest guns. The 
peaks were fitted starting from the lowest frequency and upwards until all the peaks 
had been matched as closely as possible (Figure A.2). This produced depths for the 
guns in the source array. 
However, the depth of the receiver array has a large effect on the position of notches 
in the amplitude spectrum. Due to this, the amplitude spectrum was studied with, and 
without, the receiver ghost (Figure A.3) in order to see where the notches were pro-
duced. The depth of the receiver array is quite well constrained due to its configuration 
with six remote controlled fins and six calibrated depth transducers fixed at regular in-
tervals along the streamer. These stabilise the streamer depth around 25m. If the actual 




where f = frequency of first notch in the spectrum, v = velocity of sound in water, 
d = depth of receiver array. Thus: 
f= 215 =3OHz 
If the positions of the notches are studied on the ProMAX spectral analysis, they 
are seen to be at slightly less than 30FIz. This conclusion is confirmed since whole 
number multiples of the first frequency will also be notches. The actual measurements 
for shot 641 give frequencies of 29Hz, 58Hz, 88Hz and 114Hz. These in turn give a 
streamer depth of 26m. 
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Figure A.3. Frequency spectrum output from MODGUN produced by modelling depths 
of source array and excluding those ghosts produced by the receiver array depth. Sea water 
temperature is 10°C. Airgun depths are shown in the results table. 
X (m) V (m) Vol. (in') Z (m) Bubble rise time (s) 
o 13.7 305 10 6 
10 13.7 305 14 7 
20 13.7 550 18 9 
30 13.7 975 22 18 
0 -14.15 305 15 9 
10 -14.15 305 18 12 
20 -14.15 550 22 14 
30 -14.15 975 23 18 
Table A.!. Modelling results from MODGUN for shot 641 
A.3.1 Modelling results 
The depths that were found from modelling seem to be closely related to the ob-
served bubble rise times (Table A.!). Variation of the gun depths, around the ones that 
had been decided, by as little as irn, produced a change in the appearance of the spec-
ti-urn and no other equivalent fits could be found. Examples of a single gun depth being 
varied by 2m, and all guns being varied by the same amount, are shown in Figures A.4 
and A.5. Even the small shallow guns affected the appearance of the spectrum at low 
frequencies and their depths could not be varied. The bubbles from the smaller guns 
appear to rise faster than those from the larger ones and all rise faster than the assumed 
lrnJs. This former conclusion is in agreement with the theory of bubble migration as 
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Figure A.4. Frequency spectrum output from MODGIJN produced by reducing the depth of 
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Figure A.5. Frequency spectrum output from MODGUN produced by reducing the depths of 
all the airguns in the source array by 2m compared to the depths shown in the results table. 
If Figure A.2 is examined, it can be seen that the modelled solution for the am-
plitude spectrum resembles that of the recorded data except at frequencies higher than 
60Hz. It may be that the whiteness assumption fails above this frequency or that MOD-
GUN has problems modelling above 60Hz. 
Further checks can be done on the accuracy of the solution by comparing the source 
signature output from MODGUN with the wavelet from the seafloor reflection used in 
ProMAX. These are shown in Figure A.6. It can be seen that the modelled solution 
appears to match the data for the first 75ms and variations can be explained by the 
response of the seafloor which is not truly white before critical incidence (Fokkema 
and Ziolkowski, 1987). The apparently conflicting polarities are due to the convention 
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Figure A.6. Comparison of a) the source signature calculated in MODGUN and b) the ob-
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that positive pressure is indicated by negative numbers in the recording of seismic data. 
The seafloor reflection is therefore actually positive in nature. 
In order to use this solution for the removal of the multiples, a single depth for the 
source array must be found. This can be done by simple averaging. 
E Gun depths 
Simple average = Number of guns 
10 + 14 + 18 + 22 + 15 + 18+ 22 + 23 
= 	 8 
= 17.75m 
A.3.2 Conclusions 
Although these results are valid for this series of shots, the spectrum requires reassess-
ment at regular intervals, for example every 15 shots. There does not appear to be a 
problem with variation in the depth of the guns but changes in the depth of the receiver 
cable have been noted by studying the position of the notches in the spectrum. This 
variation is minimal in that it is only of the order of ±1 m from the average of 25m. 
However this can be seen to alter the interaction between the receiver notches and those 
of the guns to a significant degree, and thus the form of the spectrum (Figure A.7). 
Figure A.7. Frequency spectrum output from MODGUN produced with a depth of 25m for 
the receiver array (im less than the final model) while leaving the source array depths equal to 
those in the results table. 
