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Abstract 
This thesis describes molecular dynamics simulation studies of the structure-property 
relationships of molecular network systems, including inorganic and organic bulk 
amorphous systems, as well as two different amorphous polymers at the interface with 
ordered substrates. 
A series of soda lime silicate glasses were simulated, with up to 50% total modification 
and varying ratios of sodium and calcium. The clustering of cations and second-
neighbor connectivity affect vibrational modes and the compressibility vs. pressure be-
havior. Mean-field theory is unable to account for mixed modifier effects in soda lime 
silicates. 
The structure and tensile behavior of a dynamically reacted bulk epoxy network were 
studied, demonstrating an improved polymerization method for continuously monitor-
ing properties as a function of network growth, including volumetric shrinkage and in-
ternal stresses. A bifunctional epoxy resin is reacted with two aliphatic amines at room 
temperature, comparing simulation size, amine functionality, and stoichiometry. The 
elastic properties change by only 1-2 GPa during the growth of the network within the 
achieved degree of conversion. Tensile strength increases by ~100 MPa. Systems with 
surplus amine hardener reach higher degrees of epoxide conversion, but lag in forma-
tion of an infinite network. 
As a simple model system for amorphous/ordered interfaces, a thin alkane film was 
placed onto a metallic substrate. The ordered substrate creates a layered polymer con-
figuration within the adjacent 10 Å, as shown by density profiles, pair correlation func-
tions, and monomer orientation statistics. This structural change also affects the me-
chanical properties, as the elastic moduli of nanoconfined alkane systems are higher 
than would be expected for a simple laminate composite, based on extrapolating from 
the bulk properties of the two materials. 
Lastly, epoxy/carbon laminate systems were investigated, comparing different epoxy 
layer thicknesses and amine functionality. The cure and shrinkage behavior mimick the 
bulk epoxy, though the percolation of an infinite cluster is delayed. Post-annealed struc-
tures show a nearly uniform decrease in both the elastic modulus and tensile strength. 
 xxi 
Local heterogeneity is important in predicting nanoscale mechanics for all systems in-
vestigated. Larger system size provides better accuracy in determining mechanical 
properties of simulated highly cross-linked network polymers. 
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Chapter 1. Background and Introduction 
1.0. Introduction to amorphous structures and interfacial inter-
actions 
Composite materials are becoming increasingly critical to meeting performance 
targets in weight-sensitive applications, such as the upcoming CAFE standards 
for the automotive industry, or the TARDEC 30 year strategy for ground vehicles 
in the Army. However, in many cases, the matrix behavior in the composite can-
not be accurately modeled using bulk properties alone, particularly in close prox-
imity to reinforcing materials. Polymer matrix composites properties are typically 
limited by the behavior at the interface and the polymer region just beyond, often 
termed the interphase. Prior experimental work in the Kieffer group has demon-
strated the polymer matrix near fiber reinforcement has a lower modulus than 
the same polymer in the bulk.[1] However, concurrent Raman scattering shows 
no evidence of either chemical inhomogeneities or residual stresses. Therefore, it 
becomes evident that there must be some alternative mechanism driving this 
change. 
For the sake of this body of work, only simple planar, non-chemically bonded in-
terfaces have been considered. Industrially, sizing and other fiber treatments are 
used to improve bonding. However, the understanding of interfacial structures at 
the nanoscale remains poor, even for the simplified case. Molecular 
 2 
dynamics simulations are particularly well suited for examining structures of this 
type and length scale. Quantum methods, such as density functional theory, are 
limited to hundreds of atoms, and despite recent advances, it is still limited in its 
ability to predict van der Waals interactions.[2] Molecular dynamics simulations 
regularly reach ten of thousands of atoms, and tens of nanometers in each di-
mension. By combining traditional molecular dynamics with stochastic methods, 
it is also possible to access time scales relevant to cure, though viscous relaxation 
remains beyond the effective reach of such methods. 
Realistic modeling of composite materials requires not only an understanding of 
the behavior of each component, but of the nature of the interface and relation-
ships between them.[3] Between two ordered materials, this can be described by 
lattice mismatch and orientation. When one or more component is amorphous, 
the key characteristics are less obvious. By first seeking to understand the rela-
tionship between amorphous structures and mechanics, we ultimately expect to 
understand how amorphous structures change in the presence of an ordered sur-
face, and the corresponding effects on mechanics. Accordingly, this introduction 
will address theories of amorphous networks, as well as background regarding 
interfaces. 
1.1. Introduction to Amorphous Networks 
Theories of amorphous networks have evolved largely independently in polymer 
and inorganic glass science. The continuous random network model proposed by 
Zachariasen in 1932 has been the fundamental basis for much of modern theory 
 3 
in glass science.[4] Flory and Stockmayer’s work in the 1940’s is considered the 
origin of network theory as it applies to polymer science.[5-11] 
In this thesis, we consider both rubbery and glassy polymer systems, as well as 
inorganic oxide glasses. While all glassy networks are amorphous, not all amor-
phous materials are considered glassy, based on the thermomechanical proper-
ties. We consider only those materials with a continuous random network of 
crosslinks as glassy, rather than those materials that derive their strength primar-
ily through entanglements, which we will consider as rubbery. 
Inherent to network theory is the idea of the network unit. In oxide glasses, this is 
a small arrangement of atoms, such as the SiO4 tetrahedra or BO3 trigonal planar 
structures. In polymer systems, the network unit is the monomer, which can be 
anywhere from 6 atoms, like ethylene, to hundreds or thousands of atoms in 
some block copolymers. In oxide glasses, the bonds between network units are 
almost universally reversible with temperature, while in most glassy polymers, 
such as epoxy, the bonds between network units are permanent. The description 
of networks mathematically is often considered within the framework of graph 
theory, which refers to the network units as “nodes” and the bonds between them 
as “edges”. This is a useful method for examining the relationships between ob-
jects, as it provides a quantitative framework for discussion. 
The experimental techniques for analyzing amorphous materials have evolved, in 
turn advancing our understanding of amorphous structures. X-ray diffraction 
(XRD) in amorphous materials is only able to reveal pair-pair distance informa-
tion for the first few angstroms, but the lack of order is itself fundamental to the 
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development of models of amorphous networks, particularly for inorganic 
glasses. [12-14] Modern improvements in detectors have expanded our view to 
examine behavior beyond the nearest-neighbor shells.[15-20] This has been im-
portant for developing our understanding of the medium-range structural fea-
tures in glasses. In polymer science, x-ray methods have been used to identify 
molecular structures in the crystalline form, though the size of the network unit 
limits the ability to probe larger networks with XRD. Nuclear magnetic resonance 
spectroscope (NMR) is one of the most common methods for identifying short 
range structures in glasses.[21-28] NMR is equally important to the understand-
ing of the behavior of polymer networks, and provided the evidence for entan-
glement.[29,30] 
Spectroscopic methods, particularly infrared and Raman, can be used to monitor 
progression of the polymerization, by measuring the populations of specific func-
tional groups, as well as the network strain based on shifts in peak posi-
tion.[31,32] In glasses, optical spectroscopy frequencies have been highly fruitful 
for structural characterization.[33-40] However, fully deconvoluting the underly-
ing structural features, particularly those associated with network modes, is diffi-
cult without coupling to other methods, mainly computer simulation. 
Simulations methods, such as molecular dynamics and Monte Carlo, have been 
important in the development of network theory in glasses, from early simula-
tions by Fox and Anderson, to the works of Micolaut, Boal and many others.[41-
48] Simulation allows for direct counting of the population of structural moieties, 
and it has the ability to tune variables that are not independently accessible in 
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experiments, so as to help differentiate the underlying causes. It is also possible 
to look at the local structure in amorphous materials more specifically than typi-
cally possible using experiments. Work has also been done in ab initio MD, in-
cluding work to verify and interpret data from solid state NMR. [49-54]  
The two fields of polymer and glass science have approached the description of 
the amorphous network from different directions, but have begun to converge on 
common questions and a shared framework. Concerning inorganic glass one has 
classically been concerned with the ‘fragility’ of the glass-forming liquid, i.e., the 
deviation from Arrhenius behavior during cooling, which strongly affects proc-
essability.[55] Theory in polymer science has typically been developed first from 
idealized model systems, with a growing progression toward realistic systems. 
For polymer science, process control is contingent upon the viscosity of the sys-
tem, and the critical transition at the gelation point. Because the minimum net-
work unit of a polymer is most complex, empirical models have dominated, typi-
cally based on the Flory-Stockmayer model outline by Stockmayer in 1943. [11] 
Ultimately, both are concerned with predicting the behavior of an infinite, amor-
phous network. 
Inorganic glass theory 
An immense body of work has been devoted to understanding the structure-
property relationships in oxide and chalcogenide glasses. The continuous random 
network model proposed by Zacariasen in 1932 has been the basis of many of 
these models.[4] Models for network theory in glasses typically fall into two cate-
gories: mean-field based theories, which identify average network unit behavior, 
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or theories based on the dynamical matrix methods (DMM), wherein the eigen-
values of the adjacency matrix are calculated based on the assumption of har-
monic motion. However, most commercial glasses are multicomponent oxide 
glasses, mixing both network units and modifier cation species to regulate proc-
essing conditions. These modifier cations contribute towards network rigidity via 
strong non-bonding Coulomb interactions. This complicates the description of 
governing forces and necessitates large systems sizes for a full description, espe-
cially considering that mixed cation compositions can lead to local inhomogene-
ities. Consequently, much of the work in this area has focused on improving the 
mean-field model proposed by Thorpe and Phillips to predict the glass-forming 
quality as a function of chemical composition.[56-58]  
This initial model for rigidity percolation used a body-bar  (i.e., ball and stick) 
network structure, computing the mean coordination of network units in systems 
without dangling bonds (i.e., chalcogenides) by Maxwell constraint counting to 
predict the fraction of zero frequency (floppy) modes. [57] The critical value of 
〈r〉=2.4 was found for the mean coordination in such networks. However, the in-
troduction of dangling bonds, such as the terminal non-bridging oxygen atoms 
present in many oxide glasses, presents a challenge for the basic constraint 
counting. The introduction of the pebble game algorithm for exploring subgraphs 
was one strategy, though it is not automatically generalizable to three dimen-
sions.[58] Another method by Aramov et.al. was to calculate an average number 
of constrained bonds, where the maximum number of possible constraining 
bonds is reduced by the number of dangling bonds.[59] 
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In order to address issues of localized inhomogeneities, Maxwell constraint 
counting was expanded to examine medium-range ordering effects by applying 
constraint counting to a series of increasingly large clusters. This method is con-
veniently called the Size Increasing Cluster Approximation, henceforth referred 
to as SICA.[45] The base level of this analysis, with the minimal cluster size, is 
equivalent to the mean-field approximation. This modification also addresses the 
ring buckling mechanism, which may be a fundamental cause of the anomalous 
bulk modulus behavior observed in silica.[60,61] 
Treatment of the cations in network modified silicates remains a difficult but 
critical question. Network modifiers are necessary for control over melt tempera-
ture, optical coefficients and elastic constants, as well as color and other commer-
cially important properties. Because these compounds have unclear non-
equivalent site coordination environments, their role in the network can be am-
biguous, and it would be an over-simplification to assume valence bonding to the 
dangling oxygen atoms.[48,62,63] 
However, it is noted that bond counting alone cannot accommodate the differ-
ence in bonding strength between Si-O and X+-O. Instead of looking at a specific 
system, Wyart looked at elasticity in a two-dimensional harmonic spring net-
work.[64] To differentiate from traditional rigidity percolation models, a fraction 
of “weak” springs are added, which while trivially rigid, have an effect on stabil-
ity. This use of weak and rigid bonds may be able to better account for the behav-
ior of cations, which can be treated as only weakly affecting the oxygen anions. 
This approach may also be able to better accommodate mixed cation effects.  
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The mixed glass former effect has been somewhat addressed in the context of 
chalcogenide glasses, but has not been explored in depth for oxide glasses. In 
part, simulations of multicomponent oxide glasses remains a difficult challenge. 
However, as improved NMR data becomes available to verify simulations for sys-
tems like borosilicate, it is anticipated that further modifications to the mean-
field theory will be needed. Moreover, techniques such as SICA will become in-
creasingly critical for accommodating the non-random distribution of network 
units. [21,65-70] 
Mean field constraint theory has been effective in predicting compositions that 
will be good glass formers. However, the treatment of network modifying cations 
and mixed network former effects remains problematic. Looking beyond the first 
neighbor environment with such methods as SICA and considering medium 
range order has improved the predictive power of these models, but more com-
plex compositions require further work. 
Polymer network theory 
In polymer systems, the network unit, more commonly called the monomer, is 
more complex than the network units of inorganic glasses. Disruption of the net-
work is similarly more complex, with steric hindrance as a primary mechanism, 
rather than network scission via modifying cations. Network theory in polymers 
has traditionally emphasized connectivity percolation and the growth and distri-
bution of molecular weights. This is then coupled to other models for mechanical 
properties, rather than using networks to directly predict these behaviors. Poly-
mer systems are further complicated by bond irreversibility, intermolecular 
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bonding, entanglement, effective chain length, and growth mechanisms (e.g., 
step-growth vs condensation polymerization). This subject has been thoroughly 
reviewed, and this section will instead focus on those systems which are most in-
formative to highly cross-linked network theory.[71,72] 
The Flory-Stockmayer (FS) model is as fundamental to polymer network science 
as the Zachariasen continuous-random network model is to glass science. Flory 
introduced theories for gelation in the late 30s and early 40s in a series of pa-
pers.[5-10]  Flory was among the first to attempt to predict the critical gelation 
point, where an “infinite’ network has been formed. Building on the theories in-
troduced by Flory, Stockmayer derived theories of molecule size distribution and 
gel formation for various mixed monomer cases.[11]  However, in all cases, two 
major assumptions were made: first, intramolecular (i.e., ring forming) reactions 
were prohibited, and second, all unreacted functional groups are considered to be 
equally reactive. These assumptions do prove to be effective in many cases, but 
even common reactions like two-part epoxies don’t conform.  
The primary assumptions of the FS model have been tackled by many research-
ers. The rate of gelation and glass transition temperature have been shown to be 
overestimated by the equal reactivity assumption.[73] This assumption also fails 
to predict crosslink density, neglecting the possibility of the formation of long 
chains, which crosslink later. The distribution of these lengths is important for 
mechanical behavior and solvent swelling.[74-77] Ring formation was addressed 
by Ahmad-Rolfes-Stepto glation theory with the introduction of a ring forming 
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parameter, which compensates for the formation of links that do not increase 
molecular weight.[78,79] 
Branching theories are one method of predicting the growth and development on 
network structures, used in Flory’s early papers on the subject.[8,9] These theo-
ries were expanded to address the issue of elasticity by Dobson and 
Gordon.[80,81] They defined a subset of the network termed “elastically acti-
vated network chains,” which has been used to predict vulcanization of several 
rubbers and the average chain length, and in turn can be used in swelling and 
other mechanical predictions. 
As in inorganic glasses, an early approach was to use the dynamic matrix method 
to analyze elastic properties in a random percolating network.[82] Instead of us-
ing DMM, others have tried using Monte Carlo methods to study both connec-
tivity and rigidity percolation as a function of polymer fractions in a 2D polymer-
fluid network.[83] In this model, holes in the network are considered to be filled 
with fluid, and hence show a resistance to deformation. Beads are bound by ei-
ther fluid or polymer tethers, with the fluid tethers having variable connectivity. 
Additionally, the volume of the beads is explicitly considered, unlike in most in-
organic network theory calculations, which do not consider the volume of the 
nodes, only the connectivity.  
The nature of bonding in polymer networks is particular challenge, as crosslinks 
may or may not be able to freely rotate, or be subject to bond bending forces.[84-
86] Directly comparing fixed and freely rotating crosslinks, rigidity percolation 
was found to depend on the nature of the crosslink, with a lower threshold of 
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connectivity for stiff cross-links than for free hinge links.[86] This is expected, as 
the number of degrees of freedom is lower in a system of fixed crosslinks, requir-
ing fewer additional constraints to reach a rigidly constrained system. 
The relationship between rigidity percolation and fracture has also been dis-
cussed for some polymer systems.[87] In this model, the Young’s modulus is re-
lated to the lattice bond fraction, p, by E~[p–pc]τ where pc is the critical percola-
tion threshold and τ is the vector percolation exponent. This method, however, 
neglects the variation in scaling classes found for varying bonding behavior,[84] 
instead assuming the elasticity scaling found by DMM.[82] This discussion was 
further extended to discuss critical stress for fracture, and on identifying different 
fracture regimes, e.g., disentanglement, bond rupture and strain hardening, as a 
function of molecular weight, density and other commonly available data.  
It is clear that rigidity in polymer networks is a more complex issue than glass 
networks due to the variability of networking units, but significant advances have 
been made. Ultimate mechanical properties are important in polymeric systems, 
and the ability to predict critical properties, such as shifting glass transition tem-
peratures, can be valuable in monitoring reactions. However, sensitivity to the 
lattice used to build the network, hinge model at nodes, and reactivity of different 
functional groups mean that a general model is far from being developed. 
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Challenges for a unified network theory 
A major challenge for a unified network theory is how to quantitatively character-
ize the different bonding mechanisms in an efficient way. For polymer systems, 
the hybridization of carbon bonds can result in a fixed hinge instead of a freely 
rotating link. Inorganic systems need to differentiate between the covalent bond-
ing of the network backbone and the ionic bonding between dangling anions and 
cations.  
Another hurdle is how to treat medium-range ordering and self-organization, 
particularly in more complex polymer systems. The two best suited methods 
seem to be size increasing cluster analysis and branching theory. These have 
many similarities, though the simpler network unit and uniform reactivity of in-
organic glasses allows for a more precise prediction of the probabilities of various 
configurations. The Maxwell constraint counting used in the SICA method could 
be logically extended to better predict the mechanical properties of medium-
range clusters within polymer structures, particularly in systems driven by self 
assembly mechanisms. 
Atomistic simulations are a key method for improving our understanding of 
amorphous network mechanics. The ability to precisely enumerate the number of 
units and bonds is critical to validating these models. However, it is important 
that the mechanical properties derived from simulation be carefully validated 
against experimental behavior. Both polymer networks and inorganic glasses are 
challenging to accurately simulate, but continuing advances in hardware and al-
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gorithm have improved computational models of densely linked amorphous net-
works. 
1.2. Introduction to interfacial theory 
Composite material behaviors are innately dependent on the properties at the in-
terface.[88] However, in addition to issues of wetting and adhesion, prior work in 
polymer matrix composites has shown that the matrix behavior near the interface 
may not match that of the bulk, a phenomenon attributed to the development of a 
so-called interphase.[89-102] Significant work has been done to mechanically 
characterize these interfaces. However, the underlying structure-property rela-
tionships associated with the interphase for planar, non-chemically bonded inter-
faces are not well known. In this introduction we discuss various experimental 
techniques for characterizing interfaces, as well as prior work in mechanics of in-
terphases and simulations of interfaces between dissimiliar materials. 
Experimental limitations in interfaces 
One major challenge in the study of interfaces is geometry: these features are 
fundamentally buried within the sample. By mechanically removing one side or 
the other, artificial relaxation or other deformation mechanisms may be induced, 
and essentially, it becomes a study of a surface. Furthermore, many composite 
structures of interest occur at the boundary between ordered and disordered 
structures, with the more significant structural changes occurring in the disor-
dered component. Experimental characterization of amorphous materials at 
length scales between nearest atomic neighbors and the bulk remains an experi-
mental challenge. 
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One common method to investigate the nature of the interface is the deposition 
of monolayer structures on a substrate. The body of work on monolayers, particu-
larly in the context of self-assembly, is substantial.[103] However, prior work has 
shown that the interphase can extend well beyond this first deposition layer. [89-
102]  
Spectroscopy, particularly Raman spectroscopy, is a frequently used technique 
for examining the chemistry at interface, and local structural changes, such as 
ring stretching.[104-108]  One variant, surface-enhanced Raman, relies on elec-
tromagnetic enhancements, and is a valuable tool for studying nanostructured 
materials, though it cannot probe buried interfaces particularly well.[107] An-
other strategy is to use focusing optics to probe only the interface or interphase 
region of a sample.[1] However, the resolution of light spectroscopy is almost al-
ways limited by the focusing optics and the wavelength of the light, though tech-
niques exist to achieve resolution below the diffraction limits. Information 
learned for micron scale light spectroscopy has been invaluable to our work, but 
cannot tell the complete story alone.  
For crystalline structures and interfaces, x-ray and other diffraction methods are 
superb. However, in the investigation of disordered materials, it is a more diffi-
cult technique. Grazing incidence small angle x-ray scattering (GISAXS) is one of 
the more powerful experimental tools for analyzing polymer thin films, and has 
been used to study self assembly.[109-111] However, the complexity of the associ-
ated analytical solutions have limited the application of the GISAXS technique. 
X-ray photoelectron spectroscopy is a surface-sensitive technique for examining 
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chemistry often used to characterize the components of a composite system, but 
it reveals little structural information, and cannot analyze buried interfaces.[112-
118] 
Another indirect analysis commonly used is to evaluate changes in the glass tran-
sition temperature as a function of film thickness or probe depth. [119-126] While 
a reduction in Tg as a function of thickness was shown first in polystyrene, this 
phenomenon has since been explored for other polymers. Notably, it is not 
strongly dependent on the molecular weight, but the trend instead seems primar-
ily influenced by the favorability of the substrate. Various models have been pro-
posed to describe this change in glass transition temperature, both for free stand-
ing films and thin polymer films on a substrate.[121,122] For example, one model 
presented by Kim et. al. uses a continuous multilayer model assumption with a 
fitting parameter to describe the non-monotonic rate of change as a function of 
thickness.Is called for, unless it is the same as previous sentence, but then start 
this sentence to indicate that 
Mechanics of interfaces 
In composite materials, reinforcement comes in a wide variety of shapes, sizes, 
and orientations. This includes particles, fibers, sheets, random mats of fiber, 
woven mats of fiber and many others. Particles can be spherical, cylindrical, fac-
eted, or rough. Fibers also come in many geometries, not just simple cylinders. 
All of this means the mechanical description of composite behavior can be quite 
complicated.  
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In order to simplify the question of mechanics, the interfaces explored in this 
study are all planar laminates. Accordingly, the compliance tensor can be reduced 
to the set presented below [88]:  
 
Eq. 1.1 Compliance tensor for a planar laminate 
For the sake of this investigation, the primary emphasis will be on the elastic re-
sponse perpendicular to the interfacial plane. This geometry is expected to most 
clearly demonstrate potential effects of an interphase region. However, it inhibits 
the ability to study interlaminar shear strength and adhesion. Due to the limits of 
available resources and prior experimental results, a focus on the interphase was 
chosen.  
The interphase was proposed as a mechanism to explain the deviation of trans-
verse Young’s moduli from the values predicted by the rule of mixtures within the 
Reuss and Voigt bounds.[92-94,97] The thickness of the interphase has been 
predicted anywhere from 30nm to 3µm, depending on the experimental tech-
nique. Experimental characterization of this region in polymer matrix composites 
is challenging for mechanical properties, as well as previously discussed struc-
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tural characteristics.[1,3] Common techniques like micro-indetentation can result 
in pile-up at the interface, making it more difficult to determine the exact volume 
of material displaced. Non-contact light scattering techniques such as micro-
Brillouin are only possible on certain materials, requiring transparency of the 
sample. The transition between nano- and micro- scale interphase models also 
remains a significant challenge in modeling these behaviors. 
At the continuum scale, a number of models have been developed to describe in-
terphase mechanics.[89-92,94,96-102] Many models have focused on the frac-
ture mechanics, but typically address elastic properties as well.[94] The basic in-
terphase is frequently modeled as a nonhomogeneous region, with properties 
varying through the thickness, while the matrix and fiber are modeled as iso-
tropic. This is defined by an exponential scaling factor, where the interphase 
modulus is given by 
 
Eq. 1.2 Example interphase modulus model   
where E0 and β are constants empirically determined from the geometry and 
stiffness properties, and x is the distance from the interface. This model assumes 
that the boundary conditions at the interfaces between the matrix and fiber are 
continuously defined, limiting the effective modulus of the interphase to a value 
between the moduli of two materials. Other models have been developed that do 
not make these assumptions of continuous boundary condition, allowing the in-
terphase to be the softest material. A stiff interphase is preferable for improved 
stress transfer and inhibiting water diffusion, but more prone to brittle failure.  
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The nanoscale interphase is a more discrete phenomenon, as is the nature of the 
length scale. This nanoscale interphase is driven by surface interactions and 
chain immobilization. In thermoplastics this effect can have a dramatic effect on 
entanglement and reptation dynamics. Jancar found the interphase thickness in 
such materials to be typically on the order of the radius of gyration of the poly-
mer. [93] However, in a highly cross-linked polymer network, entanglement is no 
longer the dominant strengthening mechanism. 
While the body of work in continuum mechanics models of the interphase is sub-
stantial, the work devoted to understanding the nanoscale interphase and under-
lying structural characteristics are less well studied. Simulation has been a major 
tool for understanding these phenomena, with finite element analyses for contin-
uum mechanics, and mixture of atomistic methods, including molecular dynam-
ics, Monte Carlo and molecular mechanics simulations, have been used to under-
stand nanoscale interphase properties.  
Prior work in interfacial simulations 
Simulation of organic/inorganic interfaces has been explored for a wide variety of 
systems. Much like the experimental investigations of the interface, there has 
been a strong emphasis on the study of monolayer behavior.[127-133] There are 
also a number of investigations of confined organic layers, looking at metallic, 
oxide, and carbon substrates.[132,134-146] The last major category is embedded 
particles, such as oxide nanoparticles and carbon nanotubes.[147-151] These ref-
erences are hardly an exhaustive list of the current literature, but rather, repre-
sent a cross-section of papers in the field.  
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There are common challenges to the simulation of dissimilar systems, regardless 
of the geometry. The selection of a force field is a major consideration in such 
simulations. Polymer systems typically use softer repulsion potentials, with ex-
plicit terms defining bond distance and bond angles. Oxides are typically very 
sensitive to Coulomb interactions, while metals are commonly simulated with 
tabulated potentials, such as the embedded atom method.[152] Consequently, 
finding a potential or combination of potentials to effectively describe a mixed 
system requires a certain amount of compromise. The most common strategy is 
to use the most appropriate potential model for each component, and use an ad-
ditional set of parameters to specifically address the interactions between them. 
However, defining the interactions at the interface must be done carefully, as this 
can strongly impact the overall behavior of the composite. 
Relaxation time presents another challenge in molecular dynamics simulations. 
Given a typical time step is on the order of 1-2 femtoseconds, simulations are 
typically in the nanosecond range of total time, while most viscous response 
times are on the order of milliseconds or longer. Careful construction of initial 
configurations and use of energy minimization is necessary to relax structures. As 
will be seen later, the presence of an ordered surface leads to some reconfigura-
tion of the amorphous region. It is therefore critical to allow this to occur during 
structure generation, rather than assuming a free surface is equivalent to the in-
terface surface.  
Another issue, which will be explored in detail in later chapters, is the effect of 
system size. The film thickness has obvious effects on mechanical properties, as 
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the interphase region become a larger fraction of the thickness. However, over-
restriction of the system size in the two periodic directions can result in unrealis-
tic self-interactions, particularly for long polymer chains. For highly networked 
amorphous networks, such as silicate glasses, insufficiently large systems can re-
sult in premature rigidity percolation and overestimation of mechanical proper-
ties.  
1.3. Goals and Overview 
This thesis has two primary goals: the first is the effective simulation and charac-
terization of amorphous networks using molecular dynamics. Secondly, with this 
improved understanding of amorphous structures, to better understand the im-
pact of an interface between ordered substrates and amorphous materials on the 
interfacial structure and mechanics. To this end, we will examine four types of 
systems: inorganic glasses, bulk cross-linked epoxy, alkane/metal laminates and 
epoxy/graphite laminates. We seek to correlate the structure with mechanical 
properties in all cases.  
The inorganic glasses examined are a series of sodium silicate and soda lime sili-
cate glasses. Structure and mechanical properties will be evaluated in terms of 
both the total degree of network modification and the mixture of network modify-
ing species. Specifically, the vibrational properties of the network will be exam-
ined in detail, along with Young’s and bulk moduli of different systems. These re-
sults will be discussed in terms of local heterogeneity and network theory where 
possible. 
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Continuing with bulk amorphous systems, a highly cross-linked polymer system 
was chosen for comparison, namely an epoxy resin with aliphatic amine harden-
ers. Aliphatic amines were chosen due to the low degree of shrinkage observed 
experimentally. Two functionalities are chosen for comparison, to investigate the 
role of amine connectivity in network development. The effect of system size and 
epoxy:amine stoichiometry on structural and mechanical properties are also ex-
plored for these systems as a function of cure.  
As a simple model system for interfaces between ordered and amorphous materi-
als, a series of alkane/metal laminate systems will be studied. Four FCC metals 
will be used, along with three alkane chain lengths. Additionally, the interaction 
strength between the alkane and metal will be varied for one metal/chain length 
combination. Ways to quantify structural changes at the interface will be ex-
plored, as well as the changes in mechanical properties between systems of a uni-
form chain length. 
Lastly, a series of epoxy/graphite laminate systems are presented. The same 
resin/hardener system is used, again varying amine functionality and system size. 
The structure and mechanical properties are examined as a function of cure 
wherever feasible. This system is chosen due to the engineering importance of 
carbon fiber epoxy composites. Fiber sizing is beyond the scope of the current 
work. The fiber surface at the length scales of molecular dynamics, for PAN fi-
bers, can be simplified as a series of planar graphene layers.[153-158] 
Molecular dynamics simulations allow us to examine the relationships between 
structure and properties for different bulk amorphous and amorphous/ordered 
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laminate systems at small length scales. By better understanding how the struc-
ture of a bulk amorphous network affects mechanical properties, and how that 
structure changes at an interface, we hope to better understand the nature of 
polymer matrix composites.  
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Chapter 2. Bulk Inorganic Amorphous 
Networks 
2.0. Synopsis 
The study of inorganic glasses is key to our understanding of the nature of amor-
phous solids. The comparatively simple network units of inorganic systems allow 
us to more readily correlate the structures obtained in simulation with available 
experimental data. In this section, a series of sodium silicate and soda lime sili-
cate structure have been prepared using molecular dynamics simulations. Overall 
structural characteristics, mechanical properties, and vibrational spectra have 
been examined for a series of compositions, exploring the effects of total cation 
modification and the balance of cation species.  
The probability densities of the occurrence of silica structural units and cation 
clusters were determined as a function of the glass composition. Mean-field rigid-
ity theory was shown to be unable to differentiate between glasses with identical 
silica content but different cation mixing. Moreover, second shell neighbor be-
havior was only minimally changed by mixing of the cation species. 
The IR spectra have been successfully derived from simulations for several glass 
compositions. A method for correlating local structures to vibrational modes is 
used to investigate the nature of the 960 cm-1 wavenumber peak in the IR spectra 
of soda lime silicate glasses, demonstrating an unexpectedly strong contribution 
from motions of the bridging oxygen along the asymmetric stretching mode.  
The bulk and Young’s moduli were determined for modified silicate glasses. The 
minima in bulk modulus with increasing pressure, called the silica anomaly, was 
eliminated through addition of network modifiers to a degree that depends on the 
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mixing of cation species. While the Young’s modulus decrease with increasing sil-
ica content, which is in agreement with experiment, whereas mixing cation spe-
cies has a non-trivial effect on mechanical properties.  
2.1. Prior Work in Silicate Glass 
Silicate glass is critical to technologies in a vast range of applications, from elec-
tronics to construction, to packaging, vehicles, and chemistry labs. However, the 
amorphous nature of oxide glasses present many challenges for experimental 
characterization. Simulation is a powerful tool for understanding the nature of 
structure-property relationships in such glasses. 
Vibrational spectroscopy and scattering techniques are the most commonly used 
experimental tools for probing the fundamental nature of non-crystalline struc-
tures.  Infrared absorption spectroscopy is based on the ability of the glass to 
convert the energy of photon into heat by allowing charge dipoles to be excited 
into resonance at specific frequencies, while in Raman scattering the absorbed 
energy is reemitted at a different frequency due to changes in the structural moi-
ety’s polarizability associated with its deformation (also called vibronic excita-
tion).  These resonance and vibronic excitation frequencies are characteristic of 
the geometry of structural building blocks and their prevailing bond strengths, 
and the spectral signal can therefore serve to identify these units. Prior studies 
for amorphous SiO2 and various silicates have been conducted with both Raman 
[1,2] and infrared[1,3] spectroscopies, but spectra are sometimes difficult to fully 
resolve and analyze. Vibrational modes in the higher frequency region are classi-
cally associated with localized vibrations of bonds within the SiO4 tetrahedra. 
Several similar peak positions are seen in the various silica polymorphs, as well 
as in other silicate glass systems, but there are clear spectral differences. When 
compared to crystalline structures, the vibrational spectra of glasses show broad 
spectral bands, reflecting the lack of structural clarity.  
Another common experimental technique is nuclear magnetic resonance (NMR) 
spectroscopy, used to identify short-range structures in glasses.[4-11] More ad-
vanced techniques have been used to study cation distribution and coupling for 
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mixed cation species silicate glasses.[4] X-ray and neutron scattering in amor-
phous materials is used to examine pair correlations, and was fundamental to the 
development of initial models of amorphous networks.[12-14] Modern improve-
ments in detectors have allowed some investigation of medium-range character-
istics.[15-21] The structure factors derived from these scattering techniques are 
also a metric for validating structures simulated by atomistic methods. 
 Several classical molecular dynamics simulation studies of the vibrational modes 
of a-SiO2 have been previously reported.[22-27] We have devised a technique for 
furthering vibrational analysis of atomic trajectories obtained from simulations 
of silica and sodium silicate glasses.[28] Unlike for ordered crystalline systems, it 
is not feasible to calculate all vibrational modes by diagonalizing the dynamical 
matrix corresponding to an amorphous structure, for one because of the required 
system size, and two because of inevitable displacements from the ground state 
configuration, giving rise to imaginary frequencies.  For comparison, harmonic 
approximation assignments can be made for isolated structures, such as planar 
rings.[29] However, these isolated structures do not account for the constraints 
on their vibrational motion due to being connected to a larger network. Few mo-
lecular dynamics models have been able to accurately reproduce spectra beyond a 
narrow range, though more success has been seen in replication of Raman spec-
tra than infrared spectra.[23,26,27] The potential model originally developed by 
Huang and Kieffer accounts for a wide range of possible vibrational behaviors, as 
will be further discussed in the section on computational procedures [30]. 
Soda lime silicate glasses constitute the basis for the most commonly used oxide 
glasses in industrial applications. Control over the mixing of the cation species 
allows engineers to control processing conditions and final properties. However, 
the role of modifiers in the behavior of the network remains poorly understood, 
despite a wide variety of methods and studies.[4,21,31-35] It is clear that the mix-
ing of network-modifier cations alters the environment of the non-bridging oxy-
gen. For some properties, such as ion conductance, a non-monotonic trend is ob-
served upon gradual cation type substitution, with a mixture of species being 
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more advantageous than single modifier cation type compositions, while for 
properties like modulus, the behavior is fairly linear.[36] 
This work seeks to examine the effect of network modification in silicate glasses, 
as well at the effect that mixing the modifier type, i.e., monovalent vs. divalent, 
has on glass structure and properties. To this end, a series of silicate, sodium sili-
cate, and soda lime silicate glass structures have been prepared by molecular dy-
namics simulation. The force fields used for the simulations are validated by rep-
licating the relevant crystal structures and IR spectra, when available. Local net-
work structures and cation clustering will be examined and discussed in terms of 
rigidity theory. Mechanical properties are also scrutinized, with the Young’s 
modulus determined for most compositions, and the bulk modulus determined 
only for sodium silicate and a constant calcium:sodium ratio series of soda lime 
silicates.  
2.2. Computational Methods 
Models to simulate the structure and properties of silica and various silicates 
have evolved from using nominal valence ionic charges to adjustable fractional 
charges, which more effectively account for the partial covalent nature of the Si-O 
bonds. Central force potentials have been long since shown to effectively repro-
duce equilibrium structures and structural instabilities.[37,38] However, accu-
rate representation of dynamical properties such as phonon dispersion and IR 
spectra require the implementation of three-body interactions to account for the 
directional character of covalent bonds.[30] 
Furthermore, multicomponent silicate glasses containing network modifiers can 
posses up to three species of oxygen: bridging O0, non-bridging O–, and free oxy-
gen, O2–. These species are characterized by the number of bonds, and accord-
ingly, have different charges. In the simulations presented here, it is not a priori 
known what the final coordination state of a particular oxygen atom will be, and 
it may change over the course of the simulation. By allowing this factor to evolve 
according to the physics of the simulation, spatial fluctuations of chemical com-
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position are possible, and the structure is not pre-determined by the assignment 
of oxygen speciation.  
The potential developed by Haung and Kieffer was specifically developed to repli-
cate the dynamical properties as well as the equilibrium structures.[30] The po-
tential includes a standard Coulomb term, a Born-Huggins-Mayer repulsive term 
and a directional covalent term capable of accommodating multiple coordination 
states dynamically.[39,40] A charge transfer term controls the balance between 
the ionic and covalent character of atomic interactions. The magnitude of charge 
transfer between atoms upon rupture or formation of bonds is dependent on the 
electronegativity difference between species and the ionization potential. A con-
tinuously differentiable charge transfer term is used. The potential energy for a 
given particle is defined as:
  
Eq. 2.1. Potential energy per particle in the FLX potential 
where  is the dielectric constant of vacuum,  is the interatomic distance, and 
 is the charge. The charge of an atom is evaluated according to 
, where  is the charge of the isolated atom and 
 is the previously mentioned charge transfer function, a and b 
are empirical parameters.  
Electroneutrality is assured by requiring that the fractional charge transferred 
between bonding partners . The term , where 
, , and  is the valence, and 
 is the number of electrons in the outer shell of atom i, models covalent bond-
ing by acting in the radial and angular direction, as defined by triplets of parti-
cles. 
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The long-range Coulomb interactions are evaluated using the Ewald summation 
method. The magnitude of the attractive covalent terms is modulated by the an-
gular term, , which is symmetric with respect to an equilibrium bond 
angle  between the bond vectors  and . In this potential model, both 
Columbic and three-body terms are complementary, as controlled by the charge 
transfer function. 
The potential parameters for binary silicates were first optimized to reproduce 
the experimentally observed structure and IR spectra of α-cristobalite. These po-
tential parameters were then adopted for interactions involving silicon and oxy-
gen to simulate crystalline sodium disilicate. The optimization of the three addi-
tional pair interactions, Na-Na, Na-Si and Na-O, was based on reproducing the 
structure and density of known crystalline structures. A comparison between β-
Na2O·2SiO2 structures determined by x-ray diffraction.[41] measurements and 
obtained from simulation using optimized parameters is shown in Figure 2.1.  
The α and γ angles, as well as the a and b lattice vector lengths in the relaxed 
structure from simulations coincide with the experimentally measured ones, 
while the magnitudes for β and c differ by 4.8% and 3.1%, respectively. The addi-
tion of calcium for soda lime silicates was validated by fitting to known IR spectra 
for float glass compositions. All potential parameters for FLX are presented in 
Appendix A Table A-1.  
 
Figure 2.1. Snapshots for Na2O.2SiO2 (Top) ideal (Bottom) relaxed for 10 ps 
at 300 K during parameter fitting procedure for crystalline state. 
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Simulations are performed with fully periodic boundary conditions and approxi-
mately 3,000 atoms. Specific numbers of atoms for each composition are pre-
sented in Table 2.1.  Glasses are randomly initialized at temperatures well in ex-
cess of melting, with the specific temperature depending on composition. Struc-
tures are then cooled in a stepwise ramp-equilibration procedure, with 100K be-
tween steps. The resultant cooling rate is ~109 K/ps. 
Table 2.1 Number of atoms used in various glass compositions simulated  
 
2.3. Silicates 
Structure 
In a pure silica glass, each silicon atom is bonded to four oxygen atoms, each of 
which is bonded to a second silicon atom, forming an infinite random network in 
accordance with Zachariasen’s continuous random network model.[42] However, 
Label Si atoms O atoms Na atoms Ca atoms 
α-cristobalite 1000 2000 - - 
v-SiO2 1000 2000 - - 
β- sodium disilicate 512 1280 512 - 
v-sodium disilicate 1024 2560 1024 - 
50-50 500 1500 1000 - 
60-40  600 1600 800 - 
70-30 700 1700 600 - 
80-20 800 1800 400 - 
90-10 900 1900 200 - 
60-10-30 660 1760 220 330 
60-20-20 660 1760 440 220 
60-30-10 600 1600 600 100 
70-10-20 770 1870 220 220 
70-20-10 700 1700 400 100 
80-10-10 800 1800 200 100 
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the introduction of non-networking forming oxides, such as Na2O and CaO (soda 
and lime, respectively), disrupts this infinite network, resulting in dangling, or 
non-bridging oxygen atoms. The disruption of the network is typically quantified 
in terms of the Qn number, the number of bridging oxygen atoms bonded to a 
given silicon atom. This is also measurable by NMR spectroscopy, and hence a 
good metric for comparison.[4-11,43-45]  The distribution of Qn species for the 
compositions studied are presented in Figure 2.2. 
 
Figure 2.2. Distribution of Qn species for a series of silicate glasses as a func-
tion of silica composition. 
The amount of Q4 silicon (black squares) in the network increases almost linearly 
with the fraction of silica present in the system, with some variation due to cation 
mixing. The amount of Q3 silicon (red triangles) is more strongly affected by the 
balance of network modifiers, as can been seen by the spread in values for 60% 
silica and 70% silica glasses. Only in the 60%silica case is the Q2 silicon (green 
circles) population greater than 20%. While small amounts of Q1 (purple right 
triangles) and Q0 (pink circles) are present in the highly modified glasses; at over 
70% silica, these configurations are no longer observed.  
In mean-field theory, it is assumed that only covalent bridging links are rigid, and 
only the first neighbor behavior contributes.[46] Based on the abundances of the 
Qn species, it is possible to calculate the concentration of rigid links in the system, 
which is given by: 
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€ 
p = nv  
Eq. 2.2 Concentration of rigid links in a glass network 
where p is the concentration of rigid links, n is the number of constrained bonds 
for a given network unit, and v n is the maximum number of constrained bonds 
for that network unit (4 for silica).  The average value of n for the system can be 
calculated by: 
€ 
n = %Qi * i
i=0
4
∑  
Eq. 2.3 Average number of constrained bonds in a silicate network 
The results for the average concentration of rigid links compared to the ratio of 
cation species for the glass compositions simulated are presented in Figure 2.3, 
showing the lack of sensitivity of this value to the mixture of network modifiers.  
   
 Figure 2.3. The concentration of rigid links is given as a function of 
cation ratio for glasses with 50% SiO2 (pink right triangles), 60% SiO2 (blue 
squares), 70%SiO2 (red circles), 80% SiO2 (green equilateral triangles) and 
90% SiO2 (black half-filled square) 
According to rigidity percolation theory, the transition between a “rigid” and 
“floppy” network occurs at 〈n〉=2.4, or p=0.60. This is shown in Figure 2.3 as a 
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dashed line. This occurs somewhere between 50 %SiO2 and 60 %SiO2 in sodium 
and soda lime silicate glasses according to the Qn populations. It is important to 
recall that the rigidity, or elastic, percolation, is not the same as the more classical 
connectivity percolation. Elastic percolation indicates the onset of non-zero elas-
tic constants and typically requires a significantly higher concentration of bond-
ing in the network.[46] However, it is clear from Figure 2.2 that this simplified 
model fails to capture the effect of mixed modifier types, which can change the 
elastic modulus by as much as 30%  in a 70.5% SiO2 glass.[36] 
Looking beyond the first neighbor shell, the connectivity of the second neighbor 
shell was determined by summing the Qn numbers of the nearest connected sili-
con neighbors for each silicon atom in the system, not counting the bond to the 
central silicon. Accordingly, the maximum possible second shell connectivity 
value of 12 (a Q4 silicon surrounded by Q4 silicon atoms). Results for a series of 
sodium silicate glasses are presented in Figure 2.4(a) and glasses with varying 
cation ratios in Figure 2.4(b). 
 
Figure 2.4. Distribution of second shell connectivity for silicon atoms in 
various glasses, comparing (a) total modification and (b) mixed modifier ef-
fects. 
Looking at Figure 2.4(a), we see that as the degree of modification is increased, 
the average second shell connectivity is decreased, as expected. The transition is 
 43 
most dramatic between 80% and 90% silica, with the majority of silicon atoms 
having a fully connected second shell for 90% silica. The varying cation ratio, 
shown in Figure 2.4(b), has no obvious systematic effect on the average second 
shell connectivity, or the distribution of configurations. An average second shell 
connectivity of ~5 is seen for all compositions, with no silicons having a fully 
connected second shell. The lack of variation in systems of mixed cation types in-
dicates that even by including second shell behavior, examination of the silica 
backbone alone is not enough to explain differences in rigidity.  
In addition to the structure of the covalent network, the spatial distribution of the 
cation species affects many properties, including mechanics. We now examine 
the tendency for cations to form clusters.  Cation cluster size was determined by 
using a cutoff criterion, with the cation-cation coordination to determine the cut-
off. Pairs of sodium atoms were given a cutoff of 3.0 Å, while for Na-Ca and Ca-
Ca pairs we used a cutoff of 3.5 Å. The size of the largest continuous group of 
cations (i.e., cluster), normalized by the total number of cations in the system, 
was determined for each glass composition, presented in Figure 2.5. 
 
Figure 2.5: The largest continuous group of cations found according to a 
cutoff criteria of 3.0Å for Na-Na pairs and 3.5Å for Na-Ca and Ca-Ca pairs, 
normalized by the number of cations present in the glass for (a) percent sil-
ica with variable cation types and (b) CaO:Na2O ratio with variable silica 
quantities 
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A higher value for this maximum continuous cluster indicates that the cations are 
dispersed throughout the system, whereas a lower value indicates the cations are 
forming more distinct clusters that are isolated from one another. Looking at 
Figure 2.5(a), there are clearly more discrete clusters in system with fewer 
cations. However, looking at the same data in terms of the cation ratios, in Figure 
2.5(b), there is no obvious correlation between the dispersal of the cations and 
the balance of sodium and calcium. The propensity to form clusters can also be 
predicted by the balance of Qn species, specifically the equilibrium constant of the 
Q3 species.[47]  
The Q-species balance equation is given by: 
€ 
2Qn ↔Qn−1 +Qn+1  
Eq. 2.4 Q-species balance  
with the corresponding equilibrium constant given by: 
 
Eq. 2.5 Q-species equilibrium constant 
Given a fixed concentration of silica within the system, this implies that if two sil-
ica atoms of n=3 were to switch coordination, the resulting product would be one 
Q2 and one Q4 silicon. In order to have regions that are alkali rich or silicate rich, 
the respective concentrations of Q2 and Q4 will be large. However, if the ions are 
more evenly distributed, there will be a higher equilibrium value of Q3 silicon in 
the glass. Therefore, a high value for the k3 equilibrium constant means that the 
system is more likely to segregate, with silicate-rich regions containing high con-
centrations of Q4 and alkali-rich regions of Q2, with less Q3. It is generally ob-
served this constant is higher in simulations than in experiments.  The k3 equilib-
rium constants for sodium and soda lime silicate glasses are shown in Figure 2.6. 
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Figure 2.6. Equilibrium constant for Q3 formation presented as a function of 
cation ratio for various sodium silicate and soda lime silicate glasses.  
In a sodium silicate glass (CaO:Na2O=0), the k3 constant increases with silica 
content. For an even modifier ratio (CaO:Na2O=1), the k3 constant shows the 
same increasing trend. Looking at glasses of a single silica composition, the k3 
constant shows a compositional minimum with the introduction of calcium, be-
fore increasing at high amounts of CaO, indicating that calcium-rich glasses are 
more likely toform alkali-rich regions. This shift in properties at a particular 
cation ratio is echoed in other structural measures, such as the radial distribution 
function.  
Additionally, non-random mixing of certain cation combinations, such as sodium 
and calcium, has been observed by NMR.[4,5,10,33,35] The presence of calcium 
is known to alter the motion of sodium, and is typically termed the mixed cation 
effect. The coordination environments of cation species in various simulated 
glasses are presented in Figure 2.7.  
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Figure 2.7. Coordination of (a) cations by oxygen for various soda lime sili-
cate and sodium silicate glass compositions (60-40, 70-30, 70-10-20, 70-20-
10, 80-20,90-10) and (b) of cation by other cations in three soda lime silicate 
and sodium silicate glasses (70-10-20, 70-20-10 and 70-30) 
Calcium atoms typically have a higher oxygen coordination, as shown in Figure 
2.7(a), but not quite double. While there are variations in the total Na-O coordi-
nation as a function of the amount of silica, the structure remains fairly uniform. 
The cation-cation coordinations, in Figure 2.7(b), show an expected increase in 
Na-Na coordination as overall modification is increased. In both soda lime sili-
cate glasses, the number of like neighbors (Na-Na or Ca-Ca) is higher than would 
be expected given a random distribution of cations. This is most obvious in the 70 
SiO2-10 Na2O- 20CaO glass, where the number of cation atoms of each species 
are equal, but calcium is mostly coordinated with other calcium atoms.  
Mechanical Properties 
While glass is weak and brittle in tension, under compression it has a substantial 
strength-to-weight ratio. We are interested in two primary mechanical properties 
for glasses: the compressive Young’s modulus, and the bulk modulus (or its recip-
rocal, the compressibility). Silicate glasses are known for having anomalous bulk 
modulus – pressure relationship, wherein increased compression results in in-
creased compressibility below a pressure threshold.[36,39,48] However, modifi-
cation of the glass composition is known to alter this behavior.  
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Compressive pressure was gradually applied uniaxially to the prepared glass sys-
tems, alternating ramping and equilibration steps, up to a maximum of 2 GPa. 
The Young’s moduli were then determined from the slope in the pressure vs. box 
dimension data, and the results are plotted in Figure 2.8.  
 
Figure 2.8. Compressive Young’s moduli determined from simulation for 
various glasses as a function of (a) silica content and (b) cation ratio 
While the simulated value of the Young’s modulus is somewhat high, the general 
trend of decreasing elasticity with increasing silica content in Figure 2.8(a) is in 
agreement with experimental data. The experimentally known trend of increasing 
modulus with increasing CaO:Na2O ratio is also observed in the simulated glass 
compositions, as shown in Figure 2.8(b). Looking specifically at the 70% silica 
composition (dark green squares), we see an approximately 50% increase in the 
Young’s modulus between low and high CaO-to-Na2O ratio. Experimentally, an 
increase of ~30% is seen.[36] 
Similar to the aforementioned procedure, to determine the bulk modulus of a se-
ries of glass compositions the hydrostatic pressure was gradually increased in the 
NPT ensemble at a temperature of 300K. Bulk modulus values are then calcu-
lated from the slope of the density vs. pressure curves using short line segment 
fits between multiple points to determine the slope. The original density curves 
and bulk modulus curves are presented for sodium silicate glasses in Figure 
2.9(a) and (b), respectively, and soda lime silicate glass density and bulk modulus 
are presented in Figure 2.9(c) and (d).  
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Figure 2.9. (a) Density-pressure curves for binary silicate glasses, (b) bulk 
modulus as a function of pressure in binary silicate glasses, (c) density-
pressure curves for soda lime silicate glasses with even cation mixing and 
(d) bulk modulus- pressure curves for soda lime silicate glasses with even 
cation mixing 
 The behavior of the soda lime silicate glasses is less clear in that the anomalous 
regime shifts to higher pressures, but it does not disappear. This may be in part 
due to the role of the divalent cation in the mechanical response of the network. 
For the same fraction of silicon, substitution with Na2O results in a higher pro-
portion of cations than substitution with CaO. One of the proposed mechanisms 
for the suppression of the silica anomaly is the collapse of ring structures.[39,48] 
The introduction of cation species may inhibit such a deformation. Further analy-
sis of the preferred sites of cations beyond the scope of this document would be 
required to verify this hypothesis.  
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Spectral Analysis by Fourier Filtering  
For a selection of the above compositions, we have applied a unique method of 
spectral analysis based on Fourier filtering of atomic trajectories (FFAT) to iden-
tify the motion associated with a particular frequency band.[49] The IR absorp-
tion spectra can be calculated from the time evolution of the dipole moment, and 
the correlation function yields the frequency-dependent complex dielectric con-
stant: 
 
Eq. 2.6 Frequency dependent complex dielectric constant 
where ε’ is the real and ε“ the imaginary part of the dielectric constant.[50] The 
angular brackets represent a time average, which is achieved by choosing a large 
number of instants in the course of a simulation as time origins. This then yields 
the computed intensity, according to: 
 
Eq. 2.7 IR frequency dependent spectral intensity  
where ω is angular frequency, the imaginary part of the dielectric constant (ε“)is 
taken from the frequency-dependent complex dielectric constant above, h is 
Planck’s constant and kB is Boltzmann’s constant. The IR spectrum is typically 
computed over 10,000 time steps under the constant pressure ensemble.  
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Figure 2.10. Total IR spectra for (a) simulated and experimental cris-
tobalite(b) simulated sodium disilicate crystal and glass and (c) four soda 
lime silicate compositions. Major peaks are labeled for all spectra. 
The computed IR spectra are presented in Figure 2.10. As can be seen in Figure 
2.10(a), the computed spectrum (blue) for cristobalite silica has much sharper 
features than the experimental spectrum (red) for the same polymorph. This is 
attributed to the lack of a surface or other defect modes that result in peak broad-
ening. It is also similar to the broadening when comparing a crystalline system to 
a glassy system, as can be seen for sodium disilicate in Figure 2.10(b). The crys-
talline system, in blue, shows two distinct peaks at 1070 cm-1 and 1200 cm-1, 
whereas the glass shows a broad peak with shoulders. The peak at 1070 cm-1 in 
sodium disilicate and 1100 cm-1 in pure silica and most soda lime silicates is as-
signed to the Si-O-Si stretch mode.[1,3] The 1200 cm-1 peak in sodium disilicate 
and soda lime silicate glass is classically assigned to non-briding oxygen 
modes.[3,51-54] Figure 2.9(c) shows the simulated IR spectra for a series of soda 
lime silicate glasses. An additional peak is seen at 960 cm-1 as a weak shoulder, 
which has been assigned as non-bridging oxygen stretching in calcium sili-
cates.[1,55,56] Interestingly, this mode does not correlate well with the quantity 
of non-bridging oxygen in our system. Additionally, the differences in peak inten-
sity between 70-20-10 and 70-10-20 indicate a difference due to cation mixing, as 
the two compositions contain identical fractions of non-bridging oxygen. Lower 
wavenumber peaks are assigned to various modes including ring breathing, but 
there is typically less consensus on these assignments.  
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Rather than assigning spectral features via normal mode analysis of a static struc-
ture, our method uses a Fourier filtering procedure to isolate the atomic motions 
responsible for a particular frequency range, including those arising from anhar-
monic effects. A schematic of the method is presented in Figure 2.11. 
 
Figure 2.11. Schematic of the procedure used for the Fourier filtering of 
atomic trajectories 
We first identify a band of interest in the IR spectrum, and a subset of atoms that 
make up an IR active structural unit of interest. This choice is informed by group 
symmetry, but in principle could be arbitrary. In molecular dynamics, it is 
straightforward to record the position of each atom as a function of time, making 
a trajectory that is inherently a composite of all vibrational modes in which a 
given atom can participate. The trajectory is recorded over several picoseconds to 
provide adequate statistical sampling.  
The x-coordinate of the trajectory of one atom is shown to demonstrate the trans-
formation process. Trajectories are first Fourier transformed to yield their full 
vibrational spectrum, which typically contains more peaks than the IR spectrum, 
reflecting the entire motion of this atom, rather than only those motions resulting 
in fluctuating dipoles. We then filter the spectral region of interest using narrow 
rectangular windowing functions, zeroing the real and imaginary components of 
the Fourier spectrum outside of this window. The inverse Fourier transform of 
the filtered spectrum ultimately yields the atomic trajectories associated with this 
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frequency range, and thus the modes of motion corresponding to the selected 
spectral band. We can identify the type and symmetry of the mode through trans-
formation or projection of the filtered trajectories onto a coordinate system 
whose axes mostly coincide with those of the point symmetry group and average 
positions of the atomic cluster under examination. 
For a bridging oxygen site, the anti-symmetric stretch, bend and rock directions 
become the x, y and z axes for this oxygen, respectively. For the non-bridging 
case, the modes are defined as a symmetric bond stretching mode, and wagging 
mode for all other directions. The new axes are created from arbitrary wagging 
vectors chosen to maintain orthogonality with the Si-O bond vector. These direc-
tions are schematically presented in Figure 2.12. 
 
Figure 2.12. Schematic showing the projected coordinate system definitions 
for a bridging oxygen site (left) and non-bridging oxygen site (right).  
The velocity components for each mode are now easily determined and from 
these we can calculate the thermal energy of each mode of the filtered trajectory. 
This analysis is carried out and averaged for a statistically representative number 
of similar structural units. Using this information, we generate a deconstructed 
spectrum to reveal the modal energy as a function of wavenumber, scaled by the 
relative population of the BO and NBO species. Given the sample sizes used, the 
statistical error associated with our analysis is generally less than one percent, 
and therefore error bars are not explicitly included in the diagrams showing our 
results. 
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This analysis was first tested on pure silica and sodium disilicate, in both the 
crystalline and amorphous form. The amount of energy contributed by each vi-
brational mode as a function of frequency is presented in Figure 2.13. As can be 
seen in Figure 2.13 (a) and (b), results for pure silica, in both the crystalline and 
vitreous forms, agree well with prior experimental assignments of the major 
peaks.[57,58] Stretching of the bridging oxygen clearly is responsible for the 1100 
cm-1 spectral band. Figure 2.13 (c) and (d) show the sodium disilicate systems. 
The FFAT analysis shows that the large peak at ~1100 cm-1 corresponds to asym-
metric stretching of the bridging oxygen. The higher frequency band at 1200 cm-1  
is attributed to the non-briding oxygen, with a mix of modes active for the vitre-
ous sodium disilicate, and only the symmetric stretching mode active in the crys-
tal.  
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Figure 2.13. Spectral analysis by a Fourier filtered atomic trajectory to iden-
tify vibrations contributing to peaks in the (a) silica crystal, (b) silica glass, 
(c) sodium disilicate crystal and (d) sodium disilicate glass. Bridging oxygen 
contributions are presented as solid lines, and non-bridging contribution 
are shown as dashed lines.  
By comparison, the vibrational behavior of ternary compositions is more com-
plex. Figure 2.14 shows the FFAT analysis results for four soda lime silicate 
glasses, including three different amounts of silica, with two cation ratios for the 
systems containing 70% silica. The 70% silica compositions were chosen to exam-
ine the 960 cm-1 peak more closely, as there is a significant difference in the 
sharpness of this peak depending on the calcium-to-sodium oxide ratio.   
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Figure 2.14. Spectral analysis by FFAT to identify vibrational modes in (a) 
60% SiOa-20%Na2O-20%CaO (b) 70-10-20 (c) 70-20-10 and (d) 80-10-10 
glasses. Bridging oxygen contributions are presented as solid lines, and non-
bridging contribution are shown as dashed lines. 
The assignments for the 1100 cm-1 and 1200 cm-1 peaks are unchanged from the 
sodium disilicate results, as expected. Comparing Figure 2.14(a), the 60% silica 
glass, and Figure 2.13(d), the 80% silica glass, there is an obvious and expected 
decrease in the contributions of non-bridging modes. Of greater interest is the 
behavior of the peak at 960 cm-1. which as shown previously in Figure 2.10(c), 
decreases in intensity both with total degree of modification and increasing the 
amount of sodium versus calcium, though attributed classically to non-bridging 
modes. Comparing Figure 2.14(b) and (c), which show a weak 960 cm-1 mode and 
the strongest observed 960 cm-1 peak, respectively, there is a clear Si-O-Si asym-
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metric stretching mode in Figure 2.14(c). This is unexpected, as this mode has 
been traditionally assigned to non-bridging oxygen.  
To further understand this result, we isolate the effect of second shell neighbors 
on the vibrational modes. Specifically, examining the asymmetric stretching 
mode, the vibrational energy is further deconvoluted based on the Qn species be-
tween which the oxygen atom in question forms a bridge.  Results for the same 
four soda lime silicate glasses discussed previously are presented in Figure 2.15.  
 
Figure 2.15. Analysis of the asymmetric stretching mode in (a) 60% SiOa-
20%Na2O-20%CaO (b) 70-10-20 (c) 70-20-10 and (d) 80-10-10, for two Q4 
silicon (blue) a mixed Q4 and Q3 silicon (red) and two Q3 silicon (green) 
compared to the net energy associated with the asymmetric stretching mode 
(black, dashed).  
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For the glass containing 60% silica, shown in Figure 2.15(a), the energy contribu-
tions from the different second shell pairings agree well with the relative concen-
trations of such pairs. In this case, the small shoulder at 960 cm-1 seems to come 
mostly from the asymmetric Q4-Q3 pair. This is also seen in the glass with 70% 
silica, containing less sodium, as shown in Figure 2.15(b). Unexpectedly, the 960 
cm-1 peak in Figure 2.15(c) is largely attributed to the balanced Q4-Q4 pair. This is 
also seen for the 80% silica glass in Figure 2.14(d). It is possible that this peak is 
indicative of anharmonic effects in the network, which would explain the lack of a 
clearly identifiable structural moiety responsible for vibrations in this regime. It 
is also possible that the cation environment of the oxygen atom has a significant 
effect, which would require significant further characterization.  
2.4. Summary and Conclusions 
We have studied a series of silicate glasses in the sodium silicate and soda lime 
silicate families with a three-body charge transfer potential. Structure, mechani-
cal properties, and vibrational properties are analyzed. 
Mean-field rigidity theory is unable to account for mixed modifier effect in soda 
lime silicate glasses, indicating that short-range ordering of the covalent network 
is largely unaffected. This is further confirmed by the analysis of the second shell 
connectivity, which shows only minor variations with changes to the ratio of 
cation species. The cation clustering behavior was also studied, but no clear 
trends were identified as a function of cation type mixing ratios. However, some 
evidence of non-random mixing was observed in soda lime silicates, revealing a 
tendency to form unlike cation pairs.  
The compressive Young’s modulus was calculated by applying a constant pres-
sure. Observed trends were generally in agreement with available experimental 
data. The bulk modulus behavior was also calculated for several sodium silicate 
and soda lime silicate glasses. As the amount of silica is decreased, the anomalous 
modulus minimum at elevated pressures vanishes between 70% and 60% silica. 
The substitution of calcium for sodium was less effective at eliminating the 
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anomalous behavior. Further characterization of the cation sites could shed more 
light on this behavior.  
The IR spectra were computed and analyzed. To further understand the struc-
tural moieties responsible for the vibrational behavior, a Fourier Filtered Atomic 
Trajectory method was applied and presented. Results for peaks in pure silica 
and sodium disilicate glasses agree well with prior investigations. However, the 
shoulder observed at 960 cm-1, which is typically attributed to non-bridging oxy-
gen, is shown to be related to an asymmetric stretching of the Si-O-Si unit. Fur-
ther analysis of the speciation of the silica atoms was not directly conclusive.  
However, it indicating a possible anharmonic behavior of the network leading to 
the development of this vibrational mode.  
The amorphous state of inorganic matter remains a complex area of study with 
many open questions. One suggestion for future work is further exploration of 
the local neighborhood of the cation species, particularly as it relates to their po-
sition within rings.  
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Chapter 3. : Structure and mechanics of 
highly crosslinked bulk network struc-
tures 
3.0. Synopsis 
A series of bulk epoxy systems using a low-shrinkage aliphatic amine hardener 
were studied. One epoxy resin, diglycidal ether of bispenol F (DGEBF) and two 
amine hardeners, diethylentriamine (DETA) and triethyleneteramine (TETA) 
were selected. The effects of system size, amine functionality, and overall 
stoichiometry on structure and mechanical properties were explored.  
Structures were generated using an iterative reaction-relaxation molecular dy-
namics approach. Bonds within a given cutoff radius are generated at regular 
time intervals, with a probability term correcting for the different reactivities of 
primary and secondary amines. The new topology is the relaxed to eliminate in-
duced stresses using molecular dynamics, and the procedure repeats. This 
method balances the need for rapid structure generation with the desire to follow 
a natural progression of the cure and the need to minimize residual stresses. 
The density and molecular weight were monitored as a function of degree of cure. 
The observed shrinkage behavior is in good agreement with experiment, and con-
sistent across most system sizes, functionalities, and stoichiometries. Small sys-
tems were shown to have greater sensitivity to the initial configuration of mono-
mers, in terms of density, molecular weight, and dispersity. While amine-rich 
systems reached higher degrees of conversion of the epoxide resin, network 
 64 
 
percolation was delayed, with the development of an effectively infinite cluster 
instead tied to the average number of amine links.  
Visualization of the network formation showed that the DGEBF resin monomers 
tend to cluster together, which may account for the higher proportion of unre-
acted monomers as cure progresses. Network formation is accompanied by only 
small changes in the pair correlation functions that can be clearly attributed to 
the breaking and forming of bonds. Some residual stress development during 
cure; as a function of cure, a slight net tensile stress arises in the system. How-
ever, the development of stresses was still less than expected, as the opening of 
the oxirane group acts in competition with shrinkage forces.  
The elastic modulus and necking behavior were calculated as a function of cure 
for each epoxy system. While elastic properties were only minimally improved by 
the addition of network bonds within the range of cure studied, the necking 
strength improved with greater conversion. Also quantified was void formation, 
which exhibits a nucleation and growth behavior, with nucleation dominating at 
low degrees of conversion, and more dramatic growth behavior as the network is 
formed.  
3.1. Introduction to Cross-linked Polymer Systems 
Industrial use of polymer matrix composite is increasing to address needs for 
lightweighting, while maintaining mechanical performance. This is particularly 
critical where fuel efficiency is a major performance metric, such as automotive, 
aerospace, and military applications. While there are a variety of classes of com-
posite materials, polymer matrix composites typically have better elasticity and 
processability than ceramic or metal matrix composites, as well as lower produc-
tion costs. One of the most common matrix materials in industrial polymer ma-
trix composites is epoxy. Two part epoxy resins come in a variety of chemistries, 
allowing control over the processing temperature, cure rate, and shrinkage. These 
polymers also have good toughness, strength, and a relatively resistant to chemi-
cal attack.  
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In applications where tolerances are critical and residual stresses need to be 
minimized, the volumetric change on cure is a major concern, typically leading to 
the use of aliphatic amines.[1-4] Most commercial hardeners are a blend of mul-
tiple functionalities and chain lengths, but the exact chemistry is typically pro-
prietary. The epoxy resins tend to be less varied, with the diglycidal ethers of 
bisphenol A and bisphenol F (commercially known as EPON 828 and 862, re-
spectively) as two of the more commonly studied. To this end, we have chosen a 
room-temperature curing resin-hardener system with one epoxy resin, diglycidal 
ether of bisphenol F (DGEBF) and two aliphatic amines, diethylenetriamine 
(DETA) and trietheyleneteteramine (TETA), shown in Figure 3.1.  
 
Figure 3.1. (a) diglycidal ether of bisphenol F (b) diethylenetriamine and (c) 
trietheyleneteteramine 
In prior experimental work, the Kieffer group has examined the development of 
mechanical properties during the curing of highly cross-linked polymer net-
works.[5-9] Two different polymerization mechanisms were studied: ring-
opening metathesis polymerization (ROMP) in dicyclopentadiene (DCPD) and a 
step-growth polymerization in a two-part epoxy resin. In prior computational 
work the curing of DCPD has already been explored.  One key finding was that 
replication of the ring-opening mechanism is critical to predicting the develop-
ment of mechanical properties during cure.  It is therefore important that realis-
tic structures be generated first before accurate property predictions can be ex-
pected.  The epoxy resin system studied by Alrdidge et. al. used DGEBF and a 
proprietary commercial aliphatic amine hardener blend, Epicure 9553.  
One common issue with the studies reported in the existing literature is system 
sizes used were rather small. Many of these studies use fewer than 200 mono-
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mers, often employing closed commercial codes that do not provide adequate 
methods for polymerization.[10-19] Even these small systems are achieved 
through periodic replication of small units, which are then linked together and 
result in a falsely ordered structure. A surprising number of authors chose not to 
report this information at all, at best giving the density and box volume, leaving 
the calculations as an exercise for the reader. Systems containing fewer than 400 
monomers may simply not be sufficient to reflect amorphous network structures.  
In our prior experience with inorganic glasses, 1000 network units were typically 
required to avoid system size effects. Percolation theory also suggests that the 
critical number of bonds formed for connectivity is incorrectly predicted by small 
systems.[20,21] However, polymer systems typically have large, more flexible 
network units. Accordingly, it is possible that these systems may be less sensitive 
to spatial constraint than oxide glasses or theoretical lattices. To verify sensitivity 
to spatial constraint, we conduct a study of mechanical properties and network 
topology as a function of system size.  
The nature of highly cross-linked polymer networks may also be affected by the 
functionality and backbone structure of the monomers chosen. Polymer network 
theory as pioneered by Flory and Stockmayer has long discussed the critical de-
gree of cure at which gelation occurs as a function of the functionality of the 
monomers.[22] However, the nature of the backbone is also known to affect the 
mechanics of the polymer network.[23,24]  
The last several years have seen a dramatic increase in the number of studies of 
epoxy and epoxy composites using molecular dynamics simulations and atomistic 
modeling.[25-45] Given the engineering importance of these materials, this is 
hardly a surprising development. Newer simulations have improved in terms of 
the system sizes, and expand the breadth of epoxy chemistries explored. Proper-
ties under conditions such as creep, high strain rate fracture, compressive loading 
and cyclic loading have been studied. Simulations of adhesion and interfacial 
properties will be discussed in later chapters. Much prior work in epoxy simula-
tions has been performed with aromatic amines, such as diethyltoluenediamine 
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(DETDA), with a single type of amine used in the vast majority of simulations. 
Some simulations of aliphatic amines have been performed, but typically using a 
closed commercial code, limiting their reproducibility. Table 3.1 shows a sum-
mary of many of the epoxide resin and hardener combinations found in litera-
ture, indicating the force field used and number of monomers or atoms when 
possible.  
Table 3.1: Summary of epoxy-resin combinations simulated using MD found in 
the literature 
Hardener/ Ep-
oxy Resin 
DGEBA  DGEBF Other 
DDA PCFF* [46] (U/A)   
EDA COMPASS*[12] (150)  COMPASS*, BPA (66) 
[47] 
DETA  COMPASS* [14] (35) [38] 
(140), Network MC* [48] 
(U/A),QM [49] (1), 
OPLS-UA [44] (672), 
AMBER [43] (U/A) 
AMBER [43] (U/A) AMBER, TGDDM [43] 
(U/A) 
TETA  COMPASS[19] (168)  PCFF* [10] (U/A) 
[39](280), COMPASS* 
[19] (168), 
 
TMAB  Amber [50,51] (308)   
Al
ip
ha
tic
 
Jeffam-
ines 
(APTA)  
PCFF [52] (6000 atoms), 
AMBER [42](1458), [53] 
(225) 
PCFF [52] (6000 at-
oms), Dreiding [33] 
(1536) 
 
MDA  COMPASS* [11] (32 
monomers), “Network” 
MC* [48] (U/A), COM-
PASS* [34] (89) 
  
AEP  COMPASS* [15] (25)   
Al
ic
yc
lic
 
Cymel   PCFF* [18] (100) 
DDS  CG Amber [54](324), 
OPLS-UA [44] (672), 
CVFF [29,41] (107), AM-
BER [43] (U/A), [28] 
(U/A) 
Dreiding [55,56] (1536) 
[33,40] (1536), AMBER 
[43] (U/A) 
TGDDM-Amber [57] 
(343), [43] (U/A) 
Ar
om
at
ic
 DEDTA   GPUMD LJ [58](2186), 
COMPASS* [59] (1 
monomer), CVFF [60] 
(384 ), OPLS-UA [61-
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65] (648 [61-64]) 
21,288 atoms [65] (384 
[66])  
IPD  COMPASS*, Dreiding* 
[16,17] (36 ,24 ) 
  
 
MPDA  Network MC* [48] (U/A), 
AMBER [43] (U/A) 
AMBER [43] (U/A) TGDDM AMBER [43] 
(U/A) 
Other/ Un-
known 
LJ CG [67,68] 
[32](4800), abLJ [69], 
resin only COMPASS* 
[25]Jeffamine+MCA Am-
ber [26](4080) 
REBO [70], Dreiding 
(APB13, TREN) [33] 
(1536) 
Non-amine OPLSAA [13] 
(192), Mixed amine 
COMPASS* [71,72] (56), 
COMPASS* BPA/Xylox 
(U/A) [73], COMPASS* 
BPA/Novolac [74] (756), 
[45] (180,000 atoms), 
Vinyl esters COM-
PASS[75] (89 ), SU-8 
Dreiding/CVFF/PCFF 
[36] 40), CG LJ 
BPA/Novalac [35] 
*Indicates simulations were conducted with a closed commercial code 
In the present work we will compare epoxies cured using two different aliphatic 
amines separately and using blends thereof. While the majority of studies men-
tioned use a single amine, many commercial hardeners like Epicure 9553 are a 
blend of amines. Furthermore, the effect of stoichiometry will also be investi-
gated. Many industrial applications adjust the blend of resin and hardener to 
achieve the desired properties and processing times.[76] It is expected that with a 
system in stoichiometric balance, topological constraints will prevent conversion 
of the epoxide groups in the system. Results of the cure experiments by the Kief-
fer group showed that excess hardener beyond the manufacturer epoxide equiva-
lent weight recommendations results in higher overall conversion as measured by 
the decrease in the fraction of remaining epoxide groups.[8]  
Many researchers interested in the mechanical properties of epoxy networks have 
used various a priori or black box methods to create a network structure that is 
then later analyzed. However, we are interested in the structure and mechanical 
properties as the network develops, making it necessary to employ an iterative 
reaction-relaxation algorithm. The efficiency and efficacy of several algorithms 
was investigated by Knox et. al.[52] Four main classes were identified: one-by-
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one, all-at-once, lattice-based construction and cutoff-controlled. The one-by-one 
algorithm is notoriously inefficient, but effectively avoids excessive residual 
stresses. High performance is seen with all-at-once method, while the cutoff-
controlled algorithm class provides a good compromise. Lattice-based construc-
tions may not realistically reflect the network-topological degrees of freedom of 
an amorphous material, particularly in cases with a mix of rigid and flexible 
monomers, like a two-part epoxy. 
Within these iteratively grown epoxy networks, it has been shown that in addition 
to updating typical topology, simulation of proper charge behavior is neces-
sary.[55,56,66] The reaction between the epoxide ring and amine group results in 
the formation of a highly polar hydroxyl group. However, rather than using a 
charge-equilibration method, which is typically very computationally expensive, a 
one-time charge update is performed during the other topological updates asso-
ciated with bond formation for each reaction. This accounts for the changes asso-
ciated with the formation of the hydroxyl group, and is justified by the consis-
tency in the charge transfers for various dimer and trimer structures computed 
with ab initio methods, discussed further in computational methods.  
We are concerned with three main effects: system size, functionality, and 
stoichiometry. System size and functionality is simultaneously addressed by 
simulating multiple system sizes for each of the three amine combinations. The 
effect of stoichiometry is studied for a single functionality and system size, look-
ing at both the over-abundance and shortage of available hardener.  
3.2. Computational Methods 
Several popular force fields for polymeric simulation were examined for use. In 
the case of the Amber95 and COMPASS potentials, we were unable to find pa-
rameters for key molecular groupings published in the literature, such as the ep-
oxide rings.[77-80] Authors implementing COMPASS have almost exclusively 
done so within Materials Studio, a closed commercial code, which also limits the 
methods of polymerization that can be implemented. The reactive potential, Re-
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axFF also failed to reproduce the epoxide rings effectively when monomers were 
tested, with rings opening almost immediately.[81] More recently, one group has 
used this potential to study pyrolysis in non-crosslinked homopolymerized 
DGEBA systems, but their parameter modifications were unavailable at the onset 
of this project. Also considered were the Dreiding, CVFF and OPLS-AA poten-
tials, which had all of the necessary parameters and have been previously used 
for epoxy simulations.[82-90] 
The epoxide monomer, DGEBF, and two hardener monomers, DETA and TETA, 
were tested for stability, using initial configurations from the PubChem Com-
pounds database.[91] While the oxirane group was stable with all potentials, the 
Dreiding and CVFF potentials showed significant buckling of the benzene rings of 
the DGEBF monomer. Additionally, the aliphatic amines were most stable in 
OPLS-AA according to the rate of change in the potential energy. The potential 
parameters we used are summarized in Appendix A, Table 2-5. 
Partial charges were determined by ab intio methods using the Gaussian09 soft-
ware and the HF/6-31G(d) exchange correlation for all three monomer struc-
tures, the reaction of the secondary amine site with DGEBF, the first reaction of 
the primary amine site with the DGEBF monomer and the second reaction of the 
primary amine site with an additional DGEBF monomer.[92] These reacted 
structures were first created and relaxed in the LAMMPS molecular dynamics 
(MD) software package, to reduce convergence time.[93] It was determined that 
partial charge changes upon reaction could effectively be limited to those atoms 
within a range of 4  nearest-neighbor sites of the newly formed bond. While the 
initial partial charges of the DETA and TETA monomers differ, the magnitude of 
the change in partial charges upon reaction showed little difference, allowing us 
to use consistent values for the charge transfer throughout our simulations. 
Charge neutrality is of course maintained throughout. The changes in partial 
charge upon reaction are presented in Figure 3.2. The complete information for 
partial charges and changes thereof is available in Appendix B.   
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Figure 3.2. Changes in atom charge due to reaction of the epoxide and amine 
groups for (a) first reaction of the terminal amine, (b) reaction of the secon-
dary amine and (c) second ration of the terminal amine. The same magni-
tudes are used for both DETA and TETA monomers. Green indicates a posi-
tive shift, red indicates a negative change in the partial charge. 
Our simulations use a variant of the cutoff polymerization algorithm first pro-
posed by Varshney et. al.[60] In the literature, the predominant amine species 
studied are aromatic, which have only a single type of amine site. In aliphatic 
amines, there are two sites: primary amine sites, with two hydrogen bonds avail-
able for reaction, and secondary amine sites, which start with a single hydrogen 
bond. It is well known from experimental kinetics studies that the reactivity of 
these two sites is not equal.[94] Therefore, we add a probability term to limit the 
rate of secondary amine reactions. The overall polymerization flow chart is pre-
sented in Figure 3.3. 
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Figure 3.3. Flow chart of the dynamic polymerization algorithm used to gen-
erate epoxy networks. 
The cut-off distance is defined, starting at a value roughly double the equilibrium 
bond length. Limits are then defined for the maximum cutoff, step size between 
cutoff  increments, number of iterations, and maximum number of crosslinks to 
be formed. The structure is relaxed under constant pressure conditions at 300K 
using LAMMPS. The data associated with these reactive species are then ex-
tracted from the relaxed structure. The code then iterates through all reactive site 
pairs, calculating the separation distance. By extracting only the subset of atoms 
relevant to this reaction, the computational expense of this search is greatly re-
duced. If the separation distance is less than the cutoff value, a random number is 
generated to represent the probability of reaction. The critical probability of reac-
tion is defined according to the functional group. As mentioned previously, the 
cut-off distance algorithm implemented by Varshney does not differentiate be-
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tween functional groups, as was reasonable given the nature of the system im-
plemented.[60] However, for a wide variety of commercially relevant polymers, it 
is necessary to differentiate the reactivity of functional groups.  
Once a reactable pair has been identified, the bond lists are searched in order to 
identify all neighboring atoms participating in the bond, angles and dihedral an-
gles that need to be updated. For these epoxy systems, a minimum of 56 parame-
ters must be updated during a single epoxy-amine reaction. Again, we search only 
the relevant subsets, such as atom type or bond type. Atomic charges are also up-
dated in accordance with Gaussian calculations of monomer, dimer and trimer 
states. These topology updates are summarized in Appendix C.  
After topology updates are completed, the search continues through the remain-
ing reactive site pairs. If no reactable pairs are identified within the given cutoff 
distance and the cutoff is below the upper limit, this value is increased, and the 
process repeats. By incrementally raising the cutoff term during each bond form-
ing iteration, rather than immediately using the largest acceptable value, we pri-
oritize the reaction of pairs with lower separations, which are physically more 
probable. Furthermore, by removing fully reacted carbon and nitrogen sites from 
their respective subsets, the computational time required for the polymerization 
routine is gradually reduced through the course of the simulation.  
The percentage of computing time used by the Python code on average during the 
first 10 iterations of polymerization was determined for four system sizes, from 
8,670 atoms to 75,336 atoms. Results are presented in Table 3.2. 
Table 3.2. CPU time used by Python in first 10 polymerization iterations  
System Size  
(atoms) 
System Size (monomers) % CPU-time used by Py-
thon 
8670  476  0.82 
22760 952 1.17 
47100  1190 2.51 
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75336  2380 4.10 
For small systems, computational time is almost entirely dependent on the large 
LAMMPS calculation, while initializing and looping through neighbor lists be-
come more significant in larger structures. This is because while the LAMMPS 
code scales approximately linearly, the polymerization code scales between O(N) 
and O(N2). This scaling allows us to reach system sizes that are larger than the 
majority of the published literature. 
Bulk epoxy systems are being explored in terms of system size, starting with sys-
tems of 8,670 atoms and ~240 monomers to systems of 94,200 atoms and 2400 
monomers. The role of amine functionality is addressed by simulating systems 
containing only DETA (f=5.0), only TETA (f=6.0) and an even a mixture thereof 
(f=5.5). The effects of stoichiometry are explored for the ~1200 monomer TETA 
system. Three random starting geometries have been created for each initial sys-
tem size/chemistry, allowing for better statistics and averaging.  
Initial structure generation was a particular challenge. Unlike for long-chain 
polymers, Theodorou and Suter’s random walk chain method is not particularly 
applicable here.[95] Instead, a low-density system of unreacted monomers was 
generated by inserting monomers at random positions and orientations within a 
pre-allocated box, and rejecting insertions that would result in overlap as defined 
by a cutoff criterion. This is shown schematically in Figure 3.4. 
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Figure 3.4. Schematic demonstrating the insertion of a monomer into a box 
with radial cutoff checks for overlap with previous atoms. 
To densify this structure, an extended molecular dynamics relaxation and com-
pression sequence was applied. The initial densification is performed with a time 
step of 0.5fs, with minimization under a pressure of 100 atm, followed by a con-
stant deformation at elevated temperature, held at constant pressure at that tem-
perature, before being cooled under pressure and ultimately relaxed to atmos-
pheric. Use of a shorter relaxation sequence resulted in structures of a lower den-
sity, which failed to achieve expected degrees of reaction. Moreover, the inclusion 
of voids can result in problematic mechanical property analysis. 
Mechanical properties were determined within the NPT ensemble, using a con-
stant deformation rate of 107/s. This is a very high strain rate compared to the 
experiment, but slower strain rates are unfeasible due to the long simulation 
times required. This strain rate and ensemble was determined by comparing 
various techniques in the literature, and selected according to magnitude of the 
pressure fluctuations and the quality of fit of the elastic regime. Stresses are de-
termined using the virial stress definition as implemented in the LAMMPS 
code.[96] The stress-strain curves presented show time-average data for clarity, 
but elastic properties are computed using all available data points.  
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Simulations were run using a combination of high performance computing re-
sources provided by the University of Michigan Center for Advanced Computing 
and Xsede, the Extreme Science and Engineering Discovery Environment, sup-
ported by NSF and maintained by the Texas Advanced Computing Center.  
3.3. Results and Discussion 
Structure During Network Growth 
Characterizing the structure of a bulk polymer network can be challenging, as po-
lymeric networks have large network units compared to inorganic glass systems, 
which can result in more complexity. The flexibility of the amine chains is an-
other challenge. Typical metrics for polymer systems include density, pair corre-
lation functions, and molecular weight. In addition to these metrics, some analo-
gies to commonly used methods to quantify inorganic glasses have been applied, 
such as tracking the connectivity of network units. Whenever possible, the struc-
tural evolution during cure is tracked. However, given the number of systems 
prepared during the course of this study, it is not always be feasible to present all 
results and a representative example will be presented.  
For the low-shrinkage two-part epoxy resins, a volume change of 1-2% during the 
curing process is a reasonable expectation. The uncured structure was com-
pressed to a target density of ~1.2g/cm3, based on experimental values, with 
some expected variations due to the use of the nVT ensemble. The density is then 
monitored as a function of the degree of conversion to ensure the expected 
shrinkage is observed. Results for the density as a function of cure are presented 
in Figure 3.5.  
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Figure 3.5. Overall density as a function of cure for (a) different system 
sizes, (b) amine functionalities and (c) overall stoichiometry, indicating the 
resin-to-hardener ratios. 
In Figure 3.5(a), almost all of the systems simulated follow the same densification 
trend, showing an initial decrease in density from the liquid state to the start of 
cure, with the density increasing after the first cure iteration. The net volume 
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change ranges from 0.9% to 1.7%. The exception is of one of the three initial con-
figuration of the smallest system size. The system started at a lower initial den-
sity, failing to achieve the same condensation seen in the other 23 configurations 
simulated with the resin-to-hardener stoichiometry balanced. It also shows 
anomalous behavior above 65% cure, showing a decrease in density. This particu-
lar system is also an outlier in several other analyses, but is included to show the 
sensitivity of the simulations to initial configuration and size. The shrinkage be-
havior is even more consistent for the different amine functionalities, as seen in 
Figure 3.5(b). The differences in initial densities of the different stoichiometries, 
seen in Figure 3.5(c), largely reflect the different densities of the two monomer 
types. However, the amine rich system, 1:2 TETA (gold), shows a more gradual 
densification with cure than the amine poor 2:1 TETA system (black). 
As another way to examine the bulk structure, the pair correlation functions are a 
valuable method for verifying the distribution of bond lengths and non-bonded 
pairs in a system. This was calculated for the intermediate size of the DETA sys-
tems, with 1200 monomers, during the progression of cure, presented in Figure 
3.6. 
 
Figure 3.6. The bulk pair correlation function of a 1200 monomer DETA sys-
tem as cure progresses 
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Only the first three angstroms are shown, as differences between the different de-
grees of conversion are negligible at larger separations. As cure progresses, a 
shoulder begins to appear at 0.9Å, associated with the formation of the hydroxyl 
group. The peak at 1.4Å decreases in magnitude, while the shoulder at 1.5Å in-
creases as the oxirane rings are opened and the average C-O equilibrium length 
increases. The addition of C-N bonds during polymerization is less obvious, as 
they are at the same equilibrium distance as the bonds inherent to the aliphatic 
amines.  
Another common experimental method for monitoring the polymerization proc-
ess is to track the molecular weight of the system. While there are several differ-
ent ways to define the average molecular weight, the mass-average molecular 
mass is used in a number of models for predicting the mechanical behavior of 
polymer materials.[24]. It is defined according to Eq. 3.1 as: 
€ 
M w =
NiMi2i∑
NiMii∑
 
Eq. 3.1. Mass-average molecular weight 
where Ni is the number of molecules of mass Mi for a given size, i. This is com-
puted as a function of cure for each system, and presented in Figure 3.7. 
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Figure 3.7. The mass-average molecular weight as a function of cure for (a) 
different system sizes, (b) amine functionalities and (c) overall stoichiome-
try, indicating the resin-to-hardener ratios. Three different initial configu-
rations are shown for each chemistry. 
Molecular weight increases slowly initially, before dramatically increasing be-
tween 40% and 50% cure in stoichiometrically balanced systems. This occurs at 
the expected onset of gelation according to Flory-Stockmayer models. The differ-
ent system sizes, in Figure 3.7(a), show little variation, except for the one system, 
which was previous identified as an outlier for having a lower density. Amine 
functionality, presented in Figure 3.7(b), again shows only minor variations. As 
expected, the slightly longer aliphatic chain has a slightly higher molecular 
weight at an equivalent degree of cure. Meanwhile, changing the stoichiometry of 
the system affects the molecular weight evolution most significantly, as shown in 
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Figure 3.7(c). In systems with more epoxide resin than amine hardener MW be-
gins to increase at lower degrees of cure than stoichiometrically balanced sys-
tems, while amine-rich systems do not show a dramatic increase in MW until over 
60% cure.  
These average values alone do not tell the complete picture of network growth. In 
order to examine the proportions of small clusters to large clusters, the molecular 
weight dispersity was also determined as a function of cure. The dispersity of a 
polymer network is defined in Eq. 3.2 as  
 
Eq. 3.2 Definition of dispersity of molecular weights 
 where mass-average molar mass is defined previously in Eq. 3.1, and number-
average molar mass is defined by Eq. 3.3 as: 
  
Eq. 3.3. Number average molecular weight  
with Mi and Ni as previously defined. The calculated dispersity values as a func-
tion of cure are presented in Figure 3.8. 
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Figure 3.8. The computed dispersity as a function of cure for (a) different 
system sizes, (b) amine functionalities and (c) overall stoichiometry indicat-
ing the resin-to-hardener ratios. Three initial configurations are shown for 
each resin and hardener chemistry. 
Our values for dispersity are unphysically high, as the small, finite nature of our 
systems results in erroneous statistical behavior. The finite population sizes, par-
ticularly at high degrees of conversion, result in a greater divergence of the two 
methods of computing average weight than would be seen   However, it is still a 
useful way to compare network growth between systems. The four different sys-
tem sizes in Figure 3.8(a) almost all show a rapid increase in dispersity around 
50% cure, which then begins to decrease around 60% cure. A large value in dis-
persity indicates a biomodal mixture of small and very large clusters, and this 
rapid increase is associated with the initial formation of an infinite cluster, where 
 83 
 
the majority of the mass of the system now belongs to that single molecule. The 
inflection corresponds to point where new bonds are joining smaller clusters to 
the infinite cluster, reducing the total number of molecules. This trend continues 
for the different amine functionalities, shown in Figure 3.8(b). However, chang-
ing the ratio between resin and hardener has the strongest effect on dispersity.  
In resin-rich mixtures, the amount of resin converted before the formation of an 
infinite cluster than in resin-poor mixtures. Even at relatively low degree of epox-
ide conversion, the resin-rich systems show this characteristic increase. On the 
other hand, the amine-rich system does not form the infinite cluster until almost 
70% conversion of resin. This indicates that even though the conversion of the 
oxirane groups is accelerated by the addition of more hardener, network forma-
tion is delayed. 
Molecular dynamics simulations make it possible to perform more specific analy-
ses of the molecular weights of the system. For a 1200 monomer DETA system, 
we examine the cumulative distribution of the molecule sizes of one system as 
cure progresses.  The data in Figure 3.9 represents the fraction of system’s mass 
that is accounted for up to the molecular weight given by the abscissa values.   
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Figure 3.9. Normalized cumulative distribution of the molecular weight in 
the system at various degrees of cure in the 1200 monomer 1:1 DGEBF:DETA 
system. 
The lowest two masses represent the two monomer species of the system, which 
are depleted as cure progresses. For systems which are only beginning to cure, 
there is a fairly continuous distribution of sizes, while at higher cures, we can see 
a bimodal behavior, with molecules either being unreacted monomers, or part of 
the large “infinite” cluster.  This is apparent by the horizontal segment in the cu-
mulative distribution function. Below 50% cure, there is a fairly continuous dis-
tribution of sizes. Beyond 50% cure, which is the expected onset of gelation ac-
cordingly to Flory-Stockmayer theory, there is a distribution of smaller clusters, 
and a large continuous cluster that continues to grow as cure continues.  This 
agrees with the results of the dispersity analysis, where there was a sudden in-
crease at the same point.  
The different stoichiometries showed the most variable behavior in terms of both 
their evolution of mass-average molecular mass and dispersity. This is demon-
strated for an amine-rich system, a stoichiometrically balanced system, and an 
amine poor system, as shown in Figure 3.10. 
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Figure 3.10. Cumulative distribution of molecules of mass, Mi, at various de-
grees of cure for (a) amine-rich (b) balanced (c) amine poor 
The cumulative distribution of molecular weights is shown for approximately 
every 10% change in cure, up to the maximum available degree of cure for each 
system. In agreement with the previous dispersity results, the amine-rich system, 
in Figure 3.10(a), has a fairly continuous distribution of sizes until nearly 70%, 
when it transition into a bimodal size distribution.  For the system in which resin 
and hardener concentrations are balanced (Figure 3.10b), the transition to bi-
modal distribution occurs just above 50% cure, while for the amine-poor system 
(Figure 3.10c) the transition is already manifest at 46% cure.  
In all cases, the smaller polyfunctional amine monomer seems to be depleted 
more rapidly than the epoxide resin. Tracking the number of monomers in the 
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system in Figure 3.11, we can verify that the amine hardener is more rapidly de-
pleted than epoxide resin, given stoichiometric mixing.  
 
Figure 3.11. The number of monomer molecules in the system for unreacted 
TETA hardener(red triangles), unreacted DGEBF resin (green diamonds) 
and cumulative number of reacted monomers (blue circles) for (a) 1:1 
DGEBF:TETA (b) 1:2 DGEBF:TETA and (c) 2:1 DGEBF:TETA 
Even at fairly high degrees of conversion, there are completely unreacted DGEBF 
molecules. In the amine rich system, with twice as many available amine func-
tional groups as epoxide groups, the amine depletes at almost the same rate as 
DGEBF. However, in the stoichiometrically balanced and amine poor cases, the 
TETA is rapidly depleted, leaving substantial amounts of unreacted DGEBF 
monomer in the system. This indicates that while it is theoretically possible for 
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the amine monomer to form up to six links, this is a very uncommon situation. 
This is also reflected in the examination of amine connectivity. The number of 
TETA monomers with a particular number of links as a function of cure is pre-
sented in Figure 3.12. 
 
 
Figure 3.12. The number of reacted amine sites for a given monomer for (a) 
1:1 TETA (b) 1:2 TETA (c) 2:1 TETA and (d) average amine connectivity for 
the three systems. 
The behavior of the unreacted TETA monomer has been discussed previously in 
Figure 3.11. In the evenly mixed and amine-poor systems, shown in Figure 3.12(a) 
and (c), the number of monomers that have reacted only once reaches a maxi-
mum very quickly, and is rapidly depleted as additional sites react. Moreover, it 
seems that these monomers are more likely to react a second time, even though 
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reactivity favors the first reaction of the terminal amine site. A similar maximum 
is also seen for the amine monomers with two links, at 30% cure. At this point, 
we expected cross-links to start forming, rather than simply continued chain 
growth. In contrast, the amine-rich system shown in Figure 3.12(b) has a gradual 
depletion of singularly bonded amine monomers, and maintains substantial frac-
tions of amines with only two links at high degrees of cure. As expected, the 
number of fully reacted amines is highest in the amine-poor 2:1 TETA system, 
with almost no fully converted amine observed in the amine-rich 1:2 TETA sys-
tem.  
An amine monomer can be considered a “cross-link” when 3 or more bonds are 
formed, joining multiple chains together, instead of simply increasing the effec-
tive chain length. The stoichiometrically balanced and amine-poor cases both 
show cross-links forming at relatively low cure, while the amine rich case does 
not start to form cross-links until later in the cure process. To summarize the 
connectivity of the amine, the average number of links per monomer is shown in 
Figure 3.12(d). The average behavior is linearly related to the degree of cure, and 
the ratio between the slopes of these lines is proportional to the ratio in amine 
quantity. However, it is still useful to recall what this might indicate for mechani-
cal behavior, with more amine-rich structures reaching cure sooner, but possibly 
reaching final mechanical properties more gradually. Additionally, the amine-
rich systems are more likely to see long chains form between cross-links, which 
may affect the ultimate mechanical properties.   
The network growth can also be qualitatively monitored through visual inspec-
tion, by rendering only those monomers in the system that have partially or com-
pletely reacted. The color indicates the size of the molecule, with the largest 
molecules in blue, intermediate sizes in gray and red for the smallest molecules. 
Snapshots are shown for several stages in the cure process in Figure 3.13. 
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Figure 3.13. Network growth during cure for a 1200 monomer system. At-
oms are colored according to the size of the molecule with red for small and 
blue for large. 
The qualitative picture shows that as molecules join together, there are some 
clusters apparently trapped in pockets, unable to join the network due to steric 
hindrance. If we reverse the selection criteria, and instead render only the unre-
acted monomers remaining in the structure, we can see pockets of DGEBF (red) 
and a few isolated DETA monomers (blue) in Figure 3.14. 
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Figure 3.14. Unreacted monomers remaining in a 1200 monomer DETA sys-
tem at various degrees of cure, with DGEBF and DETA colored as red and 
blue, respectively.  
When viewing only the completely unreacted monomers, the role of mixing and 
steric hindrance becomes more early evident. The majority of the unreacted 
DGEBF monomer is in small clusters, rather than spread through out the system, 
while the remaining free amine monomers are clearly surround by reacted poly-
mer. This mixing and depletion of the epoxy and amine monomers can also be 
seen by looking at the different resin-to-hardener ratios, shown in Figure 3.15. 
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Figure 3.15. The unreacted monomers remaining in the system at 45% cure 
for (a) amine-rich (b) stoichiometrically balanced and (c) amine-poor epoxy 
systems. 
In the amine-rich case, seen in Figure 3.15(a), both DGEBF and TETA monomers 
are still present, but are typically segregated. In the other two cases, the amine 
has largely been depleted, but it is clear that the unreacted DGEBF monomer is 
not distributed evenly across the system.  
Another concern during network formation is the generation of local stresses. In 
the interest of simulation time it is necessary to create bonds longer than the 
equilibrium distance. This has the potential to result in large residual stresses in 
the system, beyond what might be expect from experiment.[2] The per-atom 
virial stress was calculated in LAMMPS, according to Equation 3.4. This results 
in units of MPa*V, as the volume of a single atom is not particularly physically 
meaningful. 
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Eq. 3.4 Per-atom virial stress 
where a and b are the respective x, y or z directions to generate the six compo-
nents of the tensor, r is the position of the atom, and F are the respective forces 
as defined by the coefficients and functions of the particular forcefield. As indi-
cated by the leading coefficients, the contribution of the energy is equally divided 
among all atoms involved, e.g., three atoms per angle, etc. In the case of the OPLS 
force field, pair forces are defined according to the Lennard-Jones 12-6 potential, 
bonds and angles are based on a harmonic spring model, and an alternating co-
sine series function for of the dihedral angle. The equations for each of these 
terms are given in Eq. 3.5. 
 
Eq. 3.5 Force field equations for the pair, bond, angle and dihedral components  
The distribution of per-atom stresses are presented as a function of cure in Figure 
3.16(a), and then deconvoluted according to atom type in Figure 3.16(b). The sign 
convention is such that positive stress are compressive, and negative stresses are 
tensile.  
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Figure 3.16. (a) Distribution of per-atom stresses as a function of cure in a 
1200 monomer system and (b) the distribution of stress by atomic species at 
60.9% cure 
All systems show a nearly identical Gaussian-like distribution. However, there is 
a shift in the overall system stress towards a net tension as an infinite periodic 
network is formed. To verify that a single species was not under unusually high 
forces, the per-atom stress for the all species, except for hydrogen, in the uncured 
sample is shown in 16(b). As expected, aromatic and aliphatic carbon atoms in 
the structure have a stress distribution centered at zero, while more polar atoms, 
such as oxygen and nitrogen, or geometrically constrained atoms, such as the ox-
irane carbon, are shifted from a neutral average. This also partially explains why 
the overall shift of the net stress is not as dramatic as might be expected due to 
shrinkage during network formation: these stresses are in part being countered 
by the stress reduction from the opening of the oxirane rings.  
The formation of an epoxide network has been structurally characterized, looking 
at system size, amine functionality, and stoichiometry. The expected volumetric 
shrinkage of ~1% was observed in all cases, in agreement with experiment, and 
no anomalous behavior was seen in the pair correlation function. Tensile stresses 
were generated as a function of cure, but were not excessive.  
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The mass-average molecular weight, dispersity and cumulative distribution of 
molecular weights demonstrated an initial constant growth of small clusters, be-
fore molecules join to form an infinite network. While systems with a surplus of 
amine hardener reach higher degrees of epoxide conversion, the formation of an 
infinite network is delayed.  
From examination of the renderings of first the network by molecule size, and 
then the unreacted monomers, it is clear that steric hindrance prevents complete 
conversion. While 60-70% of the epoxide functional sites had reacted with the 
amine, the majority of the unreacted monomers were DGEBF unless there was a 
substantial surplus of amine. The connectivity of the amine as a function of cure 
again showed that while the conversion of epoxide is higher in the amine-rich 
case, the formation of potential crosslink is delayed compared to stoichiometri-
cally balanced or amine-poor systems.  
Mechanical Characteristics 
Having characterized the as-cured epoxy structures, the mechanical properties of 
the system are explored by a simple uniaxial tension test with a constant defor-
mation rate, under the constant pressure ensemble. This allows the system to 
shrink in the directions normal to the tensile strain being applied. The stress is 
determined according to the virial stress definition, as given in Eq.4. 
By definition, the value derived by the virial stress for each atom is in units of 
stress*V. The uniaxial stress of the system is determined by summing the per-
atom stress in the direction of tension, and normalizing with respect to the vol-
ume of the system. The sign convention is now to have tensile stresses positive, as 
all simulations are preformed in tension. An average value is then taken every 
100 times steps to generate the stress-strain curves, though elastic properties will 
be determined from all available data points. An example series of stress-strain 
curves for the 1200 monomer DETA system at various points in cure are pre-
sented in Figure 3.17.  
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Figure 3.17. Stress-strain curves for a uniaxial tension test at a constant 
strain rate for a 1200 monomer DETA system during cure looking at (a) the 
elastic regime and (b) up to 100% elongation 
Looking only at the low strain regime in Figure 3.17(a), it is clear that the elastic 
behavior of these systems is nonlinear. In the overall stress-strain curve, in Fig-
ure 3.17(b), there is a clear maximum marking the onset of necking, where void 
nucleation is expected, as well as a second inflection around 30% strain indicat-
ing the onset of the drawing phase. The tensile limit seems to increase slightly as 
a function of cure, which will be explored in more detail later. The effect of sys-
tem size on the stress strain curve can be seen in Figure 3.18.  
 
Figure 3.18. Uniaxial tension stress-strain curves for systems of 480, 960, 
1200 and 2400 monomers at ~60% cure.  
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The systems compared in Figure 3.18 are all of the same functionality and as 
close to the same degree of cure as was available. Most obvious is the difference 
in the magnitude of the fluctuations in the stress as a function of strain. The larg-
est system, 2400 monomers, results in a much cleaner stress-strain curve, which 
is important for confidence in the accuracy of any subsequent analysis of the me-
chanical properties of the system.  
As noted above, the elastic regime of these simulations is distinctly nonlinear. Ac-
cordingly, the Young’s modulus is determined by taking the tangent at zero 
strain, evaluated based on a parabolic fit of the complete stress-strain data from 
0 to 5% strain. These moduli as a function of cure for various systems are pre-
sented in Figure 3.19. 
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Figure 3.19. Young’s modulus at 0% strain for (a) four different system sizes 
(b) different functionalities and (c) different stoichiometric mixing, indicat-
ing the resin-to-hardener ratios (d) comparison of linear fit quality of  
modulus versus curefor the system sizes presented 
In all cases, there is a slight increase with modulus as a function of cure. The ef-
fect of functionality, seen in Figure 3.19(b), continues to be negligible. Unexpect-
edly, there is also no obvious trend based on the stoichiometry of the system in 
Figure 3.19(c). While differences are expected, the amount of variance in the cal-
culation is larger than the variance between systems studied. System size does 
not affect the modulus specifically, but clearly impacts the reliability of the re-
sults, shown in Figure 3.19(d). Larger systems have smaller variance, as deter-
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mined from the R-value of a linear regression. It is important to note that even 
the smallest simulation presented here is larger than many published in the lit-
erature.  
To understand these relatively small shifts in Young’s modulus observed with in-
creasing network connectivity, we first examine the distribution of local stresses, 
focusing on the atom types associated with bonds added to the system during 
cure. Three atom types in particular were identified: the carbon from the epoxide 
ring that bonds to the nitrogen, the partially reacted terminal nitrogen, and any 
fully reacted nitrogen atom.  
 
Figure 3.20. The average per-atom stress for atom types associated with the 
formation of new network bonds (a) as a function of cure at 0% strain and 
(b) as a function of strain for various cures 
These stresses exhibit a similar distribution as shown earlier.  We therefore give 
an average value for the stress of each atom type. As the reaction-relaxation proc-
ess progresses, the average stress on atoms in network-forming bonds tends to-
wards zero.  During the uniaxial tensile test, there is a shift in the average per-
atom stress, particularly evident for the carbon in the epoxide resin that has been 
bonded to the amine. This indicates that some fraction of the load is being trans-
ported through the network. However, within the elastic regime, there is no visi-
ble trend in the per-atom stress as a function of strain. To further clarify the 
mechanism of deformation, the length of the resin and hardener repeat units are 
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tracked as a function of strain. In the case of the aliphatic amine, the terminal N 
groups are used to determine the length, while the epoxide monomer is measured 
from the carbons at the point of the original oxirane rings. The distribution of 
monomer lengths as a function of strain is presented in Figure 3.21. 
 
Figure 3.21. The distribution of monomer lengths at various values of strain 
for (a) DGEBF and (b) DETA in the 1200 monomer DETA system at 61% 
cure. 
Neither species shows a significant shift in repeat unit length as strain is applied 
to the system, as the curves for up to 40% strain are directly on top of one an-
other, with no shifting towards higher lengths. This implies that even for systems 
at 60% cure, entanglement is the dominant deformation mechanism. Looking be-
yond the initial elastic region, where only minimal differences were observed, the 
stress-strain curves for the uniaxial tension simulations show a cusp around 12% 
strain associated with the onset of necking, and a minimum at a strain between 
25% to 50%, indicating the start of the drawing phase. The tensile stress at the 
onset of necking was determined by finding the maximum stress below 20% 
strain, and taking the average stress for a 1% strain window around this point. 
While necking is unclear at the nanoscale due to periodic boundary conditions, a 
better term for this phase of highly localized deformation has not been found. 
The maximum of 20% strain was chosen to avoid the high stresses in the extreme 
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strain regime seen in some systems, while the stress averaging was done to avoid 
false deviations due to natural system fluctuations. Results as a function of cure 
are presented in Figure 3.22. 
 
Figure 3.22. Tensile stress at the onset of necking as a function of cure for 
system of (a) varying size, (b) varying functionality and (c) stoichiometry 
As the network develops, initially there is no significant change in the stress at 
the onset of necking, but after ~30% cure, there is a clear increase in the tensile 
strength of the network. As seen in previous metrics, a larger system size does not 
result in a change in properties, but instead improves the clarity of the results in 
Figure 3.22(a). The two different amines in Figure 3.22(b) continue to have very 
similar behavior. While there are only small differences between the different 
stoichiometries in Figure 3.22(c), the amine rich system seems to develop 
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strength more slowly than the amine-poor system, in agreement with previous 
connectivity results.  
The deformed structures at 20% and 100% strain for two different degrees of 
conversion in the 1200 monomer DETA system, are rendered in Figure 3.23. 
 
Figure 3.23. POVray rendering of the epoxy structure under ~20% strain 
and 100% strain for 13%cure and 60% cure and 50% strain 
The minimally cured and 60% cured systems show no major differences at 20% 
strain. However, there is evidence of bond rupturing and void formation at 100% 
strain in the highly cured system, while the 13% cure system continues to deform 
in a fashion that preserves a relatively uniform density distribution. While at the 
nanoscale, we can see molecules bridging these interior voids, after fracture, they 
will rapidly reconfigure to join the fracture surface, resulting in the expected con-
tinuum level failure.  
During plastic deformation, the nucleation and growth of voids is important to 
the prediction of fracture mechanics. To quantify the formation and growth of 
voids, the local mass density is calculated as a function of strain. To avoid errors 
due to hard cutoffs, a mass-conserving triquartic extrapolation is used for 
smoothing between cells.[97] Unlike a traditional Gaussian smoothing, the poly-
nomial extrapolation is defined such that is goes to zero at the edge of the range 
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of cells considered. The density is computed over five cells, assigning a fraction of 
each mass to the appropriate cell. Using a mass-density cutoff of 0.25 g/cm3 and 
a cell size of 2Å, the volume of voids in the system was then calculated, and pre-
sented as a function of strain in Figure 3.24.  
 
Figure 3.24. The total volume of voids in the system as a function of strain in 
the direction of the uniaxial tension. The legend indicates the degree of con-
version. 
The current cutoff and cell size shows 1-2% voids in the unstrained system. Use of 
smaller cells or cutoffs results in finding a high volume of voids in the fully dense 
system due to the point-mass definitions used in the calculation. In systems at 
relatively low degrees of cure, voids are fairly limited as the system behaves like a 
liquid. Above 40% cure, voids form more clearly, and grow consistently with 
strain. The liquid-like and gelled systems begin to diverge at 15-20% strain, which 
is where we see a maximum in the stress strain curve.  
To verify that the mechanical properties are not significantly influenced by the 
further relaxation of the system, the stress-strain curves are compared between 
two systems at the same degree of conversion after 50ps and 200ps of relaxation, 
in Figure 3.25. 
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Figure 3.25. The stress-strain curve for systems at 50% and 65% cure, after 
50ps and 500ps of relaxation 
There are some differences in the stress-strain curves for systems that have un-
dergone structural relaxation for 50 ps vs. 500 ps, particularly beyond 30% 
strain. However, the elastic regime seem largely unaffected. The Young’s moduli 
of the two systems of 50% and 65% cure were shifted by -0.5 and 0.6 GPA, re-
spectively. The system with a lower degree of cure is more susceptible to changes 
in the tensile strength at necking, which is somewhat expected as more substan-
tial geometric changes are possible. 
While the elastic properties of the system are only minimally changed by the 
growth of the network within the degrees of conversion achieved, the tensile 
strength of the epoxy is increased as a function of cure. The lack of any significant 
change in the repeat unit lengths as a function of strain indicates that below 60% 
cure, entanglement may remain the dominant deformation mechanism in a 
stoichiometrically balanced epoxy. Further relaxation of the structure within the 
reasonable confines of molecular dynamics simulations does not consistently af-
fect mechanical properties. A clear transition between liquid-like and gelled net-
work behavior could be seen by monitoring void formation.  
The two functionalities of amine have nearly identical performance across all me-
chanical metrics. As expected from the structural results, while the amine-rich 
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systems achieve a higher degree of cure, the development of stiffness and 
strength is somewhat delayed relative to other epoxide systems. While system 
size does not change the average elasticity or tensile strength as a function of 
cure, larger systems show smaller pressure fluctuations, which is critical to being 
able to confidentially interpret results.  
3.4. Summary and Conclusions 
We have examined the effect of system size, amine functionality, and stoichiome-
try on the structural and mechanical properties of a dynamically reacted bulk ep-
oxy network. We are able to demonstrate a method for polymerization of a highly 
crosslinked network that allows us to monitor properties as a function of con-
tinuous cure of a network.  
As expected, a volumetric shrinkage of ~1% is seen for all systems, accompanied 
by minor net tensile stresses. Network growth is tracked by calculating the mass-
average molecular weight, dispersity, and cumulative distribution of molecular 
weights. A number of small molecules are formed and then grow, before joining 
to form an infinite network. While systems with a surplus of amine hardener 
reach higher degrees of epoxide conversion, the formation of an infinite network 
is delayed. Examination of the renderings shows that steric hindrance prevents 
complete conversion. The DGEBF monomers are more likely to fail to react with 
the network unless there is a substantial surplus of hardener. However, while the 
conversion of epoxide is higher in the amine-rich case, the formation of an infi-
nite network and potential cross links is delayed compared to stoichiometrically 
balanced or amine-poor systems. System size and functionality has limited effects 
on any of the structural metrics considered. 
Both elastic and plastic mechanical properties are studied during network 
growth. The elastic properties are only minimally changed by the growth of the 
network within the degrees of conversion achieved; however, the tensile strength 
of the epoxy was increased as a function of cure. The lack of local stresses or 
monomer deformation indicates that entanglement between molecules domi-
 105 
 
nated the mechanics at the achieved degrees of cure. Further relaxation of the 
structure within the reasonable confines of molecular dynamics simulations did 
not consistently affect mechanical properties.  
Amine functionality also has no clear effect on the mechanical properties, as an-
ticipated from the structural results. Also, as expected from the characterization 
of network growth, amine-rich systems exhibit a delay in the development of 
strength. Increasing the system size does not alter the average mechanical prop-
erties as a function of cure, but showed more consistency, which is critical to be-
ing able to confidentially interpret results.  
Clearly, continued iterations to push to higher degrees of conversion are needed, 
possibly including exploring higher cutoff values. Moreover, to better understand 
the effect of functionality, it is clear that DETA and TETA are too similar. The ef-
fects of initial mixing on network growth were not explicitly explored in this 
study, but would be off interest for future work. 
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Chapter 4. Interfaces between entangled 
polymers and ordered substrates 
4.0. Synopsis 
Planar interfaces between linear alkanes and FCC metal surfaces were con-
structed as a model system for studying interfaces between dissimilar materials. 
Several competing interactions at the interface are expected to contribute to the 
structural changes observed within the alkane region. To deconvolute these dif-
ferent interactions, a series of molecular dynamics simulations were performed 
with unconfined alkane on a metal substrate, varying the length of the alkane 
chain, the metal of the substrate, and for one combination, the interaction 
strength between the substrate and the polymer. Mechanical properties were de-
termined as a function of film thickness for nano-confined alkanes with a con-
stant chain length on a copper substrate. 
Although this is intended as a simple model system, we were able to observe a 
clear nanoscale interphase, with several interesting results. First, a power-law re-
lationship is seen between the interaction strength between the alkane and the 
substrate, and the density maximum, as well as the distance between the sub-
strate surface and the density maximum. Secondly, the radial distribution func-
tion of layers within the alkane show a shortening of the C-C pair distance near 
the interface, returning to the expected equilibrium value with increasing dis-
tance from the interface. Lastly, within the nanoscale interfacial region the 
Young’s modulus and the density are strongly correlated, with localized deforma-
tion occurring in the low-density regions. 
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4.1. Introduction 
Composite materials are becoming increasingly important to meeting evolving 
performance requirements in a variety of industries, including automotive, aero-
space and defense. Polymer matrix composites in particular have a high 
strength:weight ratio, as well as good toughness, which make them a strong al-
ternative for metal components in many situations. However, designing compos-
ite components is more challenging than traditional metal parts, due to the more 
complex processing options, and the directional nature of mechanical properties. 
These inhomogeneties occur on several length scales, which further complicates 
predictions of failure. These length scales of interest extend from structural com-
ponents to the micron scale fibers, down to the interfacial variations at the 
nanoscale. Finite element analysis is typically used to model the bahvior at con-
tinuum length scales, but the atomistic structures at the nanoscale have more 
discrete behavior. First principles calculations, such as density functional theory, 
typically can only model fewer than a thousand atoms, making it typically sub-
nanoscale. However, molecular dynamics simulations are particularly well-suited 
to examination of structures at this smallest length scale, typically studying sys-
tems in the tens of nanometers.  
While common polymer matrix composites are based on cross-linked materials, 
we want to examine a simpler model system. Linear alkane chains are among the 
simplest polymers, with only single bonds between carbon and hydrogen. There 
is some prior work on similar simple systems, though simulations of simple hy-
drocarbon-metal interfaces have primarily focused on single chemisorbed mole-
cules or monolayers, with an emphasis on thiols.[1-8] However, single molecule 
or monolayer conformations do not reflect the more complex structure of the in-
terfacial region, or the extent of the effect of the substrate. 
Thicker layers and coatings have been studied for primarily chemisorbed species, 
where reactions occur between the polymer and the substrate.[9,10] Prior studies 
of alkanes physiosorbed on a crystalline substrate have shown interesting density 
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variations perpendicular to the substrate, but have used fixed or flat walls.[11-13] 
Most studies have been done with either significant coarse-graining, small-
molecule systems or perfectly smooth walls. Substrate-induced structural fea-
tures, such as molecular layering near the interface have also been reported in 
other polymer phases.[14-16] Scheidler and co-authors treated such layering ef-
fects near a smooth wall as a problem, and added a term to energetically favor a 
constant density profile.  
Experimental efforts to characterize the interphase in thin polymer films are 
based on several techniques. As in the simulation literature, monolayers are fre-
quently studied as a first approximation and there is an extensive body of work 
studying monolayer films, particularly in the context of self-assembly.[17] How-
ever, prior work has shown that the interphase can extend well beyond this first 
deposition layer, though there is significant debate over the actual extent.[18-31] 
In the study of thin films, grazing incidence small angle x-ray scattering (GI-
SAXS) can be a powerful tool, but the complexity of the analytical solutions have 
somewhat limited the application of this technique.[32-34] More commonly, 
changes in the glass transition as a function of film thickness or probe depth have 
been used as a proxy structural measurement.[35-42] The dependence of Tg on 
the film thickness was first demonstrated in polystyrene, but has since been ob-
served in a variety of other polymer systems.  
Mechanical models of the interphase have primarily been developed using 
macro- to microscale experimental data.[11,18-22,24-31,43,44] This was pro-
posed as a mechanism to explain the deviations in elastic behavior in the trans-
verse direction from the predictions of the rule of mixtures, more formally called 
the Reuss and Voight bounds.[21-23,26] Experimental characterization of these 
local mechanical properties is as challenging or more so than the structural char-
acterization of the same regions.[45,46] A number of models to describe the con-
tinuum level mechanics have been developed over recent decades, typically focus-
ing on fracture behavior, but also considering the elastic properties.[18-21,23,25-
31] The interphase region is typically considered inhomogenous, with mechanical 
 116 
 
properties varying as a function of the thickness, assuming constant isotropic be-
havior in the bulk matrix and reinforcement materials. At the nanoscale, the in-
terphase is a more discrete phenomenon. Models have largely been driven by sur-
face interactions and chain immobilization, particularly in entanglement-
dominated mechanics[22]. 
We first examine the structural variations associated with metal substrate, alkane 
chain length, and interfacial interaction strength for an unconfined film. The me-
chanical properties were explored as function of layer thickness, focusing on a 
single chain length and substrate for a nano-confined laminate system.  
4.2. Computational Methods  
All simulations were performed with the LAMMPS molecular dynamics code.[47] 
Initial alkane chain geometries were generated with the Polymer Modeler tool 
from nanohub.org.[48] Force field parameters for the alkane chains are based on 
the OPLS-AA force field.[49] Metal-metal interactions are modeled with the Em-
bedded Atom Method (EAM) potentials incorporated in the LAMMPS distribu-
tion.[50,51] Alkane-metal interaction parameters are determined by geometric 
mixing rules defined in Equation 4.1, using LJ 12-6 parameters specifically opti-
mized for FCC metal surfaces. [52] 
Table 4.1 Lennard Jones 12-6 Parameters for All Species 
Species ε  (kcal/mol) σ  (Å) Lattice Parameter (Å) 
Ni 5.65 2.532 3.52 
Cu 4.72 2.616 3.61 
Ag 4.56 2.955 4.08 
Pb 2.93 3.565 4.95 
Calkane  0.065975 3.50 -- 
Halkane 0.030007 2.50 -- 
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Eq. 4.1. Geometric mixing rules for Lennard-Jones potentials 
Unconfined alkane-metal interfaces were generated with 800 linear alkane 
chains with lengths of n=10, 20 and 40 with each of the four metals listed in Ta-
ble 3.1. A target thickness of 60Å was assigned for n=10 and a thickness of 80Å 
for n=20 and 40. Periodic boundary conditions were removed from the z direc-
tion of the polymer structures  and energetically minimized. The x and y parame-
ters are slowly deformed to match a multiple of the substrate lattice parameter. 
The metal slab was then inserted in the xy plane, with a minimum thickness of 6 
unit cells.  
External opposing forces of 2x10-5 eV/Å  were applied in the z direction to force 
the layers in to contact over 10ps. After effective physisorbtion, this force was re-
moved and structures were further equilibrated for 15ps under constant volume-
temperature conditions at 600K. The structure was then cooled to 300K over 
25ps, equilibrated under NVT conditions for a further 25ps and finally relaxed 
under NVE conditions for 25ps.  
In addition to the previous 15 configurations, 4 additional systems were con-
structed, varying the interaction strength between a silver surface and n-alkane 
with n=20 throughout the simulation. Values of σ were held constant, while ε 
values of 1/8, ¼, ½ and 2 times the geometric mixing value were sampled. At-
tempts at 4 times the geometric mixing strength did not run to completion. 
Nano-confined structures were generated by randomly orienting linear alkane 
chains at very low density. The number of alkane chains in the system was varied, 
with a constant chain length of n=20. A copper substrate was chosen.  All simula-
tions used similar interfacial areas of 86.6Å by 86.6Å (7504Å2). This fully peri-
odic structure is compressed perpendicular to the metal surface, at elevated tem-
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peratures for 60ps under NPT. The free vacuum generated by the initial conden-
sation was then eliminated by re-fitting the simulation box to the actual atomic 
positions. The box was then deformed under constant pressure to the final target 
thickness over 10 ps, and equilibrated under NVE conditions for 20 ps. The 
thicknesses of each are shown in Table 4.2. The structure was further relaxed 
with 10 MPa of pressure applied in the z direction for 500 ps. This final structure 
was then used for tensile analysis. For comparison, bulk systems of 800 chains 
with fully periodic boundary conditions were also prepared, using hydrostatic 
pressure instead of directional compressions.  
 
Table 4.2. Thickness of the nanoconfined alkane layers based on the number of 
chains 
Number of 
Chains 
Alkane Thickness 
400 24.2 
600 36.4 
800 49.3 
1000 62.0 
 
A number of methods have been considered for quantifying the structural varia-
tions observed with the introduction of an interface. Most obviously, the density 
profile perpendicular to the substrate is examined. Further quantities examined 
include the bulk pair correlation function, the 2-D pair correlational function 
taken in slices parallel to the substrate, end-to-end chain vectors, and intermo-
lecular spacing. Some traditional metrics, such as radius of gyration, are also in-
cluded for comparison. 
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4.3. Results and Discussion 
The presence of an interface has an immediate and obvious influence on the 
structure of the alkane layer. This can be seen in Figure 4.1, where distinct can be 
identified based on the oscillations in the density profiles.  Peak densities de-
crease with increasing distance from the alkane-metal interface and eventually 
reach bulk levels.  For comparison, the density profile of a bulk alkane system is 
shown in Fig. 4.1b.  
 
Figure 4.1. Density profiles within the alkane are superimposed on VMD 
rendered structures for a chain length n=20, for (a) an unconfined alkane 
layer on a Ni substrate and (b) a bulk alkane system. 
The alkane layer immediately adjacent to the nickel substrate has a density nearly 
5 times the bulk density of the alkane layer. In both cases, local variations can be 
seen, but in the presence of a metal substrate, distinct layers appear, continuing 
to over 1 nm from the substrate surface before the local density approaches the 
average of the bulk system. Qualitatively, the low-density regions can be seen in 
the rendering of the structure. A detailed examination of the density profile is 
presented in Figure 4.2, comparing the different substrates, chains lengths, and 
metal-alkane adhesive interaction strengths. 
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Figure 4.2. Mass density profiles for (a) the four metal substrates and chain 
length n=20, (b) three chains lengths on the Ag substrate and (c) variable 
interaction strength between n=20 chains and Ag. Insets provide a magni-
fied view of the first 10Å 
Figure 4.2(a) shows the density profiles for each of the four FCC metal substrates, 
as well as a periodic n=20 system included as a reference. The four metal sub-
strates show comparable overall behavior, but a closer examination of the first 
two dense layers belies the differences. The lattice parameters of Ni and Cu are 
very similar (3.52Å and 3.61Å, respectively), but the Ni substrate has a larger 
value for interaction strength, and hence a stronger interaction between the al-
kane and the substrate. Conversely, Cu and Ag have different lattice parameters 
(3.61Å and 4.08Å), but similar interaction strengths. The distance between the 
substrate and the first density peak is nearly identical for Ni and Cu, indicating a 
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dependence on lattice parameter over small differences in interaction strength. 
Lead, which has the largest lattice parameter and weakest interaction strength, 
has the lowest maximum density, as well as the greatest distance between the 
substrate and the maximum density. The shoulder visible for the other substrates 
is also not seen in the broader lead peak.  
In Figure 4.2(b), the three alkane chain lengths are shown. There is little differ-
ence in the profile of the two shortest chain lengths, n=10 and n=20. However, 
the longest chain length examined, n=40, begins to show a decrease in the maxi-
mum density, and an increase of the distances of the density maxima from the 
interface. It is expected that this would continue at higher chain lengths. Figure 
2(c) shows more extreme variations in the adhesive interaction strength, altering 
the alkane-metal adhesive interaction strength by a factor of two between sys-
tems. The maximum density shows a dramatic decrease with decreasing interac-
tion strength, as well as an increasing distance from the substrate. The shoulder 
also gradually disappears with decreasing interaction strength, indicating that is 
an adhesion affect, rather than originating with substrate geometry.  
In the nanoconfined simulation, the same layering behavior is seen at both inter-
faces. The extent of the structural interphase is similar in all cases, seen in Figure 
4.3. 
 
Figure 4.3. Density profiles for various thickness of alkane showing (a) the 
complete density profiles and (b) the first 25Å 
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All of the nanoconfined structures show the expected symmetry in Figure 4.3(a), 
but more importantly, show very similar density behavior in the first 8Å in Figure 
4.3(b), which corresponds to approximately two layers. The central region of the 
thickest system, with 1000 alkane chains exhibits density fluctuations on the or-
der of those observed for the bulk alkane system. However, in the case of the 
thinnest slabs, the density profile fails to approach bulk behavior in the symmet-
rically confined systems. This is most obvious when looking at the 400 chain 
case, shown in blue, where we see six distinct density layers through the alkane 
thickness. The next larger system is ~8Å thicker, and also still shows oscillations 
in the density profile throughout its thickness. The remaining systems all seem to 
reach bulk density behavior at least briefly in the center of the layer.  
The maximum density is quantified for the various substrate and interaction 
strength configurations, and summarized in Figure 4.4. 
 
Figure 4.4. The dependence of the maximum slice density on (a) lattice pa-
rameter (blue) and interaction strength (red) for n=20 on the four FCC met-
als and (b) log2 interaction strength scaling.  
The lattice parameter, shown in Figure 4.4(a), demonstrates a strong inverse 
trend with maximum density, while no clear trend is observed based on the dif-
ferences in the adhesive interaction strength using geometric mixing rules. Over a 
larger range of adhesive interaction strength, covered in a parametric study, a 
power law behavior is observed, as seen in Figure 4.4(b). However, even doubling 
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the interaction strength between silver and the alkane did not result in as high of 
a maximum density as seen for the nickel substrate. This indicates a geometric 
origin, as the interaction strength between Ni and C from geometric mixing is 
0.19kcal/mol, and the interaction strength between Ag and C is 0.18 kcal/mol.  
To look more closely at the nature of these alkane structures, we first examine the 
pair correlation function for those atoms in center of the alkane layer, such that 
the cutoff of the distribution remains within the polymer phase. This is done to 
avoid normalization errors due to finite edge effects. Only carbon-carbon pairs 
are included, allowing us to compare only the structure of the alkane layers with-
out interference from the innate ordering of the metal. The pair correlation func-
tions, presented in Figure 4.5, shows a distinct difference between the free sur-
face systems and a bulk alkane system.  
 
Figure 4.5. Pair correlation function for alkane elements in the center of the 
layer on the four substrates compared to the same method applied to a bulk 
sample (black). 
The pair correlation function for bulk alkane is shown in black, whereas those for 
the various metal substrates represented using different colors. However, there is 
no clear differentiation between the different substrates. Relative to the bulk al-
kane system, peaks associated with the second- and, even more so, the third-
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nearest neighbor C-C pair distance in the layered structures are shifted, indicat-
ing a definite change in the chain conformations. There is also some broadening 
of this peak, which hints at broader distribution of local structures. This likely re-
lates to the higher density of the alkanes in the presence of a substrate.  
The layers were examined more closely by taking essentially a two-dimensional 
pair correlation function of finite slices at different distances from the interface.  
This by projecting The positions of the atoms within a slice are projected onto a 
plane parallel to the interface, and the pair correlation function is calculated us-
ing the distances between the projected positions in two dimensions. The loca-
tions of these slices relative to the interface and their respective distribution func-
tions are shown in Figure 4.6 for an unconfined alkane layer with a chain length 
of n =20 on a silver substrate. 
 
Figure 4.6. Slices of 2Å are taken parallel to the substrate surface and pro-
jected onto a plane. The 2D pair correlation function of the C-C pairs are 
shown for the first three layers of n=20 on a silver substrate, an equivalently 
sized slice in the “bulk” region and periodic n=20 as compared to the re-
spective density profiles.  
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Compared to the three-dimensional pair correlation function focused on the cen-
ter of the film (Figure 4.5), in two dimensions near the interface, the C-C pair dis-
tance appears to be shortened relative to the bulk.  This, however, is likely only an 
artifact due to the projection scheme, which eliminates some of the distance be-
tween atoms if they are located at different vertical positions.  This slant is also 
manifest in asymmetric tail of the peaks towards short distances.  For the second 
and third carbon neighbor shells describing alkane near the substrate the shift is 
more pronounced, and the fact that is physically meaningful is corroborated by 
the three-dimensional pair correlation functions.  In addition, the structure of the 
interfacial layers shows a higher degree of order.  In the first layer adjacent to the 
substrate, peaks are clearly discernable as far out as 5.5A, compared to 3Å in bulk 
alkane.  As distance from the substrate increases, the pair-correlation gradually 
approaches to the bulk alkane behavior.   
In an effort to better understand the nature of these dense layers, we visually ex-
amine the polymer layer nearest the interface. Figure 4.7 shows the profile views, 
indicating where the cross-sections are taken, (a and c) and renderings of the 
cross-sections for a n=20 chain on silver(b), and a bulk n=20 system (d).  
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Figure 4.7. Rendering of the layering behavior showing (a) profile view of an 
n=20 chain length alkane on silver, (b) cross section view rendering only the 
atoms indicated in the profile, (c) profile view of a bulk periodic n=20 al-
kane and (d) corresponding cross-sectional view for bulk periodic alkane. 
 
The alkane repeat units in contact with the surface, as seen in Figure 4.7(b), tend 
to be fairly closely packed, which in turn instills a higher degree of order than an 
entirely random would exhibit, and which is in agreement with the additional 
peaks seen in the pair correlation function at the surface. Also a significant por-
tion of each chain is contained within the layer, indicating the chain tends to lie 
on the surface, a consequence of the attractive forces and the loss of orientational 
degrees of freedom due to the one-sided confinement. In contrast, a slice of the 
same thickness taken from a bulk alkane system, seen in Figure 4.7(d), contains 
randomly oriented small segments with no obvious domain formation.  
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To characterize the spacing between chains physisorbed onto the surface ob-
served in Figure 4.7(b), the median value of the nearest neighbor carbon-carbon 
distance is determined, considering only for those pairs that belong to different 
chains. These results are presented in Figure 4.8.  
 
     
 
Figure 4.8. Median spacing between chain backbones for (a) various sub-
strates and (b) varying interaction strength with (c) superimposing the sub-
strate and interaction strength results.  
As shown Figure 4.8(a) in blue, the median chain spacing has a close to linear 
dependence on the lattice parameter, but is not particularly sensitive to small 
changes in interaction strength, shown in red. This is particularly evident com-
paring the Ag and Cu substrate, which have similar interaction strengths, but dif-
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ferent lattice parameters, resulting in the jump seen in the interaction strength 
trend. This is inverse from the trends previously seen for the maximum density, 
which is intuitively logical. The error bars indicate one standard deviation from 
the average value.  
In Figure 4.8(b), the spacing between carbon chains follows an inverse power law 
dependence with the interaction strength, again, reciprocal to the previously ob-
served trend in the maximum density. While the smallest chain spacing is associ-
ated with the nickel substrate (lattice parameter of 3.52Å), changing the interac-
tion strength between silver and the alkane results in a much wider range of spac-
ings, a range of 0.4Å instead of 0.11Å. This shows that the interaction strength for 
an arbitrarily chosen substrate lattice spacing can supersede the order created 
due to the lattice spacing at realistically chosen interaction strengths. This can be 
further seen in Figure 4.8(c), where both sets of data are presented as a function 
of the interaction strength.  
Again examining the renderings of the first layer in Figure 4.7(b), it is clear that a 
significant portion of the alkane chain is in contact with the substrate, but not al-
ways the entire chain. To quantify this, the number of backbone carbon atoms 
within the first layer (as determined by the density profile) are counted for each 
partially physisorbed chain. For comparison, in bulk alkane, slices of a thickness 
equivalent to that of the directly absorbed alkane layer are taken and the number 
of repeat units contained in that layer are counted and averaged. Results for the 
number of alkane chains with the number of units given by the abscissa in con-
tact for variable substrates, polymer chain lengths and interaction strength are 
presented in Figure 4.9. 
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Figure 4.9. Number of polymer units in contact with the substrate for (a) 
various lattices and chain length n=20, (b) various chain lengths on Ag sub-
strate, (c) variable interaction strength for chain length n=20 and Ag sub-
strate, and (d) summary of interaction strength dependency on the number 
of congruent chains 
Comparing first the bulk system and the four metal substrates in the Figure 
4.9(a), while there is a difference between systems with and without a substrate, 
differences between substrate types are at best within the range of the statistical 
variance. In bulk alkane, the histogram of polymer units belonging to a given 
chain within a slice of contact layer thickness shows a skewed distribution, with 
only a few backbone atoms lying within a slice. The n=20 systems deposited on a 
metal substrate show a distinctly bimodal trend: chains either are fully adsorbed, 
or follow a distribution with a maximum around 10 mer units. For any substrate 
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type, the number of chains that are completely in contact with the surface consti-
tute the largest population. However, the population of chains with 19 units in 
contact is almost nonexistent, indicating that once chains have a significant frac-
tion in contact with the surface, chains are drawn to the surface to be in complete 
contact. This behavior is more pronounced for shorter chain lengths, as shown in 
Figure 4.9(b). Shorter chains are the most likely to be fully adsorbed, with the 
distribution flattening out as chain length increases. In all the chain lengths stud-
ied, it is most likely that the chain will be fully in contact, rather than only par-
tially within the contact layer. However, it is expected that this trend would not 
be the case much beyond n=40, as full chains in contact are only slightly more 
probable in the n=40 chain length case. Looking at the number of polymer units 
in contact as a function of interaction strength, plotted in Figure 4.9(c), we see 
the same bimodal distribution as observed for the different substrates. Examin-
ing the trend between interaction strength and number of chains in complete 
contact in Figure 4.9(d), we observe a linear-log2 trend, as seen previously in the 
maximum density behavior. No obvious trend in distribution or maximum num-
ber of chains in contact is observed as a function of lattice parameter. 
The vector from one end of the carbon backbone to the other is determined to 
quantify the orientation of individual alkane chains. The angle between the sur-
face plane and this vector for each chain is calculated, and compared. As the 
chains have no particular head or tail, the absolute value of this angle was used, 
resulting in a range of angles from 0 and 90 degrees. For the random vectors and 
bulk alkane systems, the angle to the xy plane normal is taken, though there is no 
substrate. The results of these calculations are presented in Figure 4.10. 
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Figure 4.10. The distribution of angles between the end-to-end vector and 
the substrate compared to a system of 800 random vectors for (a) different 
substrate lattices, (b) different chain lengths for periodic and silver sub-
strate systems and (c)variable interaction strengths of n=20 on a silver sub-
strate.  
Figure 4.10(a) shows that most probable chain orientation is altered by the pres-
ence of a substrate. Compared to the random vectors, there is an increased num-
ber of chains between 0-20˚ to the surface, but the frequency is not strongly af-
fected by lattice type. These low-angle orientations are largely accounted for by 
the chains in the near-surface layers. Interestingly, the bulk alkanes are also non-
randomly oriented relative to the xy plane, showing significant deviation from 
the randomly generated vector set. Notably, chains are more likely to be parallel 
 132 
 
or perpendicular to one another, with fewer chains at angles between 20-60˚,	  which	  would	  be	  the	  expected	  most	  probable	  angle	  from	  the	  random	  vectors. 
Figure 4.10(b) shows the effect of chain length for both the bulk systems and the 
silver substrate systems. Shorter chain lengths are the most likely to lie parallel to 
the surface. Longer chain lengths show a secondary peak at 15-20˚, which corre-
lates with chains bridging multiple layers. This can be qualitatively seen in Figure 
4.11. The effect of changes in substrate-alkane interaction strength are shown in 
Figure 4.10(c), where increasing the strength primarily affects the number of 
parallel chains, which again, are largely accounted for in the contact layer.  
 
Figure 4.11. A variety of chain conformations seen in n=40 alkane on a silver 
substrate showing different layer-bridging behaviors and bulk chain con-
formations. 
In Figure 4.11, chain 1 is typical of the region of the alkane with bulk density. Ac-
counting for most of the barely physisorbed and high-angle chains, one which is 
mostly perpendicular to the substrate is shown as chain 3. Chains 2, 4, and 6 are 
all examples of different conformations with end-to-end vectors parallel or near 
parallel to the surface, with different fractions of the backbone in contact with the 
substrate surface. Chain 5 exhibits a hybrid behavior, half physisorbed and half 
perpendicular to the substrate.  
Some models of the mechanics of the nanoscale interphase have attributed its 
stiffening to immobility and a difference in the radius of gyration at the inter-
face.[22] The radius of gyration is determined for all alkane chains in the nano-
confined systems, and averages are taken for slices in the xy-plane. These aver-
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ages are superimposed on the raw data for the first 30Å above the substrate, pre-
sented in Figure 4.12. 
 
Figure 4.12. The average radius of gyration of alkane chains as a function of 
distance from the substrate surface. All values are shown as points, with 
binned averages presented as lines. 
There are no obvious changes in radius of gyration as a function of position. At 
best, the chains closest to the surface might have a minutely smaller average Rg, 
but the magnitude of the difference is on par with the fluctuations throughout the 
system. It has also been argued that the interphase region thickness is roughly 
equivalent to Rg, but as shown previously, we see a clear layering behavior out to 
at least 2 Rg. 
Mechanical properties were only determined for the nano-confined laminate sys-
tems with variable thickness, in order to identify the elastic response of the poly-
mer near the interface. Uniaxial tension was applied at a constant strain rate per-
pendicular to the substrate surface, while maintaining the two perpendicular di-
mensions of the system constant. The stress-strain curves for each alkane thick-
ness and a system of periodic alkane chains are presented in Figure 4.13. 
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Figure 4.13. Stress strain curves for 4 different thickness of alkane on a Cu 
substrate and a periodic alkane system As expected, the modulus increases 
In general, the thinnest layers show the greatest stiffness. This is expected, as the 
absolute thickness of the substrate was held constant, rather than the ratio be-
tween the two layers. The elastic moduli as a function of layer thickness are de-
termined as the slope of the stress vs. strain curves at zero stress, using a para-
bolic fit to the region of the curve between 0.0 and 0.05 strain. To predict the 
composite strength, a simple linear spring series model for the rule of mixtures is 
used, given by Equation 4.2. 
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Eq. 4.2. Linear spring series rule of mixtures 
Where E is the Young’s modulus and t is the thickness of the respective layers. 
Results are presented in Figure 4.14, compared to the expected modulus values 
according to Equation 4.2.   
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Figure 4.14. Elastic moduli for different layer thicknesses from simulation 
compared to the modulus expected from a simple rule of mixtures. The bulk 
alkane is placed at 300Å for comparison. 
The net elastic modulus is highest in the thinnest layer, and decreases with in-
creasing alkane thickness. However, the increased elastic modulus is well in ex-
cess of what would be predicted by of the relative thickness and modulus of the 
copper layer, and the modulus determined from the bulk alkane. As the layer 
thickness increases, the measured and predicted value seem to converge. 
As discussed in the introduction, a number of models have been proposed for the 
interphase region. [11,19-22,24-31,43,44] One common description of the elastic 
modulus is to use a exponential scaling factor that varies with thickness, given in 
Equation 4.3. 
 
Eq. 4.3 Exponential scaling factor modulus 
where E0 and β are constants empirically determined from the geometry and 
stiffness of a series of samples and x is the distance from the interface. At the 
nanoscale, the local properties such as density do not vary monotonously, but in-
stead oscillate due to a markedly layered structure. It is expected that density 
strongly affects mechanical behavior, particularly given the system’s stiffness de-
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pends on entanglements and intermolecular interactions. If we recall the 2-D pair 
correlation functions at different positions along the layer thickness in Figure 6, 
the interchain separation increases with distance from the substrate, scaling in-
versely with the density.  
Molecular dynamics simulations allow us to consider the stress and strain behav-
ior in the two components of the composite system separately in a way that can-
not be done in experiment. Stress-strain curves are calculated from the sum of 
the directional pressure on each atom. By only including the hydrogen and car-
bon atoms, we can determine a partial stress-strain curves for the same tensile 
tests. The curves showing only the alkane layer stresses and strain are presented 
in Figure 4.15 for the four layer thicknesses. 
 
Figure 4.15. (a)Stress-strain curves derived from the alkane portion of the 
nanoconfined laminate and (b) updated modulus values 
Unexpectedly, the curves are almost identical, with a Young’s modulus of around 
3.6 GPa for each of the four thicknesses. This is 5 times the modulus of the bulk 
alkane system. However, the density of these nanoconfined systems is higher 
than the bulk density (1.02g/cm3), and nearly the same for all four systems. 
Moreover, the alkane in the nanoconfined system is laterally confined by the 
stiffness of the copper, restricting the available deformation directions. To better 
understand the deformation behavior, the density profiles of the thickest and 
thinnest nanoconfined layers (62Å and 26Å, respectively) were monitored during 
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strain. The complete profile is presented in Figure 4.16(a), with a closer examina-
tion of deformation near the substrate in Figure 4.16(b).  
 
Figure 4.16. Comparing the density change for unstrained, and two different 
amounts of strain between the 400 chain and 1000 chain systems for (a) the 
complete region and (b) near the substrate. Line color is lightened as strain 
is increased.  
The z axis in each system is set such that the bottom of the alkane layer defines 
zero, and both systems are shown for the undeformed state, and the 2Å and 4Å 
deformed states. The complete density profile shows that deformation is occur-
ring fairly uniformly through the sample. Looking more closely at the first 20Å in 
Figure 16(b), the first two layers barely deformed, and are almost identical be-
tween the two systems. At approximately 10% strain, the 400 chain system starts 
to show some deformation near the surface, with a broadening of the gap be-
tween the first two layers.  In general, the deformation seems to affect the lower 
density regions of the sample, i.e., the middle. In the thinner sample under con-
stant strain, this results in a larger deformation of a smaller region, while the de-
formation in the thicker sample is more uniformly distributed across a wider re-
gion.   
Based on these observations, while ordering continues beyond the initial density 
fluctuations, an interphase model for the nanoscale in entangled polymers should 
be based on the density of the system. In this case, because all alkane layers have 
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the same net density, there is no difference in the modulus of the overall region.  
It is likely that sufficient thickness to leave the interphase region was not 
achieved in this study. Future work may explore the more localized modulus of 
each density layer within the alkane structure. However, it is evident even in this 
simple model system that the nanoscale interphase is a complex phenomenon.  
4.4. Summary and conclusions 
The introduction of an ordered substrate results in local heterogeneity within the 
amorphous polymer. The density profile was shown to be informative in describ-
ing the extent of the interphase region, while more traditional metrics, such as 
radius of gyration, were less informative. A method for examining the local pair 
correlations of layers was presented, showing a gradual shift in the ordering be-
havior of the system as a function of distance from the substrate 
A closer examination of the structure of the alkane near the surface was per-
formed. The lattice parameter of the substrate was shown to inversely correlate to 
the maximum alkane density, while being almost linearly correlated to interchain 
spacing in the surface layer. Increasing the interaction strength beyond the rules 
of geometric mixing, resulted in log2 correlation between the interaction strength 
and maximum density, with the inverse trend seen for interchain spacing.  While 
some expected differences were observed between chain lengths, their trends in 
densification and ordering were similar across all alkanes studied.  
The effect of alkane layer thickness was tested for four systems, using a common 
chain length and substrate. The elastic moduli were well above the expected val-
ues predicted from the bulk Cu and alkane moduli. Moreover, the stress-strain 
curves for only the alkane atoms of the system showed little difference as a func-
tion of thickness, but a universally higher modulus and density than that of the 
bulk periodic alkane system.  
This simple model system has helped to identify metrics of interest for studying 
the interphase and interphase mechanics, as well as eludicated the role of the 
substrate on the structural characteristics of adjacent disordered materials. It is 
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clear that studying thicker alkane layers could help clarify the nanoscale inter-
phase, as true bulk behavior is not reached in samples under 60Å thick.  
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Chapter 5.  Interfaces between glassy 
polymers and ordered substrates 
5.0. Synopsis 
A planar interface within an epoxy and carbon composite was simulated using 
molecular dynamics simulations, varying the thickness of the epoxy layer and the 
hardener resin chemistry of the epoxy. A common epoxy resin, diglycidal ether of 
bisphenol F (DGEBF) and two simple amine hardeners, diethylenetriamine 
(DETA) and triethylenetetramine (TETA) were used as precursors. Graphene lay-
ers were used to simulate the surface of an unsized PAN-based fiber. Epoxy net-
works were generated while confined between graphene layers using a dynamic 
reaction algorithm previously implemented for bulk epoxy systems. 
A denser packing was seen in the epoxy adjacent to the graphene structure, which 
shows a tendency to form more ordered structures in this region of the epoxy. 
The overall shrinkage and network growth behavior as a function of cure was 
similar to the periodic bulk epoxy, with greater inconsistency in the density 
achieved during initial compression of the monomeric liquids. The percolation of 
an infinite cluster was somewhat delayed relative to a periodic bulk epoxy, but 
surprisingly unaffected by the thickness of the epoxy layer. The density of new 
network bonds does not track the local mass density, indicating that the interfa-
cial structures hinder reactions at the substrate surface.  
Mechanical properties were calculated from uniaxial tension tests perpendicular 
to the substrate. Only slight increases in the elastic moduli are seen with cure, 
though there are clear differences between the layers, as expected. The tensile
 144 
 
 strength shows a more obvious increase with cure, and also increases with de-
creasing layer thickness. Voids are identified by calculating the local mass den-
sityon a mesh. Nucleation of voids appears to be fairly even throughout the epoxy 
layer thickness, starting at ~10% strain, with growth and coalescence of the voids 
occurring mostly in the middle of the epoxy layers, rather than as expected at the 
graphene surface. Overall void growth behavior is insensitive to degree of cure or 
thickness. Glass transition at various degrees of cure was calculated, but no clear 
trends emerged. However, structures that had been effectively annealed in the 
process of determining the glass transition temperature show a nearly uniform 
decrease in both stiffness and tensile strength. 
5.1. Introduction 
In the automotive and defense industries, there has been a clear push in recent 
years to reduce vehicle weight and improve fuel economy as a response to new 
NHSTA regulations and the needs of the battlefield.[1,2] Fiber reinforced poly-
mer matrix composites (FPMCs), such as epoxy/carbon fiber, are a strong candi-
date for many of these applications, with a high strength-to-weight ratio and 
good toughness. However, our ability to model these materials is complicated by 
non-homogenous behavior at every length scale. Prior experimental work in the 
Kieffer group has shown that the longitudinal modulus of epoxy resin within 
5 µm of the reinforcing fiber differs from the modulus of the bulk material by 
~4.5%.[3-5] While this change may seem small, it is significant.  For example, to 
induce such a stiffness change via strain hardening would require a strain three 
times larger than the failure strain.  Identifying the underlying cause of this be-
havior is therefore critical to accurate prediction of failure of composite compo-
nents. 
There are two major precursors for carbon fibers, which result in different sur-
face textures. Pitch-based fibers tend to be highly non-uniform with rough sur-
faces and no particular graphene sheet orientation. Fibers formed with polyacry-
lonitrile (PAN), have a more uniform surface made of graphene sheets wrapped 
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around a more disordered core. [6] Myriad efforts to improve the strength of 
FPMCs have focused on modifying the fiber surface to improve adhesion between 
the fiber and the matrix [7-23] Strategies include oxidation of the carbon surface, 
modifying surface roughness, and use of sizing chemicals to bind with both the 
fiber and the polymer matrix. However, as the primary goal of this study is to in-
vestigate the effect of an ordered substrate on the matrix material; chemical reac-
tions between the matrix and the fiber are beyond the current scope.  
Simulations of the interface between epoxy and various reinforcement materials 
have been undertaken previously, with carbon nanotubes, graphene, alumina and 
copper being the most frequently chosen substrate or nanoparticle materials.[23-
52] In many cases, the system size is quite small, under 100 monomers. It is un-
reported in a surprisingly large number of papers. Some prior work has explored 
the effect of sizing on the adhesion of monomers, or thin layers. [27,30,52,53] 
However, this was often only for the monomer, rather than looking at network 
formation. Fan et. al. did build corss-linked networks within Materials Studio, 
but used limited system sizes (to the extent these were even specified). The larg-
est networks with an interface were published by Yang et. al., studying a No-
volac/bisphenol A network on a Cu substrate with no sizing.[42,48] The simula-
tion of large-scale network formation on a sized substrate has not been published 
to date, to the best of our knowledge.  
The majority of published epoxy simulations, as discussed in Chapter 3, involve 
aromatic amine hardeners, such as 4,4’-diaminodiphenyl sulfone (DDS), includ-
ing the studies of interfacial behavior.[7-9,11,13,15-17,20,21,54-60] As previously 
studied in the bulk system, we use two different resin-hardener systems, namely, 
the single-chain aliphatic amines triethylenetetramine (TETA) and diethylene-
triamine (DETA). These amines have a lower degree of shrinkage upon cure, 
making them desirable in many manufacturing scenarios sensitive to dimen-
sional tolerance and residual strains. As in the bulk epoxy study discussed in 
Chapter Three, we are interested in the effects of system size and functionality. 
For the laminate structures, system size equates to thickness of the composite 
 146 
 
layers, keeping the cross-sectional area constant across all systems. Functionality 
effects were investigated for a single system size.   
5.2. Computational Methods 
As in the previous bulk studies of epoxy network formation, one epoxide mono-
mer, diglycidal ether of bisphenol F (DGEBF), and two aliphatic amines, diethyl-
enetriamine (DETA) and triethylenetetramine (TETA) were chosen as the resin 
and hardeners. These monomer structures are shown in Figure 5.1. 
 
Figure 5.1. Monomers used are (a) diglycidal ether of bisphenol F (DGEBF), 
(b) diethylenetriamine (DETA) and (c) triethylenetetramine (TETA) 
To study the interface between an epoxy matrix and a carbon fiber surface, a sim-
ple periodic laminate system was generated. Seven graphene layers were used to 
approximate the near-surface region of a PAN-type fiber, providing sufficient 
thickness to prevent false periodic interactions between the epoxy layers. The 
same cross section of 25 nm2 was used for all simulations, and the amount of 
graphene kept constant, resulting in varying matrix to reinforcement ratios. In-
creasing the amount of epoxy in the system therefore increased the thickness of 
the matrix layer. The amount of graphene was chosen to avoid periodic self-
interaction of the epoxy, as well as to avoid significant warping of the graphene 
sheets. To create the system, a large simulation box was created containing the 
graphene slab. Epoxide and amine monomers were randomly inserted in the vac-
uum layer above the substrate at an artificially low density. 
Simulations were prepared for three system sizes: 595 monomers, ~1200 mono-
mers, and 1785 monomers, which correspond to epoxy layer thicknesses of 70Å, 
165Å and 240Å, respectively. The effect of amine functionality is explored to the 
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intermediate size only. The OPLS-AA potential is used to describe all interac-
tions, with all parameters listed in Appendix A. As graphene is an aromatic sp2 
carbon, no additional terms are required to describe the interactions between the 
substrate and the polymer matrix, given that aromatic carbon is already included 
as part of the DGEBF molecule. Sizing agents and chemical reactions between the 
matrix and fiber are beyond the current scope.  
A somewhat complex procedure is required in order to condense the system 
enough to achieve experimental densities without creating residual stresses. This 
structure was energetically minimized using to the steepest descent algorithm. At 
a temperature of 1000 K, the box was rescaled in the free dimension (perpendicu-
lar to the interfaces) over 50 ps to 60-75% of the initial dimension, depending on 
the system size. A compressive pressure of 100 atm was then applied to the same 
dimension for a further 50 ps. The system was cooled under pressure over 250 
ps, and the pressure gradually reduced to atmospheric pressure at room tempera-
ture over an additional 250 ps. Finally, the whole system was allowed to relax 
under constant pressure conditions at room temperature and atmospheric pres-
sure over 250 ps. The total densification procedure takes 850ps, but all steps are 
important to creating a void-free structure with no significant stresses at the tar-
get density. This is verified by monitoring the per-atom virial stress, neglecting 
the kinetic energy term, which is defined according to Eq. 5.1: 
  
Eq. 5.1 Per-atom virial stress 
where a and b are the respective x, y or z directions to generate the six compo-
nents of the tensor, r is the position of the atom, and F is the respective force as 
defined by the coefficients and functions of the particular force field.[61,62] A 
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more detailed discussion of the force field has been presented previously during 
the discussion of the bulk epoxy system. All parameters are given in Appendix A, 
Tables 2-5. Units are in MPa*Å3, as the definition of the volume of an atom is 
ambiguous at best. The per-atom stress distributions before densification, after 
compression, and after relaxation are presented in Figure 5.2.  
 
Figure 5.2. Per-atom stress distributions before densification, after com-
pression, after cooling, after decompression and after relaxation 
The low-density monomer structure, as generated, has a narrow stress distribu-
tion centered near zero. During densification, excess compressive stresses are 
generated, which are then mostly relieved during the cooling and decompression 
process. However, the final differences between the decompression and relaxa-
tion stage highlight the need for this final phase of the densification procedure.  
The network growth of the epoxy matrix is simulated via a cut-off based algo-
rithm, with an additional penalty term to account for the differing reactivities of 
the primary and secondary amine groups.[63,64] A detailed discussion of this al-
gorithm is presented in Chapter 3. The requisite topology modifications for each 
new link are detailed in Appendix C. As part of these updates, the partial charges 
must also be updated, given the large polarity shift associated with the conversion 
of the oxygen in the epoxide ring to a hydroxyl group. Partial charges for all 
 149 
 
monomers, reacted dimers, and the second reaction of the terminal amine were 
calculated with Gaussian 09, using the HF/6-31G(d) exchange correlation func-
tional. Reacted structures were first relaxed using MD simulations to reduce con-
vergence time. Results showed that the changes in partial charge are restricted to 
atoms within 4 neighboring sites of the newly formed bond, so that only those at-
oms are modified. Comparison between the magnitude of change in the DETA 
and TETA partial charges upon reaction showed little difference, allowing us to 
use the same charge transfer rules for either hardener. The complete information 
for partial charges and changes thereof is described in Appendix B.  
Mechanical properties were determined by a simple uniaxial tension test, with 
deformation perpendicular to the graphene substrate under constant pressure 
and a strain rate of 10-5/fs. Stresses are determined according to the virial stress 
definition given in Eq. 1, summed over all atoms and normalized with respect to 
the system volume.  While experiments often measure the interlaminar shear 
stress, we are primarily interested in the response of a possible interphase, rather 
than adhesion between the substrate and matrix. The uniaxial tension test more 
directly probes this change in the matrix. From the stress-strain curves generated 
by these tests, we examine both elastic and plastic behaviors. 
5.3. Results and Discussion 
The structure and mechanical properties of carbon-epoxy laminates were calcu-
lated during the cure process for three epoxy layer thicknesses, comparing two 
amine hardeners. Network growth, local stresses and structural heterogeneity are 
monitored and compared to previous results for a periodic bulk system. To study 
the elastic and plastic deformation behavior, uniaxial strain is applied in the di-
rection normal to the interfaces. 
Structure During Network Growth 
The presence of an ordered substrate has been shown to affect the structure of 
amorphous materials. As described in the previous chapter, an ordered metallic 
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substrate causes n-alkane chains to pack with a pronounced density layering in 
the vicinity of the surface. A similar effect is observed at the carbon-epoxy inter-
face, shown in Figure 5.3.  
 
Figure 5.3. Mass density profiles for three laminate thicknesses and bulk 
epoxy superimposed on a rendered epoxy laminate structure to demon-
strate the layering behavior  
While the effect is less pronounced in epoxy than in the simple hydrocarbon case, 
there is still a clear layering effect in the mass density, with the maximum density 
nearly double that of the bulk regime. Based on this density profile, there are two 
clear peaks, within the first ~10Å of the interfacial region before density oscilla-
tions dissipate into a constant bulk density level. Fluctuations in density thereaf-
ter are of a similar magnitude as those observed in a bulk polymer grown with 
periodic boundary conditions in all three dimensions.   
The atoms within the first, maximum-density layer adjacent to the substrate are 
rendered in Figure 5.4, and compared to a rendering of the atoms in a slice of the 
same thickness, taken from the middle of the epoxy phase, where it has returned 
to the bulk density behavior. Bonds between atoms contained within the slice are 
also rendered for clarity. 
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Figure 5.4. (a) The graphene surface and atoms within the first density layer 
and (b) an equivalently thick slice of a bulk periodic epoxy are rendered us-
ing POVray. Colors are assigned as follows: graphite (light gray), N (yellow), 
C (light blue), O (red), unreacted oxirane C (light green), reacted oxirane C 
(dark green), H (white).  
The surface layer shows monomers lying predominately in the plane parallel to 
the graphite surface, while the orientation in the middle of the layer is expectedly 
more random. There is also some apparent clustering that could be indicative of a 
tendency for domain formation, but the available cross-sections are insufficient 
for statistically justifiable analysis. Due to the rigid nature of the DGEBF mono-
mer and the fact that the two phenyl rings are not parallel to each other, the con-
formation with the substrate is limited. There are no visible differences in the 
structure of the first layer as a function of epoxy layer thickness or functionality. 
Some changes in the local structure are expected in addition to the changes in 
density near the interface. The pair correlation function is used to describe the 
interatomic spacings, normalized to the average number density of the system. 
However, in the case of a free surface, or lamellar structure, this normalization 
factor is ill defined when the integration sphere surpasses the system boundaries. 
Instead, to analyze the behavior of the full epoxy layer,  we calculate the bulk pair 
correlation function using only those atoms in the middle of the layer as centers, 
but use all atoms as potential neighbors.  
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In addition to analyzing the entire epoxy region, individual density layers are 
analyzed with a projected slice 2Å thick, taken parallel to the substrate surface, 
and normalized according to the density only of that slice. By projecting the at-
oms from a three-dimensional slice onto a two-dimensional plane, some smear-
ing, particularly of short distance pairs, is expected. The pair correlation func-
tions taken of the highest density layers, as well as an arbitrary section in the 
middle of the epoxy layer are compared to the overall pair correlation function of 
the epoxy layer in Figure 5.5. 
 
Figure 5.5. Projected [air correlation taken for 2.5Å thick slices at various 
points in the epoxy layer as indicated on the density profile and compared to 
the net epoxy layer, and a periodic bulk epoxy system  
Looking at the pcf for the layer nearest the graphene surface, there is a significant 
increase in the magnitude of the peak at 1.4Å compared to those for the layers at 
5Å or 11Å from the substrate. This layer also shows much sharper peaks for the 
second-neighbor distances between 2-2.5Å. Some small peaks propagate 
throughout. Due to the projection method, the peaks associated with hydrogen, 
such as 0.9Å (C-H), tend to be smeared. Other than this effect, the peaks begin to 
approach the behavior of bulk epoxy (determined for a system without substrate 
and subject to periodic boundary conditions in three dimensions) as the distance 
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from the substrate increases. Interestingly, the pair correlation function for the 
full epoxy layer in the composite structure is strongly influenced by the ordering 
behavior near the substrate though it is a small fraction of the total volume.  
Matrix shrinkage during cure is a major concern in process design of composite 
materials. Density was tracked throughout the curing of the epoxy matrix for 
each system, and is presented in Figure 5.6. 
 
Figure 5.6. Density during cure of the laminate systems for all layer thick-
ness and functionalities, compared to the density in a bulk periodic epoxy. 
Several systems show a substantial increase in density compared to that of their 
initial configuration: these are not indicative of a fundamental shrinkage behav-
ior, but the initial configuration densification was incomplete at the start of the 
reaction. The data is shown here to demonstrate that, despite the incomplete 
equilibration at the start, the polymerization procedure we employ yields unique 
results.  For two thirds of all systems investigated, the initial configurations have 
the expected densities. As a function of the degree of cure, their densities exhibit 
a shallow minimum around 20% cure, and then compact to slightly above their 
initial density. These density evolutions are on par with the ones seen in the bulk 
periodic epoxy case, indicating no change in overall shrinkage due to the intro-
duction of an interface.  The different densities of the three system sizes are at-
tributed to the differing relative amounts of epoxy located close to the interface 
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with graphite: the thinner the layer, the more epoxy is affected by the interface, 
and the denser is the polymer structure.   
In addition to shrinkage, we are concerned with the development of stresses as a 
function of the cure process. Using the per-atom stress definition previously dis-
cussed, the distribution of stresses as a function of conversion is presented in 
Figure 5.7.  
 
Figure 5.7. Distribution of per-atom stresses (a)at various degrees of cure in 
a 165Å thick epoxy layer and (b) by species at 12% cure and (c) by species at 
60% cure 
For the bulk system, as seen previously, the peak per-atom stress value shifts to-
wards a net tensile stress with increasing degree of cure.  In comparison, there is 
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no change in the overall peak position for the epoxy sandwiched between two 
graphite surfaces, as seen in Figure 5.7(a).  However, the overall distribution 
seems to broaden slightly. Note that this per-atom stress distribution includes the 
ones acting within the graphene sheets.  Since the majority of aromatic carbon is 
located in the graphene slabs, which do not undergo any reactions, the stress ex-
perienced by this type of carbon, peaking at zero) remains unaffected by the de-
gree of conversion. This is inferred from the species breakdown at 12% and 60% 
cure, shown in Figure 5.7(b) and 5.7(c), respectively. While the overall distribu-
tions do not show the same shifts seen in the bulk epoxy, the stresses for the 
backbone species are consistent with cure, as well as the prior results for the pe-
riodic bulk epoxy, indicating the difference in the overall per-atom stress behav-
ior is largely due to the influence of the graphene carbon. 
One of the common metrics for monitoring the growth of polymer networks is 
average molecular weight, particularly the mass-average molecular weight. To 
monitor the variation of molecular weight, the dispersity, which is the ratio be-
tween the mass-average and number-average molecular weights, was also calcu-
lated. Results for both are presented as a function of cure in Figure 5.8.  
 
Figure 5.8. (a) Mass-average molecular weight and (b) dispersity as a func-
tion of cure for the difference thickness and functionality combinations of 
carbon-epoxy laminates 
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The mass-average molecular weight for the epoxy component as a function of 
cure was calculated for each system and is presented in Figure 5.8(a). As previ-
ously observed for the bulk epoxy systems, there are minor differences related to 
amine functionality, as is expected from the different masses of the two amine 
species used. The thickness of the system has no obvious influence on the net-
work growth, and the network grows almost identically to a bulk system of the 
same chemistry. There is significantly more variation in the dispersity behavior, 
shown in 8(b). It is important to note that our dispersity values are unphysically 
high, due to errors associated with the statistics of small samples. Accordingly, 
the different system sizes have understandable differences in the maximum dis-
persity, as the fraction and size of the small clusters remains similar, but the 
maximum cluster size increases. The thinnest epoxy layer is the last to form an 
inifite cluster, indicated by the sudden uptick in the dispersity.  The onset of per-
colation of the infinite cluster is similar to that in bulk epoxy, or very slightly de-
layed, as is expected by the effectively reduced dimensionality of the system.  
To better understand the changes in molecular weight qualitatively, network de-
velopment can be visualized by showing only reacted monomers, seen for a 165Å 
DETA system in Figure 5.9(a-c). The inverse can also be done, showing only the 
unreacted monomers in the system in Figure 5.9(d-f).  
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Figure 5.9. Rendering of the 160Å DETA epoxy system, showing (a-c) only 
the molecules which have joined the network, colored by molecule size (red: 
small, blue:large) and (d-f) the unreacted monomers (red: DGEBF, blue: 
DETA) at (a,d) 12% cure, (b,e) 55.5% cure and (c,f) 60.7% cure. 
 
At the earliest stages of cure, a number of smaller clusters are formed, but as seen 
in Figure 5.9(a), the molecules at the surface are frequently not incorporated in 
the network. This is still evident in the rendering of the network at higher degrees 
of conversion, where gaps are visible, and by the number of unreacted monomers 
present at the surface even at higher degrees of cure. By 60% cure, in Figure 
5.9(c), a continuous molecule spans the entire thickness of the slab, although sev-
eral larger clusters remain unincorporated. Looking instead at the unreacted 
monomers, the resin and hardener seem evenly mixed in early phases, i.e., Figure 
5.9(d). As cure progresses, there is a clear cluster of the DGEBF monomers on the 
graphite surface. Generally we observe that polyfunctional DETA monomers in-
corporate more rapidly into the network than the bifunctional epoxy resin, in 
agreement with previous quantitative analysis of the bulk epoxy. 
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The location of new network bonds through the epoxy thickness was also quanti-
tatively monitored. Both the average density and fraction of epoxy rings in a 
given slice that have reacted are presented in Figure 5.10. 
 
Figure 5.10. (a) the number of reacted sites through the thickness of the ep-
oxy layer (b) normalized by the density of all epoxide sites in the layer and 
(c) number of reactive sites 
While the number of reacted sites is fairly evenly distributed through the epoxy 
layer, the fraction of sites in a given layer that have reacted shows evidence of 
steric hindrance for functional groups near the interface as they react with a 
lower probability than throughout the remainder of the layer. New network 
bonds are formed throughout the layer, rather than nucleating at a particular 
point, as is expected with our polymerization procedure. It is possible that the 
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addition of an autocatalytic term would change this behavior, which could dra-
matically affect the network growth behavior and mimic the effects of exothermic 
behavior seen experimentally. In addition to potential steric hindrance due to the 
presence of a substrate, demixing of the reaction partners may be an issue, as 
qualitatively observed in Figure 5.9(d-f). 
Layering at the interface between the epoxy matrix and the fiber is observed, and 
some degree of ordering of epoxy in these layers is evident from visual inspection 
and the pair correlation function. Network stresses developed during cure were 
not noticeable due to the stress contributions of graphene substrate. Network 
growth as monitored by mass-average molecular weight and dispersity was sur-
prisingly unaffected by the thickness of the epoxy layer, though the percolation of 
the infinite cluster was delayed compared to the periodic bulk epoxy network. 
Most interestingly, bonds did not form proportionally to local density immedi-
ately adjacent to interfaces, indicating steric hindrance effects in the higher den-
sity interfacial regions.  
Mechanical Properties 
Laminate composite materials are used in a wide variety of high-performance ap-
plications, such as racecars and fighter planes. As such, understanding of the me-
chanical properties is critical to effective design. The interface between carbon 
and epoxy, as well as the interfacial region of the epoxy matrix have been studied 
at various length scales. In order to focus on the effects of these structures on the 
mechanical properties, the properties in uniaxial tension, rather than in shear are 
analyzed. A series of uniaxial tensile tests under constant pressure conditions at a 
strain rate of 107/s were performed for the different thicknesses and as a function 
of the degree of cure. Stress-strain curves are generated by taking the sum of the 
per-atom stresses in the direction of interest, and normalizing with respect to the 
volume of the simulation box. These curves at various degrees of conversion of 
the 165Å thick DETA epoxy layer are presented in Figure 5.11. 
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Figure 5.11. Stress-strain curves for various stages of cure in the 165Å thick 
DETA only system, showing (a) the elastic deformation region and (b) the 
extended strain region 
From Figure 5.11(a), it is clear that within the range of conversion tested, elastic 
deformation is characterized by a fairly consistent non-linear stress-strain rela-
tionship. Note that the absolute amplitude of the stress fluctuations is compara-
ble to those we observed for a bulk epoxy, the overall stress higher and therefore, 
the relative fluctuations are smaller. Beyond the elastic regime, as shown in Fig-
ure 5.12(b), the stress maximum occurs around 20% cure, which would be typi-
cally considered the onset of necking. An inflection at around 40% strain is asso-
ciated with the drawing phase. As network growth progresses, the stress at the 
onset of necking, i.e., the tensile strength, increases. The effect of system size on 
the stress-strain curve is shown in Figure 5.13. 
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Figure 5.13. Stress-strain curves for each of the three thickness of epoxy 
layer at ~60% cure 
As expected, the thinner the epoxy layer, the greater its tensile strength. A con-
stant thickness of graphene was used, rather than a constant fraction, accounting 
for much of the difference between thicknesses. In all cases, the transition from 
elastic to plastic deformation seems consistent. In order to quantify the elastic 
behavior as a function of cure, the Young’s moduli were calculated by taking the 
0% strain slope of a parabolic fit of the 0-10% strain region. Results are presented 
in Figure 5.14. 
 
Figure 5.14. Elastic moduli as a function of cure determined from the 0% 
strain tangent of a parabolic fit of the stress-strain data. 
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As previously seen in bulk epoxy, there is only a trivial change in stiffness as a 
function of cure, of the same magnitude as the observed variations. The thinnest 
epoxy layer, with the highest graphene-to-epoxy ratio is the stiffest. However, the 
differences between the three system sizes are less than would be expected by a 
simple serial spring model for composite elasticity, given the high stiffness of 
graphene even in the transverse direction.  There is no clear trend with regard to 
the amine functionality; all three systems behave very similarly. 
The tensile strength was determined to describe the changes in deformation be-
havior due to network growth,. The maximum stress was found, and an average 
taken over a 0.1% strain region to minimize erroneous effects due to pressure 
fluctuations. These results are presented for the three thicknesses and different 
amine functionalities in Figure 5.15.  
 
Figure 5.15. Tensile stress at the onset of necking as a function of cure. 
The tensile strength is unexpectedly high in the uncured state in all systems. After 
an initial drop off, the tensile strength gradually increases with cure. Again, the 
thinnest system has the highest strength, but the amount of variability in the 
modulus values may be obscuring any differences between system sizes in the 
rate of strengthening with cure Differences between the three functionalities are 
within the range of noise, and require additional simulations to fully validate 
their significance or be disregarded.  
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During plastic deformation, the formation and growth of voids is expected, and 
indeed, critical to the prediction of fracture. The local mass density is calculated 
as a function of strain using a mass-conserving triquartic extrapolation for 
smoothing between cells, and avoid errors due to abrupt cutoffs, as described in 
Chapter 3. To qualitatively monitor void formation, the atomistic and bonded 
stucture is first rendered using the POVray graphics library. Voids are rendered 
using XCrysDen at an iso-density surface of 0.25 g/cm3. Results for 10%, 20% 
and 50% strain of a 165 Å thick epoxy layer are presented in Figure 5.16. 
 
Figure 5.16. Renderings of network under tension and void formation at 
10%, 20% and 50% strain  
Voids begin to nucleate at low strains (10% or less). These voids are generally well 
dispersed throughout the system. Around 20% strain, voids begin to grow and 
coalesce. At high strains, large voids have formed, and rupture is now evident in 
the rendering of the atomistic structure. Interestingly, despite the density mini-
mum beyond the compact first layer adhering to the substrate, shown in Figure 
5.3, void growth does not occur substantially in the region. The overall void 
growth behavior is characterized as a function of cure and system size in Figure 
5.17. 
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Figure 5.17. Net void volume fraction using 2Å cells and a density cutoff of 
0.25g/cm3 as a function of strain for (a) various cure stages of the 165Å ep-
oxy layer and (b) 60% cure of the three layer thicknesses.  
Unlike the bulk epoxy case, there is substantial void formation and growth even 
at low degrees of cure, due to cohesion of the epoxy layer. There are remarkably 
few differences between the different system sizes, as void nucleation typically 
begins near 10%, with a volumetric growth rate accelerating near 20% strain.  
In addition to tensile properties, the glass transition temperature as a function of 
the degree of cure was determined. The glass transition temperature is akin to a 
second-order phase transition, identifiable by a change in the rate of change in 
the volume with respect to temperature. Samples are heated from 300K to 425K 
over 60ps to ensure they are above the glass transition temperature, held at 425K 
for 10ps, and then cooled from 425K to 200K over 100ps. The system is then re-
turned to 300K over 10ps. The volume change of the system is monitored as a 
function of temperature, presented for various degrees of cure in Figure 5.18 (a) 
and (b).  
 165 
 
 
Figure 5.18. Volume change as a function of temperature for (a) 70Å thick 
and (b) 240Å thick epoxy, used to determine (c) glass transition tempera-
ture as a function of cure for three layer thicknesses. 
According to our simulations, there is no particularly sharp transition apparent in 
in volume as a function of temperature. The volume rate of change is generally 
larger at lower degrees of cure, but this trend is not consistent, particularly for 
the thinner epoxy layer. In order to determine the glass transition temperature, 
linear fits were taken from 200K-250K, and 400K-425K, and the glass transition 
temperature is identified by the intersection of the two lines. The results, shown 
in Figure 5.18(c), exhibit no consistent trend with cure or system size. This is not 
unexpected, as the changes in volumetric contraction are too subtle. 
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The systems studied for glass transition also provide an opportunity for a pre-
liminary analysis of annealing effects. The final structures of select systems that 
underwent the aforementioned thermal cycling were then used for the simulation 
of uniaxial tension testing. A comparison of the stress-strain curves with those for 
the as-cured samples is presented in Figure 5.19.  
 
Figure 5.19. Stress-strain curves pre- and post- thermal cycling for several 
cure points of the 70Å thick epoxy system 
The as-cured structures consistently reach higher applied stresses than the an-
nealed ones for equivalent degrees of cure, though no significant density changes 
are noted. Above 40% strain, there is more change in the curves at higher degrees 
of cure, indicating some changes in the entanglement of the network. To quantify 
the shifts in mechanical properties pre- and post thermal cycling, the Young’s 
moduli and tensile strength were determined. Results are presented in Figure 
5.20. 
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Figure 5.20. Comparing (a) Young’s moduli and (b) tensile strength of struc-
tures as-cured and after thermal annealing for 70Å and 165Å thick epoxy at 
several degrees of conversion  
Four different degrees of cure were tested for two different epoxy layer thick-
nesses. In nearly every case, the thermal cycle resulted in a notably reduced 
Young’s modulus, with one configuration largely unchanged. The tensile strength 
universally decreases by ~300 MPa. Further work in needed to understand the 
internal structural changes leading to this shift, as density is largely unchanged, 
and no visible buckling of the graphene sheets has occurred.  
While the stiffness was only slightly affected by cure, tensile strength increased 
noticeably with cure. As expected, layer thickness had a strong affect on the me-
chanical properties, as the ratio of epoxy and graphene in the system changes. 
Void nucleation and growth were monitored using a mass density meshing 
method. Renderings of the density isosurfaces show nucleation of voids through-
out the system, but coalescence and growth occurs largely towards the middle of 
the layer. While the glass transition temperature analysis is largely inconclusive, 
the structures generated by the requisite thermal cycling show that annealing of 
the as-cured structures results in a definite decrease in stiffness and tensile 
strength. Further investigation into the differences between the as-cured and 
post-annealed structures could be highly informative. 
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5.4. Conclusions 
Epoxy/carbon laminate structures were prepared to study the effects of amine 
functionality and epoxy thickness. The difference in amine functionality has 
minimal effect on the structure and mechanical properties of these systems. Ex-
ploration of longer aliphatic amines, or more complex aliphatic amines is sug-
gested for future work. 
Densification of the epoxy matrix adjacent to the graphene structure was ob-
served, which showed a tendency to form more ordered structures. While there 
were greater inconsistencies in the initial compression of the monomer liquids, 
overall, shrinkage and network growth was fairly consistent with prior results for 
the periodic bulk epoxy. The percolation of an infinite cluster was somewhat de-
layed, but surprisingly unaffected by the thickness of the epoxy layer. New net-
work bonds do not form proportionally to the local mass density, indicating that 
the more ordered structures near the substrate result in some steric hindrance.  
Mechanical properties were calculated from constant strain rate uniaxial tension 
tests perpendicular to the substrate. Stiffness increased only slightly with net-
work growth, though there are clear differences between different thicknesses of 
epoxy, as expected. Tensile strength shows a more obvious increase with cure, 
and also increases with decreasing layer thickness. A mass density mesh was cal-
culated to locate and quantify void formation. Nucleation of voids appeared to be 
fairly uniform, starting at ~10% strain. At higher strain, the growth and coales-
cence of the voids occurs mostly in the middle of the epoxy layers, rather than at 
the surface. Glass transition as a function of cure was calculated, but no clear 
trends emerged. However, in the process, the generated structures that had been 
effectively annealed show a nearly uniform decrease in both stiffness and tensile 
strength. Further investigation of the structural details is needed to better under-
stand this change.  
Overall, the method previously demonstrated for generating bulk epoxy networks 
was effectively applied to a laminate composite structure. System sizes larger 
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than the majority of the published literature were achieved. However, higher de-
grees of conversion need to be pursued. There also remain many other variables 
to explore, such as stoichiometry, sizing, surface roughness, and thermal cycling.  
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Chapter 6.  Conclusions and Future Work 
Throughout this thesis, we have investigated the importance of local heterogene-
ity and network structure in the structure-property relationship analysis of 
amorphous materials through atomistic simulations. Both inorganic and organic 
bulk amorphous systems are studied, as well as two different amorphous systems 
on ordered substrates.  
In silicate glasses, the clustering of network cations and the second-shell neigh-
borhood affect the vibrational modes and mechanical properties. Mean-field ri-
gidity theory is shown to be unable to account for mixed modifier effect in soda 
lime silicate glasses. Some evidence of non-random cation mixing is observed, 
with an observed tendency to form unlike cation pairs. Trends in simulated me-
chanical properties are generally in agreement with available experimental data. 
The IR spectra of these glasses are computed and analyzed. A Fourier Filtered 
Atomic Trajectory method to further understand the structural units responsible 
for specific vibrational behaviors is applied and presented. Results for peaks in 
the IR spectra of pure silica and sodium disilicate glasses agree well with prior 
experimental investigations. However, the shoulder observed at 960 cm-1, which 
is typically attributed to non-bridging oxygen, is shown to relate to an asymmet-
ric stretching of the Si-O-Si unit. Analysis of the speciation of the silica atoms is 
not directly conclusive, indicating a possible anharmonic behavior of the network 
leading to the development of this vibrational mode. 
Further investigation of the mixed modifier effect is needed to better understand 
the role of the cation in rigidity. Additionally, analysis of the relationships 
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between cations and ring buckling in soda lime silicates may offer insight into the 
bulk modulus behavior observed. The mixed network former effect, such as in 
sodium borosilicate glasses, is not discussed in this thesis, but preliminary work 
has been completed. This has been only minimally investigated in simulation, 
and no prior work in network theory of mixed oxides was found. The majority of 
commercial oxide glass compositions have complex chemistry, including multiple 
glass-forming elements.  
The structural and mechanical properties are studied for a dynamically reacted 
bulk epoxy network, demonstrating a polymerization method allowing us to 
monitor properties as a function of continuous growth of a network, including 
volumetric shrinkage and internal stresses. Network growth itself is monitored by 
tracking the molecular weight and corresponding statistics. For all combinations 
of system size, functionality, and mixing ratios, a number of small molecules are 
formed and then grow, before joining to form an infinite network. Systems with a 
surplus of amine hardener reach higher degrees of epoxide conversion, but the 
formation of an infinite network is delayed. Steric hindrance prevents complete 
conversion, with some smaller clusters trapped within the larger network. System 
size and functionality have limited effects on any of the structural metrics consid-
ered.  
The elastic properties are only minimally changed by the growth of the network 
within the degrees of conversion achieved. Tensile strength, however, increases 
as a function of cure. The lack of local stresses or monomer deformation indicates 
that entanglement between molecules dominates the mechanics at the achieved 
degrees of cure. Further relaxation of the structure within the reasonable con-
fines of molecular dynamics simulations does not consistently affect mechanical 
properties. Amine functionality also has no clear effect on the mechanical proper-
ties, as anticipated from the structural results. Increasing the system size does 
not alter the average mechanical properties as a function of cure, but improves 
the quality of results. 
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One area of interest for future work would be to explore the effects of initial mix-
ing on cure. It has been shown in the self-healing community that poor mixing of 
the resin and hardener agents leads to poor cure behavior. While no major differ-
ences were seen between DETA and TETA, a larger difference in amine function-
alities may still be of interest. Additional system sizes, both smaller and larger 
than those studied here, should be simulated to see if there is a clear threshold 
behavior, or a more general convergence. Higher degrees of conversion should be 
pursued in all cases.  
As a simple model system to understand interfaces between amorphous and or-
dered materials, a simple alkane film was placed on a metallic substrate. The in-
troduction of an ordered substrate creates a layered structure within the first 10 Å 
of the surface, shown by the density behavior, as well as pair correlation functions 
and monomer orientation. The ordering of the lattice is also shown to influence 
the structure of the alkane film near the interface, with lattice parameter shown 
to change spacing between alkanes on the surface. Difference in interfacial inter-
action strength between metal substrates shows little effect in most cases. How-
ever, altering the interaction strength independently, a log2 power law behavior is 
seen for the maximum density, as well as location of the maximum density layer.   
This structural change also affects the mechanical properties of the system. The 
elastic moduli of nanoconfined alkane systems are shown to be higher than the 
simple composite strength of the two material. However, computing the mechan-
ics properties of the alkane layers separately, layer thickness has no major effect 
on the elastic modulus. While alkane/metal interfaces are chosen as a simple 
model system, further investigation into longer alkane chain lengths, and differ-
ent surface orientations of metal would be valuable to answer some lingering 
questions. Investigations of polyethylene and non-monodisperse systems would 
be valuable. Based on experimental investigations of film thickness effects on the 
glass transition temperature, polystyrene would be interesting.  
Lastly, a series of epoxy/carbon laminate systems were investigated, comparing 
different epoxy layer thicknesses and amine functionality, using the same resin 
 177 
 
and hardeners previously explored. As seen in the alkane/metal composites, a 
dense layer is seen in the amorphous epoxy layer adjacent to the graphene sub-
strate. The overall cure and shrinkage behavior mimicks the bulk epoxy, though 
the percolation of an infinite cluster is delayed. However, network formation is 
largely unaffected by the thickness of the epoxy layer, though overall mechanical 
properties followed expected trends based on the epoxy to carbon ratio. During 
plastic deformation, nucleation of voids appeared to be well-distributed through 
the thickness, rather than localized at the substrate surface. Annealing of struc-
tures in the process of determining the glass transition temperature shows a 
nearly uniform decrease in both the elastic module and tensile strength, and 
should be explored further.  
There is still significant work to be done in order to improve these models, and 
bring them closer to the commercial carbon fiber composite systems. First and 
foremost, fiber surface oxidation and sizing agents need to be investigated. Oxi-
dation of graphene leads to the formation of oxirane structures, which could lead 
to more direct bonding between the substrate and the network.  Based on the re-
sults from the bulk epoxy, the effect of stoichiometry in laminate systems should 
be investigated. There is also a significant range of chemistry to be investigated, 
for different amine compounds, as well as different epoxide agents. Additionally, 
the interactions between epoxy and other fiber surfaces, such as E-glass or oxides 
like ZnO should be studied. Surface roughness, as would be expected in the 
cheaper pitch-based carbon fibers, should also be investigated. 
It is clear that the presented work has only begun to address the question of the 
nature of amorphous networks and the structural changes in amorphous materi-
als near an interface. Local heterogeneity is important in predicting nanoscale 
mechanics for all systems investigated. System size was also shown to be impor-
tant in convergences of mechanical properties derived from simulation of highly 
cross-linked network polymers.  
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Appendix A: Interaction parameters for all simulations 
Table A-1: FLX potential parameters for sodium-calcium-silicate and sodium-
borate-silicate glasses 
Element 
€ 
σ i (nm) 
€ 
ni 
€ 
zi  
€ 
qi∅ µ 
Na 0.1300 8 +1 +1 4.149 
Ca 0.1560 8 +2 +2 4.149 
Si 0.1010 8 +4 +4 4.149 
O 0.1430 8 -2 -2 5.803 
Pair 
€ 
Aij  (10-19 J) 
€ 
ρij  (nm-1) 
€ 
λij  (nm) 
€ 
ηij (nm) 
€ 
κ ij  (nm-1) 
 Na-Na 0.5327 35.00 0.0 0.0 35.00 
Na-Ca 0.2450 35.00 0.0 0.0 35.00 
Na-Si 0.1450 35.00 0.0 0.0 35.00 
Na-O 0.1977 35.00 0.0 0.0 35.00 
Ca-Ca 0.1900 20.44 0.0 0.0 20.44 
Ca-Si 0.1450 20.47 0.0 0.0 20.47 
Ca-O 0.4800 25.00 0.0 0.0 25.00 
Si-Si 0.1600 34.50 0.0 0.0 34.50 
Si-O 0.1400 38.70 2.6 3.2 38.70 
O-O 0.2500 19.50 0.0 0.0 19.50 
Charge Transfer 
€ 
δij  (e) 
€ 
a  (nm) 
€ 
b (nm-1) 
 0.2170 0.24 80 
Triplet 
€ 
γ ijk  (rad-2) 
€ 
θ  (rad) 
O-Si-O 0.1 1.91 
Si-O-Si 0.2 2.48 
 
Element 
€ 
σ i (nm) 
€ 
ni 
€ 
zi  
€ 
qi∅ µ 
Na 0.1300 8 +1 +1 4.149 
B      
Si 0.1010 8 +4 +4 4.149 
O 0.1430 8 -2 -2 5.803 
Pair 
€ 
Aij  (10-19 J) 
€ 
ρij  (nm-1) 
€ 
λij  (nm) 
€ 
ηij (nm) 
€ 
κ ij  (nm-1) 
 Na-Na 0.5327 35.00 0.0 0.0 35.00 
Na-B      
Na-Si 0.1450 35.00 0.0 0.0 35.00 
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Na-O 0.1977 35.00 0.0 0.0 35.00 
B-B      
B-Si      
B-O      
Si-Si 0.1600 34.50 0.0 0.0 34.50 
Si-O 0.1400 38.70 2.6 3.2 38.70 
O-O      
Charge Transfer 
€ 
δij  (e) 
€ 
a  (nm) 
€ 
b (nm-1) 
 0.2170 0.24 80 
Triplet 
€ 
γ ijk  (rad-2) 
€ 
θ  (rad) 
O-Si-O 0.1 1.91 
Si-O-Si 0.2 2.48 
O-B-O   
B-O-B   
B-O-Si   
 
Table A-2 Epoxy atom types and non-bonded interactions 
 
Atom Type ε(kcal/mol) σ(Å) q Reference 
C, aromatic 
(CAR) 
0.070 3.550  [2] 
CT, R2CH2 0.066 3.500  [2] 
CT, R3CH 0.066 3.500  [2] 
H, aromatic 
(HAR) 
0.030 2.420  [2] 
HC, alkane 0.030 2.500  [2] 
HC, CHnOR 0.030 2.500  [2] 
O, ester 0.170 3.000  [2] 
O, oxirane 0.170 3.120  [2] 
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CT, 1ary amine 0.066 3.500  [1] 
CT, 2ary amine 0.066 3.500  [1] 
CT, 3ary amine 0.066 3.500  [1] 
HN, 1ary amine 0.010 3.300  [1] 
HN, 2ary amine 0.010 3.300  [1] 
HC, amine 0.015 2.500  [1] 
N20 0.170 3.300  [1] 
N1 0.170 3.300  [1] 
N21 0.170 3.300  [1] 
N0 0.170 3.300  [1] 
CT, oxirane 0.066 3.500  [1] 
CT, post-reaction 0.066 3.500  [2] 
O, hydroxyl 0.170 3.120  [2] 
H, hydroxyl 0.010 3.000  [2] 
 
Table A-3 Harmonic bond parameters for epoxy interactions  
 
Bond Type k0(kcal/molÅ2) r0(Å) Reference 
Type 
As-
sign
men
t 
Car-Car 469.000 1.400 [5] 1 
Car-CT 634.000 1.510 [6] 2 
Car-Har 367.000 1.080 [5] 3 
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Car-O 900.000 1.364 [6] 4 
CT-CT 310.000 1.526 [2] 5 
CT-HC 331.000 1.090 [2] 6 
CT-O 214.000 1.327 [4] 7 
CT-Oepoxy 640.000 1.410 [6] 8 
CT-Ohydoxyl 640.000 1.410 [6] 9 
CT-N20 382.000 1.448 [1] 10 
CT-N21 382.000 1.448 [1] 11 
CT-N1 382.000 1.448 [1] 12 
CT-N0 382.000 1.448 [1] 13 
HN-N20 434.000 1.010 [1] 14 
HN-N21 434.000 1.010 [1] 15 
HN-N1 434.000 1.010 [1] 16 
HO-OH 1106.00 0.960 [6] 17 
N*-CTreacted 382.000 1.448 [1] 18 
 
Table A-4 Harmonic angle parameters for epoxy interactions  
 
Angle Type: 
k0(kcal/mol⋅°) 
θ0 (°) Reference Type Assign-
ment 
Car-Car-Car 63.000 120.000 [5] 1 
Car-Car-CT 140.00 120.000 [6] 2 
Car-Car-Har 35.000 120.000 [5] 3 
Car-Car-O 140.00 120.000 [6] 4 
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Car-CT-Car 80.000 109.500 [6] 5 
Car-CT-CT 126.00 114.000 [6] 6 
Car-Ct-HC 70.000 109.500 [6] 7 
Car-O-CT 83.000 116.900 [4] 8 
CT-CT-CT 40.000 109.500 [2] 9 
CT-CT-HC 35.000 109.500 [2] 10 
CT-CT-HC (amine) 37.500 110.700 [1] 11 
CT-CT-O 100.00 109.500 [6] 12 
CT-CT-Oepoxy 56.200 109.500 [6] 13 
CT-CT-Ohydroxyl 120.00 109.500 [6] 14 
CT-CT-N* 110.00 108.500 [1] 15 
CT-Oepoxy-CT 35.000 109.500 [1] 16 
CT-O-H 35.000 109.500 [1] 17 
CT-N*-HN 64.000 109.500 [1] 18 
CT-N*-CT 35.000 109.500 [6] 19 
HC-CT-O 33.000 107.800 [6] 20 
HC-CT-HC 43.600 106.400 [1] 21 
HC-CT-HC 
(amine) 
64.000 109.500 
[1] 
22 
HN-N*-HN 63.000 120.000 [1] 23 
N*-CT-HC 140.00 120.000 [1] 24 
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Table A-5 OPLS dihedral angle parameters for epoxy interactions  
Dihedral Types V1 (kcal/mol) V2 V3 V4 Reference 
C-C-N-C 2.392 -0.674 0.550 0.000 [2] 
C-N-C-C 0.416 -0.128 0.695 0.000 [1] 
N-C-C-N 4.684 -5.113 0.968 -0.540 [6] 
C-O-C-H 0.000 0.000 0.198 0.000 [3] 
C-C-C-OS 0.000 0.000 -0.553 0.000 [3] 
C-C-O-C -1.22 -0.126 0.422 0.000 [3] 
X-CA-C-X 0.000 0.000 0.000 0.000 [6] 
X-CA-CA-X 7.250 0.000 -7.250 0.000 [6] 
CA-CA-0-C 3.000 0.000 -3.000 0.000 [6] 
O-C-C-Oepoxy 2.159 -2.159 0.000 0.000 [6] 
O-C-C-C 0.687 0.139 0.500 -1.326 [6] 
H-C-C-O 0.234 0.702 0.000 -0.936 [6] 
H-C-O-H -0.106 0.916 0.174 -0.984 [6] 
H-C-CA-CA 0.2310 0.693 0.000 -0.924 [6] 
H-C-C-C 0.1500 0.450 0.000 -0.600 [6] 
H-C-N-H 0.2000 0.600 0.000 -0.800 [6] 
C-C-N-H -0.303 0.722 0.417 -0.836 [6] 
H-C-C-H 0.150 0.450 0.000 -0.600 [6] 
H-C-N-C 0.280 0.840 0.000 -1.120 [6] 
CA-O-C-H 0.380 1.140 0.000 -1.520 [6] 
C-C-C-N 0.797 -0.371 0.674 -1.100 [6] 
Ohydroxyl-C-C-N 4.000 -4.000 0.000 0.000 [6] 
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C-C-O-H -0.106 0.916 0.174 -0.984 [6] 
H-C-C-N 0.280 0.840 0.000 -1.120 [6] 
 
Table A-6 References for parameters used for epoxy interactions  
Reference Full Citation 
[1] Rizzo and Jorgenson, J Am Chem Soc V121 N20, 1999 
[2] Supplemental Jorgeson J Amer Chem Soc 1990  
[3] Price, Ostrovsky and Jorgenson, JCC 2001  
[4] Charifson, Hiskey, Pedersen JCC 1990  
[5] Jorgenson and McDonald, Theochem1998 pg 145-55 
[6]  Gromacs 4.5.5    
 
Table A-7 Non bonded LJ 12-6 interactions for n-alkane and FCC metals 
Species ε (kcal/mol) σ (Å) Lattice Parameter 
(Å) 
Ni 5.65 2.532 3.52 
Cu 4.72 2.616 3.61 
Ag 4.56 2.955 4.08 
Pb 2.93 3.565 4.95 
Calkane  0.065975 3.50 -- 
Halkane 0.030007 2.50 -- 
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Table A-8 Further interactions for n-alkane 
Interaction Style A B C D 
C-C bond Harmonic 41.82 1.54   
C-H bond Harmonic 42 1.09   
C-C-C angle Harmonic 40 109.5 
 
  
C-C-H angle Harmonic 35 109.5   
H-C-H angle Harmonic 35 109.5   
C-C-C-C dihe-
dral 
OPLS 1.41104 -0.271016 3.14504 0 
 
Table A-9 References for parameters used in alkane and FCC metal interactions 
Interaction Citation 
Alkane  Jorgensen, W. L. & Tirado-Rives, J. The OPLS potential functions 
for proteins. Energy minimizations for crystals of cyclic peptides 
and crambin. Journal of the American Chemical Society 110, 
1657-1666 (1988). 
FCC Metal LJ  Heinz, H., Vaia, R. A., Farmer, B. L. & Naik, R. R. Accurate Simu-
lation of Surfaces and Interfaces of Face-Centered Cubic Metals 
Using 12− 6 and 9− 6 Lennard-Jones Potentials. The Journal of 
Physical Chemistry C 112, 17281-17290 (2008). 
Ag, Ni and Cu 
EAM  
SM Foiles, Baskes, M. I. & Daw, M. S., 'Embedded-atom-method 
functions for the fcc metals Cu, Ag, Au, Ni, Pd, Pt and their alloys', 
Phys Rev B, 33, 7983 (1986) 
Pb EAM Becker, C. A. Atomistic simulations for engineering: Potentials 
and challenges. ASM Tools, Models, Databases and Simulation 
Tools Developed and Needed to Realize the Vision of ICME, 
(2011). 
Zhou, X. W., Johnson, R. A. & Wadley, H. N. G., 'Mistfit-energy-
increasing dislocations in vapor-deposited CoFe/NiFe multilay-
ers', Phys Rev B, 69, 144113 (2004) 
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Appendix B. Distribution and change of partial charges of mono-
mers, dimers and trimers 
 
Monomer Partial Charges 
 
 
Dimer Charges – Primary amine initial reaction 
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Dimer Charge Change: Primary Amine Initial Reaction 
 
 
Dimer Charges: Secondary Amine reaction 
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Dimer Charge Changes: Secondary Amine Reaction 
 
Trimer Charges: Primary Amine Final Reaction 
 
 
Trimer Charge Changes: Primary Amine Final Reaction 
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Appendix C: Rules governing topological updates upon reaction in 
DGEBF-aliphatic amine systems  
 
Primary Amine Initial Reaction 
 
 
Atoms Modified: 
Nrx -> N21,Crx -> CTR, Orx -> OH, Hrx -> HO 
 
Table C-1 Primary Amine Initial Reac-
tion Bonds 
Removed Added Modified: 
Crx- Orx Crx-Nrx C1-Orx 
Nrx-Hrx Orx-Hrx  
 
Table C-2 Primary Amine Initial Reac-
tion Angles 
Removed: Added: 
H1-Crx-Orx C1-Orx-Hrx 
H2-Crx-Orx C1-Crx-Nrx 
Crx-Orx-C1 Crx-Nrx-H3 
C1-Crx-Orx Crx-Nrx-C2 
C2-Nrx-Hrx *NRX-CRX-H1 
Hrx-Nrx-H3 *NRX-CRX-H2 
 
Table C-3 Primary Amine Initial Reac-
tion Dihedrals 
Removed: Added: 
H1-Crx-Orx-C1 Hrx-Orx-C1-C3 
H2-Crx-Orx-C1 Hrx-Orx-C1-H4 
H4-C1-Orx-Crx Hrx-Orx-C1-Crx 
C3-C1-Crx-Orx C3-C1-Crx-Nrx 
H4-C1-Crx-Orx H4-C1-Crx-Nrx 
C1-Orx-Crx-C1 Orx-C1-Crx-Nrx 
Crx-Orx-C1-C3 C1-Crx-Nrx-C2 
Hrx-Nrx-C2-H5 C1-Crx-Nrx-H3 
Hrx-Nrx-C2-H6 H1-Crx-Nrx-C2 
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Hrx-Nrx-C2-C4 H1-Crx-Nrx-H3 
 H2-Crx-Nrx-C2 
 H2-Crx-Nrx-H3 
 Crx-Nrx-C2-H5 
 Crx-Nrx-C2-H6 
 Crx-Nrx-C2-C4 
Table C-4 Primary Amine Initial Reaction Charges 
Atom ∆q  
H1 -0.0220 
H2 -0.0220 
H3 0.0180 
Hrx 0.1200 
H4 -0.0300 
H5 0.0000 
H6 0.0000 
Orx -0.1940 
Nrx 0.0800 
Crx -0.0700 
C1 0.0700 
C2 0.0150 
C3 0.0550 
C4 -0.0200 
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 Secondary Amine Reaction 
 
Atoms Modified: 
Nrx -> N21,Crx -> CTR, Orx -> OH, Hrx -> HO 
 
Table C-5 Secondary Amine Initial Re-
action Bonds 
Removed Added Modified: 
Crx- Orx Crx-Nrx C1-Orx 
Nrx-Hrx Orx-Hrx  
 
Table C-6 Secondary Amine Initial Re-
action Angles 
Removed: Added: 
H1-Crx-Orx C1-Orx-Hrx 
H2-Crx-Orx Nrx-Crx-H1 
C1-Orx-Crx Nrx-Crx-H2 
C1-Crx-Orx Crx-Nrx-C2 
Hrx-Nrx-C2 Crx-Nrx-C4 
C4-Nrx-Hrx C1-Crx-Nrx 
 
Table C-7  Secondary Amine Initial Re-
action Charge Transfer 
Atom ∆q:DETA ∆q: TETA ∆q Final 
H1 -0.0047 -0.0283 -0.0100 
H2 -0.0405 -0.0188 -0.0100 
H4 -0.0368 -0.0408 -0.0340 
H5 0.0126 0.016 0.0000 
H6 0-.0115 -0.0122 0.0000 
H7 0.0014 0.0262 0.0000 
H8 -0.0042 0.0556 0.0000 
Hrx 0.1255 0.1297 0.1280 
Nrx 0.1328 0.1066 0.1220 
Orx -0.1890 -0.1986 -0.1940 
Crx -0.053 -0.042 -0.0420 
C1 0.0795 0.0594 0.0700 
C2 -0.0243 -0.0370 -0.0300 
C3 0.008 0.024 0.0300 
C4 -0.0298 -0.045 -0.0300 
C5 0.0068 -0.0055 0.0000 
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C6 -0.0315 0.0115 0.0000 
 
Table C-8 Secondary Amine Initial Re-
action Dihedrals 
Removed: Added: 
H1-Crx-Orx-C1 Hrx-Orx-C1-C3 
H2-Crx-Orx-C1 Hrx-Orx-C1-H4 
H4-C1-Orx-Crx Hrx-Orx-C1-Crx 
C3-C1-Crx-Orx C3-C1-Crx-Nrx 
H4-C1-Crx-Orx H4-C1-Crx-Nrx 
C1-Orx-Crx-C1 Orx-C1-Crx-Nrx 
Crx-Orx-C1-C3 C1-Crx-Nrx-C2 
Hrx-Nrx-C2-H5 C1-Crx-Nrx-H3 
Hrx-Nrx-C2-H6 H1-Crx-Nrx-C2 
Hrx-Nrx-C4-H7 H1-Crx-Nrx-H3 
Hrx-Nrx-C4-H8 H2-Crx-Nrx-C2 
Hrx-Nrx-C2-C5 H2-Crx-Nrx-H3 
Hrx-Nrx-C4-C6 Crx-Nrx-C2-H5 
 Crx-Nrx-C4-C6 
 C1-Crx-Nrx-C4 
 H1-Crx-Nrx-C4 
 H2-Crx-Nrx-C4 
 C1-Crx-Nrx-C4 (duplicate) 
 C5-C2-Nrx-Crx 
 H7-C4-Nrx-Crx 
 H8-C4-Nrx-Crx 
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 Primary Amine Final Reaction (H3=Hrx2)
 
Atoms Modified: 
Nrx -> N21,Crx -> CTR, Orx -> OH, Hrx -> HO 
 
Table C-9 Primary Amine Final Reac-
tion Bonds 
Removed Added Modified: 
Crx2- Orx2 Crx2-Nrx C5-Orx2 
Nrx-Hrx2 Orx2-Hrx2  
 
Table C-10 Primary Amine Final Reac-
tion Angles 
Removed: Added: 
Orx2-Crx2-H7 C5-Orx2-Hrx2 
Orx2-Crx2-H8 C5-Crx2-Nrx 
C5-Orx2-Crx2 Nrx-Crx2-H7 
C5-Crx2-Orx2 Nrx-Crx2-H8 
Hrx2-Nrx-Crx2 Crx2-Nrx-C2 
Hrx2-Nrx-C2 Crx-Nrx-Crx2 
 
Table C-11 Primary Amine Final Reac-
tion Charges 
Atom ∆q:DETA ∆q: TETA ∆q Final 
C1 +0.0325 0.0641 0.0000 
C2 +0.0184 -0.0143 0.0000 
C3 0.0076 -0.0418 0.0000 
C4 +0.0203 -0.0154 0.0000 
C5 +0.0563 0.0641 0.0520 
C6 +0.0542 0.0467 0.0520 
Crx +0.0229 -0.0004 0.0000 
Crx2 -0.0718 -0.0778 -0.0700 
Nrx +0.1372 0.1059 0.1250 
Orx +0.0015 -0.0384 -0.0150 
Orx2 -0.2096 -0.2009 -0.1940 
H1 +0.0142 0.0328 0.0000 
H2 +0.0082 0.0084 0.0000 
H3 +0.0104 0.0302 0.0000 
H4 -0.0142 -0.0141 -0.0200 
H5 +0.0091 0.0067 0.0000 
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H6 +0.0013 0.0169 0.0000 
H7 +0.0114 -0.0270 -0.0100 
H8 +0.0432 0.0103 -0.0100 
H9 -0.0545 -0.0252 -0.0200 
Hrx .0008 0.1113 0.1100 
 
Table C-12 Primary Amine Final Reac-
tion Dihedrals 
Removed: Added: 
H7-Crx2-Orx2-C5 Hrx2-Orx2-C5-C6 
H8-Crx2-Orx2-C5 Hrx2-Orx2-C5-H9 
C6-C5-Crx2-Orx2 Hrx2-Orx2-C5-Crx2 
H9-C5-Crx2-Orx2 C6-C5-Crx2-Nrx 
Crx2-Orx2-C5-C6 H9-C5-Crx2-Nrx 
Crx2-Orx2-C5-Crx2 Orx2-C5-Crx2-Nrx 
Hrx2-Nrx-C2-H5 C5-Crx2-Nrx-C2 
Hrx2-Nrx-C2-H6 C5-Crx2-Nrx-Crx 
Hrx2-Nrx-Crx-H1 H7-Crx2-Nrx-C2 
Hrx2-Nrx-Crx-H2 H8-Crx2-Nrx-C2 
Hrx2-Nrx-C2-C4 H7-Crx2-Nrx-Crx 
Hrx2-Nrx-Crx-C1 H8-Crx2-Nrx-Crx 
 Crx2-Nrx-C2-H5 
 Crx2-Nrx-C2-H6 
 Crx2-Nrx-C2-C4 
 H1-Crx-Nrx-Crx2 
 H2-Crx-Nrx-Crx2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
