Abstract. We analyze whether a given set of analytic functions is an Extended Chebyshev system. This family of functions appears studying the number of limit cycles bifurcating from some nonlinear vector field in the plane. Our approach is mainly based on the so called Derivation-Division algorithm. We prove that under some natural hypotheses our family is an Extended Chebyshev system and when some of them are not fulfilled then the set of functions is not necessarily an Extended Chebyshev system. One of these examples constitutes an Extended Chebyshev system with high accuracy.
Introduction
Given m+1 real, analytic and linearly independent functions F = {f 0 (x), f 1 (x), . . . , f m (x)}, defined on some open interval I, the problem of estimating the number of real zeroes of any non-zero function F ∈ Span F ,
is of wide interest. We will denote by Z(F ) the number of zeroes in I, counted with their multiplicities, of a function F and by
Z(F ) = max
F ∈(Span F )\{0}
Z(F ), whenever they exist. It is easy to see that Z(F ) ≥ m. A set of functions F for which Z(F ) = m is usually called an Extended Chebyshev system on I and denoted in short as an ET-system. The set of polynomials of degree m, {1, x, x 2 , . . . , x m }, on any open interval is a well-known example. Other nice examples are 1, log x, x, x log x, x 2 , x 2 log x, . . . , x n , x n log x on (0, ∞); {1, cos x, cos(2x), . . . , cos(mx)} on (0, π); ET-systems are an extension of the so called Chebyshev systems which are sets as above, but of continuous functions and having at most m distinct zeroes in I. See [3, 4, 5, 10, 14, 16, 17, 18] for general properties of Chebyshev and Extended Chebyshev systems. The "T" stands for Tchebycheff, which is one of the transcriptions of the name of the Russian mathematician.
When Z(F ) = m + k, for some k > 0, then it is said that F is an ET-system with accuracy k, see [8] . For instance the set {1, x, x 2 , . . . , x m−1 , x m+1 } is an ET-system with accuracy 1 on the whole R.
Chebyshev systems are known to appear in several mathematical problems. The book of Karlin and Studden [10] and the survey of Zalik [16] show many of them. Without aim to be exhaustive, they appear in the theory of approximations, in the study of boundary value problems, in problems involving oscillations properties of zeroes in solutions of n-th order linear differential equations, in the theory of inequalities, . . .
In this paper we study the Chebyshev property for the family of functions
with n j ≥ 0 and α j / ∈ Z, j = 1, . . . , K, that appears in several problems of nonlinear differential equations providing a new application of the theory of Chebyshev systems. As we will see in Section 5, it controls the bifurcation of isolated periodic orbits (limit cycles) of some planar vector fields.
In a few words, our goal will be to prove that the previous family is only an Extended Chebyshev system when all α j coincide and all n j , j > 1, also coincide. More concretely, we will prove the following result: Theorem 1.1. Consider K ≥ 1, n ≥ 0, n 0 ≥ −1 integer numbers, α / ∈ Z and {a j } j=1,...,K different real constants and define a = max j=1,...,K (−a j ). Then the set of m+1 = n 0 +1+K(n+1) functions F = {1, x, . . . , x n 0 } ∪
is an Extended Chebyshev system on I = (a, ∞). By notation, when n 0 = −1 the set {1, x, . . . , x n 0 } is the empty set.
In particular this result implies that for a non-zero function of the form
where P j are polynomials of degree n for j = 1, . . . , K and P 0 of degree n 0 ,
where deg(0) = −1 and, moreover, that this bound is reached.
On the other hand, we will see that when not all α j coincide or not all n j , j > 1, coincide this family is not usually an ET-system. In Section 3 several examples are presented which are ET-systems with accuracy 1. Theorem 4.1 in Section 4 provides, as well, families of the form (1), with all α j = 1/2, and accuracy k for any k ≤ 16. All these examples show that the hypotheses in Theorem 1.1 saying that there is a unique exponent α and that all the values n j , j ≥ 1, coincide can not be, in general, relaxed.
Observe also that when all α j , j = 1, . . . , K coincide it is possible to apply the bound (4) to the family (1) with n = max j=1,...,K n j . This bound is also given in [7] . Sometimes the upper bound for Z(G) obtained with this method is optimal and sometimes it is not. Examples of both situations are presented in Section 4.
When, for instance, α = 1/2 two other natural approaches can be used to study the real zeroes of
One of these techniques consists simply on squaring recurrently the equation F (x) = 0 and applying, afterwards, the Algebra Fundamental Theorem to the final attained polynomial. Another standard technique, coming from Complex Variable Theory, consists on applying the Principle of the Argument. Table 1 shows, for n 0 = n and K ≤ 5, the advantage of our theorem (which provides the exact bound for Z(F )) compared with the precedent methods. The proof of Theorem 1.1, given in Section 2, and the proof that some families G are ETsystems with positive accuracy, are based on the so called Derivation-Division algorithm, see [13, p. 119 ]. This algorithm is one of the most common tools used in the study of the cyclicity of the limit periodic sets of planar differential equations. In Subsection 2.1 we discuss the relation between it and other methods frequently used in the study of Chebyshev systems: the integral representation of the set of functions and the relative differentiation, see [10, Chap. XI] and [12, 17] .
The rest of the paper is structured as follows: Section 3 provides examples showing the necessity of the hypotheses of Theorem 1.1. Two more related families of examples are studied in Section 4 providing systems G which are ET-systems with a high accuracy. Finally, in Section 5 we present some applications of our results to the study of the number of periodic orbits of some nonlinear vector fields of the plane.
Proof of Theorem 1.1
First we will show that all the functions in G are linearly independent.
Lemma 2.1. Consider n 0 , n j ≥ 0 and α j / ∈ Z, j = 1, . . . , K and {a j } j=1,...,K different real constants and define a = max j=1,...,K (−a j ). Then the n 0 + n 1 + · · · + n K + K + 1 functions
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Proof.
is a polynomial of degree n j for j = 0, . . . , K. Then any F ∈ G can be written as
and is analytic in the cut complex plane C \ {z ∈ C : Im(z) = 0, Re(z) ≤ a}. It is not restrictive to assume that a 1 < a 2 < . . . < a n . So a = −a 1 . Note that each F j , j > 1, is analytic on C \ {z ∈ C : Im(z) = 0, Re(z) ≤ −a j } and that F 0 is a polynomial. Assume that a linear combination of elements of G is identically zero. Then on a neighborhood of z = −a 1 all the functions except F 1 are analytic. Since the total sum is analytic as well (it is zero) we get that F 1 = 0. Thus P 1 n 1 = 0. Arguing similarly near a 2 we obtain that P 2 n 2 = 0 and so on. Hence all the functions are linearly independent as we wanted to prove.
The principal skill to give an upper bound for Z(F ) will be the Derivation-Division algorithm (see, for instance, [13, p. 119] ). As we will see, all the functions that will appear when performing this procedure are linear combination of the two basic ones
with P n (x) a polynomial of degree n. Therefore, we need to know how their derivatives behave. This is the content of the following lemma. For any m ≥ 1, we will denote the m-derivative operator as
where P k , P k and Q k are polynomials of degree at most k and a = b, α, β real constants.
Proof. The first equality is a simple computation. To prove the second one, it is convenient to write P n (x) = n k=0 c k (x + a) k . Therefore, by linearity it suffices to study the derivatives of terms of the form (x + a)
A (x + b) B for some real numbers A and B. Hence the second equality follows straightforwardly from the expression
To prove the last assertion one has to see that many of the terms of the polynomial P 2n+1 , that one obtains applying the second equality of the lemma, indeed vanish. Consider the functions
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We claim that for m ∈ N, its m-th derivative satisfies that
where we denote (α + j − ℓ) := 1. Notice that, in particular,
Therefore it turns out that δ m i,j = 0 if i ≤ j and m ≥ j + 1, and so formula (5) can be simplified to
When m = n + 1, we obtain that for j ≤ n,
where P j n is a polynomial of degree n. From this result the third equality follows. So, to end the proof it suffices to prove the claim given in (5). We prove it inductively. First, a simple computation shows that, for j ∈ N,
which corresponds to formula (5) for m = 1. So let us assume that it holds for m and let us prove it for m + 1. Differentiating the function D m S α,j in (5) we obtain 
and the second one as
Thus, we have
Using that
and having in mind the definition of δ m+1 i,j , formula (6) becomes
which is formula (5) for m + 1, proving the claim.
As we will see, the third equality given in the above lemma, which deals with the case α = β and the number of derivatives being exactly one more than the degree of the polynomial P n , will be a key point in the proof of Theorem 1.1.
Proof of Theorem 1.1. To simplify the proof, we will assume n 0 = n in (3). The general case follows using a similar argument.
By Lemma 2.1 we know that the family F is formed by m+1 linearly independent functions and so Z(F ) ≥ m.
To prove that Z(F ) ≤ m we will apply the Derivation-Division algorithm to the function F , defined by (3), in its interval of definition I. It is performed, step by step, as follows:
and differentiate it n+1 times, one more than the degree of P 0 (x). Applying Lemma 2.2 it follows that the function obtained is of the form
with α (1) = α−(n+1) and P 1,1 (x), . . . , P K,1 (x) being polynomials of degree n. For the general case, n 0 = n, this step of the argument is also valid with α (1) = α − (n 0 + 1). This should be taken into account in the computation of the following α (j) and β
, which does not vanish in I, we get
.
From Rolle's Theorem it follows that
[Der 2 ] Applying again D n+1 and having in mind Lemma 2.2 we obtain
where
, which has no zeroes in I, and applying the same argument as in [Div 1 ] one gets
satisfying that
. . .
, a polynomial of degree n. Now we have: This ends the proof of Theorem 1.1 because Z P K,K ≤ n in I and F (0) = F , and so
Remark 2.3. As a consequence of the proof above we get that Span F belongs to the kernel of the differential operator
and
The operator
is known as the relative differentiation of f with respect to g. This point of view, derived from the classical Chebyshev theory [12, 17] , could also provide a way of writing the proof of Theorem 1.1 which would be essentially equivalent to the one presented in this section. A short discussion about the relation between both approaches, using a concrete example, is presented in the next section. 
, is an ET-system on this interval and a basis can be chosen in such a way that it is a complete ET-system. We recall that an ordered set of
This property is equivalent to the following one: an ordered set
is a complete ET-system on a closed interval [a, b] if and only if it can be written through the integral representation u 0 (x) = w 0 (x),
with w k non-vanishing C n−k [a, b] functions for each k = 0, . . . , n. The existence of such integral representation is also equivalent to the fact that W (u 0 , u 1 , . . . , u k ) = 0, k = 0, . . . , n where W denotes the corresponding wronskians.
To clarify the relations between our approach in this paper and the above one we restrict our attention to a simple family. Consider
on the interval (0, ∞). Notice that Theorem 1.1 asserts that F is an ET-system. To use the approach of [10] it is convenient to consider the equivalent family
Although this result does not apply directly since the interval is open, similar ideas can be adapted. In particular the value a in (7) could be chosen at each step. We consider the integral representation (7), choosing the positive weights functions w 5 = w 4 = 1, w 3 = x −7/2 (1 + x) −5/2 and w 2 = w 1 = w 0 = 1 suggested by the Division-Derivation algorithm performed in the proof of Theorem 1.1 (see Remark 2.3). The following functions are attained
is a complete ET-system on (0, ∞), proving again that F is an ET-system on this interval. It is clear that this approach works, in general, for a system of type F and that the difficulty of its implementation is comparable to the one presented in this paper. On the other hand, the integral representation (7) can be used in a slightly different way: we seek for functions w ′ i s such that from (7) give rise to the family F ′ , that is,
Thus, one obtains
It is easy to prove that these functions do not vanish at (0, ∞) and, consequently, showing that
is a complete ET-system. Although this point of view leads to a stronger result, it is not always clear that, when applying it to a general family F , the functions w i are non-vanishing in the considered interval.
Summarising, the approach based on the Derivation-Division algorithm is essentially equivalent to the one derived from the classical theory of ET-systems. While the main difficulty in the former one is to choose, at each step, convenient division factors, the principal problem in the latter one is to find suitable weights for the relative differentiations which constitute a good differential operator.
An important advantage of the Derivation-Division viewpoint is that it can also be applied to prove that some families G are ET-system with positive accuracy. In Sections 3 and 4 some natural families G, subsets of systems of the form F , will be proved to be no ET-systems. Examples of this fact are the family considered in Theorem 4.1 and the results provided by Proposition 3.4, where the family
is proved to be an ET-system with accuracy 1.
Necessity of the conditions of Theorem 1.1
The main conditions in the theorem for proving that family F is an ET-system are that all the polynomials P j , j = 1, . . . , n, appearing in (3) have the same degree n and that all the exponents are equal to α. The aim of this section is to prove the necessity of such conditions. This will be done by introducing sets G of the form (1) which will be ET-systems with accuracy 1. The set in Proposition 3.1 presents different exponents and different degrees, the one in Proposition 3.3 has different exponents, but the same degrees, and the set in Proposition 3.4 has the same exponents and different degrees. All the examples correspond to K ≥ 2. Note that for those cases, after a shift and a rescaling in x, it is not restrictive to assume a 1 = 1 and a 2 = 0. Proof. Consider the function
It is not restrictive to assume b 2 = 1. Dividing F (x) for the non zero function 3 √ x + 1 and then differentiating with respect to x we obtain d dx
Using Theorem 1.1 the previous function has at most 5 zeroes and so the function F (x) has at most 6. This ensures that the family of the statement is an ET-system with accuracy at most 1. These values have been obtained studying the non-linear system Remark 3.2. In the above proposition and in other proofs along this paper we show that the upper bound predicted with our approach is reached with a function having a zero with the highest multiplicity. Based on this function we can use a standard approach to obtain other examples with the maximum number of simple zeroes. For instance, in the example above it can also be proved the existence of functions inside the family with all the possible configurations of zeroes with upper bound 6 (taking into account their multiplicities). Provided we fix the previous values for b i , c i , d i and x 0 we define the auxiliary perturbed function Proof. We will prove the first assertion checking that the function
has at most three zeroes in the interval (0, ∞). We will start assuming that c 2 = 1. Differentiating with respect to x, dividing by (x + 1) α 1 −1 and differentiating once more with respect to x we obtain d dx
Since this last function has at most one zero and we have made two derivatives, by Rolle's Theorem, F (x) has at most 3 zeroes and the family of the statement is an ET-system with accuracy at most 1. When α 1 = α 2 or x 0 ≤ 0 the family is an ET-system because the unique zero of F , when exists, it is non-positive. The proof ends checking that when α 1 = α 2 and x 0 > 0 the function F has a zero of multiplicity 3 at x = x 0 when c 0 = x α 2 −1 0
√ x is an ET-system with accuracy 1 on (0, ∞).
Proof. We can express any function of this family as
It is not restrictive to consider d 2 = 1 because for d 2 = 0 Theorem 1.1 applies and, therefore, this family is already an ET-system. Now we perform the Derivation-Division algorithm step by step. First, we differentiate F (x) two times with respect to x and we obtain
Multiplying by √ x + 1 3 and differentiating two times more we obtain
Using the Descartes' rule (the first two coefficients of the numerator of the above expression have the same sign) F 2 (x) has at most three positive zeroes and so then, applying Rolle's Theorem, F (x) has at most seven zeroes. The proof ends showing that, for instance, the function 
Some more related families and ET-systems with high accuracy
As we have already said, when the polynomials P j (x), j > 1 in expression (3),
have not all the same degree, Theorem 1.1 also applies considering n as the maximum of the degrees of P j . However, the associated upper bound is not necessarily attained. In this section we study two families. In the first one the predicted estimate is reached and moreover it provides examples of ET-systems with accuracy k, for k = 1, 2, . . . , 16. In the second one we prove that this estimate is not reached.
ON THE CHEBYSHEV PROPERTY 13
Theorem 4.1. Consider the family
defined on the interval I = (a, ∞), where a i , i = 0, . . . , 2k − 1, are different real numbers and a = max i=0,...,2k−1
such that F is an ET-system with accuracy k on I.
Proof. The family F can be considered as a subfamily of the one introduced in Theorem 1.1 obtained by taking K = 2k, α = 1/2, n = 1 and with no pure polynomial part (n 0 = −1). Therefore any non-zero function in F has at most 4k − 1 zeroes taking into account their multiplicities. This proves the first assertion. Concerning the second one, we take all a i > 0 and we seek for an element F in Span F having a zero of multiplicity 4k − 1 at, for instance, x = 0. Notice that once this function F is found, Z(F ) = 4k − 1 = (m − 1) + k, where m = 3k is the number of generators of F and so, for the corresponding values of a i , i = 0, . . . , 2k − 1, the family F is an ET-system with accuracy k as we wanted to prove. To achieve this goal it will be convenient to consider first a function of the form
with c 2k−1 = 1, which observe that it is not necessarily in Span F. In fact F ∈ Span F only when c ℓ = 0, ℓ = 0, 1, . . . , k − 1. The method that we use for obtaining a function F ∈ Span F with the origin of multiplicity 4k−1 is the following: first, for each fixed a = (a 0 , a 1 , . . . , a 2k−1 ), we consider the linear system of 4k − 1 equations
the corresponding solution. If we are able to find a point a * ∈ R 2k with all the components positive and such that all c i (a * ) = 0, i = 0, 1, . . . , k − 1 then we are done. Although the above procedure is quite simple, we arrive very fast to computational difficulties when we want to apply it for k bigger than 4. To clarify this approach we start studying with detail the case k = 2. Solving the 7 × 7 linear system (8) we obtain b 0 , b 1 , b 2 , b 3 and c 0 , c 1 and c 2 in terms of a = (a 0 , a 1 , a 2 , a 3 ) . We only show the expressions of c 0 = c 0 (a) and c 1 = c 1 (a),
Defining as new variables the symmetric polynomials S 1 = S 1 (a 2 , a 3 ) = a 2 + a 3 and S 2 = S 2 (a 2 , a 3 ) = a 2 a 3 we obtain that system {c 0 (a) = 0, c 1 (a) = 0}, for positive a i , with a i = a j , i = j, is equivalent to
The solution of this 2 × 2 new linear system is
Then the values a 2 and a 3 such that c 0 = c 1 = 0 are the roots of the polynomial
Then, if −3a
0 > 0 the roots of the above polynomial are both positive. These roots give explicit values for a 2 and a 3 in terms of a 0 and a 1 for which the origin is a zero of F of multiplicity 4k − 1 = 7, as we wanted to prove. Starting from this function F it can also be checked, as in Remark 3.2, that there are functions in F, with all the possible configurations of zeroes with total multiplicity 7.
In general, we have obtained the following structure for c ℓ = c ℓ (a), ℓ = 0, . . . , k − 1.
where for each fixed a 0 , . . . , a k−1 and each ℓ, the polynomial E ℓ (a 0 , . . . , a 2k−1 ) is a symmetric polynomial in the variables (a k , . . . , a 2k−1 ). So it can be expressed in terms of the elementary symmetric functions S 0 = 1,
for ℓ = 0, . . . , k − 1. Note that this expression for any k, corresponds to the one given in (9) for k = 2.
Unfortunately, for k > 2, we have not been able to obtain the general expressions of the polynomials G ℓ,j . Indeed, for k > 4, even for given values of a 0 , . . . , a k−1 we neither have been able to obtain the corresponding values G ℓ,j . So, for 2 ≤ k ≤ 16, we have decided to Solving it we obtain the values S 1 , S 2 and S 3 and construct the polynomial
that has three real roots. Therefore taking (a 3 , a 4 , a 5 ) as these roots, (a 0 , a 1 , a 2 ) = (1, 8, 27) and b ℓ and c ℓ satisfying system (8) we obtain that x = 0 is a zero of multiplicity 4k −1 = 11 of F , as desired. We remark that not all choices of (a 0 , a 1 , a 2 ) provide a polynomial H a 0 ,a 1 ,a 2 (λ), like in (14) , with three real positive roots. The cases 4 ≤ k ≤ 16 are treated with the same procedure and we get polynomials H 1,2 k ,...,k k (λ) with k real positive roots. We omit the details.
Remark 4.2. It is natural to believe that Theorem 4.1 holds for any k ≥ 1, but our approach only works for a given k. We have decided to stop at k = 16 because the computations take more than one hour of CPU time, but bigger k could also be treated.
In fact the main goal of this result is to show that for a fixed α the hypothesis of Theorem 1.1 forcing that all the degrees of the polynomials P j , j ≥ 1, coincide is essential and moreover that, when it is not assumed, arbitrarily high accuracy may happen. In particular it shows that the control of the zeroes of functions in (1) is quite complicated.
Proof. Any function of the family can be expressed as
where P 1 0 (x) and P 2 n (x) are polynomials of degree 0 and n, respectively. To prove the statement it suffices to see that Z(F ) ≤ n + 1 in I. That Z(F ) ≥ n + 1 follows from Lemma 2.1. We will differentiate the function G(x) = F (x)/ √ x + a and we will show that the polynomial, of degree n + 1, obtained using Lemma 2.2, has only n zeroes in I. Therefore, F will have at most n + 1 zeroes. Notice that this upper bound is neither the n + 2 predicted by the degree of the polynomial obtained by the Derivation-Division procedure nor the 2n + 1 that we would obtain applying Theorem 1.1.
We start considering a < b. It is not restrictive to assume a = 0 and so we focus our interest in the positive zeroes. Then,
Since we are only interested on the number of zeroes of Q n+1 it is also non restrictive to assume c n > 0. Using Descartes' rule, a necessary condition for the polynomial Q n+1 (x) to have n + 1 positive zeroes is that the number of sign changes of its coefficients is exactly n + 1, that is d j d j+1 < 0 for j = 0, . . . , n. From (15) this implies that c j c j+1 < 0 for j = 2, . . . , n − 1 which will lead us to a contradiction. Let us do it for n even. The odd case follows analogously. Indeed sgn(d j ) = sgn(c j−1 ), for j = n, . . . , 2 and sgn(d 1 ) = sgn(c 1 ). In particular this implies d 2 < 0 and c 1 < 0. Then d 1 = c 1 b/2 < 0 which is contradictory with the condition d 1 d 2 < 0. Thus we have, at least, two consecutive coefficients d j with the same sign and therefore the polynomial Q n+1 (x) has, at most, n positive zeroes. For the other case, a > b (which is not symmetric to the case a < b because P 
Some applications to nonlinear planar vector fields
Problems where families of functions (1) appear could be found in the literature. A first example of this relates to the paper [9] . In that work, among other results, the authors provide an upper bound for the maximum number of limit cycles that could have a family of vector fields F λ possessing a generic algebraic polycycle of four hyperbolic equilibrium points q j , j = 1, . . . , 4. To do it they consider the displacement function π λ − id, where π λ is the first-return Poincaré map associated to a transversal section σ. This map π λ is obtained as the composition of the corresponding Poincaré maps in a vicinity of the hyperbolic points. The problem of seeking zeroes of this displacement function is reduced to the one of studying the number of zeroes (counting multiplicity) of functions of type ∆ λ (x) = (((x r 1 + a 1 ) r 2 + a 2 ) r 3 + a 3 ) r 4 + a 4 − x(1 + · · · )
where a j = a j (λ) are constants. The dots denote an analytic function decreasing to 0 at infinity faster than any power of 1/x and r j (λ) = |µ + /µ − | stand for the ratios between the two (real) eigenvalues of the differential DF λ (q j ), for j = 1, . . . , 4. Their zeroes are close to the ones of (((x r 1 + a 1 ) r 2 + a 2 ) r 3 + a 3 ) r 4 + a 4 − x.
For instance, the case r 1 = 1/3, r 2 = 3 and r 3 = r 4 = 2 leads to the study the zeroes of P 2 (x) + P 1 (x)x 1/3 + Q 1 (x)x 2/3 + P 0 (x)(a 4 − x) 1/2 , P n (x), Q n (x) denoting polynomials of degree n. In a similar way, the situation for a polycycle with three hyperbolic points of ratios r 1 = 1, r 2 = 1/s and r 3 = s, can be reduced to the problem of bounding the number of zeroes of functions of type a 2 + (x + a 1 ) 1/s + (a 3 − x) 1/s .
The above functions can be studied as the functions of family (2). A second type of examples where these results can be applied is given in [7] . This paper deals with systems of the form ẋ = −yG(x, y) + ε P (x, y), y = xG(x, y) + ε Q(x, y),
with G(x, y) =
P (x, y), Q(x, y) polynomials of degree n and a j and b ℓ real numbers. This kind of differential equations corresponds to perturbations of systems having a center at the origin and a family of vertical and/or horizontal lines of equilibrium points. The maximum number of limit cycles appearing for ε = 0 is closely related to the maximum number of zeroes (taking into account their multiplicity) of some Abelian integrals. This problem is commonly referred as the weakened Hilbert's 16th Problem. In this case, these Abelian integrals turn out to be of the form P n 0 (x) + P n (x)(x + a 1 ) −1/2 + · · · + P n (x)(x + a K )
for whom Theorem 1.1 directly applies. In particular system (16) includes the vector fields studied in [1, 2, 6, 11, 15] .
