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Аннотация. Статья посвящена условию R-регулярности (Error Bound Property) в задачах 
математического программирования. Данное условие играет важную роль в анализе сходимости 
численных алгоритмов оптимизации и является достаточно общим условием регулярности (constraint 
qualification) в задачах математического программирования. В статье получаются новые достаточные 
условия наличия R-регулярности в задачах математического программирования.  
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Abstract. The article is devoted to the condition of R-regularity (Error Bound Property) in problems 
of mathematical programming. This condition plays an important role in analyzing the convergence 
of numerical optimization algorithms and it is a fairly general condition of regularity (constraint qualification) 
in problems of mathematical programming. The article obtains new sufficient conditions for the presence  
of R-regularity in problems of mathematical programming. 
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1. Введение 
Рассмотрим стандартную задачу (P) математического программирования: 
f(y)
  inf , 
y




























yRm |  последовательности tk0 и y k y  такие, что y + tk y kС   k = 1,2,... }, 
C(y) = { yRm | hi(y), y   0  iI(y) , hi(y), y  = 0  iI0 } 
соответственно касательный конус и линеаризованный касательный конус к множеству C 
в точке yC. Через dc(y) будем обозначать расстояние от точки y до множества C. 
Начиная с фундаментальной работы Хоффмана [1], условию R-регулярности (error 
bound property) посвящены многочисленные публикации [2–7]. 






0 и окрестность V(y
0
) такие, что dC(y)
  M max{ 0,hi(y)  iI, |hi(y)|  iI0 } 
для всех yV(y0). 
Поскольку условие R-регулярности играет важное значение как в качестве условия 
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регулярности, обеспечивающего справедливость необходимых условий оптимальности Куна-
Таккера (см., например, [8]), так и в качестве удобного средства для анализа сходимости 
численных алгоритмов оптимизации, представляет интерес вывод достаточных условий, 
гарантирующих его выполнение в конкретных задачах. Существуют различные подходы к 
получению такого рода достаточных условий. В [3] данные условия получаются в терминах 
субдифференциалов, в [4, 5] условия R-регулярности доказываются на основе полученной в [4] 
частичной ограниченности множества множителей Лагранжа в R-регулярных точках. В ряде 
работ проводится анализ существующих условий регулярности и доказывается, что  
R-регулярность вытекает из некоторых других известных условий регулярности. В частности, 
из работ [2,4,5,7] следует, что условие R-регулярности является результатом выполнения 
условия Мангасаряна-Фромовица (MFCQ) [9], условия постоянного ранга [10], ослабленного 
условия постоянного ранга (RCRCQ) [4], условия квазинормальности [11], ослабленного 
условия Мангасаряна-Фромовица (RMFCQ) [6, 7].  
Вместе с тем наиболее общие условия регулярности формулируются непосредственно 
в терминах касательных конусов к множеству допустимых точек. Таким условием 
регулярности является условие регулярности Абади (ACQ), которое заключается в совпадении 
конусов TC (y) и C (y). Известно, что выполнение условия регулярности Абади в точке yC не 
влечет справедливость в этой точке условия R-регулярности. Целью настоящей статьи является 
доказательство достаточных условий R-регулярности, основанных на условии регулярности 
Абади. Ниже в работе приняты стандартные обозначения: K
*
 – полярный конус для конуса K, 
y,v – скалярное произведение векторов y и v. 
2. Достаточное условие R-регулярности 
Пусть y





0  iI0 }. При этом C(K) = C, если K = I(y0). Соответственно,  
C(K)(y0) = { yRm | hi(y0), y   0  iK , hi(y0), y  = 0  iI0 }. 
Пусть C (v) – множество точек из C, ближайших к точке v и yC (v). Тогда любой 
вектор (v–y) при 0 называется проксимальной нормалью к C в точке y [12]. Множество всех 
проксимальных нормалей в точке y





Пусть r(0,+). Следуя [13], будем называть множество C равномерно r-prox-
регулярным в точке y
0C, если существует окрестность V(y0) данной точки такая, что при всех 
0














  (1) 
для всех yCV(y0). При этом условно принимается, что 1/r = 0 при r = +, и r-prox-






Равномерная r-prox-регулярность C в точке y
0C означает, что в некоторой окрестности 






Как говорилось выше, условие ACQ для множества C не является достаточным 
условием для R-регулярности этого множества. Следующая теорема показывает, однако, что 
при условии равномерной r-prox-регулярности C совокупное выполнение условия ACQ для 
всех множеств C(K) достаточно для R-регулярности C. 
Теорема 1. Пусть С равномерно r-prox-регулярно в точке y
0С и TC(K)(y0) = C(K)(y0) 
для любого K
  I(y0). Тогда множество C R-регулярно в y0. 
Доказательство.  
1. Очевидно, доказываемое утверждение верно, если y
0
 является внутренней точкой 
множества C. Пусть y
0
 лежит на границе C. Предположим, что множество C не является  
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R-регулярным в данной точке. Это означает, что найдется последовательность v












)  iI, |hi(vk)|  iI0 } (2) 








  C(vk). Положим   1 kkkkk yvyvv , k = 1,2,... . Тогда 
vk  ykvk  y0 и, следовательно, yk  y0. 
Поскольку множество индексов I(y
k
) может принимать только конечное множество 







KI(y0), где K не зависит от y0. Тогда hi(yk) = 0  iK и hi(yk) < 0  iI \ K, причем вследствие 
непрерывности функций hi найдется окрестность V(y
k




0  iI \ K для всех 




  C(K)  C. Отсюда dC(vk) = dC(K)(vk) и, значит, ykC(K)(vk). Ввиду ограниченности 















)  iK, hi(vk)  iI0 }, 
и, следовательно 
vk  yk> k max { 0,hi( kiv
~ ),v
k  yk  iK, hi( kiv
~ ),v














~ ), kv   iK, hi( kiv
~ ), kv   iI0 }, 
и, следовательно, max{
 
0,hi(y0), v   iK, hi(y0), v   iI0 }  0. 
Последнее означает, что v  C(K)(y0). 
2. Поскольку при достаточно больших k проекции v
k
 на C являются и проекциями 






vyy  , откуда после 







vyy   для всех y~ C(K). 












vy   и, следовательно,  y , v   0 для 
всех y  TC(K)(y0). Поскольку в силу условия теоремы TC(K)(y0) = C(K)(y0), то v  [ C(K)(y0) ]*. 
Как показано в первой части доказательства, v  C(K)(y0). Следовательно, 
v  [ C(K)(y0) ]*  [ C(K)(y0) ]*, что невозможно, поскольку v  0. Из полученного противоречия 
следует, что множество C R-регулярно в точке y
0
. 
Следствие 1. Если в определении множества C hi(y)
 
=
 ai,y + bi при всех iII0, 
то множество C R-регулярно в любой точке y
0C. 
Следующий пример показывает, что теорема 1 позволяет доказать R-регулярность 
множеств, для которых не выполняются известные достаточные условия регулярности [6–16]. 














2  0, y0 = (0,0)T. 
Множество C равномерно 1-prox-регулярно в y
0
. Нетрудно убедиться, что для C в y
0
 
не выполняется условие MFCQ. Точно так же не выполняются условие RCRCQ, условие RMFCQ 







yR2  1 21y 
 
(y21)2  0 } при K1 = {1} и C(K1) = { yR2  1 21y 
 
(y2+1)





{2} удовлетворяют условию ACQ в точке y
0






 C(y0). Таким образом, C R-регулярно в точке y0 согласно теореме 1. 
Проверим данное утверждение, используя непосредственно определение  






, достаточно близкое к y
0
















































 выполняется в достаточно малой 
окрестности y
0
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