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Abstract— We introduce two equations expressing the inverse
determinant of a full rank matrix A ∈ Rn×n in terms of
expectations over matrix-vector products. The first relation-
ship is |det (A)|−1 = Es∼Sn−1
[ ||As||−n], where expectations
are over vectors drawn uniformly on the surface of an n-
dimensional radius one hypersphere. The second relationship is
|det (A)|−1 = Ex∼q [ p (Ax) / q (x)], where p and q are smooth
distributions, and q has full support.
I. DERIVATION
A. General relationship: |A|−1 = Ex∼q [p (Ax) / q (x)]
Let A ∈ Rn×n be a full rank matrix, |A| be the absolute
determinant of A, and p and q be smooth distributions over
Rn, where q has full support. The inverse determinant can
be related to an expectation over functions of matrix-vector
products:
|A|−1 = |A|−1
∫
dnx p (x)
=
∫
dnx p (Ax)
=
∫
dnx q (x)
p (Ax)
q (x)
= Ex∼q
[
p (Ax)
q (x)
]
(1)
B. Refined relationship: |A|−1 = Es∼Sn−1
[
||As||−n
]
Set q = p = N , where N (x) is the probability density
at x of a Gaussian with mean 0 and identity covariance.
Additionally, let Es∼Sn−1 [·] be an expectation over vectors
drawn uniformly on the surface of an n-dimensional radius
one hypersphere, and Er∼χ(n) [·] be an expectation over a
chi distribution with n degrees of freedom. The following
more refined relationship then follows:
|A|−1 = Ex∼N
[N (Ax)
N (x)
]
= Ex∼N
[
exp
(
1
2
[
||x||2 − ||Ax||2
])]
= Es∼Sn−1
[
Er∼χ(n)
[
exp
(
1
2
[
||sr||2 − ||Asr||2
])]]
= Es∼Sn−1
[
Er∼χ(n)
[
exp
(
r2
2
[
1− ||As||2
])]]
= Es∼Sn−1
[
||As||−n
]
(2)
Because |A|−1 = ∣∣A−1∣∣, Equation 2 also provides an un-
biased stochastic estimators for the determinant of a matrix,
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Fig. 1. An experimental validation of the relationship in Equation
3. We stochastically estimate the determinant of a matrix A, by averaging∣∣∣∣A−1s∣∣∣∣−n over random unit-norm vectors s. Here, A is a 10×10 matrix,
with iid, variance one, Gaussian entries.
in terms of matrix-vector products with its inverse:
|A| = Es∼Sn−1
[∣∣∣∣A−1 s∣∣∣∣−n] (3)
Experimental validation of this relationship is presented in
Figure 1.
II. RELATED WORK
Related expressions appear in work on ratios of moments
of quadratic forms [11], and in techniques in physics for
rewriting certain determinants in terms of integrals which
can be evaluated by Monte Carlo [13, 5, 4]. In the special
case of positive symmetric definite A, Gaussian quadrature
techniques have been used to stochastically estimate determi-
nants [1]. Other work derives stochastic estimators of classes
of log determinants [7, 12, 2]. Hadamard’s inequality can be
reinterpreted as a stochastic upper bound on |A| in terms of
the norms of row or column vectors [6].
III. DISCUSSION
We hope that the stochastic estimators presented in this
note will enable new Monte Carlo techniques for estimating,
or stochastically bounding, functions of matrix determinants.
These relationships may be especially useful in machine
learning for training and evaluating both normalizing flow
models [3, 10, 8] and Gaussian process kernels [9].
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