In this paper, a new self-organizing fuzzy neural network model is presented which is able to learn and reproduce different sequences accurately. Sequence learning is important in performing skillful tasks, such as writing and playing piano. The structure of the proposed network is composed of two parts: 1-sequence identifier which computes a novel sequence identity value based on initial samples of a sequence, and detects the sequence identity based on proper fuzzy rules, and 2-sequence locator, which locates the input sample in the sequence. Therefore, by integrating outputs of these two parts in fuzzy rules, the network is able to produce the proper output based on current state of the sequence. To learn the proposed structure, a gradual learning procedure is proposed. First, learning is performed by adding new fuzzy rules, based on coverage measure, using available correct data. Next, the initialized parameters are fine-tuned, by gradient descent algorithm, based on fed back approximated network output as the next input. The proposed method has a dynamic structure which is able to learn new sequences online. The proposed method is used to learn and reproduce different sequences simultaneously which is the novelty of this method.
Introduction
Fuzzy neural network (FNN) (Jang, 1993; Kasabov, 2001; Wu et al., 2001; de Jesus Rubio, 2009; Khayat et al., 2009; Ebadzadeh and Salimi-Badr, 2015; de Jesús Rubio and Bouchachia, 2015; Ma et al., 2016; Ganji et al., 2017; Han et al., 2017 ) is a hybrid method that combines the learning capability of a neural network with the interpretability of a rule-based fuzzy system. It is proved that FNNs are universal approximators (Kosko, 1994; Ying, 1998; Xu et al., 2000; Ebadzadeh and Salimi-Badr, 2015; Das et al., 2015) . The functionality of FNN as a powerful tool is investigated in different applications including data mining, signal processing, system modeling, fault diagnosis, robotics and control (Riahi-Madvar et al., 2009; Han et al., 2014; Kim and Chwa, 2015; Asadi-Eydivand et al., 2015; Jahromi et al., 2016; Pang et al., 2018; Khodabandelou and Ebadzadeh, 2019; Xu et al., 2019; Wen et al., 2019 Wen et al., ). et al., 2014 Malek et al., 2012; . In (Wu and Er, 2000) , a fuzzy neural network has been proposed with a dynamic structure. In order to perform structure identification, a hierarchical online self-organizing learning mechanism is used. Generally, such methods try to avoid producing extra rules by selecting them based on some appropriate criteria (Wang et al., 2009; Pizzileo et al., 2012) .
A real-world application with dynamic nature is sequence learning. Vertebrates, including human-beings, can learn and reproduce different sequences of actions, and generate different patterns subsequently. This ability is necessary to learn and perform skillful movements, such as playing piano, writing, or singing.
Although previous dynamic FNNs, such as (Wu et al., 2001; Wu and Er, 2000; Kasabov and Song, 2002; Wang et al., 2009; de Jesus Rubio, 2009; Malek et al., 2012; Asadi-Eydivand et al., 2015; , are designed to work in dynamic environments, such as learning identity functions of a dynamic system, they are not designed to learn and reproduce different sequences. Sequence learning for ordinary dynamic FNNs is even more complex, when different sequences have similar parts.
In this paper, a new Self-organizing FNN architecture is proposed for sequence learning. The proposed structure composed of two parts, sequence identifier and sequence locator. The first part receives only the initial samples of a sequence, to identify the sequence pattern among different learned sequences. The second part is designed to locate the current state in the current sequence. By combining the outputs of these parts and utilizing them in fuzzy rules, the network is able to identify the sequence and the current location, to produce the next sample properly.
The proposed network is utilized to learn two different sequences with a similar part. Since the network is designed to identify each sequence based on initial samples by sequence identifier part, it can learn these trajectories precisely. It is also used to learn different patterns and generate them periodically, as a pattern generator. As a real world problem, different hand writing character trajectories are learned and reproduced by the proposed network successfully.
The rest of this paper is organized as follows. In Section 2, the structure of the proposed architecture, initialization method and fine-tuning algorithm are discussed in details. Section 3 reports the effectiveness of the proposed method in learning different sequences. Finally, conclusions are presented in Section 4.
Proposed Method
In this section, the main ideas underlying the proposed algorithm are presented. After describing the proposed structure of the Fuzzy Neural Network (FNN), the initialization algorithm and the fine-tuning method are presented.
Proposed Architecture
The structure of the proposed FNN is shown in Fig. 1 . The network is composed of two parts: 1-sequence identifier, and 2-sequence locator. Each part contains two distinct layers. The sequence identifier receives T initial samples of a sequence, and identifies the sequence. The second part, sequence locator, receives the current sample of a sequence (x(t)) and detects its location in the sequence. The outputs of these two parts are integrated into a fuzzy rule firing strength, which is utilized to calculate the next sample of the identified sequence (x(t + 1)). It is assumed that the network would identify the sequence and produce the samples of sequence after T samples. Therefore, there are three switches, S 1 to S 3 in the proposed circuit to manage the information flow in the network. Initially, S 1 and S 3 are closed and the network receives the correct sequence sample x(t). After receiving T samples, these switches become open and S 2 would become closed. Thus, the sequence locator part receives the previous network output as the input, and the sequence identifier part does not receive any inputs. Indeed, the output of the this part would remain constant after T samples.
Totally, the proposed network is composed of seven distinct layers. These layers are the discrimination layer, the sequence fuzzy sets layer, the memory layer, the sample fuzzy sets layer, the fuzzy rules layer, the normalization layer and finally the output layer. The output layer plays a role in determining the consequent parts of the rules, and the others serve as premise parts. We denote l as the layer number, and o (l) i as the output of the i th node of the l th layer.
The details of each layer are as follows:
1. The discrimination layer: The function of this layer is to calculate discriminative identity number for each sequence. This layer receive T samples of the sequence. It contains neurons with polynomial function f i . If x(t) is the input in t th time instant, the function of i th neuron in this layer is as follows:
Figure 1: The proposed architecture for sequence learning. The network is composed of two parts, sequence identifier and sequence locator. The discrimination layer contains recurrent neurons which calculate a discriminative identity number for each sequence by using f i s which are polynomial integrating functions. Memory layer contains recurrent neurons which play the role of low-pass filters with different time-constants τ j . Sequence fuzzy sets layer and Sample fuzzy sets layer are composed of RBF neurons with multivariate Gaussian functions. The sequence identifier identifies the sequence and the sequence locator detect the location of the current sample. Next, their outputs are combined in the fuzzy rules layer. After applying normalization in the normalization layer, next sample of the sequence is approximated (x(t + 1)) as the network output (y(t)). In the output layer, w 1 to w R are output weights for each fuzzy rule. It is assumed that the network would identify and produce the sequence after T samples. Therefore, there are three switches S 1 to S 3 . Initially, S 1 and S 3 are closed and the correct sequence sample x(t) is received by the network. After T samples, these switches become open and S 2 would be closed. Thus, the sequence locator part receives the previous network output as the input, and the sequence identifier part receives no more inputs. Indeed, the output of the this part would remain constant after T samples.
Therefore, after T samples, the output of its i th neuron would be
2. The sequence fuzzy sets layer: In this layer, multivariate fuzzy sets are defined for different identity numbers which are calculated in the previous layer. Indeed, each neuron of this layer receives a vector which contains all outputs of the previous layer (o (1) ). The output of the i th neuron of this layer is calculated as follows:
where, here c1 i is the vector of i th fuzzy set center and Σ 1 is a diagonal matrix contains width of fuzzy set for each input dimension as follows:
3. The memory layer: Each neuron of this layer is a discrete low-pass filter with a different time constant τ i . Indeed, this layer output is a vector which contains current and d previous samples of the sequence and its i th neuron represents the (t − i) th sample. The output of the i th neuron of this layer is calculated as follows:
where
. It is assumed that the number of neurons in this layer, (d), is lower than number of initial samples T .
The sample fuzzy sets layer:
The function of this layer is similar to the second layer, but its input is the output of the third layer. Therefore, the output of its i th neuron is calculated as follows:
where, here c2 i is the vector of i th fuzzy set center and Σ 2 is a diagonal matrix similar to Σ 1 .
5. The fuzzy rules layer: Each neuron of this layer represents a fuzzy rule. Its neurons compute a membership value based on applying the T-Norm operator on previous layer's outputs. By considering the inner product as the T-Norm operator, the membership function of i th fuzzy rule is defined as shown bellow:
where µ i is the membership value of the current sequence and its current location to the i th fuzzy rule.
6. The normalization layer: Calculated membership values are normalized in this layer. The output of i th neuron of this layer is calculated as follows:
where φ i is the normalized membership value of the current sequence and its current location to the i th fuzzy rule, and R is the number of fuzzy rules.
7. The output layer: There is one linear neuron for each output, in the last layer that provides the final output of the network. The output of this neuron is the inner product of the input vector with a weight vector (W ), which plays the role of the consequent part parameters. The final output of the network is computed as follows:
The advantage of the proposed architecture is to have two distinct parts for sequence identification and location. Indeed, this architecture would be able to recognize different sequences (for example different characters in handwriting) by the sequence identifier part, and also the current state in each sequence by the sequence locator. Therefore, it is proper for sequence learning. Figure 2: A simple example of adding a new fuzzy set in a one-dimensional input space. a The input signal is analyzed by two fuzzy sets with centers c 1 and c 2 . The total coverage for the sample x * is lower than a predefined threshold θ. b A new fuzzy set, which its center is x * , has been added.
Initialization
Considering the dynamic nature of a sequence, a dynamic learning method is proposed for structure learning. During this phase of learning, switch S 1 is closed and S 2 is open. Switch S 3 is closed for first T samples and after receiving T samples, this switch would be open. Therefore, during this phase of learning, the architecture utilize correct sequence samples (x(t)).
After receiving T samples, the learning procedure starts with considering the current output of the memory layer as the center of the first fuzzy set in the sample fuzzy sets layer, and the output of the discrimination layer as the center of the first fuzzy set in the sequence fuzzy sets layer. To form the first fuzzy rule, these two fuzzy sets are joint in the fuzzy rules layer. To initialize the output weight for the first fuzzy rule, the desired output of the current sample (x(t+1)) is considered as the output weight.
Next, all samples of the first sequence are fed to the network. If the current set of fuzzy sets in sample fuzzy sets layer do not cover each sample x(t), a new fuzzy set is added to this layer that its center is x(t). Indeed, if the sum of fuzzy sets firing strength ( m i=1 o4 i ) is lower than a predefined threshold (θ 1 ), a fuzzy set is added to the sample fuzzy sets layer. Fig. 2 presents a schematic example of this concept. For the first sequence, each new fuzzy set in the sample fuzzy sets layer would be joint with the fuzzy set in the sequence fuzzy sets layer to from fuzzy rules. To initialize output weight, the desired value of the next sample (x(t + 1)) is considered as the output weight of the new fuzzy rule.
After learning the first sequence, the other sequences are fed to the network. If the current set of fuzzy sets in sequence fuzzy sets layer could not cover the new identity number for each sequence, a new fuzzy set would be added to this layer which its center would be the current identity number. If a new fuzzy set is added to this layer, it is necessary to form new fuzzy rules for the new sequence. Now, if the current set of fuzzy sets in sample fuzzy sets layer cover sample x(t), the fuzzy set with highest firing strength (argmax(o (4) i )) would be joint with the added fuzzy set in sequence fuzzy sets layer to form a new fuzzy rule. Else, a new fuzzy set is added to sample fuzzy sets layer that its center is x(t). Then, to form new fuzzy rule, this new fuzzy set is joint with the new fuzzy set in sequence fuzzy sets layer. This algorithm is summarized in Algorithm 1.
Algorithm 1: Initialization seq ← 1; m ← 0; /* Number of fuzzy sets in sample FSL */ p ← 0; /* Number of fuzzy sets in sequence FSL */ R ← 0; /* Number of rules */ rules ← []; /* Joint fuzzy sets forming rules */ while seq ≤ seqNum do newSeq ← true; (1) to (8)) end for iter1 ← 1 to itermax do for t ← T + 1 to T f do iter2 ← 1; E ← (y(t) − x(t + 1)) 2 ; while iter2 ≤ itermax || E ≤ θ3 do for i ← 1 to R do Update wi (eq. (9)) end Update o1 to o7 based on y(t) (eqs. (1) to (8)) E ← (y(t) − x(t + 1)) 2 ; /* β ∈ (0, 1) is a discounting factor */ η ← β.η; end end end end
Fine-tuning
After initialization, the circuit would work in normal operational mode: For t ≤ T , switches S 1 and S 3 are closed and S 2 is open; for t > T , S 2 is closed and S 1 and S 2 are open. Therefore, the approximated value is fed back to the model as the next input after T samples.
In this phase of learning, only output weights are fine-tuned based on the network output, using gradient descent algorithm as follows:
where E(t) is the squared error in time instant t, and η is the learning step value.
To ensure that the propagated error due to recurrent nature of network is controlled, a gradual fine-tuning procedure is applied. This gradual fine-tuning method utilizes eq. (9) sequentially for each sample. After reducing the error for sample x(t), iteratively, to lower than a predefined threshold θ 3 , the algorithm is used for the next sample x(t + 1). This algorithm is summarized in Algorithm 2.
Experiments
In this section, the performance of the proposed network in sequence learning is investigated. First, it is used to learn two intersected sequences and its performance is compared to the performance of an ordinary dynamic FNN ((Salimi-Badr et al., 2017)). Next, the proposed network is utilized as a pattern generator to learn and generate four types of periodic signals. Finally, this network is utilized to learn different character trajectories extracted from UCI character trajectories data set 1 (Williams et al., 2006 (Williams et al., , 2007 (Williams et al., , 2008 . This data set includes multiple, labelled samples of pen tip trajectories recorded whilst writing individual characters. All samples are from the same writer. Its sample have three dimensions including x, y, and pen tip force. In this paper, only two dimensions x and y are used. To show the ability of proposed FNN to encounter noise and uncertainty, random noise is added to the input samples.
Intersected sequences
In this experiment, the ability of the proposed network is compared to an ordinary self-organizing fuzzy neural network structure ( (Wu et al., 2001; Malek et al., 2012; ) to learn two different intersected sequences. 
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Indeed, these two sequences are begun from different points, and after some samples, they converge to a similar curve, and then, they diverge in different directions (Fig. 3) . Table 1 shows different parameters values for both approaches and Fig. 4 compares outputs of the proposed network and the ordinary one. According to Fig. 4 , the proposed network is able to learn and generate both sequences, but the ordinary network could learn just one sequence, due to the intersected region. Therefore, the proposed network is able to learn and generate such sequences by utilizing a small window of the previous samples.
Pattern generation
One application of the proposed network is to be utilized as a pattern generator. In this experiment, the proposed network is used to learn and generate periodic patterns. Four patterns, including sine, square, triangle, and sawtooth waves are used as target sequences. The network should learn to produce one period of all patterns based on receiving the samples of the first period. Next, it would be able to reproduce them periodically, by receiving just the first period. Table 2 shows the values of network parameters. After learning, the number of fuzzy sets of the sequence fuzzy sets layer is 4 and number of fuzzy sets of the sample fuzzy sets layer is 57. Fig. 5 shows the generated periodic patterns, after receiving the first period. It is shown that the network generates three periods of each pattern, after receiving the first period.
Since the learned sequences are periodic, the output of the sequence identifier part is shift invariant. Indeed, it is expected that the network would be able to produce learned patterns with phase shift. Fig. 6 shows the output of the network for sine wave with different phase shifts (φ) including π/2 (cosine), π (inverted sine). It is shown that the proposed network is able to reproduce them with a negligible error.
Different character trajectories
In this experiment, the proposed network is utilized to learn and generate nine characters including 'a', 'c', 'd', 'e', 'g', 'o', 'p', 'q', and 'u' from UCI character trajectories data set. These selected characters have some similarities; for example 'a', 'c', 'g', 'q', 'u' and 'o' beginning curves are very similar. The network should receive T = 30 samples, and generate the remaining 150 samples. Table 3 network to encounter uncertainty, all input samples are integrated with random noisy samples. After learning, number of fuzzy sets of the sequence fuzzy sets layer is 9 and number of fuzzy sets of the sample fuzzy sets layer is 172. Fig. 7 shows the input samples to the network and compares the desired and generated trajectories. All character trajectories are begun from a same point (0,0). Uniform random noise in range (-0.3,0. 3) is added to the input samples.
Although the input to network is noisy (even rows in Fig. 7) , the network is able to identify and generate each character trajectory with a little error. Therefore, the network was able to learn and generate different sequences.
Conclusions
In this paper, a novel self-organizing fuzzy neural network, with a new architecture is proposed for sequence learning. The network composed of two different parts, sequence identifier, to recognize different sequences, and sequence locator to detect the current location of the sequence. The network is able to identify each learned sequence by receiving T initial samples. Afterward, it would be able to produce the next sample based on the location of the current sample.
The learning algorithm is a two step gradual learning method. Firstly, the fuzzy sets are initialized by correct sequence samples. In this step, new fuzzy sets are added based on the amount of fuzzy sets coverage. If the current set of fuzzy sets does not cover the current sample properly, a new fuzzy set is added. After initializing fuzzy sets, the parameters are fine-tuned by a gradient descent based method, while feeding back the current output of the network as the next input.
The proposed network is used in different sequence learning problems. First, it is utilized to learn two different sequences with a similar part. The network can learn these trajectories successfully because, it is designed to identify each sequence based on initial samples. It is also utilized as pattern generator, to learn and generate different patterns periodically. Finally, as a real world problem, different hand writing character trajectories are learned and reproduced by the proposed network successfully.
