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Abstract
We study the optimal stopping problem for dynamic risk measures represented
by Backward Stochastic Differential Equations (BSDEs) with jumps and its relation
with reflected BSDEs (RBSDEs). We first provide general existence, uniqueness and
comparison theorems for RBSDEs with jumps in the case of a RCLL adapted obstacle.
We then show that the value function of the optimal stopping problem is characterized
as the solution of an RBSDE. The existence of an optimal stopping time is obtained
when the obstacle is left-upper semi-continuous along stopping times. Finally, robust
optimal stopping problems related to the case with model ambiguity are investigated.
Key words : Backward stochastic differential equations, reflected backward stochastic
equations, jump processes, optimal stopping, risk-measures.
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1 Introduction
In this paper we study optimal stopping problems for dynamic risk measures ρt represented
by Backward Stochastic Differential Equations (BSDEs) with jumps. The properties of
these risk measures have been studied recently in [20]. The optimal stopping problem can be
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formulated as follows: given a dynamic financial position ξt, represented by an RCLL adapted
process, we want to determine a stopping time τ which minimizes the risk of the position
ξτ , and compute the corresponding value. To this purpose, we study the links between this
optimal stopping problem and reflected BSDEs (RBSDEs) with jumps. RBSDEs have been
introduced by N. El Karoui et al. (1997 ) (see [7]) in the case of a Brownian filtration.
The solutions of such equations are constrained to be greater than given processes called
obstacles. We provide here existence and uniqueness results for RBSDEs with jumps, as well
as comparison and strict comparison theorems, when the obstacle is RCLL. This completes
some results in Hamade`ne, Ouknine and Issaky [12, 13, 9].
We prove that the value function of our optimal stopping problem is the solution of an
RBSDE with obstacle given by the dynamic position ξt. We provide an optimality criterium,
that is a characterization of optimal stopping times. In the case when the obstacle is left-
upper semi-continuous along stopping times, we show the existence of an optimal stopping
time. In the case of a general RCLL obstacle, we prove the existence of ε-stopping times.
Related studies can be found in El Karoui and Quenez [8], Bayraktar and coauthors in [1]
and [2] in the Brownian case.
We then address the optimal stopping problem when there is ambiguity on the risk
measure. To this purpose, we study the following optimal control problem for RBSDEs:
Let {fα, α ∈ A} be a family of Lipschitz drivers and let {Y α, α ∈ A} be the solutions of
the RBSDEs associated with drivers {fα} and obstacle ξt. The problem is to minimize Y
α
over α. Under appropriate hypotheses, the value function is characterized as the solution
Y of an RBSDE. We then focus on the robust optimal stopping problem for risk measures:
we consider the family of risk measures {ραt , α ∈ A} induced by the BSDEs associated
with drivers {fα, α ∈ A}. In this ambiguity framework, the risk measure is defined as
the supremum over α of the risk measures ρα. Given the dynamic position ξt, we want
to determine a stopping time τ ∗ which minimizes over all stopping times τ the risk of the
position ξτ . This leads to a mixed control/ optimal stopping game problem. We show that,
under some hypothesis, the value function is equal to Y . We then study the existence of
saddle points.
The paper is organized as follows. In Section 2, we state the notation and give the
formulation of our optimal stopping problem for risk measures. In Section 3, we provide
existence and uniqueness results for RBSDEs with jumps and RCLL obstacle. Relations
between optimal stopping problems and RBSDEs are given in Section 4. In Section 5, we
provide comparison theorems for RBSDEs with jumps and optimization principles. The
robust optimal stopping problem for risk measures when there is ambiguity on the risk
measure is addressed in Section 6. An application to a case of multiple priors is presented
in Section 7.
2 Formulation of the problem
Notation. Let P be the predictable σ-algebra on [0, T ]× Ω.
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For each T > 0 and p > 1, we use the following notation:
• Lp(FT ) is the set of random variables ξ which are FT -measurable and p-integrable.
• IHp,T is the set of real-valued predictable processes φ such that
‖φ‖p
IHp,T
:= E
[
(
∫ T
0
φ2tdt)
p
2
]
<∞.
For β > 0 and φ ∈ IH2,T , we introduce the norm ‖φ‖2β,T := E[
∫ T
0
eβsφ2sds].
• Lpν is the set of Borelian functions ℓ : R
∗ → R such that
∫
R∗
|ℓ(u)|pν(du) < +∞.
The set L2ν is a Hilbert space equipped with the scalar product
〈δ, ℓ〉ν :=
∫
R∗
δ(u)ℓ(u)ν(du) for all δ, ℓ ∈ L2ν × L
2
ν ,
and the norm ‖ℓ‖2ν :=
∫
R∗
|ℓ(u)|2ν(du) < +∞.
• IHp,Tν is the set of processes l which are predictable, that is, measurable
l : ([0, T ]× Ω×R∗, P ⊗ B(R∗))→ (R ,B(R)); (ω, t, u) 7→ lt(ω, u)
such that
‖l‖p
IH
p,T
ν
:= E
[
(
∫ T
0
‖lt‖
2
ν dt)
p
2
]
<∞.
For β > 0 and l ∈ IH2,Tν , we set ‖l‖
2
ν,β,T := E[
∫ T
0
eβs‖ls‖
2
ν ds].
• Sp,T is the set of real-valued RCLL adapted processes φ such that
‖φ‖pSp := E( sup
0≤t≤T
|φt|
p) <∞.
When T is fixed and there is no ambiguity, we denote IHp instead of IHp,T , IHpν instead
of IHp,Tν , S
p instead of Sp,T .
• T0 denotes the set of stopping times τ such that τ ∈ [0, T ] a.s.
• For S in T0, TS is the set of stopping times τ such that S ≤ τ ≤ T a.s.
Definition 2.1 (Driver, Lipschitz driver) A function f is said to be a driver if
• f : [0, T ]× Ω×R2 × L2ν → R
(ω, t, x, π, ℓ(·)) 7→ f(ω, t, x, π, ℓ(·)) is P ⊗ B(R2)⊗ B(L2ν)− measurable,
• f(., 0, 0, 0) ∈ IH2.
A driver f is called a Lipschitz driver if moreover there exists a constant C ≥ 0 such that
dP ⊗ dt-a.s. , for each (x1, π1, ℓ1), (x2, π2, ℓ2),
|f(ω, t, x1, π1, ℓ1)− f(ω, t, x2, π2, ℓ2)| ≤ C(|x1 − x2|+ |π1 − π2|+ ‖ℓ1 − ℓ2‖ν).
3
Existence and uniqueness result for BSDEs with jumps. (Tang and Li ,1994 [22])
Let T > 0. For each Lipschitz driver f , and each terminal condition ξ ∈ L2(FT ), there exists
a unique solution (X, π, l) ∈ S2,T × IH2,T × IH2,Tν satisfying
− dXt = f(t, Xt−, πt, lt(·))dt− πtdWt −
∫
R∗
lt(u)N˜(dt, du); XT = ξ. (2.1) {er}
This solution is denoted by (X(ξ, T ), π(ξ, T ), l(ξ, T )).
This result can be extended if the terminal time T is replaced by a stopping time S ∈
T0. Let (X(ξ, S), π(ξ, S), l(ξ, S)) (denoted here by (X, π, l)) be the solution of the BSDE
associated with driver f , terminal time S and terminal condition ξ ∈ L2(FS). The solution
can be extended on the whole interval [0, T ] by setting Xt = ξ, πt = 0, lt = 0 for t ≥ S.
So, ((Xt, πt, lt); t ≤ T ) is the unique solution of the BSDE with driver f(t, x, π, l)1{t≤S} and
terminal conditions (T , ξ).
We refer to [3, 21] and to [20] where some results are used in this paper.
Dynamic risk measures induced by BSDEs with jumps. Let T ′ > 0 be a time
horizon. Let f be a Lipschitz driver such that f(·, 0, 0, 0) ∈ IH2,T
′
. We define the following
functional: for each T ∈ [0, T ′] and ξ ∈ L2(FT ), set
ρ
f
t (ξ, T ) = ρt(ξ, T ) := −Xt(ξ, T ), 0 ≤ t ≤ T. (2.2) {definition}
where Xt(ξ, T ) denotes the solution of the BSDE (2.1) with driver f , terminal condition ξ
and terminal time T . If T represents a given maturity and ξ a financial position at time T ,
then ρt(ξ, T ) will be interpreted as the risk of ξ at time t. The functional ρ : (ξ, T ) 7→ ρ·(ξ, T )
defines then a dynamic risk measure induced by the BSDE with driver f . Properties of such
dynamic risk measures are given in [20].
Optimal stopping problem. The aim of this paper is to study optimal stopping for
dynamic risk measures. Let T > 0 be the terminal time. Let {ξt, 0 ≤ t ≤ T} be a RCLL
adapted process on [0, T ], belonging to S2, representing a dynamic financial position.
Consider the following optimal stopping problem: For each stopping time S ∈ T0, let
v(S) be the FS-measurable random variable (unique for the equality in the almost sure
sense) defined by
v(S) := ess inf
τ∈TS
ρS(ξτ , τ). (2.3)
Since by definition ρS(ξτ , τ) = −XS(ξτ , τ), we have that for each stopping time S ∈ T0,
v(S) = ess inf
τ∈TS
−XS(ξτ , τ) = −ess sup
τ∈TS
XS(ξτ , τ). (2.4) {vvv}
The aim is to characterize for each S ∈ TS the minimal risk-measure v(S) and to provide an
existence result of an S-optimal stopping time τ ∗ ∈ TS , that is such that v(S) = ρS(ξτ∗ , τ
∗)
a.s. This problem is related to reflected BSDEs. We give below existence and uniqueness
results for these equations.
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3 RBSDEs with jumps and RCLL obstacle process
Reflected BSDEs (RBSDEs) have been introduced by N. El Karoui et al. (1997 ) (see [7]).
The solution of such equations are constrained to be greater than a given process called
the obstacle. In this section, we provide existence and uniqueness results for RBSDEs with
jumps, in the case when the obstacle is RCLL, which complete some results in [12, 13, 9].
Let T > 0 be a fixed terminal time and f be a Lipschitz driver. Let ξ. be a process called
obstacle in S2.
Definition 3.1 A process (Y, Z, k(.), A) is said to be a solution of the reflected BSDE asso-
ciated with driver f and obstacle ξ. if
(Y, Z, k(.), A) ∈ S2 × IH2 × IH2ν × S
2
− dYt = f(t, Yt, Zt, kt(·))dt+ dAt − ZtdWt −
∫
R∗
kt(u)N˜(dt, du); YT = ξT , (3.5) {RBSDE}
Yt ≥ ξt, 0 ≤ t ≤ T a.s.,
A is a nondecreasing RCLL predictable process with A0 = 0 and such that∫ T
0
(Yt − ξt)dA
c
t = 0 a.s. and ∆A
d
t = −∆Yt1Yt−=ξt− a.s.
Here Ac denotes the continuous part of A and Ad its discontinuous part.
We introduce the following definition.
Definition 3.1 A progressive process (φt) is said to be left-upper semicontinuous along
stopping times if for all τ ∈ T0 and for each non decreasing sequence of stopping times (τn)
such that τn ↑ τ a.s. ,
φτ ≥ lim sup
n→∞
φτn a.s. (3.6) {usc}
Remark 3.2 Note that in this definition, no condition is required at a totally unaccessible
stopping time. In our framework, since the filtration is generated by W and N , this means
that no condition is required at the jump times of N .
3.1 The case when the driver f does not depend on y, z, k.
Proposition 3.1 Suppose that f does not depend on y, z, k, that is f(ω, t, y, z, k(·)) =
f(ω, t), where f is in IH2 := IH2,T . Then, RBSDE (3.5) admits a unique solution (Y, Z, k(.), A) ∈
S2 × IH2 × IH2ν × S
2 and for each S ∈ T0,
YS = ess sup
τ∈TS
E[ξτ +
∫ T
τ
f(t)dt | FS] a.s. (3.7)
Moreover if (ξt) is left-upper semicontinuous along stopping times, then At is continuous.
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Proof. For each S ∈ T0, we introduce the following random variable
Y (S) := ess sup
τ∈TS
E[ξτ +
∫ T
τ
f(t)dt | FS]. (3.8)
By classical results of optimal control theory, there exists a RCLL adapted process denoted
by (Y t) such that for each S ∈ T0, Y (S) = Y S a.s. The process (Y t +
∫ t
0
f(s)ds) is a
supermartingale. By the Doob-Meyer decomposition, it can be uniquely written as
dY t = −f(t)dt− dAt + dMt,
where M is a square-integrable martingale and A is a nondecreasing RCLL predictable
process with E(A2T ) < ∞ and A0 = 0. Furthermore, by the theorem of representation [22],
there exist unique processes Z in IH2 and k in IH2ν such that
dMt = ZtdWt +
∫
R∗
kt(u)N˜(dt, du).
The process A can be uniquely decomposed as dAt = dA
c
t + dA
d
t . By Proposition B.11
in [14] (or [6]), we have
∫ T
0
(Y t − ξt)dA
c
t = 0 a.s. and ∆A
d
t = −∆Yt1Y
t−
=ξ
t−
a.s. Hence,
(Y , Z, k(), A) is a solution of the RBSDE associated with driver f(t) and obstacle (ξt).
In the particular case when (ξt) is left-upper semicontinuous over stopping times, by
Proposition 2.11 in [14] (see also [6]), the supermartingale vt := Y t +
∫ t
0
f(s)ds is then
left-continuous over stopping times in expectation, that is, for all τ ∈ T0 and for each non
decreasing sequence of stopping times (τn) such that τ
n ↑ τ a.s. , limn→∞E[vτn ] = E[vτ ].
Consequently, by Lem. B.8 in [14] (or Th. 10, Chap. VII in [5]), the nondecreasing process
A is continuous.
We will now show that conversely, if (Y, Z, k(·), A) is a solution of the RBSDE associated
with driver f(t) and obstacle (ξt), then, for each S ∈ T0, YS = Y (S) a.s.
To simplify, suppose that f = 0. The following proof can be easily generalized to the
case where f 6= 0. Suppose that (Y, Z, k(.), A) is a solution of the reflected BSDE associated
with driver f = 0 and obstacle ξt. For each t, let
Mt := Y0 +
∫ t
0
ZsdWs +
∫ t
0
∫
R∗
ks(u)N˜(ds, du).
Note that M is a square integrable martingale. We have
dYt = dMt − 1{Yt=ξt}dA
c
t − dA
d
t ; YT = ξT , (3.9)
with ∆Adt = −∆Yt1Yt−=ξt− a.s. Since Y ≥ ξ, it clearly follows that for each stopping time
S ∈ T0 and for each τ ∈ TS,
YS = E[Yτ | FS]−E[Aτ −AS | FS] ≥ E[ξτ | FS] a.s.
Hence, by taking the supremum over τ ∈ TS, we have
YS ≥ ess sup
τ∈TS
E[ξτ | FS] = Y (S) a.s. (3.10)
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It remains to show the converse inequality.
Let us first consider the simpler case where (ξt) is left-upper semicontinuous over stopping
times and A is continuous, that is A = Ac. For each S ∈ T0, consider
τ ∗S := inf{t ≥ S, Yt = ξt}.
Note that τ ∗S ∈ TS. Since Y and ξ are right-continuous processes, we have Yτ∗S = ξτ∗S a.s. By
definition of τ ∗S , for almost every ω, for each t ∈ [S(ω), τ
∗
S(ω)[, we have Yt(ω) > ξt(ω). Hence,
since Y is solution of the RBSDE, for almost every ω, the nondecreasing function t 7→ At(ω)
is constant on [S(ω), τ ∗S(ω)[. The continuity of A implies that t 7→ At(ω) is constant on
[S(ω), τ ∗S(ω)]. This clearly leads to the following equality:
YS = E[ξτ∗
S
| FS] a.s.
This with inequality (3.10) gives the desired equality YS = Y (S) a.s.
We now consider the case where (ξt) is only supposed to be a RCLL process. For each
S ∈ T0 and for each ε > 0, let
τ εS := inf{t ≥ S, Yt ≤ ξt + ε}.
Note that τ εS ∈ TS. Fix ε > 0. For a.e. ω, if t ∈ [S(ω), τ
ε
S(ω)[, then Yt(ω) > ξt(ω) + ε
and hence Yt(ω) > ξt(ω). It follows that for a.e. ω, the function t 7→ A
c
t(ω) is constant on
[S(ω), τ εS(ω)] and t 7→ A
d
t (ω) is constant on [S(ω), τ
ε
S(ω)[. Also, Y(τεS)− ≥ ξ(τεS)−+ε a.s. Since
ε > 0, it follows that Y(τε
S
)− > ξ(τε
S
)− a.s. , which implies that ∆A
d
τε
S
= 0 a.s. The process
(Yt) is thus a martingale on [S, τ
ε
S]. Furthermore, by the right-continuity of (ξt) and (Yt),
we clearly have
Yτε
S
≤ ξτε
S
+ ε a.s.
It follows that
YS = E[Yτε
S
| FS] ≤ E[ξτε
S
| FS] + ε ≤ ess sup
τ∈TS
E[ξτ | FS] + ε a.s. (3.11)
Hence, YS ≤ Y (S) + ε a.s. for each ε > 0, which implies that YS ≤ Y (S) a.s. This, with
inequality (3.10), ensures the desired equality YS = Y (S) a.s. 
3.2 The case of a general Lipschitz driver
Theorem 3.3 Suppose that f is a Lipschitz driver with Lipschitz constant C. Then, RB-
SDE (3.5) admits a unique solution (Y, Z, k(.), A) ∈ S2 × IH2 × IH2ν × S
2. Moreover if (ξt)
is left-upper semicontinuous over stopping times, then At is continuous.
Proof. We denote by IH2β the space IH
2×IH2×IH2ν equipped with the norm ‖Y, Z, k(·)‖
2
β :=
‖Y ‖2β + ‖Z‖
2
β + ‖k‖
2
ν,β.
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We define a mapping Φ from IH2β into itself as follows. Given (U, V, l) ∈ IH
2
β, let (Y, Z, k) =
Φ(U, V, l) be the the solution of the RBSDE associated with driver f(s) = f(s, Us, Vs, ls). Let
A be the associated nondecreasing process. The mapping Φ is well defined by Proposition
3.1. By using some a priori estimates (see Proposition A.5), Φ can be shown to be a
contraction from IH2β into itself. It thus admits an unique fixed point, which corresponds to
the solution of RBSDE (3.5). For details, see the Appendix. 
4 Relations between optimal stopping problems and
RBSDEs
In the following, we make the following assumption on the driver f which ensures the
monotonicity property of the associated risk measure ρ (see [20]).
Let T > 0.
Assumption 4.1 A driver f is said to satisfy Assumption 4.1 if the following holds:
dP ⊗ dt-a.s for each (x, π, l1, l2) ∈ [0, T ]× Ω× R
2 × (L2ν)
2,
f(t, x, π, l1)− f(t, x, π, l2) ≥ 〈θ
x,pi,l1,l2
t , l1 − l2〉ν ,
with
θ : [0, T ]× Ω× R2 × (L2ν)
2 7→ L2ν ; (ω, t, x, π, l1, l2) 7→ θ
x,pi,l1,l2
t (ω, .)
P ⊗ B(R2) ⊗ B((L2ν)
2)-measurable, bounded, and satisfying dP ⊗ dt ⊗ dν(u)-a.s. , for each
(x, π, l1, l2) ∈ R
2 × (L2ν)
2,
θ
x,pi,l1,l2
t (u) ≥ −1 and |θ
x,pi,l1,l2
t (u)| ≤ ψ(u), (4.12) {condi}
where ψ ∈ L2ν .
4.1 Characterization of the value function as the solution of an
RBSDE
We relate the optimal stopping problem (2.4) to reflected BSDEs. We first show that the
value function v coincides with −Y , where Y is the solution of the reflected BSDE associated
with driver f and obstacle ξ.
Theorem 4.1 (Characterization) Let T > 0 be the terminal time. Let (ξt, 0 ≤ t ≤ T )
be a RCLL adapted process on [0, T ], belonging to S2. Suppose that (Y, Z, k(·), A) is the
solution of the reflected BSDE (3.5). Then, for each stopping time S ∈ T0, we have
YS = ess sup
τ∈TS
XS(ξτ , τ) a.s. (4.13) {prixam}
where on the interval [S, τ ], the process (Xs(τ, ξτ ), πs(τ, ξτ ), ls(τ, ξτ )) satisfies the BSDE
−dXs = f(s,Xs, πs, ls)ds− πsdWs −
∫
R∗
ls(u)N˜(ds, du); Xτ = ξτ .
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Proof.
We first show that YS ≥ XS(τ, ξτ ), for each τ ∈ T0. Fix τ ∈ T0. In the interval [S, τ ],
the process (Y, Z, k(·), A) satisfies :
−dYs = f(s, Ys, Zs, ks)ds+ dAs − ZsdWs −
∫
R∗
ks(u)N˜(ds, du); Yτ = Yτ .
In other words, the process (Ys, Zs, ks;S ≤ s ≤ τ) is the solution of the BSDE associated
with terminal time τ , terminal condition Yτ and (generalized) driver
f(s, y, z, k)ds+ dAs.
Since f(s, y, z, k)ds+ dAs ≥ f(s, y, z, k)ds and since Yτ ≥ ξτ a.s. , the comparison theorem
for BSDEs (see Theorem 4.2 in [20]) gives that
YS ≥ XS(ξτ , τ) a.s.
By taking the supremum over τ ∈ TS , we derive that
YS ≥ ess sup
τ∈TS
XS(ξτ , τ) a.s. (4.14) {prixame}
It remains to show the converse inequality.
For each S ∈ T0 and for each ε > 0, let τ
ε
S be the stopping time defined by
τ εS := inf{t ≥ S, Yt ≤ ξt + ε}. (4.15) {thetalambda}
We first show two useful lemmas.
Lemma 4.2 • We have
Yθε
S
≤ ξθε
S
+ ε a.s.
• The process (Yt, S ≤ t ≤ θ
ε
S) is the solution of the BSDE associated with terminal time
θεS, terminal condition YθεS and driver f , that is
Yt = Xt(Yθε
S
, θεS) S ≤ t ≤ θ
ε
S a.s.
Proof. The first point follows from the definition of θεS and the right-continuity of (ξt)
and (Yt). Let us show the second point. Note that θ
ε
S ∈ TS. Fix ε > 0. For a.e. ω,
if t ∈ [S(ω), θεS(ω)[, then Yt(ω) > ξt(ω) + ε and hence Yt(ω) > ξt(ω). It follows that for
a.e. ω, the function t 7→ Act(ω) is constant on [S(ω), θ
ε
S(ω)] and t 7→ A
d
t (ω) is constant on
[S(ω), θεS(ω)[. Also, Y(θεS)− ≥ ξ(θεS)−+ε a.s. Since ε > 0, it follows that Y(θεS)− > ξ(θεS)− a.s.,
which implies that ∆Adθε
S
= 0 a.s. 
Lemma 4.3 Set β := 3C2 + 2C, where C is the Lipschitz constant of f .
For each ε > 0 and each S ∈ T0, we have
YS ≤ XS(ξθε
S
, θεS) + e
βT
2 ε a.s. (4.16) {fifi}
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Proof. By Lemma 4.2 and by the comparison theorem for BSDEs, we derive that for each
ε > 0,
YS = XS(Yθε
S
, θεS) ≤ XS(ξθεS + ε, θ
ε
S) a.s. (4.17) {fi}
Now, by the a priori estimates on BSDEs (see Proposition A.4 [20]), we have
|XS(ξθε
S
+ ε, θεS)−XS(ξθεS , θ
ε
S)|
2 ≤ eβ(T−S)ε2 a.s.
This with inequality (4.17) leads to inequality (4.16), which ends the proof of Lemma 4.3.

End of the proof of Theorem 4.1
By Lemma 4.3, we have for each ε > 0,
YS ≤ XS(ξθε
S
, θεS) + e
βT
2 ε ≤ ess sup
τ∈TS
XS(ξτ , τ) + e
βT
2 ε a.s. (4.18) {etoile}
It follows that
YS ≤ ess sup
τ∈TS
XS(ξτ , τ) a.s. ,
and, since we have already shown the converse inequality, this inequality is an equality. 
Remark 4.4 By inequality (4.16), the stopping time θεS is an ε
′-optimal stopping time for
the optimal stopping time problem (4.13) with ε′ = e
βT
2 ε.
Note also that the above result does not require any concavity assumption on the driver,
contrary to [1] and [2].
4.2 Optimal stopping times
We now provide an optimality criterium for the optimal stopping time problem (4.13).
Proposition 4.2 (Optimality criterium.) Let S ∈ T0 and let τˆ ∈ TS. Suppose that in
Assumption 4.1 for each l ∈ L2ν, we have
θ
X τˆ ,piτˆ ,l ,lτˆ
t > −1, dt⊗ dP − a.s. (4.19) {assu}
where (X τˆ , πτˆ , lτˆ ) := (X(ξτˆ , τˆ), π(ξτˆ , τˆ), l(ξτˆ , τˆ)) is the solution of the BSDE associated with
τˆ , ξτˆ .
The stopping time τˆ is S-optimal, i.e.
YS = ess sup
τ∈TS
XS(ξτ , τ) = XS(ξτˆ , τˆ) a.s. (4.20) {uni}
if and only if
Ys = Xs(ξτˆ , τˆ), S ≤ s ≤ τˆ a .s. (4.21) {deuxi}
In other words, τˆ is S-optimal if and only if (Ys, S ≤ s ≤ τˆ) is the solution of the non
reflected BSDE associated with terminal time τˆ and terminal condition ξτˆ .
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Proof. It is clear that (4.21) ⇒ (4.20). Note that this implication does not require
condition (4.19). It remains to prove that (4.20) ⇒ (4.21).
Suppose that τˆ is an S-optimal stopping time.
The process (Ys, Zs, ks;S ≤ s ≤ τˆ ) is the solution of the BSDE associated with terminal
time τˆ , terminal condition Yτˆ and (generalized) driver
f(s, y, z, k)ds+ dAs.
We have f(s, y, z, k)ds+ dAs ≥ f(s, y, z, k)ds, Yτˆ ≥ ξτˆ a.s. as well as equality (4.20). Using
Assumption (4.19) and applying the strict comparison theorem for BSDEs (see [20], Th 4.4),
we get the desired result.

Remark 4.5 In the particular case when the driver f does not depend on (y, z), this gives
the well-known optimality criterium of the Optimal Stopping Theory: a stopping time τˆ is
S-optimal if and only if (Ys +
∫ s
0
f(r)dr), S ≤ s ≤ τˆ) is a martingale with Yτˆ = ξτˆ a.s.
We now show that, under a left regularity condition on the obstacle, τ εS tends to an S-
optimal stopping time for Problem (4.13) as ε tends to 0 , and we provide some additional
properties.
Theorem 4.6 Suppose (ξt) is left-upper semi-continuous along stopping times. Let S ∈ T0.
(i) The stopping time τ˜S defined by
τ˜S := lim
ε↓0
↑ τ εS
is an S-optimal stopping time.
(ii) the stopping time τ ∗S defined by
τ ∗S := inf{u ≥ S; Yu = ξu}
is an S-optimal stopping time and we have
Ys = Xs(ξτ∗
S
, τ ∗S), S ≤ s ≤ τ
∗
S a .s.
We also have τ ∗S ≥ τ˜S a.s.
(iii) Suppose moreover that in Assumption 4.1, for all x, π, l1, l2, we have
θ
x,pi,l1,l2
t > −1 dt⊗ dP − a.s. (4.22) {hypsup}
Then, τ ∗S = τ˜S a.s. and τ
∗
S is the minimal S-optimal stopping time.
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Proof.
(i) By letting ε tend to 0 in inequality (4.18), we get
YS ≤ lim sup
ε↓0
XS(ξτε
S
, τ εS). (4.23) {lamb}
For each ω such that the map ε 7→ τ εS(ω) from R
∗
+ → [0, T ] is constant for ε sufficiently
small, we have
lim
ε↓0
ξτε
S
(ω) = ξτ˜S(ω).
Moreover, since the process (ξt) is left-limited, for almost every ω such that for each ε > 0,
τ εS(ω) < τˆS(ω), we have
lim
ε↓0
ξτε
S
(ω) = ξτ˜−
S
(ω).
Hence, for almost every ω, limε↓0 ξτε
S
(ω) does exist.
The continuity property of BSDEs with respect to terminal conditions (see Prop. A6 in
[20]), implies
lim
ε↓0
XS(ξτε
S
, τ εS) = XS(lim
ε↓0
ξτε
S
, τ˜S) a.s. (4.24) {lamb2}
Now, by the left-upper semicontinuity property of the obstacle along stopping times, we
have
lim
ε↓0
ξτε
S
≤ ξτ˜S a.s.
By the comparison theorem, it follows that
XS(lim
ε↓0
ξτε
S
, τ˜S) ≤ XS(ξτ˜S , τ˜S).
Hence, by (4.23) and (4.24), we get YS ≤ XS(ξτ˜S , τ˜S) a.s. By using the characterization of
YS as the value function of the optimal stopping time problem (4.13), we get
YS = XS(ξτ˜S , τ˜S) a.s. (4.25)
Thus, τ˜S is an S-optimal stopping time.
(ii) The right continuity of (Yt) and (ξt) ensures that Yτ∗
S
= ξτ∗
S
a.s. By definition of τ ∗S,
we have that almost surely on [S, τ ∗S[, the process (Yt) is strictly greater than the obstacle (ξt)
and hence the process A is constant on [S, τ ∗S[ and even on [S, τ
∗
S] because A is continuous (see
Theorem 3.3). We derive that (Ys, S ≤ s ≤ τ
∗
S) is the solution of the BSDE associated with
terminal time τ ∗S , terminal condition ξτ∗S and driver f , that is, Ys = Xs(ξτ∗S , τ
∗
S), S ≤ s ≤ τ
∗
S
a.s. Hence, τ ∗S is an S-optimal stopping time.
Furthermore, for each ε > 0 , τ εS ≤ τ
∗
S a.s. By letting ε tend to 0, we get τ˜S ≤ τ
∗
S. a.s.
(iii) Let τˆ be an S-optimal stopping time. By the strict comparison theorem for non
reflected BSDEs (or Proposition 4.2), we have Yτˆ = ξτˆ a.s. Hence, by definition of τ
∗
S, we
have τˆ ≥ τ ∗S a.s. Thus, τ˜S ≥ τ
∗
S a.s. , which, with the other inequality, yields that τ˜S = τ
∗
S
a.s. We also have proven that τ ∗S is the minimal S-optimal stopping time. 
Remark 4.7 Consider the case of a Brownian filtration and a continuous obstacle (ξt). The
second assertion of the above theorem concerning the optimality of τ ∗S, corresponds to Theo-
rem 5.9 in El Karoui and Quenez (1996).
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5 Comparison theorems for RBSDEs with jumps and
optimization problems
5.1 Comparison theorems for RBSDEs with jumps
We now state a comparison theorem for RBSDEs with jumps.
Theorem 5.1 (Comparison theorem for RBSDEs.) Let ξ1, ξ2 be two obstacle pro-
cesses in S2. Let f 1and f 2 be Lipschitz drivers. Suppose that f 1 satisfies Assumption (4.1).
Suppose that
• ξ2t ≤ ξ
1
t , 0 ≤ t ≤ T a.s.
• f 2(t, y, z, k) ≤ f 1(t, y, z, k), for all (y, z, k) ∈ R2 × L2ν ; dP ⊗ dt− a.s.
Let (Y i, Z i, ki, Ai) be the solution of the RBSDE associated with (ξi, f i) , i = 1, 2. Then,
Y 2t ≤ Y
1
t , ∀t ∈ [0, T ] a.s.
Proof. We give here a simple proof based on the characterization of solutions of RBSDEs
(Theorem 4.1) and on the comparison theorem for non reflected BSDEs. Let t ∈ [0, T ]. For
each τ ∈ Tt, let us denote by X
i(ξiτ , τ) the unique solution of the BSDE associated with
(τ, ξiτ , f
i) for i = 1, 2. By the comparison theorem for BSDEs with jumps [20], the following
inequality
X2t (ξ
2
τ , τ) ≤ X
1
t (ξ
1
τ , τ) a.s.
holds for each τ in Tt. Hence, by taking the essential supremum over τ in Tt and using
Theorem 4.1, we get
Y 2t = ess sup
τ∈Tt
X2t (ξ
2
τ , τ) ≤ ess sup
τ∈Tt
X1t (ξ
1
τ , τ) = Y
1
t a.s.

Remark 5.1 The result still holds when f 2 satisfies Assumption (4.1) instead of f 1.
We now provide a strict comparison theorem. The first assertion addresses the particular
case when the obstacle is left-upper semicontinuous along stopping times and the second one
deals with the general case.
Theorem 5.2 (Strict comparison.) Suppose that the assumptions of the comparison the-
orem (Th. 5.1) hold and that the driver f 1 satisfies Assumption 4.1 with
θ
x,pi,l1,l2
t > −1 dt⊗ dP − a.s. (5.26) {hypsupbis}
Let S in T0 and suppose that Y
1
S = Y
2
S a.s.
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1. Suppose that ξ1 and ξ2 are left-upper semicontinuous along stopping times. Let τ ∗i =
τ ∗i,S := inf{s ≥ S; Y
i
s = ξ
i
s}, i = 1, 2. Then,
Y 1t = Y
2
t , S ≤ t ≤ τ
∗
1 ∧ τ
∗
2 a.s.
and
f 2(t, Y 2t , Z
2
t , k
2
t ) = f
1(t, Y 2t , Z
2
t , k
2
t ) S ≤ t ≤ τ
∗
1 ∧ τ
∗
2 , dP ⊗ dt− a.s. (5.27) {autre}
Moreover if ξ1 = ξ2 a.s., then τ ∗1 = τ
∗
2 a.s. and Y
1
τ∗
1
= Y 2τ∗
1
= ξ1τ∗
1
a.s
2. Consider the general case where ξ1 and ξ2 are not supposed to be left-upper semicon-
tinuous along stopping times. For ε > 0, define
τ εi := inf{t ≥ S, Y
i
t ≤ ξ
i
t + ε} and τ˜i := lim
ε↓0
↑ τ εi i = 1, 2.
Then, for each ε > 0,
Y 1t = Y
2
t , S ≤ t ≤ τ
ε
1 ∧ τ
ε
2 . a.s. (5.28) {unoss}
Moreover,
f 2(t, Y 2t , Z
2
t , k
2
t ) = f
1(t, Y 2t , Z
2
t , k
2
t ) S ≤ t ≤ τ˜1 ∧ τ˜2, dP ⊗ dt− a.s.
and if ξ1 = ξ2 a.s., then for each ε > 0, τ ε1 = τ
ε
2 a.s. and τ˜1 = τˆ2.
Proof. Suppose that ξ1 and ξ2 are left-upper semicontinuous along stopping times. By
the existence theorem (see Theorem 4.6), τ ∗1 is optimal for Problem (4.13) with f = f
1,
ξ = ξ1, that is
Y 1S = ess sup
τ∈TS
X1S(ξ
1
τ , τ) = X
1
S(ξ
1
τ∗
1
, τ ∗1 ) a.s
where X1(ξ1τ∗
1
, τ ∗1 ) denotes the solution of the BSDE associated with terminal time τ
∗
1 , ter-
minal condition ξ1τ∗
1
and driver f 1. Furthermore, by Theorem 4.6, we have
Y 1t = X
1
t (ξ
1
τ∗
1
, τ ∗1 ), S ≤ t ≤ τ
∗
1 a.s.
Moreover τ ∗2 is optimal for Problem (4.13) with f = f
2, ξ = ξ2, that is,
Y 2S = ess sup
τ∈TS
X2S(ξ
2
τ , τ) = X
2
S(ξ
2
τ∗
2
, τ ∗2 ),
where X2(ξ2τ∗
2
, τ ∗2 ) denotes the solution of the BSDE associated with terminal time τ
∗
2 , ter-
minal condition ξ2τ∗
2
and driver f 2.
Also, Y 2t = X
2
t (ξ
2
τ∗
2
, τ ∗2 ) S ≤ t ≤ τ
∗
2 a.s. Hence
Y 1t = X
1
t (Y
1
τ∗
1
∧τ∗
2
, τ ∗1 ∧ τ
∗
2 ), and Y
2
t = X
2
t (Y
2
τ∗
1
∧τ∗
2
, τ ∗1 ∧ τ
∗
2 ), S ≤ t ≤ τ
∗
1 ∧ τ
∗
2 a.s.
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Since f 1 ≥ f 2 and ξ1 ≥ ξ2, the comparison theorem for RBSDEs (Th. 5.1) yields that
Y 1τ∗
1
∧τ∗
2
≥ Y 2τ∗
1
∧τ∗
2
a.s. By hypothesis, Y 1S = Y
2
S . Now, Assumption (5.26) allows us to apply
the strict comparison theorem for non reflected BSDEs with jumps (see [20] Th 4.4) for
terminal time τ ∗1 ∧ τ
∗
2 . Hence, we get Y
1
t = Y
2
t , S ≤ t ≤ τ
∗
1 ∧ τ
∗
2 a.s. , and equality (5.27),
which provides the desired result.
Suppose now that ξ1 = ξ2 = ξ a.s. Then, using Y 2 ≤ Y 1, we get τ ∗2 ≤ τ
∗
1 a.s. Since
we have already shown that Y 1τ∗
2
= Y 2τ∗
2
a.s., and since Y 2τ∗
2
= ξτ∗
2
a.s. Hence Y 1τ∗
2
= ξτ∗
2
and
τ ∗1 ≤ τ
∗
2 a.s. It follows that τ
∗
1 = τ
∗
2 a.s.
Let us now consider the general case where the obstacles are not supposed to be left-
upper semicontinuous along stopping times.
Let ε > 0. By a property of τ ε1 (see Lemma 4.2), we have
Y 1t = X
1
t (Y
1
τε
1
, τ ε1 ), S ≤ t ≤ τ
ε
1 a.s.
Similarly, Y 2t = X
2
t (Y
2
τε
2
, τ ε2 ), S ≤ t ≤ τ
ε
2 a.s. By the same arguments as above with τ
∗
1 and
τ ∗2 replaced by τ
ε
1 and τ
ε
2 respectively, we derive the desired result.
Suppose now that ξ1 = ξ2 = ξ a.s. Since Y 2 ≤ Y 1, we have τ ε2 ≤ τ
ε
1 a.s. Moreover by
inequality Lemma 4.2 and Assumption (5.28), we have
ξτε
2
+ ε ≥ Y 2τε
2
= Y 1τε
2
a.s.
Consequently, τ ε2 ≥ τ
ε
1 a.s. Since we have already shown the converse inequality, we have
τ ε2 = τ
ε
1 a.s.

5.2 Optimization problems for RBSDEs
We use the following setup: Let ξ in S2 and let (f, fα;α ∈ A) be a family of Lipschitz
drivers satisfying Assumption (4.1). In (4.1), the coefficient associated with fα (resp. f), is
denoted by θα,x,pi,l (resp. θx,pi,l).
We denote by (Y, Z, k) the solution of the RBSDE associated to obstacle (ξt) and driver f ,
and by (Y α, Zα, kα) the solution of the RBSDE associated with obstacle (ξt) and driver f
α.
Also, for each τ ∈ T0 and ζ ∈ L
2(Fτ ), we denote by (X(ζ, τ), π(ζ, τ), l(ζ, τ)) the solution of
the BSDE associated with driver f , terminal conditions ζ , τ , and by (Xα(ζ, τ), πα(ζ, τ), lα(ζ, τ))
the solution of the BSDE associated with driver fα and terminal conditions ζ , τ .
From the comparison theorem, we derive a first optimization principle for RBSDEs which
generalizes the result established by El Karoui and Quenez in [8] to the case of jumps.
Proposition 5.3 (Optimization principle for RBSDEs I) Suppose that
1. For each α ∈ A, f(t, y, z, k) ≤ fα(t, y, z, k), for all (y, z, k) ∈ R2×L2ν ; dt⊗dP−a.s.
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2. There exists α¯ ∈ A such that
f(t, Yt, Zt, kt) = ess inf
α
fα(t, Yt, Zt, kt) = f
α¯(t, Yt, Zt, kt), 0 ≤ t ≤ T, dt⊗ dP − a.s.
(5.29) {existalp}
Then, for each S ∈ T0,
YS = ess inf
α
Y αS = Y
α¯
S a.s. (5.30)
Proof. For each α, since Condition 1. is satisfied and, since fα satisfies Assumption 4.1,
the comparison theorem for RBSDEs yields (see Theorem 5.1) that Y ≤ Y α. It follows that
for each S ∈ T0,
YS ≤ ess inf
α
Y αS a.s.
Now, by condition 2. , Y is a solution of the RBSDE associated with f α¯. By uniqueness of
the solution of this RBSDE, we have Y = Y α¯, which leads to equality (5.30). 
Remark 5.3 This Proposition still holds if f does not satisfy Assumption (4.1).
Proposition 5.4 (Optimization principle for RBSDEs II) Suppose that the drivers fα,
α ∈ A satisfy f ≤ fα and are equi-Lipschitz with constant C.
Suppose moreover that for each η > 0 , there exists αη ∈ A such that
f(t, Yt, Zt, kt) ≥ f
αη(t, Yt, Zt, kt)− η, 0 ≤ t ≤ T, dP ⊗ dt− a.s. (5.31) {ep1}
Then, for each S ∈ T0, we have
YS = ess inf
α
Y αS a.s. (5.32) {q}
Proof. Since f ≤ fα, we have Y ≤ Y α a.s. for each α ∈ A. It follows that for each S
∈ T0, we have YS ≤ ess infα Y
α
S a.s. Since Assumption (5.31) holds, by using estimation
(A.59), with η = 1
C2
and β = 3C2+2C, we derive that there exists a constant K ≥ 0, which
depends only on C and T , such that, for each η > 0 and for each S ∈ T0,
YS +K η ≥ Y
αη
S ≥ ess inf
α
Y αS a.s.
Equality (5.32) thus follows. 
By using the strict comparison theorem for reflected BSDEs (see Theorem 5.2), we
provide some necessary and sufficient conditions of optimality at a given time S ∈ T0.
Theorem 5.2 (Optimality criteria for RBSDEs.) Suppose that for each α ∈ A, f ≤
fα. Let α¯ ∈ A, and suppose that in Assumption 4.1 the coefficient θα¯ corresponding to
driver f α¯ satisfies θα¯,x,pi,l > −1, for each x, π, l.
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1. Suppose that the obstacle ξ is left-upper semicontinuous along stopping times. Define
for each S in T0,
τ ∗S := inf{t ≥ S, Yt = ξt}.
The parameter α¯ is S-optimal (i.e. ess infα Y
α
S = Y
α¯
S ) if and only if
Y α¯τ∗
S
= ξτ∗
S
a.s. ; f(t, Yt, Zt, kt) = f
α¯(t, Yt, Zt, kt), S ≤ t ≤ τ
∗
S, dP ⊗ dt− a.s. (5.33)
2. Consider the general case when the obstacle is not supposed to be left-upper semicon-
tinuous along stopping times. Define for each ε > 0, and each S ∈ T0, the stopping
time τ εS := inf{t ≥ S, Yt ≤ ξt + ε}.
A parameter α¯ is S-optimal (i.e. ess infα Y
α
S = Y
α¯
S ) if and only if for each ε > 0,
Y α¯τε
S
≤ ξτε
S
+ ε a.s. ; f(t, Yt, Zt, kt) = f
α¯(t, Yt, Zt, kt), S ≤ t ≤ τ
ε
S, dP ⊗ dt− a.s.(5.34)
Also, in both cases, YS = ess infα Y
α
S = Y
α¯
S a.s.
Remark 5.4 Note that in the first assertion, even if the assumption θα¯,x,pi,l > −1 is not
satisfied, (5.33) implies that α¯ is S-optimal. The same holds for assertion 2.
Proof. 1. Suppose that α¯ is S-optimal. Note that, since Y ≤ Y α¯, it follows that τ ∗S ≤ τ
α¯,∗
S
where τ α¯,∗S := inf{t ≥ S, Y
α¯
t = ξt}. By the first strict comparison theorem for RBSDEs
(Theorem 5.2 1.) applied to ξ1 = ξ2 = ξ, f 1 = f , f 2 = f α¯, Y 1 = Y , Y 2 = Y α¯, we derive
that equalities (5.33) hold.
It remains to show the converse. Suppose that equalities (5.33) hold. Then, by the
optimality of τ ∗S for YS, we have
Yt = Xt(ξτ∗
S
, τ ∗S), S ≤ t ≤ τ
∗
S, a.s.
This with equality (5.33) and the uniqueness result for BSDEs leads to
Yt = Xt(ξτ∗
S
, τ ∗S) = X
α¯
t (ξτ∗S , τ
∗
S) = X
α¯
t (Y
α¯
τ∗
S
, τ ∗S), S ≤ t ≤ τ
∗
S, a.s. ,
Moreover, according to the previous equalities, X α¯t (Y
α¯
τ∗
S
, τ ∗S) = Yt ≥ ξt, S ≤ t ≤ τ
∗
S a.s. By
the uniqueness result for RBSDEs, it follows that
Yt = X
α¯
t (Y
α¯
τ∗
S
, τ ∗S) = Y
α¯
t , S ≤ t ≤ τ
∗
S, a.s.
By taking t = S, we get YS = ess infα Y
α
S = Y
α¯
S a.s. , which ends the proof of the first
assertion.
2. Suppose that α¯ is S-optimal. Let
τ
α¯,ε
S := inf{t ≥ S, Y
α¯
t ≤ ξt + ε}.
Since Y ≤ Y α¯, it follows that for each ε > 0, we have τ εS ≤ τ
α¯,ε
S a.s. By the second
strict comparison theorem for RBSDEs (Theorem 5.2 2.) applied to ξ1 = ξ2 = ξ, f 1 = f ,
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f 2 = f α¯, Y 1 = Y , Y 2 = Y α¯, we derive that Y α¯τε
S
= Yτε
S
≤ ξτε
S
+ ε a.s. and f(t, Yt, Zt, kt) =
f α¯(t, Yt, Zt, kt), S ≤ t ≤ τ
ε
S, dP ⊗ dt-a.s.
It remains to show the converse. Suppose that equalities (5.34) hold. Note first that
since f ≤ f α¯, we clearly have YS ≤ Y
α¯
S a.s.
Let us now show that YS ≥ Y
α¯
S a.s. By a property of τ
ε
S (see Lemma 4.2), we have
Yt = Xt(Yτε
S
, τ εS), S ≤ t ≤ τ
ε
S, a.s. ,
Hence, using equality (5.34), we derive that
Yt = Xt(Yτε
S
, τ εS) = X
α¯
t (YτεS , τ
ε
S), S ≤ t ≤ τ
ε
S, a.s. .
By the comparison theorem for non reflected BSDEs and the inequality Yτε
S
≥ ξτε
S
a.s. , we
have
Yt = X
α¯
t (YτεS , τ
ε
S) ≥ X
α¯
t (ξτεS , τ
ε
S), S ≤ t ≤ τ
ε
S, a.s.
Now, by the a priori estimates (see [20]), we have
YS ≥ X
α¯
S (ξτεS , τ
ε
S) ≥ X
α¯
S (ξτεS + ε , τ
ε
S)− εe
βT
2 a.s.
with β = 3C2 + 2C, where C is the Lipschistz constant of f α¯. Since by assumption,
ξτε
S
+ ε ≥ Y α¯τε
S
a.s. , the comparison theorem for non reflected BSDEs yields that
YS + εe
βT
2 ≥ X α¯S (ξτεS + ε, τ
ε
S) ≥ X
α¯
S (Y
α¯
τε
S
, τ εS) a.s.
Since Y. ≤ Y
α¯
. , we have τ
ε
S ≤ τ
α¯,ε
S a.s. (actually equality holds). Now, by Lemma 4.2,
the non decreasing process associated with Y α¯. is constant on [S, τ
α¯,ε
S ] and hence on [S, τ
ε
S].
Thus, (Y α¯t , S ≤ t ≤ τ
ε
S) is the solution of the non reflected BSDE associated with driver f
α¯,
terminal time τ εS , and terminal condition Y
α¯
τε
S
. We thus get
X α¯S (Y
α¯
τε
S
, τ εS) = Y
α¯
S a.s.
Consequently, for each ε > 0, we have YS + εe
βT
2 ≥ Y α¯S a.s. , and hence, YS ≥ Y
α¯
S a.s. We
thus have YS = Y
α¯
S a.s. , which provides the desired result. 
6 Robust optimal stopping problem
We now consider the optimal stopping problem when there is ambiguity on the risk-measure
modeling. Let {fα, α ∈ A} be a given family of Lipschitz drivers satisfying Assumption
(4.1). For each α ∈ A, let ρα be the risk measure induced by the BSDE with driver fα,
defined as follows: for each terminal time τ ∈ T0 and position ζ ∈ L
2(Fτ), set
ραt (ζ, τ) := −X
α
t (ζ, τ), 0 ≤ t ≤ T,
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where Xαt (ζ, τ) denotes the solution of the BSDE associated with driver f
α, terminal condi-
tion ζ and terminal time τ . We consider an agent who is averse to ambiguity, and we define
her risk measure of position ζ , at each time S in T0 with S ≤ τ a.s. , as the supremum over
α of the associated risk-measures ραS(ζ, τ) that is,
ess sup
α∈A
ραS(ζ, τ) = ess sup
α∈A
−XαS (ζ, τ).
Let (ξt) be a dynamic position, given by an RCLL adapted process (ξt) in S
2. At time S ∈
T0, the agent wants to choose a stopping time τ ∈ TS which minimizes her risk measure. At
time S, her value function is defined as
u(S) := ess inf
τ∈TS
ess sup
α∈A
ραS(ξτ , τ). (6.35) {2problem}
This leads to the following game problem.
Let S ∈ T0. Define the first value function at time S as
V (S) := ess inf
α∈A
ess sup
τ∈TS
XαS (ξτ , τ), (6.36) {vdessous}
and the second value function at time S as
V¯ (S) := ess sup
τ∈TS
ess inf
α∈A
XαS (ξτ , τ). (6.37) {vdessus}
Note that V¯ (S) = −u(S) a.s.
By definition, we say that there exists a value function at time S for the game problem if
V¯ (S) = V (S) a.s.
We introduce the definition of an S-saddle point:
Definition 6.2 Let S ∈ T0. A pair (τˆ , αˆ) ∈ TS ×A is called a S-saddle point if
• V¯ (S) = V (S) a.s. ,
• the essential infimum in (6.36) is attained at αˆ,
• the essential supremum in (6.37) is attained at τˆ .
By classical results, for each S ∈ T0, (τˆ , αˆ) is a S-saddle point if and only if for each (τ, α)
∈ TS ×A,
X αˆS (ξτ , τ) ≤ X
αˆ
S (ξτˆ , τˆ) ≤ X
α
S (ξτˆ , τˆ ) a.s. (6.38) {classiquepointselle}
Note that for each S ∈ T0, the inequality V¯ (S) ≤ V (S) a.s. clearly holds. We want to
determine when the equality holds, characterize the value function, and address the question
of existence of a S-saddle point.
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Remark 6.1 If (τˆ , αˆ) is an S-saddle point, then τˆ and αˆ attain respectively the infimum and
the supremum in V¯ (S) that is,
V¯ (S) = ess sup
τ∈TS
ess inf
α
XαS (ξτ , τ) = ess inf
α
XαS (ξτˆ , τˆ ) = X
αˆ
S (ξτˆ , τˆ).
Hence, τˆ is an optimal stopping time for the agent who wants to minimize over stopping
times her risk-measure at time S in the case of ambiguity (see (6.35)). Also, since αˆ attains
the essential infimum in (6.36), ραˆ can be interpreted as the“worst” risk measure.
We will now relate the game problem to an optimization problem for RBSDEs.
Let (Y α, Zα, kα) be the solution of the RBSDE with obstacle (ξt) and driver f
α. For each
τ ∈ T0 and ζ ∈ L
2(Fτ ), let (X
α(ζ, τ), πα(ζ, τ), lα(ζ, τ)) be the solution of the BSDE with
driver fα and terminal conditions (ζ, τ).
By the characterization of RBSDEs (see Theorem 4.1), for each S ∈ T0, we have
Y αS = ess supτ∈TS X
α
S (ξτ , τ) a.s. It follows that
V (S) = ess inf
α∈A
Y αS a .s. (6.39)
By using the previous results on RBSDEs, we provide the following theorem, which holds
for a general adapted RCLL obstacle process (ξt).
Let f be a Lipschitz driver satisfying Assumption (4.1). Let (Y, Z, k) be the solution
of the RBSDE with obstacle (ξt) and driver f . For each τ ∈ T0 and ζ ∈ L
2(Fτ ), let
(X(ζ, τ), π(ζ, τ), l(ζ, τ)) be the solution of the BSDE with driver f and terminal conditions
(ζ, τ).
Theorem 6.3 (Verification theorem I) Suppose that the drivers fα, α ∈ A satisfy f ≤
fα and are equi-Lipschitz with constant C. Suppose that there exists α¯ such that
f(t, Yt, Zt, kt) = ess inf
α∈A
fα(t, Yt, Zt, kt) = f
α¯(t, Yt, Zt, kt), 0 ≤ t ≤ T, dt⊗ dP − a.s. (6.40) {existalpter}
Then, there exists a value function, which is characterized as the solution of the RBSDE
with obstacle (ξt) and driver f , that is, for each S ∈ T0, we have
YS = V (S) = V¯ (S) a.s.
This theorem can be seen as a verification theorem in the following sense: if we are given a
driver f satisfying some appropriate conditions, the solution of the RBSDE with driver f
coincides with the value function of the game problem.
Proof. Let S ∈ T0. Let us prove that V (S) ≤ V¯ (S) a.s. By assumption (6.40) and the
optimization principle for RBSDEs (see Theorem 5.3), we have:
V (S) = ess inf
α∈A
Y αS = Y
α¯
S = YS a.s. (6.41) {equs}
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Let ε > 0. By a property of τ εS (see Lemma 4.2), we have
Yt = Xt(Yτε
S
, τ εS), S ≤ t ≤ τ
ε
S, a.s.
If (Xt, πt, lt) denotes the solution of the BSDE associated with driver f and terminal con-
ditions (Yτε
S
, τ εS), we thus have (Yt, Zt, kt) = (Xt, πt, lt) for S ≤ t ≤ τ
ε
S a.s. This with
Assumption (6.40) ensures that
f(t, Xt, πt, lt) = ess inf
α∈A
fα(t, Xt, πt, lt) = f
α¯(t, Xt, πt, lt), S ≤ t ≤ τ
ε
S , dt⊗ dP − a.s. (6.42) {ff}
Hence, the first optimization principle for non reflected BSDEs (see [20]) can be applied. It
follows that
XS(Yτε
S
, τ εS) = ess inf
α
XαS (YτεS , τ
ε
S) a.s. (6.43) {optimum}
Using the comparison theorem for non reflected BSDEs and the inequality Yτε
S
≤ ξτε
S
+ ε
a.s. , it follows that
YS = ess inf
α
XαS (YτεS , τ
ε
S) ≤ ess inf
α
XαS (ξτεS + ε, τ
ε
S). (6.44) {ys}
By the a priori estimates for non reflected BSDEs with jumps (see [20]), for each ε > 0 and
for each α ∈ A, we have
XαS (ξτεS + ε, τ
ε
S) ≤ X
α
S (ξτεS , τ
ε
S) + εe
βT
2 a.s. ,
with β = 3C2 + 2C, where the constant C is equal to the Lipschitz constant common to
all the drivers fα, α ∈ A. By taking the essential infimum over α, we derive that for each
ε > 0,
ess inf
α
XαS (ξτεS + ε, τ
ε
S) ≤ ess inf
α
XαS (ξτεS , τ
ε
S) + εe
βT
2 ≤ V¯ (S) + εe
βT
2 a.s. ,
where the last inequality follows from the fact that
V¯ (S) = ess sup
τ∈TS
ess inf
α
XαS (ξτ , τ) a.s.
Using (6.44), we get YS ≤ V¯ (S) + εe
βT
2 a.s. Since V (S) = YS a.s. (see (6.41)), it follows
that for each ε > 0, we have
V (S) = YS ≤ V¯ (S) + εe
βT
2 a.s.
Hence, V (S) = YS ≤ V¯ (S) a.s. Since V¯ (S) ≤ V (S) a.s. , it follows that V (S) = YS = V¯ (S)
a.s. The proof is thus complete. 
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Remark 6.2 Suppose that for each α in A, f ≤ fα and the drivers fα are equi-Lipschitz.
Let S in T0. Assume there exists α¯ such that for each ε > 0,
Y α¯τε
S
≤ ξτε
S
+ ε a.s. and f(t, Yt, Zt, kt) = f
α¯(t, Yt, Zt, kt), S ≤ t ≤ τ
ε
S, dP ⊗ dt− a.s. (6.45)
Then, we have
YS = V (S) = V¯ (S).
Note that (6.45) is weaker than (6.40). This result follows from the second optimality cri-
terium (see Theorem 5.2 2.) and the same arguments as above.
We stress on that the above theorem holds without making the left-upper semicontinuity
hypothesis on ξ along stopping times and hence, it may be that there does not exist any
optimal stopping time for YS = ess supτ∈TS XS(ξτ , τ) and that there does not exist any
S-saddle point.
We now show the following verification theorem, which holds under weaker hypotheses.
Theorem 6.4 (Verification Theorem II) Suppose that for each α ∈ A, f ≤ fα. Suppose
that for each η > 0, there exists αη ∈ A such that
f(t, Yt, Zt, kt) ≥ f
αη(t, Yt, Zt, kt)− η, 0 ≤ t ≤ T, dP ⊗ dt− a.s. (6.46) {epsilon}
Then, for each S ∈ T0, the equality YS = V (S) = V¯ (S) holds a.s.
Proof. By Theorem 5.4, we already know that YS = ess infα Y
α
S = V (S) a.s.
Since f ≤ fα
η
, we have YS ≤ Y
αη
S a.s.
For each ε > 0, by a property of τ εS (see Lemma 4.2), we have
(Yt, Zt, kt) = (Xt, πt, lt) S ≤ t ≤ τ
ε
S, a.s. .
By assumption (6.46), we have
f(t, Xt, πt, lt) ≥ f
αη(t, Xt, πt, ηt)− η, S ≤ t ≤ τ
ε
S, dP ⊗ dt− a.s. (6.47) {epsilonb}
and this holds for each η ≥ 0. By the second optimization principle for non reflected BSDE
(see [20], Theorem 4.6), we have
YS = XS = XS(Yτε
S
, τ εS) = ess inf
α
XαS (YτεS , τ
ε
S) a.s.
The end of the proof is the same as that of Theorem 6.3. 
From the above theorems, we derive a saddle point criterium.
Corollary 6.1 Suppose that the assumptions of Theorem 6.3 or Theorem 6.4 are satisfied.
Let S ∈ T0. For each stopping time τˆ ∈ TS and for each αˆ ∈ A, the pair (τˆ , αˆ) is an S-saddle
point if and only if τˆ is an optimal stopping time for YS = ess supτ∈TS XS(ξτ , τ) and αˆ is
optimal for YS = ess infα∈A Y
α
S .
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Proof. By Theorem 6.3 or 6.4, we have V¯ (S) = V (S) = YS a.s. The result follows from
the definition of an S-saddle point (see Definition 6.2). 
The following existence result clearly follows.
Corollary 6.2 Suppose that the assumptions of Theorem 6.3 hold and that the obstacle ξ
is left-upper semicontinuous along stopping times. Let τ ∗S := inf{u ≥ S; Yu = ξu}.
Then, for each S ∈ T0, (τ
∗
S, α¯) is an S-saddle point.
Remark 6.3 This corollary generalizes a similar result of [8] obtained in the case of a Brow-
nian framework and a continuous obstacle.
By Theorem 5.2 and Remark 5.4, we get the following existence result which holds under
a weaker hypothesis.
Corollary 6.3 Suppose that the assumptions of Theorem 6.4 are satisfied and that the ob-
stacle ξ is left-upper semicontinuous along stopping times. Let S in T0. Suppose that there
exists α¯ such that
Y α¯τ∗
S
= ξτ∗
S
a.s. and f(t, Yt, Zt, kt) = f
α¯(t, Yt, Zt, kt), S ≤ t ≤ τ
∗
S, dP ⊗ dt− a.s. (6.48) {cribis}
Then, (τ ∗S, α¯) is an S-saddle point.
7 Application to the case of multiple priors
We now apply these results to an optimal stopping problem for dynamic risk-measures in the
case of multiple priors. Let A be a Polish space (or a Borelian subset of a Polish space) and
let A the set of A-valued predictable processes α. With each coefficient α ∈ A, is associated
a model via a probability measure Qα called prior as well as a dynamic risk measure ρα.
More precisely, for each α ∈ A, let Zα be the solution of the SDE:
dZαt = Z
α
t−
(
β1(t, αt)dWt +
∫
R∗
β2(t, αt, u)dN˜(dt, du)
)
; Zα0 = 1,
where β1 : (t, ω, α) 7→ β1(t, ω, α), is a P⊗B(A)-measurable function defined on [0, T ]×Ω×A
and valued in [−C,C], with C > 0, and β2 : (t, ω, α, u) 7→ β2(t, ω, α, u) is a P⊗B(A)⊗B(R∗)-
measurable function defined on [0, T ]× Ω× A×R∗ which satisfies dt⊗ dP ⊗ dν(u)-a.s.
β2(t, α, u) ≥ C1 and |β
2(t, α, u)| ≤ ψ(u), (7.49) {roy}
with C1 > −1 and ψ is a bounded function ∈ L
p
ν for all p ≥ 1. Hence, Z
α
T > 0 a.s. and, by
Proposition A1 in [20], ZαT ∈ L
p(FT ) for all p ≥ 1.
For each α ∈ A, let Qα be the probability measure equivalent to P which admits
ZαT as density with respect to P on FT . By Girsanov’s theorem, the process W
α
t :=
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Wt −
∫ t
0
β1(s, αs)ds is a Brownian motion under Q
α and N is a Poisson random mea-
sure independant from W α under Qα with compensated process N˜α(dt, du) = N˜(dt, du)−
β2(t, αt, u)ν(du)dt.
For each control α, the associated dynamic risk measure is induced by a BSDE under Qα
and driven byW α and N˜α, which makes sense since we have a Qα-martingale representation
property (see Lemma 5.7 in [20]). We introduce a function
F : [0, T ]×Ω×R×L2ν×A→ R ; (t, ω, π, ℓ, α) 7→ F (t, ω, π, ℓ, α) which is P⊗B(R)⊗B(L
2
ν)⊗
B(A)-measurable. Suppose F is uniformly Lipschitz with respect to (π, ℓ), continuous with
respect to α, and such that ess supα∈A |F (·, t, 0, 0, 0, α)| ∈ IH
p,T , for each p ≥ 2. Suppose
also that
F (t, π, l1, α)− F (t, π, l2, α) ≥ 〈τ
pi,l1,l2,α
t , l1 − l2〉ν , (7.50) {rrr}
for some adapted process τpi,l1,l2,αt (·) satisfying |τ
pi,l1,l2,α
t (u)| ≤ ψ¯(u), where ψ¯ is bounded and
in Lpν , for all p ≥ 1, and τ
pi,l1,l2,α
t ≥ −1 − C1.
For each α ∈ A, the associated driver is given by
F (t, ω, π, ℓ, αt(ω)). (7.51) {baralpha}
Note that these drivers are equi-Lipschitz. For each α ∈ A, let ρα be the dynamic risk-
measure induced by the BSDE associated with F (., αt) and driven by W
α and N˜α.
More precisely, for each τ ∈ T0 and ζ ∈ L
p(Fτ ) with p > 2, there exists a unique solution
(Xα, πα, lα) in S2α × IH
2
α × IH
2
α,ν of the Q
α-BSDE
− dXαt = F (t, π
α
t , l
α
t , αt)dt− π
α
t dW
α
t −
∫
R∗
lαt (u)N˜
α(dt, du); Xατ = ζ, (7.52) {bsde1}
driven by W α and N˜α. The dynamic risk-measure ρα(ζ, τ) of position ζ is thus well defined
by
ραt (ζ, τ) := −X
α
t (ζ, τ), 0 ≤ t ≤ τ, (7.53) {labelroa}
with Xα(ζ, τ) = Xα. Assumption (7.50) yields the monotonicity property of ρα.
The agent is supposed to be averse to ambiguity. Her dynamic risk measure is given, for
each τ ∈ TS and ζ ∈ L
p(Fτ ), p > 2, by
ess sup
α∈A
ραS(ζ, τ) = −ess inf
α∈A
XαS (ζ, τ). (7.54) {ambi}
at each stopping time S ∈ T0.
The financial dynamic position is given here by a RCLL predictable process (ξt) which
belongs to Sp. At fixed time S ∈ T0, the agent wants to choose a stopping time in TS so that
it minimizes (7.54), which leads to the following mixed control/optimal stopping problem:
u(S) := ess inf
τ∈TS
ess sup
α∈A
ραS(ξτ , τ) = −ess sup
τ∈TS
ess inf
α∈A
XαS (ξτ , τ),
which corresponds to that studied in Section ??.
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Theorem 7.5 Let (Y, Z, k) be the solution of the RBSDE associated with obstacle (ξt) and
Lispchitz driver f , defined for each (t, ω, π, ℓ) by
f(t, ω, π, ℓ) := inf
α∈A
{F (t, ω, π, ℓ, α) + β1(t, ω, α)π + 〈β2(t, ω, α), ℓ〉ν}. (7.55) {d}
For each S ∈ T0, we have
YS = V (S) = V¯ (S) a.s.
Proof. In order to prove this result, we will express the problem in terms of BSDEs and
RBSDEs under probability P and then apply Theorem 6.4.
Fix now τ ∈ T0 and ζ ∈ L
p(Fτ) with p > 2. Since (X
α, πα, lα) is the solution of BSDE
(7.52), it clearly satisfies the following P -BSDE driven by W and N˜
− dXαt = f
α(t, παt , l
α
t )dt− π
α
t dWt −
∫
R∗
lαt (u)N˜(dt, du); X
α
τ = ζ, (7.56) {bsde2}
where the driver is given by
fα(t, π, ℓ) := F (t, π, ℓ, αt) + β
1(t, αt)π + 〈β
2(t, αt), ℓ〉ν . (7.57) {barrebis}
The process (Xα, πα, lα) is the solution of P -BSDE (7.56) in S2 × IH2 × IH2ν (see the proof
of Theorem 5.9 in [20]). Moreover, for each α, fα satisfies Assumption 4.1, and f , defined
by (7.55), is a Lipschitz driver (see [20]).
By the definition of f (see (7.55)) and fα (see (7.57)), we get that for each α ∈ A, f ≤ fα.
Also, for each η > 0 and each (t, ω, π, l) ∈ Ω× [0, T ]×R×L2ν , there exists α
η ∈ A such
that
f(t, ω, π, ℓ) + η ≥ F (t, ω, π, ℓ, αη) + β1(t, ω, αη)π + 〈β2(t, ω, αη), ℓ〉ν.
By the section theorem of [4], for each η > 0, there exists an A-valued predictable process
(αηt ) such that f(t, Zt, kt) + η ≥ f
αη(t, Zt, kt), dP ⊗ dt-a.s. Consequently, by Theorem 6.4,
the result follows. 
Corollary 7.4 Suppose A is compact and F , β1 and β2 are continuous with respect to α.
Suppose that the position (ξt) is left-usc along stopping times. Then, there exists α¯ ∈ A such
that
f(t, Yt, Zt, kt) = ess inf
α∈A
fα(t, Yt, Zt, kt) = f
α¯(t, Yt, Zt, kt), 0 ≤ t ≤ T, dt⊗ dP − a.s. (7.58) {exist2}
Also, for each S ∈ T0, the pair (τ
∗
S, α¯) is an S-saddle point, where τ
∗
S = inf{u ≥ S; Yu = ξu}.
This result still holds in the case when A, instead of being compact, is a bounded, convex
and closed subset of a separable Hilbert space, and if F , β1 and β2 are convex and lower
semicontinuous with respect to α.
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Proof. Since A is compact and that F , β1 and β2 are continuous with respect to α, the
section theorem of [4] provides the existence of α¯ ∈ A such that (7.58) is satisfied. By
Corollary 6.3, (τ ∗S, α¯) is thus an S-saddle point.
Let us now consider the second case. By convex analysis arguments, one can show the
existence of α¯ ∈ A satisfying equality (7.58) (for details, see the proof of Theorem 5.2 in
[20]). The result follows. 
Example. Suppose that L2ν is separable and that A is a Borelian of the Hilbert space
R× L2ν such that A ⊂ [−K,K]×Υ, where
Υ := {ϕ ∈ P, C ′1 ≤ ϕ(u) and |ϕ(u)| ≤ ψ(u) ν(du) a.s. },
with C ′1 > −1 and ψ is bounded and in L
p
ν , for all p ≥ 1. For each process α := (α
1, α2)
∈ A, the prior Qα is defined as the probability measure which admits ZαT as density with
respect to P , Zα being the solution of
dZαt = Z
α
t−
(
α1tdWt +
∫
R∗
α2t (u)dN˜(dt, du)
)
; Zα0 = 1.
Theorem 7.5 and Corollary 7.4 then hold.
Remark 7.1 In the case when F (t, ω, π, ℓ, αt(ω)) is linear with respect to π and ℓ, the above
problem is related to that studied in [2] (in the Brownian case).
A Appendix
Proposition A.5 Let T > 0 and let ξ ∈ S2. Let f 1 be a Lipschitz driver with Lipschitz
constant C and let f 2 be a driver. For i = 1, 2, let (Y i, Z i, ki, Ai) be a solution of the
RBSDE associated to terminal time T , driver f i and obstacle ξ. For s in [0, T ], denote
Y¯s := Y
1
s −Y
2
s , Z¯s := Z
1
s−Z
2
s , k¯s := k
1
s−k
2
s , and f¯(s) := f
1(s, Y 2s , Z
2
s , k
2
s)−f
2(s, Y 2s , Z
2
s , k
2
s).
Let η, β > 0 be such that β ≥ 3
η
+ 2C. If η ≤ 1
C2
, then, for each t ∈ [0, T ], we have
eβtY¯ 2t ≤ η E[
∫ T
t
eβsf¯(s)2ds | Ft] a .s. and (A.59) {A26}
‖Y¯ ‖2β ≤ Tη‖f¯‖
2
β. (A.60)
Also, if η < 1
C2
, we then have
‖Z¯‖2β + ‖k¯‖
2
ν,β ≤
η
1− ηC2
‖f¯‖2β. (A.61) {AA28}
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Proof. From Itoˆ’s formula applied to the semimartingale eβsY¯s between t and T , it follows
that
eβtY¯ 2t + β
∫ T
t
eβsY¯ 2s ds+
∫ T
t
eβsZ¯2sds+
∫ T
t
eβs‖k¯s‖
2
νds
= 2
∫ T
t
eβsY¯s(f
1(s, Y 1s , Z
1
s , k
1
s)− f
2(s, Y 2s , Z
2
s , k
2
s))ds
− 2
∫ T
t
eβsY¯sZ¯sdWs − 2
∫ T
t
eβs
∫ ∗
R
Y¯s− k¯s(u)dN˜(du, dt)
+ 2
∫ T
t
eβsY s−dA
1
s − 2
∫ T
t
eβsY s−dA
2
s (A.62) {russ}
Now, we have a.s.
Y sdA
1,c
s = (Y
1
s − ξs)dA
1,c
s − (Y
2
s − ξs)dA
1,c
s = −(Y
2
s − ξs)dA
1,c
s ≤ 0
and by symmetry, Y sdA
2,c
s ≥ 0 a.s. Also, we have a.s.
Y s−∆A
1,d
s = (Y
1
s− − ξs−)∆A
1,d
s − (Y
2
s− − ξs−)∆A
1,d
s = −(Y
2
s− − ξs−)∆A
1,d
s ≤ 0
and Y s−∆A
2,d
s ≥ 0 a.s. Consequently, the two last terms of the r.h.s. of (A.62) are non
positive. Moreover,
|f 1(s, Y 1s , Z
1
s , k
1
s)− f
2(s, Y 2s , Z
2
s , k
2
s)| ≤ |f
1(s, Y 1s , Z
1
s , k
1
s)− f
1(s, Y 2s , Z
2
s , k
2
s)|+ |f¯s|
≤ C|Y¯s|+ (C|Z¯s|+ C‖k¯s‖ν + |f¯s|).
Now, for all real numbers y, z, k, f and ε > 0
2y(Cz + Ck + f) ≤ y
2
ε2
+ ε2(Cz + Ck + f)2 ≤ y
2
ε2
+ 3ε2(C2y2 + C2k2 + f 2). Hence, we get
eβtY¯ 2t + E
[
β
∫ T
t
eβsY¯ 2s ds+
∫ T
t
eβs(Z¯2s + ‖k¯s‖
2
ν)ds | Ft
]
≤ E
[
(2C +
1
ε2
)
∫ T
t
eβsY¯ 2s ds+ 3C
2ε2
∫ T
t
eβs(Z¯2s + ‖k¯s‖
2
ν)ds | Ft
]
+ 3ε2E
[∫ T
t
eβsf¯ 2s ds | Ft
]
. (A.63) {eq2a}
Let us make the change of variable η = 3ǫ2. Then, for each β, η > 0 chosen as in the
theorem, these inequalities lead to (A.59). We obtain the first inequality of (A.60) by
integrating (A.59). Then (A.61) follows from inequality (A.63). 
Remark A.1 By classical results on the norms of semimartingales, one similarly shows that
‖Y¯ ‖S2 ≤ K‖f¯‖IH2, where K is a positive constant only depending on T and C.
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Proof of Theorem 3.3: Using the previous a priori estimates, we show that the map-
ping Φ is a contraction from H2β into H
2
β . Given (U, V, l) ∈ H
2
β, let (Y, Z, k) := Φ(U, V, l),
that is, the solution of the RBSDE associated with driver process f 1s := f(s, Us, Vs, ls)
(which does not depend on the solution). Let (U ′, V ′, k′) be another element of H2β and let
(Y ′, Z ′, k′) := Φ(U ′, V ′, l′), that is, the solution of the RBSDE associated with driver process
f 2s := f(s, U
′
s, V
′
s , l
′
s).
Set U¯ = U − U ′, V¯ = V − V ′, l¯ = l − l′, Y¯ = Y − Y ′, Z¯ = Z − Z ′ k¯ = k − k′. Let
∆f· := f(·, U, V, l) − f(·, U
′, V ′, l′). Using estimates (A.60) and (A.61) with η ≤ 1
2C2
and
Lipschitz constant equal to 0 (since the driver f 1 does not depend on the solution), we get
‖Y¯ ‖2β + ‖Z¯‖
2
β + ‖k¯‖
2
ν,β ≤ η(T + 2)‖∆f‖
2
β ≤ η(T + 2)2C
2‖U¯‖2β + ‖V¯ ‖
2
β + ‖l¯‖
2
ν,β),
where the second inequality follows from the Lipschitz property of f with constant C. Choos-
ing η = 1
(T+2)4C2
, we deduce ‖(Y , Z, k)‖2β ≤
1
2
‖(U, V , l)‖2β. Hence, Φ is a contraction and
thus admits a unique fixed point (Y, Z, k) in H2β , which corresponds to the solution of RB-
SDE (3.5).
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