With the development of marine economy, eutrophication has become one of the key issues in the marine environment. In this paper, a eutrophication model for Bohai Bay based on the cellular automata-support vector machine (CA-SVM) has been established by applying the soft computing approach with a large quantity of remote sensing data to the marine environment. In order to optimise the coupled model further, two main tasks have been done in this study. First, to choose reasonable influence factors as the input parameters of the model, nine series of training and simulation exercises were conducted based on nine different types of input parameter combinations.
INTRODUCTION
In recent years, with the rapid development of the economy in the Bohai Bay region, pollution of the coastal waters has become more and more serious, the degree of the water eutrophication has increased and red tide has frequently been observed. Bohai Bay, which is a semi-enclosed shallow muddy bay, is located in the western part of the Bohai Sea.
The water exchange and self-purification capacity of Bohai Bay are notably weak (Sun & Tao ) . Establishing a eutrophication model for Bohai Bay has practical significance to respond to the early warning of the eutrophication and red tide for environment protection.
Water eutrophication has become increasingly serious since the beginning of the twentieth century and, gradually, people have paid more attention to it. A massive amount of research has been carried out on eutrophication and in the early period could be divided into two types. One type of research was conducted through experimental methods.
The relationship between the biological growth and the environment could be determined through the study of the growth environment of aquatic plants and animals. Another type of research was the numerical simulation method. As part of the mechanism of eutrophication is not fully understood, it was difficult to get a good predicted result. In
In recent years, with the development of modern monitoring technology and the diversification of monitoring tools, large amounts of data can be gathered quickly, not only in quantity, but also in coverage and complexity, and quantities of measured data are greater than ever before. Meanwhile, information technology has also developed rapidly accompanied by the rise of data-driven technologies that require computing intelligence as the main direction for development (such as genetic algorithms (GA) (Yao et Although simulation study has developed quickly recently, it has some limitations. Due to the fact that the measured data are limited and distribution is uneven, the influence of data information in the neighbour region has not often been considered. Also, the generalisation property needs to be further improved.
In this situation, the remote sensing data and the flow field data were introduced to study eutrophication. The abundant remote sensing data has better continuity over time, and its distribution is wide. Also, the flow field data were supplied by the hydrodynamic model which has been strictly verified. In order to consider the influence of the neighbour region and improve the generalisation property of the eutrophication model, the CA and the SVM were coupled to do the simulation.
CA constitute a grid dynamic model in which time, space and state are all discrete, the spatial grid exhibits mutual effects and causal relations are mostly local. The use of CA is similar to the Eulerian approach in classical fluid mechanics (Abbott & Minns ) . CA take the spatial unit as the object, study its time evolution and the space motion and, finally, produce the spatial-temporal pattern of the system, a typical pattern of discrete mode and spatially explicit mode. Chen et al. () noted that CA seemed to be more advantageous than partial different Phytoplankton is the first level of the food chain. The production capacity of phytoplankton is the material base of marine life and is also the primary factor that leads to eutrophication. As there are many different types of phytoplankton with significant individual differences, the chlorophyll-a content is taken as the main indicator of the phytoplankton biomass and its dynamic changes (Li et al. ) . In the assessment and monitoring of marine environments, the chlorophyll-a content is always used as the main factor to determine whether eutrophication and red tide occur. Therefore, the study of the eutrophication of Bohai Bay was conducted by choosing chlorophyll-a as the representative indicator.
Before this study, a series of researches was done by our research group in this field. Two aspects were included in the previous work: (1) the chlorophyll-a prediction model of Bohai Bay was established by using the fuzzy pattern recognition, genetic algorithm and artificial neural network; (2) the soft computing method was comprehensively studied in the chlorophyll-a prediction model. First, the GA was used to optimise the parameters of the SVM. Second, the coupled model of CA and the SVM was preliminarily used to predict the chlorophyll-a concentration.
Based on these, the purpose of this study is to optimise the coupled model of the CA and the SVM. Two tasks were mainly carried out. Tolerance and its supplement in ecology, the training data were divided into nine groups and each group corresponded to a stage of sea surface temperature and the chlorophyll-a concentration, respectively. After training each group respectively, nine models were set up. Through the method, the optimised model composed of nine small models is constructed. In the process of application, one small model was selected first according to the index which is calculated by the prediction basic data. Finally, the prediction accuracy was improved through choosing the pertinent model.
MODEL Cellular automata
The composition of CA is introduced in six parts: cell, cellular state, cellular space, neighbour, rules and time.
• Cell: The most basic component of CA is termed 'cell'. It is also called unit or element. Cell is distributed on the lattice point of one-dimensional, two-dimensional or multidimensional Euclid space.
• Cellular state: The cellular state is the description of cellular properties. It can be the binary form of {0, 1} or integer form of {S1, S2, …, Sn}.
• Cellular space: The spatial grid system on which cells are distributed is called cellular space.
• Neighbour: Neighbours are the combination of cells that could affect the evolution of the central cell state. Von Neumann type, Moore type and Extended Moore type were included in the usual neighbour types. As shown in Figure 1 , the grid which has vertical stripes is the central cell, and the grids which have cross stripes represent neighbours.
• Rules: Rule is also known as the conversion rule, it is a state transfer function, namely the dynamic function that determines the cellular state of next moment according to its current state and its neighbours' current state.
The key for the CA to work successfully is whether the designed conversion rule is reasonable, and whether the conversion rule can reflect the inherent characteristic of objective things.
• Time: CA are a dynamic system. Its change in the time dimension is discrete, namely the time t is an integer value, continuous and the interval is equal. In the conversion function, the cellular state of time t þ l is determined by the cellular state of time t and its neighbours' state of time t.
The cellular space could be expressed as follows
where A represents a CA system, L represents cellular space, d is an integer and represents the number of dimension, S represents the combination of limited discrete states, N represents the combination of all states of centre cell and its neighbours, and f is the conversion rules.
A single cellular model could be expressed as the following form:
where t, t þ 1 is the discrete time, S tþ1 is the cellular state at time t þ 1, and S t is the cellular state at time t. The formula indicates that the state of time t þ 1 is determined by the state of time t, the combination of neighbour states and the conversion rules.
Before using CA, an assumption was made that each cell was uniform, and the spatial heterogeneity may be affected.
Due to the fact that the cell was small and the amount of the cells is large, the spatial heterogeneity of the whole of Bohai Bay could be still reflected.
Support vector machine

SVM was developed by Vapnik et al. (Boser et al. ;
SVM is a novel machine learning methodology that is based on more than 30 years of research on statistical learning theory by Vapnik et al.
The algorithm principle of SVM is as follows: suppose
value, y i ∈ R N is the corresponding target value. ε is defined as the insensitive loss function. The training error is defined as follows:
The insensitive loss function ε reflects the regression model sensitivity to the noise that the input variable contained. The insensitive loss function can control the fitting precision of the model.
First, the linear regression function f(x) ¼ ωx þ b is considered. According to the structural risk minimisation principle, the function estimation is to obtain the function f(x) that makes the function R reg the smallest
where 1/2‖ω‖ 2 reflects the complexity of the model, P m i¼1 L ε (y i , f(x i )) reflects the training errors, namely, the experience risk, and C is set as the error penalty parameter, used to control the degree of punishment for misclassifying samples and realising the compromise between misclassifying samples and the model complexity.
Through transforming this risk minimisation question to the solving of the constrained optimisation question and taking the duality theory and the Lagrange multiplier method to transform the form, the dual form of this optimised question can be obtained and is described as follows:
The Lagrange multipliers a and a* can be obtained by using the quadratic programming method of the optimisation theory. Only a small part of a and a* are not 0, and they are called support vectors. The bias b can be obtained according to the Karush-Kuhn-Tucker condition in convex quadratic programming. Thus the decision function of SVM can be determined:
When the sample set is nonlinear, a nuclear function could be introduced to map the sample set to high dimensional Hilbert space and change the nonlinear issues to linear high-dimensional separable issues. The issue is finally solved. The detailed solution process can be found in Deng & Tian ().
The coupling of CA and SVM
In order to take advantage of both the CA and SVM, the coupled model was established.
In the coupled model, CA is used to establish the frame. For the CA, the rule can be defined by the model builder, or could be obtained through training the test data by using appropriate soft computing methods. For example, it is obtained by using the SVM in this study.
Each cell has its own input and output, and it is related to a set of input and one output. The training data of all the cells are trained together to get a rule. When the prediction is taken, this rule is applied to all the cells for the prediction. The overall running process of the coupled model is shown in Figure 3 .
The theoretical basis of model optimisation
Temperature is the essential factor of biological vital activity.
All creatures live in the external environment at a certain temperature and are affected by the change of that temperature.
When the temperature is higher or lower than the temperature range that the creature could tolerate, the biological growth would be hampered and the creature would even die. Cell n * * * * ?
In this table, '*' shows the data are known and '?' shows the data would be predicted. 
OBJECT OF STUDY AND DATA
Object of study
Study area
The framework of the Bohai Bay eutrophication model is established by using CA. In this model, the Bohai Bay is divided into 150 × 150 grids. The grid spatial resolution is 0.01 W latitude by 0.01 W longitude (about 1,100 m × 1,100 m).
Each cell corresponds to a grid, and the cellular space corresponds to all grids. The cellular space is shown in Figure 4 .
Neighbour and rules
Due to multidirectional sea water movement and the biological interactions, the Moore type (one of the neighbour types) was chosen as the neighbour type of Bohai Bay cellular space.
The conversion rules are obtained from training the sample data. These rules were applied to carry on the model forecast.
Data
Data sources
Data such as the concentration of chlorophyll-a (CHL), suspended sediment concentration (SSC), Secchi disk depth (SDD), sea surface temperature (SST), satellite wind field data and hydrodynamic flow field data were used in this study. Hydrodynamic flow field data were provided by the twodimensional hydrodynamic model of our research group.
The detailed description and validation of the model are found in Sun (). These data could be used under the assumption that the flow field is uniform in the vertical direction. As the depth of Bohai Bay was shallow and the flow field is relatively uniform in the vertical direction, the flow field data were used as the alternative data.
Data processing
As the growth and extinction process of phytoplankton was relatively slow, all the data were processed in an average of a week. The time interval was set to 1 week. Finally, data were obtained in 162 weeks after processing.
Due to rainy or cloudy weather, the satellite could not detect all the real-time and full range of information needed, so that data for some days and some space were missing. The rejection method was used to address the missing data in this study. 
Selection of input parameters
Like the multi-directional movement of sea water, the chlorophyll-a concentration for the next time step must be affected by that of the centre cell and the neighbour cells at the last time step. Therefore, the chlorophyll-a concentration of centre cell and neighbour cells at last time step are taken as the optional input parameters of the eutrophication model.
As the differences in spatial location, for example, nutrient distribution, the distance to the pollution sources, solar radiation, etc., could affect the concentration of chlorophyll-a, the spatial location was also chosen as one of the optional input parameters for the eutrophication model.
The growth of the algae was affected by photosynthesis, and the light is an important factor. Therefore, SDD was chosen as one of the optional input parameters of the eutrophication model.
As the photosynthesis of phytoplankton is affected by the luminous intensity which is directly affected by SSC, SSC was chosen as one of the optional input parameters of the eutrophication model.
When the light intensity reaches a saturated value, the temperature itself clearly affects the photosynthesis of algae in a way that the rate of photosynthesis increases as the temperature rises. In the beginning, the rate increases rapidly, then the rate decreases, and finally, the rate declines rapidly (Zhu et al. ) . Therefore, SST was chosen as one of the optional input parameters of the eutrophication model.
As the phytoplankton may be moved under the influence of a flow field and a wind field, the hydrodynamic flow field and the wind field were chosen as optional input parameters for the eutrophication model.
Finally, the chlorophyll-a concentration of the centre cell and its neighbour cells at the last moment, the location, SDD, SST, SSC, the flow field and the wind field were taken as the optional input parameters of the eutrophication model.
THE ESTABLISHMENT AND OPTIMISATION OF THE EUTROPHICATION MODEL
The establishment and optimisation of the eutrophication model requires two steps:
(1) Establish the eutrophication model by training through choosing a reasonable influent factor combination as the input parameters.
(2) Optimise the eutrophication according to Shelford's Law of Tolerance (Shelford ) and its supplement (Odum ).
The flow chart of the establishment and optimisation of the eutrophication model is shown in Figure 5 .
The choice of reasonable input parameters
There parameter optimisation are shown in Table 3 .
Comparison of the training results
The comparison of the training results for nine types of combinations with the remote sensing data is shown in Figure 6 .
The comparison of mean squared error and squared correlation coefficient is shown in Table 4 .
The location is strongly correlated with chlorophyll-a concentration, and the location is a key influence factor which must be considered. At the same time, SST, SSC and SDD play a role in improving prediction accuracy, so SST, SSC and SDD are also key influence factors that affect the concentration of chlorophyll-a. Flow field and wind field also promote the improvement of the prediction accuracy. and the remote sensing data is shown in Figure 7 .
Comparison of the prediction results
Predictions
The average mean square error is the smallest and the precision is the highest in Scenario 7, as shown in Table 5 .
Meanwhile, the square correlation coefficient in Scenario 7 is the highest, as presented in Table 6 . Figure 7 shows that the spatial autocorrelation coefficient Moran's I of Scenario 7 is closest to the Moran's I The centre cell, the neighbour, the coordinate
Scenario 3
The centre cell, the neighbour, the coordinate, SDD, SSC, SST
Scenario 4
The centre cell, the neighbour, the coordinate, the wind
Scenario 5
The centre cell, the neighbour, the coordinate, U, V
Scenario 6
The centre cell, the neighbour, the coordinate, SDD, SSC, SST, the wind
Scenario 7
The centre cell, the neighbour, the coordinate, SDD, SSC, SST, U, V
Scenario 8
The centre cell, the neighbour, the coordinate, the wind, U, V
Scenario 9
The centre cell, the neighbour, the coordinate, SDD, SSC, SST, U, V, the wind value from the remote sensing. This indicates that the prediction result of Scenario 7 and remote sensing data had the best spatial correlation.
Comprehensively considering the training results and prediction results, the prediction error of Scenario 7 is smaller, the square correlation coefficient is the best and the prediction result of Scenario 7 and remote sensing data have the best spatial correlation. Scenario 7 was therefore deemed as the best combination of input parameters.
Above all, the combination in Scenario 7 was chosen as the best combination of input parameters. The corresponding model is called the basic model.
Parameter sensitivity analysis
The parameter sensitivity analysis was carried out in order to know the parameter influence on the prediction accuracy.
Through changing the penalty parameter C and the kernel parameter γ, respectively (increase 10% or decrease 10%), the parameter sensitivity analysis was carried out. The mean square error comparison of each situation is shown in Table 7 .
It could be seen that the mean square error sensitivity to the penalty parameter C is larger than the kernel parameter γ. Table 8 .
It was found in Table 8 
Optimisation of the eutrophication model
For the coupled model in this study, there are two main methods about the data information that could be used to improve the prediction accuracy: (1) choose the best influence factors combination; (2) extract more information from the available data. The discretisation method could be used to extract more information through improving the pertinence. The discretisation method includes the same width discretisation, the equal frequency discretisation, the clustering discretisation and the discretisation according to its special feature. In this study, Shelford's Law of Tolerance in ecology was chosen in order to do the discretisation.
Optimisation of the model
According to the three stages of SST and CHL separately, namely, the stage suitable for phytoplankton growth, the stage suitable for phytoplankton survival but not suitable for phytoplankton growth and the stage unsuitable for phytoplankton survival, the training data composed of the reasonable input parameters are divided into nine parts.
Each part corresponds to a special stage of SST and CHL (shown in Table 5 ). Through the separate training of the nine parts, the nine special models were developed, and each special model corresponds to a specific stage. The optimised model is established by the series of the nine special models. When the prediction was conducted, a suitable model was chosen according to the situation. The SST and CHL were finally discreted according to the same width and the real situation of the remote sensing data. The detail of discretisation can be seen in Table 9 . More elaborated and more in-depth discretisation should be done in future research. Finally, the training data were divided into nine parts according to the three stages of SST and CHL separately, nine parts of data were trained respectively and nine models were produced.
The scope of each stage is shown in Table 9 .
Comparison and analysis of the prediction results
Data covering a wide range were chosen to do the simulation to validate the model. The results of the basic model and the results of the optimised model were compared and analysed.
The comparison of the mean square error and square correlation coefficient is shown in Table 10 ; the comparison of C is the penalty parameter and γ is the parameter of the SVM kernel function parameter. 
Case _4_model Case _5_model Case _6_model CHL (3 mg/L -) Case _7_model Case _8_model Case _9_model Figure 8 .
The prediction accuracy and square correlation coefficient of the optimised model were improved to a great extent based on the basic model as presented in Table 10 .
The Moran's I of the optimised model is closer to the Moran's I of the remote sensing data than the basic model, as shown in Figure 8 .
In brief, the prediction accuracy was improved by the optimised model, and the purpose of optimising the model was realised.
Error analysis and solutions
Although the prediction effect of the optimised model has been improved to a certain stage, the error between the prediction results and the remote sensing data still exists, and sometimes the error is large. The possible reasons are presented in the following:
(1) The set of influence factors may not be completely considered. For example, the change of the chlorophyll-a concentration has a very close relationship with the nutrients, but the related data might not be obtained due to various constraints.
(2) The data used in the model came from the remote sensing data. There might be some error in the interpretation of the remote sensing data.
(3) A singular value point may exist in the remote sensing data, and the training result may be affected.
(4) Due to the difference of weather and air quality, there is much diversity in the process of data interpretation, and this diversity may lead to a proportionality coefficient existing between the remote sensing data at different times. If the time is different, and the proportionality coefficient is also different, the model is also unstable. 
