Abstract: By Lindeberg principle, we develop in this paper an approximation to one dimensional (possibly) asymmetric α-stable distributions with α ∈ (0, 2) in smooth Wasserstein distance, which implies the stable central limit theorem. Our main tools are Taylor-like expansion and Dynkin's formula of stable process.
Let S n = X 1 + ... + X n be a sum of i.i.d. random variables whose common distribution is heavy tailed. The stable central limit theorem (CLT) tells us that under some condition [19] , there exists some c n such that n −1/α (S n − c n ) converges to an α-stable distribution µ with α ∈ (0, 2) as n → ∞. Moreover, there have been many works studying the convergence rate of stable CLT in Kolmogorov distance. Recently, several works considered the convergence rate in Wasserstein-1 distance or smooth Wasserstein distance by Stein's method [43, 11, 10, 33] or Tikhomirov-Stein's method [2, 3] .
Lindeberg's proof [30] avoids the use of characteristic functions and gives a new and easyfollowing way to prove the normal CLT, it is now well known and has been well developed to study other limit theorems. Chatterjee [9] first applied Lindeberg principle to identify the limiting spectral distribution of Wigner matrices with exchangeable entries, then Tao and Vu [39] generalized this idea to prove the long standing conjecture that the university of local eigenvalue of random matrices is determined by the first four moments of the distribution of entries. By Lindeberg principle again, Caravenna et. al. [8, 7] obtained a general scaling of disordered system by expanding polynomial chaos. Besides a lot of applications in random matrices [4, 6, 26, 41, 29, 42, 1, 5], Lindeberg principle has also been applied to other research 1 areas such as high dimensional regressions [14, 15, 20] , time series [21, 41, 32, 31] , bootstrap [35, 15] , statistical learning [27, 44] and so on.
Although stable CLT is one of the most important limit theorems in probability theory, to the best of our knowledge, surprisingly there have not been any works which apply Lindeberg principle to prove stable CLT. One motivation of this paper is to fill this gap. Note that a Lindeberg's condition, which is completely different from Lindeberg principle, was proposed in [25] to prove stable CLT.
The main contribution of this paper is that we first prove general stable CLT with α ∈ (0, 2) by Lindeberg principle, and that our results further provide convergence rates in smooth Wasserstein distance, which match the best known rates in Kolmogorov distance. Note that there is no subordination between the above two distances. Although [25] proved symmetric stable CLT for α ∈ (0, 2) in Mallow distance by a maximal coupling argument, its argument seems to heavily depend on the symmetry assumption and the related convergence rate is far from the best one. To the best of our knowledge, when α ∈ (0, 1], our paper is the first try which succeeds proving asymmetric stable CLT by a method other than characteristic function.
Let us give a brief discussion on our main results. Theorem 1.4 below provides a general convergence rates in smooth Wasserstein distance for stable CLT with α ∈ (0, 2) when X 1 has a distribution which falls in the domain of normal attraction of stable law, while Theorem 1.7 further improves the rate for the case α ∈ (0, 1] under a slightly stronger condition. The convergence rate in Theorem 1.4 matches the optimal one in Kolmogorov distance found by Hall [22] , see more details in Remark 1.5. When X 1 is out of the scope of normal attraction of stable law, we also found a convergence rate, which is in the same order as the best rate reported in [24] .
To apply Lindeberg principle to prove normal CLT, one only needs to use a third order Taylor expansion and control the remainder, but it does not work for stable CLT. Alternatively, we develop a Taylor-like expansion and use the Dynkin's formula of stable process to handle the remainder. When α ∈ (1, 2), this expansion is similar to that in [11] . As α ∈ (0, 1], due to the lack of first moment, we need to use a truncation technique and estimate the remainder in a much more delicate way.
To describe our results in a more explicit way, we first start with a definition of an α−stable distribution. Definition 1.1. Let α ∈ (0, 2), σ > 0 and β ∈ [−1, 1] be real numbers. We say that Y is an α-stable distributed random variable with parameters σ and β, writing
In particular, when β = 0, we say that Y is distributed according to the symmetric α-stable law of parameter σ, and write Y ∼ SαS(σ).
It is immediate to check that
. So, starting from now and without loss of generality, we will only consider stable distributions with σ = 1.
Let (Ŷ t ) t 0 be a one-dimensional α−stable process withŶ 0 = 0 such that the distribution of Y t has a density p(t, x) satisfying
where
and
When β = 0, L α,0 reduces to the fractional Laplacian ∆ α 2 of order α/2.
Recall that Wasserstein-1 distance between two probability measures µ 1 and µ 2 is defined by
The smooth Wasserstein distance of order
H k is the set of all bounded k-th order differentiable functions h such that h (j) ≤ 1 for j = 0, 1, ..., k.
Definition 1.3. [23, Theorem 2.6.7] Let F X denote the distribution of a random variable X. A necessary and sufficient condition for F X to lie in the domain of normal attraction of a stable law of exponent α is that it admits the representations
where α ∈ (0, 2), A > 0, β ∈ [−1, 1] and ǫ : R → R is a measurable function vanishing at ±∞.
It is obvious from the Definition 1.3 that there exist some constant K and some γ 0 such that
Before stating our main result, let us have a discussion on the case α = 1. It is known that when β = 0 and α = 1, the random variable is not strictly stable because it does not have the scaling property (see e.g., [38, Theorem 14.15] ). So, to rule out this singularity, we always assume β = 0 as α = 1. Theorem 1.4. Let X 1 , X 2 , . . . be independent and identically distributed random variables defined on a common probability space, and suppose that X 1 has a distribution of the form (1. 
Consider Y ∼ S α (1, β) and assume β = 0 in the case α = 1. Then for any f ∈ C 3 b (R), there exists c α,β,γ (that can be made explicit) depending only on α, β and γ such that i) When α ∈ (1, 2), we have
ii) When α = 1, β = 0 and γ > 0, we have
Remark 1.5. From Theorem 1.4 and the definition of the distance d W k above, we see that
Keep the same notations and assumptions as in Theorem 1.4. In addition, we further assume
|x| α 1 (−∞,0) (x) are ultimately monotone (that is, there exists x 0 > 0 such that
|x| α 1 (−∞,0) (x) are monotone for any |x| > x 0 ). Then there existsĉ α,β (that can be made explicit) depending only on α and β such that i) When α = 1 and β = 0, we have
where R α,β (n) is defined by (1.6).
Observing in Corollary 1.6, we obtain stable CLT by assuming that the function ǫ satisfies ǫ(x) → 0 as x → ±∞. But that ǫ vanishes is not a necessary condition for stable CLT. By slightly modifying the approach leading to Theorem 1.4, we can also consider the case where ǫ is a slowly varying function diverging at infinity. Because it would be too technical to state such result at a great level of generality, we prefer to illustrate an explicit situation for which our methodology still allows to conclude. Here we give a simpler proof that relies on the density function and the distribution function is similarly available.
Example: Pareto multiplied by a slowly varying function. We consider
For the partial sums S n to converge to the symmetric α-stable distribution, we must modify the normalization given in (1.5) (observe that E[X 1 ] = 0 here). Define the sequence (γ n ) n 1 implicitly by γ n = n log γ n 1 α and set σ = 
The rest of the paper is organized as follows. In Section 2, we give a short proof of the Theorem 1.4 in a special case to illustrate the main idea. In Section 3, we give some useful properties of the operator L α,β and asymmetric α−stable process. In Section 4, we develop the Taylor-like expansion. In Section 5, we extend the Lindeberg principle to the asymmetric α−stable distributions and provide the proof of Theorem 1.4 and Theorem 1.7. In Section 6, we will focus on the proof of (1.7).
In order to prove Theorem 1.4 and Theorem 1.7, we need the following classical Dynkin's formula [18, Chapter 1, section 3]
for f from some appropriate class of functions and here X 0 = X, G is understood as an infinitesimal operator of the process. 5 
2.
A short proof of Theorem 1.4 in a special case to illustrate the main idea As mentioned in the introduction, we shall use Taylor-like expansion and Dynkin's formula of stable process to prove Theorem 1.4. Before we go into the details, let us give its short proof in the symmetric Pareto distribution case (see, e.g., [17] ) to illustrate how these two tools will work.
Assume that X 1 , X 2 , . . . are independent copies drawn from the Pareto law of index α ∈ (0, 2), that is, suppose that the common density is
which further gives
For the second term, notice that Z i and Y i are independent, we can consider Y i as a symmetric α-stable processŶ 1 , then we have by Dynkin's formula
Hence, when α ∈ (1, 2), we have by Proposition 3.2 below (whose proof in this setting is much simpler)
when α ∈ (0, 1], we have by truncated Lemma 3.4 below (whose proof in this setting is much simpler)
Preliminaries of stable processes and nonlocal operators
Let us first recall the following heat kernel estimates from [12, Theorem 1.1 (iii)], which will be used in the analysis in this section.
Lemma 3.1. Let (Ŷ t ) t 0 be defined by (1.1). Then the distribution ofŶ t has a density p(t, x) for all t > 0. Moreover, for any t ∈ (0, 1), there exists a constant C α > 1 such that
Estimates for the operator L α,β . By the definition of operator L α,β , we can first get the following Proposition.
Proposition 3.2. For any f ∈ C 3 b (R), and x, z ∈ R, we have
Proof. For convenience, we denote
then by the same argument as above, we have 1
∞ |z|.
3. When α ∈ (0, 1), we have by (
By (3.2) and (3.3), we can immediately obtain the following proposition:
In addition, it is easy to verify by the definition of L α,β that if
means that the operator L α,β acts on the variable x. Similarly, for z = cx for some constant c > 0, we have L
3.2. Truncation for asymmetric α−stable processŶ . When α ∈ (0, 1], we have by (3.1) that E|Ŷ s | = ∞ for any s > 0, we need the following lemma for the analysis in the next section.
Lemma 3.4. Consider α ∈ (0, 1]. LetŶ be the one-dimensional asymmetric α−stable process, then for any 0 < a < 1, z ∈ R and f ∈ C 3 b (R), we have
whereD α and D α are defined as above.
Proof. Observe
By Proposition 3.2 and Lemma 3.1, when α = 1 and β = 0, we have
when α ∈ (0, 1), we have
which get the desired results. The proof is complete.
Remark 3.5. In the above lemma, because of E|Ŷ s | < ∞ in the case α ∈ (1, 2), we have by Proposition 3.2 that
3.3. Truncation for random variable X. Let X have a distribution of the form (1.3) with ǫ(x) satisfying (1.4), then it is obvious that E|X| = ∞ in the case α ∈ (0, 1]. However, we can use a truncation technique to handle the problem. Before giving the truncation Lemma, we need Lemma 3.6. Let X 0 be a random variable defined on Ω and t > 0, then
Proof. Using the definition of expected value, Fubini's theorem and then calculating the resulting integrals gives
from which we immediately obtain the equality in the lemma, as desired. Now, we are at the position to give the truncation lemma.
Lemma 3.7. Consider α ∈ (0, 1]. Let X have a distribution of the form (1.3) with ǫ(x) satisfying (1.4), then for any 0 < a < 1, z ∈ R and f ∈ C 2 b (R), we have
. By (1.4), we know |ǫ(x)| K for |x| 1, so
By (3.8),
1.) when α = 1, we have
2.) when α ∈ (0, 1), we have
Since similar bounds hold true for (1 − β)
dx, the desired conclusion follows.
Remark 3.8. From the proof of Lemma 3.7, we immediately have
Taylor-like expansions
In this section, we develop the following Taylor-like expansions, which can be taken as replacements of Taylor expansions in the Lindeberg's approach to proving the normal CLT.
Taylor-like expansions for Theorem 1.4.
• α ∈ (1, 2) : Lemma 4.1. Consider α ∈ (1, 2). Let X have a distribution F X with the form (1.3), X and Z are independent. We have, for any 0 < a (2A)
Proof. For convenience, we denote 1 β (y) = (1 + β)1 (0,∞) (y) + (1 − β)1 (−∞,0) (y). Then we have by (1.2)
where the second equality is by taking y = ax and
Since Aα |x| (2A)
1 α 1 |x| 1+α 1 β (x)dx = 1, we can consider a random variableX which is independent of Z and satisfies
As a result, denote the distribution function ofX by FX , then
By (1.3) and (4.2), we have
using integration by parts, we have
For the remainder, one has
Since similar bounds hold true for E
x α dx and
(4.5) the desired conclusion follows.
• α = 1 and β = 0 : Lemma 4.2. Consider α = 1, β = 0 and γ ∈ (0, ∞). Let X have a distribution of the form (1.3) with ǫ(x) satisfying (1.4), X and Z are independent. We have, for any 0 < a (2A) −1 ∧ 1 and f ∈ C 2 b (R), denote
then we have
Proof. By the same argument as (4.3), we have 6) where FX and R is defined by (4.2) and (4.1) with α = 1, β = 0, respectively. What's more, by (4.5), we know |R| 8A 2 f ′′ ∞ a 2 .
For the first term, using an integration by parts similar to (4.4) and (1.4), we have
and in the same way
1−γ a γ+1 , γ ∈ (0, 1), the desired conclusion follows.
• α ∈ (0, 1) : For any β ∈ [−1, 1], we have
According to (4.7), we have the following Taylor-like expansion lemma.
Lemma 4.3. Consider α ∈ (0, 1). Let X have a distribution F X with the form (1.3) satisfying (1.4), X and Z are independent. We have, for any 0 < a (2A)
Proof. By the same argument as (4.3), we have
where FX and R is defined by (4.2) and (4.1) with α ∈ (0, 1), respectively. What's more, by (4.5), we know |R|
For the first term, according to (1.4), 1. When γ ∈ (1 − α, ∞), using an integration by parts similar to (4.4) and (1.4), we have
Similarly, we get
, we choose a number N > a −1 . One has by |ǫ(x)| K for |x| > N,
whereas by integration by parts
log N, γ = 1 − α,
Hence, we can consider
the desired conclusion follows.
4.2.
Taylor-like expansions for Theorem 1.7.
Lemma 4.4. Consider α ∈ (0, 1] and assume β = 0 in the case α = 1. Let X have a distribution F X with the form (1.3), X and Z are independent. In addition, we further assume
x α 1 (0,∞) (x) and ǫ(x) |x| α 1 (−∞,0) (x) are ultimately monotone. We have, for any 0 < a (2A)
x α 1 (0,∞) (x) and ǫ(x) |x| α 1 (−∞,0) (x) are monotone for any |x| > a −1 and f ∈ C 2 b (R): a.) when α = 1 and β = 0, we have
b.) when α ∈ (0, 1), we have
Proof. According to (4.7), the proofs of inequalities (4.9) and (4.10) are similar, so here we only give the proof of (4.9) and the proof of (4.10) is similar. By the same argument as (4.3), we have
where FX and R is defined by (4.2) and (4.1) with α = 1, β = 0, respectively. What's more, by (4.5), we know |R| 8A 2 f ′′ ∞ a 2 .
For the first term, one has
whereas by integration by parts similar to (4.4),
|ǫ(x)|dx , the desired conclusion follows.
5. Proof of Theorem 1.4 and Theorem 1.7
In this section, with the help of the Taylor-like expansion in the previous section, we extend the celebrated Lindeberg principle of normal approximation (see, e.g., [16, pages 211-212] ) to prove main results. β) . Recall the definition of S n , we denotê
where i = 1, 2, · · · , then for any fixed n, set
and obviously agree
For the first term, by observing X i and Z i are independent, we have
where in the case α ∈ [1, 2),
and when α ∈ (0, 1), we have
For the second term, notice that Z i and Y i are independent, we can consider Y i as an asymmetric α−stable processŶ 1 , then we have by Dynkin's formula
where the second equality thanks to (3.4) and (3.5). Therefore, we have
and using (3.7) and (3.6) respectively, we have
Now, let us bound the I and II.
i) When α ∈ (1, 2), one has by Lemma 4.1,
ii) When α = 1, β = 0 and γ ∈ (0, ∞), one has by Lemma 4.2,
whereas by (3.8) and Lemma 3.7,
iii) When α ∈ (0, 1), on the one hand, using Lemma 4.3, a.) When γ ∈ (1 − α, ∞), we have |ǫ(x)| |x| α−1 dx, the desired conclusion follows.
6. A more difficult example: Proof of (1.7)
In this section, we prove the estimate (1.7). Consider independent copies X 1 , . . . , X n of a random variable with density p X (x) = α 2 e α 2(1+α) log |x| |x| α+1 1 [e,∞) (|x|) and define the sequence (γ n ) n 1 implicitly by γ n = n log γ n 1 α . We set σ = i n, whereỸ 1 , · · · ,Ỹ n are independent copies ofỸ .
By the same argument as (5.1), for any f ∈ C 3 b (R), we have
Using among other that nγ −α n = 1 log γn , we have
α γ n |u| log γ n |u| α+1 1 [e,∞) (n On the one hand, we have
