.1115/1.2798313)), we view the slope of the ground as a small parameter γ ≥ 0. When γ = 0, the system can be solved in closed form and the existence of a family of cycles (i.e. potential walking cycles) can be computed in closed form.
Introduction
In his celebrated paper [1] , McGeer proposed to view the passive bipedal walker of figure 1 as a double pendulum, where the roles of the two links swap each time the heelstrike occurs (i.e. swing leg collides with the ground). Assuming that the masses of the feet are negligible where γ ≥ 0 is the slope of the ground (figure 1). The length of the legs and the gravity acceleration constants have been removed from equations (1.1) by a suitable time rescaling [2] . When the heelstrike occurs (i.e. when φ = 2θ ), the stance and swing legs swap their roles and the state vector (θ,θ , φ,φ) T jumps as follows: Using Newton's method, McGeer found that a certain linearization of switched system (1.1) and (1.2) admits a limit cycle, whose period is close to T = 3.8 for small values of slope γ > 0. In the same paper [1] , McGeer reports experimental results that appear to be in agreement with analytic conclusions. Stable limit cycling of a passive biped has been then observed in various other experiments (including three-dimensional printed passive walkers; e.g. [3] [4] [5] [6] ). McGeer's model stimulated a variety of new studies in robotics lately. Freidovich et al. [7] offered a method (virtual holonomic constraints) that reduces the dimension of (1.1) from 4 to 2. A relevant method that reduces the analytic computations in finding limit cycles of a passive biped walking down a staircase is proposed in Tehrani Safa et al. [8] (where a numeric approach is then used to apply the proposed reduction technique). Kuang-Shen [9] , Asano-Harata [10] and Or [11] accounted for possible effects coming from friction and sliding during hill-strike (see also related studies by Ivanov [12] ). Limit cycling in more complex passive walking devices were studied in, for example, Sabaapour et al. [13] (inclusion of passive turning) and Li et al. [14] (walker with upper body). An analysis of various bifurcation phenomena in passive walkers (including those related to the increase of the slope) can be found in [14] [15] [16] [17] [18] . The structure of the basin of attraction of the walking cycle is investigated by Obayashi et al. [19] .
To achieve finest energy efficiency results, the control strategies in more complex robots are typically designed to render the dynamics to that of a reference simple passive walker, in which way the control strategy aims at taking the most from the internal dynamics of the passive walker (whose dynamics does not consume external energy; e.g. [7, [20] [21] [22] [23] this direction employ optimization methods in order to come up with the best reference passive walker (e.g. [24] ). Learning the ideas available for the optimization of cart-pendulum swingup (see [25, 26] , where graphs of trajectories are available in closed form) might improve the optimality of the choice of a reference walker further. The knowledge of limit cycles of simple passive walkers is therefore in the heart of the design of more complex walkers. The proposed analytic results and formulae serve as a tool for the development of an analytic theory of such design (which does not exist to date).
A justification of the existence of such a limit cycle was offered in Garcia et al. [2] , where the change of the variables
is proposed to expand (1.1) and (1.2) in the powers of small parameter δ > 0 and to investigate the existence of the limit cycle based on the leading-order terms. The paper [2] follows a rather rigorous approach (Fredholm alternative) when establishing necessary conditions for the existence of a cycle in switched system (1.1) and (1.2). However, the proof of sufficiency is not addressed in [2] and the proof of stability is addressed briefly. More comprehensive analysis of stability of a limit cycle to (1.1) and (1.2) is carried out in [16, [27] [28] [29] ] via Astrom's like stability criterion [30] (see [31] [32] [33] [34] for more results on stability properties of passive biped). Still, the existence of a limit cycle has been assumed given (i.e. computed numerically) in all the papers cited above and sufficient conditions for such an existence have not been derived and verified. The goal of the present paper is to provide a tool that is capable of proving the existence of a stable limit cycle in switched system (1.1) and (1.2) with a mathematical level of rigour. To this aim, we establish a perturbation theorem for two-dimensional maps, that allows to investigate bifurcation of asymptotically stable fixed points from a 1-parameter family. Such a theorem did not seem to appear in the earlier literature despite of its crucial importance for reliability of passive walking stability analysis. On a more applied side, the present paper provides a method to derive explicit formulae for the Floquet multipliers of the walking cycle (see corollary 7.1), that can be used to tune the parameters of the passive walker (such as e.g. mass distribution in legs and the joint stiffness) with the purpose of strengthening the stability of the walking cycle. Only experimental and numerical results in this direction are currently available (e.g. [5, 35] ).
The paper is organized as follows. In the next section, we incorporate the change of the variables (1.3) in switched system (1.1) and (1.2) and obtain a switched system (2.1) and (2.2) with a small parameter δ > 0 (which corresponds to a perturbation term). In §3, we follow the idea of Garcia et al. [2] and introduce a two-dimensional Poincare map (θ, ω) → P(θ, ω, δ) associated with the perturbed switched system (2.1) and (2.2). In §4, we show that, when δ = 0, the Poincare map (θ, ω) → P(θ , ω, δ) admits a family of fixed points (θ, ω) = ξ (s), where ξ ∈ C 1 (R, R 2 ) and s is a parameter. In this way, the problem of the existence of limit cycles to the perturbed switched system (2.1) and (2.2) reformulates as a problem of bifurcation of asymptotically stable fixed points to the Poincare map (θ, ω) → P(θ, ω, δ) from the family (θ, ω) = ξ (s) as δ crosses 0. The problem obtained is a classical problem of the theory of nonlinear oscillations coming back to Malkin [36] and Melnikov [37, (ch. 4, §6) ], and addressed in [38] [39] [40] [41] [42] [43] [44] [45] and other works. In the present paper, we follow references [43, 44] to provide (in §5) a concise perturbation theorem (theorem 5.1) on bifurcation of fixed points from families in Poincare maps. This perturbation theorem is then applied to the Poincare map (θ, ω) → P(θ, ω, δ) of the passive biped in § §6 and 7. In §8 (Conclusion), we discuss the value of this work to the fields of perturbation theory and robotics. 
where
and o i (δ) stay for the remainders (perhaps dependent on Θ and Φ) such that o i (δ)/δ → 0 as δ → 0 uniformly with respect to (Θ, Φ) from any compact set. In particular, the statements of this paper deal will sufficiently small values of δ > 0 only (i.e. with sufficiently small values of the slope and step magnitude; see theorem 5.1 and corollary 7.1). Note, depending on the context, the variable Θ either stays for a function or for an element of R. Specifically, Θ is a function when it stays in a differential equation or when Θ comes with arguments. Θ is an element of R otherwise. Same type of notations is used for the variable θ.
The Poincare map induced by the heelstrike threshold
To construct the Poincare map induced by the cross section Φ = 2Θ, we will consider the initial
2). Because of the properties of the matrix
Therefore, in order to construct a solution t → (Θ(t),Θ(t), Φ(t),Φ(t)) of system (2.1) that originates from the hyperplane Φ = 2Θ at time t = 0 we have to know only (Θ(0),Θ(0)). The value of (Φ(0),Φ(0)) can be then computed as (
. Such an observation allows us to introduce a Poincare map P of only two dimensions that To define such a Poincare map formally, we denote by t → (Θ,Θ, Φ,Φ)(t, θ, ω, δ) the solution of (2.1) with the initial condition
and take first two components t → (Θ,Θ)(t, θ , ω, δ) of this solution. The required Poincare map can then be defined as
and where T(θ, ω, δ) (the time of nearest heel-strike) is the time satisfying
and
4. Families of fixed points of the Poincare map for the zero value of the slope When δ = 0, system (2.1) and initial condition (3.1) take the form
and the impact law (2.2) takes the form ⎛
The solution of (4.1) is
Observe that (θ, ω) = P(θ , ω, 0) if and only if
The first two equations of (4.4) give
Substituting (4.5) into the third equation of (4.4) one obtains the following equation for T:
whose roots on (0, 2π ) to the second root T 2 because it corresponds to a symmetric gait in the following sense: plugging ω = α(T 2 )θ into the third equation of (4.4) gives approximately −1.5339e −t + 0.0339021e t + 1.5 cos t + 0.522601 sin t = 0, whose only solution on (0, T 2 ) is T 2 /2 where one has
Property (4.8) corresponds to the event where the two legs coincide. Though (4.8) formally implies a heel-strike (the third equation of (4.4) holds at T = T 2 /2), it corresponds to just grazing of the swing leg through the floor and no impact event physically occurs. If the value of γ increases, then, formally speaking, an impact occurs at T = T 2 /2, but we will still ignore the impact coming from T = T 2 /2 as motivated by the experiments (the actual experimental passive planar walker makes slight swings in the third dimension which rules out the impact at T = T 2 /2, [3]). In other words, for the reasons just explained and following Garcia et al. [2] , we will consider the Poincare map (3.3) with
which satisfies the first condition of (3.5) even though it 'slightly' violates the second condition of (3.5) in the neighbourhood of T 2 /2. To summarize, for each θ ∈ (−(π/2), (π/2)), the point ω = α(T 2 )θ satisfies the periodicity condition (4.4). Furthermore, the solution of (4.1) and (4.2) with the initial condition (θ, α(T 2 )θ , 2θ, 0) has only tangential collision with the cross section Φ = 2Θ on the interval (0, T 2 ). Therefore, for each θ ∈ (−(π/2), (π/2)), the point (θ, α(T 2 )θ, 2θ, 0) is the initial condition of a T 2 -periodic cycle of switched system (4.1) and (4.2), which experiences exactly one impact per period. A few sample cycles of this family are shown in figure 2a. Accordingly, for each θ ∈ (−(π/2), (π/2)),
is, therefore, a family of fixed points of the Poincare map (θ, ω) → P(θ, ω, 0). This family will be termed a family of long-period fixed points. It is drawn in figure 2b . The set of points (θ, ω) given by (4.5) with T = T 1 defines a different line segment, which is shown as dashed in figure 2b (we do not use this second line segment in the paper because it does not feature a property like (4.8) and some different justification is required to use the points of this line segment as fixed points of the Poincare map).
Perturbation theorem for two-dimensional Poincare maps
Throughout this section, we consider a general two-dimensional Poincare map (θ, ω) → P(θ , ω, δ) = (P 1 (θ , ω, δ), P 2 (θ , ω, δ)) T with P i being scalar functions, under an assumption that the unperturbed Poincare map (θ , ω) → P(θ, ω, 0) admits a family of fixed points, i.e. P(ξ (s), 0) = ξ (s) for all s ∈ R, with s → ξ (s) being a C 1 curve. Note, the latter property implies that P (θ,ω) (ξ (s), 0)ξ (s) = ξ (s), where P (θ,ω) (ξ (s), 0) stays for the Jacobian
As a consequence, one of the eigenvalues of the matrix P (θ,ω) (ξ (s), 0) always equals 1 for all s ∈ R.
To make the notations less bulky, we will identify P(θ, ω, δ) with P((θ, ω), δ) as it does not seem to cause any confusion. Fix some s 0 ∈ R and put (θ 0 , ω 0 ) = ξ (s 0 ).
Denote by y andỹ the eigenvectors of P (θ,ω) (θ 0 , ω 0 , 0) that correspond to the eigenvalues 1 and ρ = 1, respectively. We then denote by z andz the eigenvectors of P (θ,ω) (θ 0 , ω 0 , 0) T that correspond 
We will also assume that z does not depend on the choice of s 0 , in which case we have
The following theorem can be derived from the results of Kamenski et al. [43] and MakarenkovOrtega [44] .
Assume that the eigenvector z of P (θ,ω) (θ 0 , ω 0 , 0) T that corresponds to the eigenvalue 1 does not depend on s 0 . If, in addition to (5.6), it holds that In what follows, we use theorem 5.1 in order to prove the existence and stability of a limit cycle to (2.1) and (2.2). The proof of theorem 5.1 is given in A.
then, for all |δ| sufficiently small, the Poincare map (θ, ω) → P(θ, ω, δ) does indeed have a fixed point
(θ δ , ω δ ) that satisfies (5.5). The fixed point (θ δ , ω δ ) is asymptotically stable, if the eigenvalue ρ = 1 of P (θ,ω) (θ 0 , ω 0 , 0) satisfies |ρ| < 1,(5.
Stability of the family of long-period fixed points
In this section, we analyse the Poincare map (θ , ω) → P(θ, ω, 0) of the reduced switched system (4.1) and (4.2).
As explained in §5, one of the eigenvalues of matrix P (θ,ω) (θ, α(T 2 )θ, 0) is always 1. In this section, we compute the second eigenvalue (named ρ) of P (θ,ω) (θ, α(T 2 )θ, 0) and verify condition (5.8) of theorem 5.1. We will see that ρ does not depend on θ, so we write ρ as opposed to ρ(θ) from the beginning.
In what follows, the following notation will be used:
to shorten the formulae. Differentiating (3.3) with respect to the vector variable (θ, ω) Using formulae (4.3) and (4.7), one gets
In the same way, 
Plugging formulae (4.3) and (4.7) into (6.1), the function T (θ,ω) (θ, α(T 2 )θ, 0) computes as 7. Bifurcation of isolated fixed points from the family of long-period fixed points when the angle of the slope changes from zero to a small positive value
In this section, we verify the remaining conditions (5.6), (5.7) and (5.9) of theorem 5.1 for the Poincare map (θ , ω) → P(θ , ω, δ) of switched system (2.1) and (2.2).
(a) Computing the first-order expansion of the Poincare map with respect to the slope parameter
Here, we compute P δ . Differentiating (3.3) with respect to δ, one gets
The terms 0 and
(τ ) were computed in the previous section. For the terms δ (θ, ω, 0) and
(τ ), the definition of (θ , ω, δ) and formula (4.4) yield
To compute T δ (θ , ω, 0), we can use function F of the previous section, which gives
So it remains to compute the function t → ((Θ, Φ) T ) δ (t, θ, ω, 0), which can be found as the solution t → (h(t), f (t)) T of the δ-derivative of the initial-value problem (2.1) and (3.2):
where σ is a shortcut for σ = (θ , ω, 0). After plugging (4.3) into (7.3), we get a system of linear inhomogeneous differential equations, whose solution t → (h(t), f (t)) T is given in appendix B. In particular, plugging t = T 2 , one gets (b) Computing a fixed point of the family of long-period fixed points that satisfies the necessary condition of the perturbation theorem
Here we compute (θ 0 , ω 0 ) that satisfies the necessary condition (5.6).
Computing an eigenvector z of the transpose of matrix (6.3) for the eigenvalue 1, we get
Therefore, taking into account the relation (4.7) between θ 0 and ω 0 , the necessary condition (5.6) takes the form (c) Computing linearization the first-order expansion found in §7a
Here we compute P δ(θ,ω) . Differentiating (7.1) with respect to (θ , ω), one gets
The terms
and T δ(θ,ω) , we just differentiate the formula for T δ (θ, ω, 0) of §7a with respect to (θ , ω) obtaining By analogy with (7.4), we compute It remains to find δ(θ,ω) (θ , ω, 0) which computes from (3.4) as
Combining all the findings together, the matrix P δ(θ,ω) (θ, α(T 2 )θ, 0) finally computes as Using the formula for P δ(θ,ω) (θ 0 , α(T 2 )θ 0 , 0) of §7c and the value θ 0 given by §7b, we get 6) so that both conditions (5.7) and (5.9) hold.
Corollary 7.1. Based on theorem 5.1, we now conclude that, for all δ > 0 sufficiently small, the switched system (2.1) and (2.2) admits an asymptotically stable limit cycle with the initial condition Figure 3b shows that the domain of attraction of switched system (2.1) and (2.2) with dropped o 1 (δ) and o 2 (δ) is significantly larger than the domain of attraction of the full switched system (2.1) and (2.2) (see e.g. simulations in Li & Yang [47, Fig. 5] ). This observation may serve as a starting point for new control designs that enlarge the domain of attraction of walking cycles of (2.1) and (2.2) by eliminating the o 1 (δ) and o 2 (δ) terms.
Conclusion
In this paper, we used the results by Kamenskii et al. [43] and Makarenkov-Ortega [44] in order to offer a perturbation theorem for bifurcation of fixed points from 1-parameter families in twodimensional maps. The respective perturbation theorem is then applied to prove the existence and stability of a walking cycle in the model of passive walker (1.1) and (1.2) with a small parameter as introduced by Garcia et al. [2] . Along the same lines, the proposed theory can be used for establishing the existence of unstable limit cycles (exactly one of the two inequalities in (5.8) and (5.9) should be reversed to ensure instability).
Since the dynamics of passive walkers constitutes an important reference block of more complex robotics models and control algorithms (see Introduction), we like to think that the proposed analytic formulae (corollary 7.1) will be of further use in the field of robotics.
We also anticipate that the present paper makes it feasible to include the biped model as a motivation (and an application) for a perturbation theory chapter in applied mathematics graduate programs. To facilitate this outreach, we attach our Wolfram Mathematica code (that computes all the quantities of the present paper section-by-section) as electronic supplementary material. Logistically, the biped model topic could, e.g. follow the suspension bridge topic by Glover et al. [39] , where bifurcation of fixed points from 1-parameter families takes place in one-dimensional maps.
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Appendix A. Derivation of the perturbation theorem of §5 from the results of Kamenskii et al. [43] and Makarenkov-Ortega [44] The following two results have been established in Kamenskii et al. [43] and they will play the central role in the perturbation theorem (theorem 5.1) that this section develops. We now reformulate the required results of [43] in the notations of the present paper to avoid confusion. 
is invertible on Π R 2 . Then, there exists a unique (θ 1 , ω 1 ) ∈ R 2 such that, for all |δ| = 0 sufficiently small, one can find (θ 1,δ , ω 1,δ ) ∈ R 2 that satisfies both
Note, the property det F (θ,ω) (θ 0 , ω 0 , 0) = 0 ensures that one of the eigenvalues of F (θ,ω) (θ 0 + δθ 1,δ , ω 0 + δω 1,δ , δ) converges to 0 as δ → 0 (see [43, Remark 2] ). Proof of Theorem 5.1. The necessity part. Here we follow the idea of Makarenkov-Ortega [44, Lemma 2] . Assume that P(θ δ , ω δ , δ) = (θ δ , ω δ ) T , δ ∈ R, for some family {(θ δ , ω δ )} δ∈R satisfying (5.5). We claim that (5.6) holds.
The derivative F (θ , ω, δ) of the C 1 function (A 4) is a 2 × 3-matrix. Observe that rankF (ξ (s 0 ), 0) = 1. Otherwise the equation F(θ , ω, δ) = 0 should describe a curve in a small neighbourhood of (ξ (s 0 ), 0). However, the set {(θ, ω, δ) : F(θ, ω, δ) = 0} contains both the curve {(ξ (s), 0)} s∈R and also the set {(θ δ , ω δ , δ)} δ∈R . Now we know that rankF (ξ (s We have to show that |ρ δ | < 1 for all |δ| > 0 sufficiently small. Observe that
is the eigenvalue of F (θ,ω) (θ δ , ω δ , δ). As it was established in the sufficiency part of the proof, expression (A 2) coincides with z T (P δ ) (θ,ω) (θ 0 , ω 0 , 0)y. Therefore, condition (5.9) ensures that λ * of theorem A.2 verifies λ * < 0 and so Theorem A2 ensures that λ δ < 0 for all δ > 0 sufficiently small. The proof of the theorem is complete.
