The demonstration involves a prototype of an optically interconnected workstation cluster, under development at LLNL, to evaluate parallel optical interconnects in a high performance computing environment. Our prototyping goals include demonstrating the application, performance, and reliability of optical interconnects in a parallel processing environment comprised of a cluster of commercially available workstations executing real scientific applications.
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The workstations in our test bed will be interconnected in a ring topology using the SCI (Scalable Coherent Interface) communications protocol.
We are developing a PCI to SCI interface to a workstation as a method of implementing the SCI protocol. A custom GaAs ASIC, offered commercially by Vitesse Semiconductor, implements the SCI protocol. The current SCI implementation uses 16 parallel data lines (data rates of 500 Mbits/s per data line), plus one clock and a strobe line. Currently we plan to incorporate 10 workstations into our test bed, each with its own communication link to an adjacent node in the ring as illustrated in figure 1. Since the communication paths are point-to-point, multiple communications may occur concurrently in the ring allowing for a peak network bandwidth of over 160 Gigabitdsecond. Once switches are developed to support the SCI communications protocol, SCI networks with substantially higher bisectional bandwidths will be realizable.
A number of high performance computer houses are developing implementations of 'SCI for their next generation products2. Additionally, the DoD JAST (Joint Advanced Striker Technology) program has identified the SCI protocol as an enabling technology to achieve a unified avionics architecture for the next generation striker aircraft. 
Optical Interconnects in Multi-Wavelength Transparent Optical Networks
Next generation, wide area optical networks will employ wavelength division multiplexing along with optical routing and optical amplification to achieve a higher capacity, more affordable, telecommunications information infrastructure. As a member of the NTONC, LLNL is involved in the integration and deployment of experimental optical technologies in the NTONC prototype network which encompasses the San Francisco Bay as illustrated in figure 2. The optical network is being deployed on the embedded fiber infrastructure of Pacific Bell and Sprint. The fiber is standard non-dispersion shifted fiber; and therefore, dispersion management of bit-rate distance products will be required for directly modulated OC-48 transmitters as the network diameter which exceeds 200km is beyond the reach of most directly modulated technologies. Optical amplifiers will be deployed within the Sprint and Pacbell infrastructure to compensate for optical fiber and switching losses in the network.
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Field Trial
One of the requirements necessary to achieve a scalable, multi-wavelength, all optical network involves the ability to switch optical signals, on a wavelength selective basis, and to re-use wavelengths within the network. Wavelength reuse is critical to minimize the number of wavelengths in the network and the associated hardware complexity associated with large numbers of wavelengths. Wavelength selective switching of the WDM optical signals will be achieved using a combination of AOTF (acoustooptic tunable filter) and space-division optomechanical technologies.
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