Agronomic research results include Type 1 (a) and Type 2 (b) errors. Results are o en reported using a £ 0.05 while b is ignored. Our objective was to discuss whether a false positive was more serious than a false negative in agronomic research. For comparison, current statistical methods used in Agronomy Journal were tabulated. Most papers used null hypothesis tests with a £ 0.05, reporting results based on the LSD among all treatment pairs. Current practices do not account for the relative costs of false positive vs. false negative errors. A case study from the Washington State Wheat Extension trials was analyzed using mixed models with speci c contrasts. While the overall e ect for cultivar was signi cant, the b error rate for the contrast was 40% and additional replications were needed to increase the power of this contrast. A second case study analyzed trials evaluating wheat (Triticum aestivum L.) resistance to Fusarium crown rot. Optimal a and b error rates were estimated for two to eight replications with the Type1/Type2 error cost ratio set at 1:1 and 1:5. An average error rate (a and b) £ 0.05 could be achieved with four replications when a reduction in the b error was critical and a errors could be corrected in future experiments. E ective experimental design requires estimation of the acceptable magnitude and cost ratio of false positive and false negative errors and critical e ect sizes. To be truly informative, reports of results should include this information plus observed e ect sizes and variances.
Old-fashioned orthodoxy continues to reign for much of the published data analyses in agronomy and environmental sciences. In Agronomy Journal, other ACSESS publications, and many scientifi c journals, authors frame the statistical questions in the form of null hypothesis (H 0 ) tests. Authors, reviewers, and editors frequently consider papers to be worthy of publication only if H 0 is rejected with a probability of Type 1 error (the probability of a false positive, designated as a) £ 0.05. If an eff ect cannot be detected at the a £ 0.05 level, it is assumed to be irrelevant, even if it is detected at a £ 0.10 or a £ 0.15.
Th e use of a £ 0.05 as a threshold for publishable results is so entrenched that its relationship to Type 1 error is oft en not explicitly defi ned in papers that use it as a criterion. Instead, tables include the following footnote: "Signifi cant at the 0.05 probability level", simply P without additional explanation, or abstract asterisks denoted in table footnotes such as: " * = 0.05, ** = 0.01, *** = 0.001". Even the instructions to authors for Agronomy Journal are complicit in this overemphasis on Type 1 error, stating "Th e *, **, and *** are always used in this order to show statistical signifi cance at the 0.05, 0.01, and 0.001 probability levels, respectively, and cannot be used for other notes" (https://dl.sciencesocieties.org/publications/aj/ instructions-to-authors).
Th is single-minded identifi cation of experimental signifi cance with Type 1 error obscures and limits the interpretation of research results in agronomy because Type 2 error (the probability of a false negative, designated as b) is ignored. Th e power of the trial (1 -b) to detect biologically relevant eff ects is also ignored. Both false positive and false negative sources of error are a feature of statistical hypothesis testing and can't be eliminated (Carmer, 1976) . Ignoring b in experimental design causes the false negative error rate and the power of experiments to vary according to sample size and experimental variability. Th e end result is that the signifi cant eff ect sizes for treatments are determined by the experimental design and not by desired outcomes based on hypotheses about the system being tested (Mudge et al., 2012b) .
A more basic problem with this dominant strategy of null hypothesis testing with conclusions based on a error rates alone is that the previous state of knowledge, experience, and the expectations of the researchers aren't incorporated into the statistical decisions derived from their research. Instead, many experiments use the same statistical decision-making threshold (significance at the a £ 0.05 probability level) regardless of differences in hypotheses that may be driven by the consequences of false positive vs. false negative errors. In addition, readers are not given enough information about experimental variation and relevant effect sizes to verify the results of specific experiments and to compare them with other similar research.
Our objective was to discuss whether a false positive was truly more serious than a false negative in agronomic research. Because false negative error rates depend on the hypothesis being tested, the expected effect size of a treatment, and the power of the experiment, we define those terms. We have tabulated current statistical methods used in publications. The problems with current practice are described with regard to a and b error, effect size, and power. Two case studies are included to illustrate the points made and to demonstrate how to determine the b error, optimize the average error, and estimate the power of various experimental designs.
DEFINITIONS Null Hypothesis Testing
Agronomists are taught to use null hypothesis testing as a legacy from R. Fisher, who developed the cardinal statistical methods for agronomic research. Fisher wrote, "Every experiment may be said to exist only to give the facts a chance of disproving the null hypothesis" (Fisher, 1951) . The result of the null hypothesis test (H 0 ) is usually to declare that an effect is, or is not, significantly different from 0 (Gill, 1999) . The H 0 is often defined as no difference between treatments (T 1 = T 2 = T 3 = T 4 ) or no difference between a control and a treatment (C = T 1 ). The H 0 can also be due to lack of correlation (r = 0), lack of association, or an insignificant effect (r 2 = 0 for a model or b = 0 for a single parameter). The null hypothesis test was advocated by Fisher but modified by Pearson (1928a, 1928b) to include an alternative hypothesis, H A , and this modification is what is commonly used in practice. As Fisher pointed out, specification of the H A requires an estimation of the critical treatment effect that will be considered to be significant. While criticism of an overemphasis on null hypothesis testing has been frequent in recent years (Gill, 1999; Anderson et al., 2000; Fidler et al., 2006; Nakagawa and Cuthill, 2007) , it is still the dominant method used in published agricultural research.
Type 1 and Type 2 Errors
Students in introductory statistics classes are taught to reject the H 0 using statistical tests such as a t-test or F test and, because error at some level is inevitable, to limit the error associated with that rejection decision to a low probability such as 5% (Snedecor and Cochran, 1967) (hence a £ 0.05). Type 1 error (a) identifies a treatment effect when one does not exist, a false positive error. Statistical error exists in more than one form, however, including Type 2 error (b), the probability of making a false negative error, or accepting the null hypothesis when a real difference does exist. Exact b error rates are difficult to calculate because they are based on the variation present in the experiment, and this is usually unknown before the experiment is conducted (a priori) (Neyman and Pearson, 1928a; Sterne et al., 2001) , although a range for the standard deviation can often can be estimated from previous similar experiments. False positive and false negative errors are inversely related. Although a increases when b decreases, the relationship is not linear, but it is negative and monotonic ( Fig. 1 is one example) . Therefore, an optimal minimum average error exists for every combination of treatment groups, replications, and relative emphasis on the two types of error (Mudge et al., 2012a) .
The relative importance of false positives and false negatives depends on the consequences of each type of error for the research problem. Many of us would agree with Blackstone's Table 4 . The PROBF function and the PROBF and FINV functions were used as described in Appendix 1 to generate estimates of b for values of a ranging from 0.01 to 1. The numerator degrees of freedom were 126 and the denominator degrees of freedom were 1200 in these analyses, from the cultivar trial data. The small diamond is at the point where an estimate of 0.40 for power is needed to detect a 6% difference for the very dry rainfall zone in Table 4 . Fig. 2 . The central and noncentral F distributions as influenced by the noncentrality parameter (l). The central distribution (solid line), where l = 0, is equivalent to an effect size of 0 or failure to reject the null hypothesis H 0 . Values for the noncentrality parameters were derived from the analysis of the Washington State University Extension soft winter wheat cultivar trial data as described in Tables 3 and 4 . The large effect size (dashed line), where l = 311, is far to the right of the central distribution. The moderate effect size (double line), where l = 227, corresponds to a 15% difference in the means of two cultivars. For both of these scenarios, the difference between the null hypothesis H 0 and the alternative hypothesis H A distributions are clear. At the smaller effect size where l = 56 (dotted line), representing the 6% difference between cultivar means, the central F distribution and the noncentral F distribution overlap, and both a and b errors can be committed. The numerator degrees of freedom were 126 and the denominator degrees of freedom were 1200 in these analyses.
formulation, "It is better that ten guilty persons escape than that one innocent suffer," favoring false negatives over false positives in a legal setting (Halvorsen, 2004) . Conversely, in medicine, a false positive diagnostic test to detect the presence of disease results in additional testing, but a false negative may miss the presence of a life-threatening illness. Agronomy has traditionally adopted more stringent error rates for false positives than false negatives, but the recommended practice depends on the context of the research (Carmer, 1976; Campbell and Lipps, 1998) .
Effect Size
The effect size is the minimum difference between the null hypothesis and the alternate hypothesis (Cohen, 1992) that is of functional significance. An effect size can be expressed on the scale of the data, but in practice, to facilitate comparison between studies, the effect size is usually expressed as a proportion of experimental variation. Common examples of effect sizes are the difference between the mean of the base population and the mean of the tested population as a proportion of the standard error of their difference (the t statistic) or the difference between two means as a proportion of the standard deviation of their difference (Cohen's d) ; the strength of the correlation between variables (the Pearson product-moment correlation coefficient, r); the strength of the correlation between categorical (nominal) variables (the j statistic for two variables or Cramer's V statistic for more than two variables); the ratio of the proportion of variation explained by a multiple regression model to that remaining unexplained (the partial coefficient of regression r 2 , Cohen's F 2 , or h 2 ), and several others (Nakagawa and Cuthill, 2007; Ellis, 2010) . Effect sizes can be distinguished as the critical effect size, chosen a priori during the design of the experiment, and the observed effect size, calculated post hoc when experiments are analyzed. Critical effect sizes must be biologically relevant (Mudge, 2013) . The observed effect size may be smaller or larger than the critical effect size that is biologically relevant, although the observed effect size can be used to estimate the critical effect size.
When the effect size is 0 and the H 0 is true, the F statistic follows a central F distribution, determined based on the numerator and denominator degrees of freedom (Kutner et al., 2005) . When the H 0 is rejected, the H A follows a noncentral F distribution, which becomes more stretched out to the right as the effect size increases (Fig. 2) . The exact shape of the distribution depends on the numerator and denominator degrees of freedom as above and on the noncentrality parameter (l). When there are equal numbers of observations, l can be calculated from an analysis of variance table and is equal to the ratio of the treatment sum of squares to the mean square error (Kirk, 2013) . When the cost ratio of a and b errors is equal, the relative probabilities of the two types of error are determined by the effect size and by experimental variation. The importance of the cost ratio is further discussed below.
Power
Because it is the aim of most null hypothesis tests to correctly reject the H 0 when it is false and prove a treatment effect, the power of an experiment has been defined as (1 -b). Power can be calculated for an experiment of sample size n, given the desired probability of a, the estimated standard deviation for the experiment (s), and the critical effect size (Cohen, 1992) . Power estimates are calculated using the noncentral t or F distributions. Cohen developed power tables for experiments based on small, moderate, and large effect sizes, which were widely used in the psychological and behavioral sciences. These noncentral distributions can now be calculated using statistical software (Littell et al., 2006) .
Power analysis is often misused to calculate retrospective power based on empirical estimates of the population variance and observed effect sizes, especially when the H 0 is not rejected (Hoenig and Heisey, 2001 ). Retrospective power analysis does not contribute new knowledge to the interpretation of an experiment and may be misleading. In contrast, calculation of the predicted power during the experimental design is recommended (Ellis, 2010) . Previous knowledge of the expected variation and biologically relevant critical effect size can be used to calculate the power of experiments across a range of values for all parameters (Perugini et al., 2014) . For example, because clinical trials on humans and animals are expensive, grant proposals to some panels of the US National Institutes of Health are required to include power analyses, where the costs of false positives, false negatives, the size of the experiment, and the desired treatment effect are examined (National Institutes of Health Funding Opportunity RFA-AG-13-009: http://grants.nih.gov/grants/guide/rfa-files/ RFA-AG-13-009.html). Much of the literature on power analysis is from the psychology or health sciences where typical experiments test the H 0 that a new treatment or a new drug is or is not more effective than the current treatment or drug (Cohen, 1992; O'Brien and Muller, 1993) . The use of power analysis is not common in agronomy (Table 1) .
CURRENT USE OF STATISTICS
IN PUBLISHED PAPERS The statistical methods used in the 47 research papers published in Volume 106, Issue 4 (July-August 2014), of Agronomy Journal were surveyed using criteria similar to that of Fidler et al. (2006) . The research reported in this volume is frequently intriguing. The rationale for the research and the methods used to collect data are well described. Our analysis confirms the strong dependence of agronomists on experiments that are analyzed using analysis of variance with mixed models, with statistical decisions constructed as null hypothesis tests (Table 1 ). This assessment applies only to one issue of Agronomy Journal, but the use of null hypothesis testing and the reliance on an a error rate of 5% occurred in at least 77% of the papers published and was so dominant that it is unlikely to be an aberration.
Most of the papers published in Agronomy Journal provided details about the size of the trial(s) and the number of replications. Most of the reported research was designed as randomized complete block or split-plot experiments performed in multiple environments, usually with three replications. These models included factorial combinations of multiple treatments plus their interactions. Fewer than 10% of the papers assessed the treatment effects using preplanned contrasts, although control treatments were frequently included in the trials and the rationale for including specific treatments suggested specific contrasts. Instead, 70% of the papers differentiated results using multiple comparison procedures, especially the LSD, with pairwise comparisons among all means. Results and discussion tended to be focused on the treatment effects detected at a £ 0.05; there was little exploration of the reasons for, or meaning of, effects that did not meet this significance threshold. Although LSDs were frequently included in tables and figures, other measures of experimental variation such as standard deviations, standard error, the coefficient of variation, or F ratios were usually not reported. Most papers did not include the details of the critical effect size, or whether the observed effect sizes that were detected were biologically relevant, or even what the observed effect sizes were. Often, the critical value chosen for a was implicit at 0.05, and P values for a > 0.05 were either designated as nonsignificant or not discussed.
Checking to make sure that the assumptions were met for the statistical models used was only mentioned in 23% of the papers. Measures of model fit were even more rare and only reported in papers that used multiple linear regression techniques to develop new crop models or to adapt spectral reflectance data to crop growth, for example. Power analysis, nonsignificant results, and the probability of b error were only discussed in 2 of the 47 papers.
The authors of the papers described the previous state of knowledge and the need for specific research aims in their introductions, but this information was not used to establish the statistical questions. The reader is left with the suspicion that experiments were frequently designed and analyzed based on tradition rather than statistical inference. For example, the high frequency of the use of three replications was perhaps due to risk aversion leading to a preference for some replication (more than two) balanced against land and time constraints that limited greater numbers. Type 1 error probabilities were almost always set at a £ 0.05, and Type 2 error probabilities were not reported. The critical effect size and the sample size needed to test that effect size with reasonable confidence were also not reported. These results are typical of environmental and biological science reporting (Anderson et al., 2000; Fidler et al., 2006; Begley and Ellis, 2012; Bosker et al., 2013) .
PROBLEMS WITH THE CURRENT APPROACH

Forced Dichotomy
Null hypothesis testing has advanced the science of agricultural research, but it is also prone to overuse and misinterpretation because it forces a yes-no decision to accept or reject H 0 . These decisions can sometimes be useful, for example in answer to the questions, "are spectral reflectance measurements associated with grain yield?" or "do crop yields increase after a green manure is incorporated?" Too often, however, the hypotheses themselves are often irrelevant, incomplete, or scientifically uninteresting, especially in experiments with several treatments and interactions among treatments (Bacchetti, 2010) . Complicated Experimental Designs with Multiple Possible Hypotheses Most research in agronomy is conducted to evaluate the response to multiple treatments or multiple independent effects and analyzed using analysis of variance or multiple regression procedures. Complicated experimental designs such as a split plot with several levels of multiple treatments in factorial interactions are common. Multiple H A are possible in these experiments. Different critical effect sizes can be expected for different contrasts among treatments and treatment interactions within the same experiment.
A common type of experiment conducted in agronomic research is a factorial where several crop cultivars are compared using various input treatment levels (seeding rate, fertilizer, or tillage treatments, for example). These trials are often conducted in multiple environments as randomized complete block designs, with the plots arranged as a split plot with three or four replications (e.g., Barkley et al., 2014; Chang et al., 2014; Lu et al., 2014; Patsiali et al., 2014) . To illustrate, a hypothetical experiment was designed to evaluate two treatments, corn hybrids (A, B, C, and D) and seeding rates (low rate, recommended rate, and higher rate than recommended). The experiment will be planted at two locations with three replications for a total of 72 plots. The experimental design will be a randomized complete block, and the plots will be arranged as split plots, with the seeding rate as the main plot and the corn hybrid as the subplot. Plant height, grain yield, and grain volume weight will be measured. This experiment could have one of the following H A s:
1. Seeding rate and grain yield are negatively linearly correlated. 2. The lower seeding rate increases grain yield by 10%.
3. There is a 20 to 30 kg ha -1 average yield difference between the best hybrid and the worst hybrid in the trial across all environments. 4. At the lower seeding rates, the hybrids with height >1.5 m have greater yields and grain volume weights than those with height <1.5m, but there is no difference in yields or grain volume weights at high seeding rates. 5. The grain yield of Hybrid A is 15 to 30 kg ha -1 greater than that of Hybrid B at the high seedling rate, but they are equal at lower seeding rates. Most agronomists could spend another 10 min and come up with several more possible specific H A for this relatively simple and common type of experiment, depending on the major objectives of the study. The specific H A s of interest and contrasts to test these hypotheses should be defined for each experiment. A power analysis should be conducted to determine the size of the experiment needed to answer our questions. The H A s of interest and their expected effect sizes are well known to those of us conducting the research but are frequently not acknowledged when the experiment is actually analyzed. Instead, confused by the possibilities, rather than figure out what we are really trying to test, we generally test only the single H 0 that an overall treatment effect can't be proven. Typically, the experiment is conducted and analyzed using mixed models with pairwise testing among all treatments and their interactions, with the concomitant inflation of a due to the many comparisons.
Reasons for Failure to Reject the Null Hypothesis Are Not Discussed
Failure to prove an effect does not mean that the H 0 is true (Cohen, 1990; Parkhurst, 2001; Cole and McBride, 2004) . A lack of reported experimental detail leaves the reader wondering why the H 0 was not rejected; was it because of a true lack of treatment effect or due to a highly variable response making it difficult to detect a small effect (Fig. 2) ? Under ideal conditions, failure to reject the H 0 indicates that if effects exist, they are very small. Ideal testing conditions are rare in agronomic experiments, however. For example, if spatial variation is present (and it almost always is in agronomic field experiments), failure to fully account for it through blocking will affect the unexplained variation and the power to detect an effect. If some plot values are missing at harvest due to planting errors or other factors, those treatments will be estimated with less precision so that a treatment effect is harder to prove for hypotheses involving those treatments.
A lack of reported detail also obscures interpretation when the experiment is large, the variability low, and a significant effect is detected; is that effect of any practical importance? In many of our trials, especially with many treatments, the H 0 is false, indicating that the extreme treatments produced different results. This rejection of the H 0 isn't very interesting. The H 0 is almost always declared to be false in large experiments with several treatments and control of experimental variation (Cohen, 1990; Anderson et al., 2000) .
Most of our published research fails to provide the information needed for others to ascertain the reasons for the reported results. Too often in agronomy, the only effect sizes reported are observed effects incorporated into the LSD, calculated after the experiment is conducted and based on significance testing at a £ 0.05. Usually, the results include tables of treatment means with an LSD or a list of probability values (Table 1) . The LSD could be used to calculate the pooled variance for the experiment if the sample size could be determined, which often requires a close reading of the methods section. Even when the critical value of a is specified with more detail than simply a £ 0.05, only the observed effect size, extrapolated from the tables of means, can be calculated. To be clear, effect sizes should be determined a priori, not post hoc. But the reader is left to do a post hoc analysis to determine the biological relevance when this information is not included.
Rejection of the Null Hypothesis May Not be Biologically Relevant
Effect size is not synonymous with statistical significance. The P value is the probability of the data, or a result more extreme, if the H 0 were true but is frequently misinterpreted. Results are often designated significant or highly significant, implying that treatments that are significant at a £ 0.01 have greater real effects than those that are significant at a £ 0.05 or a £ 0.1. Significance can be strongly influenced by the experiment size. A correlation of r = 0.01 is significant at a £ 0.05 if the population size is >1000, but this small effect may not be biologically relevant.
Type 1 vs. Type 2 Relative Costs Are Unknown
Overemphasis on a and the failure to discuss negative results has stifled agricultural research. In exploratory science or environmental impact studies, b errors are probably more critical than a errors because they maintain the status quo (Mudge et al., 2012b) . For example, an a error would occur when a new fungicide was thought to reduce disease incidence by 10% but no effect actually occurred. False negative errors would occur if a fertilizer application was determined to not increase grain yield, reduced tillage did not reduce soil erosion, a spectral reflectance index was not correlated with grain yield, and so forth, when in fact all of these things would truly occur (for additional examples from cultivar testing trails, see Carmer, 1976) . The problem with b errors is that additional testing and the opportunity to correct the error are unlikely. Additional testing of the a error in the scenario outlined above would be likely and would correct the error.
The current emphasis on a error implies a higher cost of false positives, but the probabilities and costs of these different types of errors are usually not calculated or even considered in agronomic research. A greater focus on b and the power of experiments is warranted. This is especially true for complex designs such as large factorials, split-plot designs, and designs with several regressors because multiple hypotheses are possible. Positive associations need to be detected when they truly exist (Campbell and Lipps, 1998; Stroup, 1999) .
Experimental Design Based on Tradition Rather than Expected Results
As scientists, we design and conduct experiments and interpret the results with statistical rigor in order make the best decision possible. Recognizing that error is unavoidable, the goal should be to minimize the average error within space, time, and funding constraints. The design phase of experimental research should include attention to the relevant effect size, the size of the experiment that can be managed, and the relative costs of a and b (Carmer, 1976; Mudge et al, 2012a) . The cost of one type of error over another is situational and can roughly be grouped into four categories (Table 2) . Most of us would readily agree that the end goals of experiments are not all the same. Therefore it is not logical to hold the a level to 0.05 for treatment effects and interactions in all experiments or even within one experiment.
Because a certain proportion of all results will be errors and we have no way of knowing which are the errors and which are not, it is important to validate the experimental results and correct those errors. Additional similar experiments, or a meta-analysis of several similar experiments, would increase our faith in the results. When experimental details are not reported, others are not able to reproduce the experimental results and assess their relevance (Begley and Ellis, 2012) .
In the rest of this study, we explore the influence of specific hypotheses, effect size, experiment size, and the cost of a vs. b error rates for two common types of agronomic experiments, cultivar testing and disease screening. Our objective is to illustrate methods for these analyses using readily available statistical tools to provide tools for researchers to use to evaluate how effect size, a and b error rates, and relative importance can influence experimental design and the reporting of research results. Specifically, we used the following statistical software: the SAS/STAT procedures GLMPOWER and MIXED (Stroup, 1999; Littell et al., 2006; Selya et al., 2012) , the FPROB and FINV functions of SAS (Kirk, 2013; SAS Institute, 2013) , and the ANOVA optimal.a.R code, which uses the pwr package in R (Champely, 2012; Mudge et al., 2012a) .
ANALYSIS 1: CULTIVAR EVALUATION
An extensive data set from the Washington State Extension soft winter wheat cultivar trials in 2009 to 2013 (http:// variety.wsu.edu/) is similar to crop cultivar trials conducted in many states. The objective of these trials was to evaluate existing commercial wheat cultivars and new potential cultivars for agronomic performance in uniform nurseries in multiple locations located in wheat-growing areas of eastern Washington. The trials had 60 cultivars per nursery, grown at 23 locations per year across a range of annual rainfall zones from 20 to >50 cm. Trials were designed as a lattices (not to be confused with the definition of a as Type 1 error), with a block size of five for a total of 12 blocks per replication and three replications per location. The use of the a-lattice design was reported to have reduced the unexplained error variance in the trials during the 5 yr, providing 22 to 230% more efficiency than a randomized complete block design (Stephen Guy, personal communication, 2014) based on a comparison of residuals from the mixed models analysis. Because of large correlated differences among means and variances across locations, the environments were grouped into four rainfall zones (very dry: <30 cm yr -1 ; dry: 30-40 cm yr -1 ; intermediate: 40-50 cm yr -1 ; and wet or irrigated: >50 cm yr -1 ). Results for each location within each year were reported on the Washington State University cultivar testing website using US standard units, including the coefficient of variation (CV) and an LSD for each trait measured, calculated at a = 0.10 (http:// variety.wsu.edu/). This a level has been recommended for these types of trials (Carmer, 1976) . We initially analyzed the full data set, including 102 location-years across 23 locations and 5 yr to obtain estimated means and error variances within each rainfall zone. The data for each location-year were analyzed using SAS Proc MIXED within each rainfall zone, using a mixed model for an a-lattice design. with cultivar considered fixed and all other factors random: Table 2 . Scenarios of varying importance for Type 1 (a) and Type 2 (b) error in agronomic research.
Experimental situation
Low probability of false negative, b < 0.05 High probability of false negative, b > 0.05 Low probability of false positive, a < 0.50 ideal situation; frequently not realistic, but can be done with large effect sizes; example: cultivar testing to find difference between highest and lowest cultivars typical of many published experiments in agronomy; example: determining effect on productivity of additional inputs High probability of false positive, a > 0.05 exploratory research; examples: germplasm screening, determining environmental impact of agricultural inputs not an ideal situation; determine if precision can be improved by increasing sample size, reducing experimental complexity, or other methods
where Y is the plot yield, m is the mean (intercept), X i is the the fixed cultivar effect, Z j is the environment (location ´ year) effect, XZ ij is the the environment ´ cultivar interaction, R(Z) k(i) is the replication effect within each environment, b is the block effect within each replication, and e is the residual variance. The average difference in grain yield between the maximum and the minimum cultivars ranged from 1866 to 3180 kg ha -1 . Residual variance was lowest for the very dry zone but was similar for all other zones (Table 3) . Approximately one-third of the cultivars were replaced each year, so the median degrees of freedom for cultivar during the 5 yr was 126. The degrees of freedom for the pooled error were also high, with some cultivars represented 75 times based on three replications for up to five environments per year per rainfall zone. The H 0 was judged to be false for the cultivar effect for each of the rainfall zones, indicating that at least one cultivar was different from another and that the effect for cultivars was significantly different from 0 in all cases (Table 3 ; Fig. 2 ). This result is not unexpected. With 60 entries in the trial and 1770 possible pairwise comparisons within a single environment, differences would be expected at least 177 times, even if the H 0 was not rejected at a £ 0.1, and many more differences would be detected if it were actually false. Cultivar effects were reported as significan,t and all pairwise differences were then detected based on an LSD at a = 0.10 (Guy et al., 2013) , but it is doubtful whether anyone is really interested in proving that the best cultivar is significantly different from the worst cultivar in the trials, so the result has little practical significance.
Instead, farmers avoiding risk would like to know whether a new cultivar consistently performs better than the average of other adapted cultivars in their environment. They want to know if the yield differences will outweigh the uncertainty and economic cost associated with switching cultivars. This effect size, in our experience, represents approximately a 15% yield difference between the trial average and the best line in these trials in Washington, worth US$160 ha -1 at current grain prices, which would cover the additional cost and uncertainty of purchasing and growing a new cultivar rather than an older one (Table 4) . Breeders would like to know whether their new line is better than the check cultivar it is replacing. In addition, to meet future global food demands, the rate of yield increase for wheat should double to about 2.3% yr -1 (Ray et al., 2013) or a 4 to 6% increase in grain yield for a typical breeding program releasing a new cultivar every 2 yr. The experimental design with three replications across multiple environments was adequate to provide high power estimates for a 15% difference in yield across the rainfall zones. Power estimates for a 6% difference in the "breeder" scenario ranged from 0.40 to 0.93 (Table 4) .
Power curves and noncentrality parameters were generated for the three different effect sizes (large: the difference between the minimum and maximum cultivar yields; moderate: a 15% difference from the mean cultivar yield; and small: a 6% difference from the mean) to illustrate the influence of effect size on the relationship between a and b error for these experiments (Kirk, 2013) . Due to factoring, the formula for l was nd 2 /2, where d is defined as above, s 2 is the estimated variance from the analysis (i.e., the residual variance from the mixed models analysis), and n is the number of observations evaluated. § Power was calculated using the PROBF and INVF functions in SAS as described in Appendix 1. The median values for numerator df (126) and denominator df (1245) were calculated from Table 3 and used in the computation of power for all rainfall zones. of cultivar where the null hypothesis H 0 of no effect at a £ 0.10 is 1.17. ‡ l = SST/MSE, where SST is the treatment sum of squares and MSE is the mean square error, from mixed model analysis, calculated as (F value for cultivar) ´ (df for cultivar). § Power was calculated using the PROBF and INVF functions in SAS as described in Appendix 1.
( Fig. 1; Tables 3 and 4 ; see Appendix 1 for details). Although these calculations could be considered to be retrospective rather than a priori, they were performed because these trials have been conducted across many environments and offered good estimates of typical effect sizes and experimental error for wheat cultivar trials in Washington. The realized noncentrality parameter (l) from the mixed model analysis within each rainfall zone was calculated based on the following equation: l = n(F), where n is the cultivar degrees of freedom and F is the F ratio from the fixed test for the cultivar effect. This is algebraically the equivalent of l = SST/MSE, where SST is the treatment sum of squares for cultivar and MSE is the mean square error (residual or pooled error variance) from the mixed model analysis (Kirk, 2013) . The noncentrality parameter was high for all rainfall zones (Tables 3 and 4 ). These data were also used to draw the central F distribution and compare it with the noncentral F distributions for small (6%), medium (15%), and large effect sizes (Fig. 2) . Both sets of calculations were performed using the PROBF and FINV functions in SAS (Appendix 1). As the effect sizes decreased, the tradeoffs between a and b errors became more critical and the ability to discern differences in distributions became more difficult. The analysis of the large effect, which was already proven to be significant (Table 3) , was intended as a benchmark for comparison of the more relevant and realistic differences illustrated for the moderate and small effects.
The most flexible method to conduct power analysis, which is already part of most agronomists' data analysis toolkits, is to use the MIXED procedure to analyze example data, calculate F statistics for effects and contrasts, and then calculate the power using the FINV and PROBF functions, as described in detail by Littell et al. (2006) . The mixed models analysis can incorporate complex experimental design features such as incomplete blocks and repeated measures (Stroup, 2002) . Specific contrast statements can be constructed to examine the power to test particular hypotheses such as the difference between a new cultivar and a check cultivar. As an example, we analyzed just two of the environments, Almira in the dry rainfall zone and St. John in the intermediate rainfall zone, both from 2009. A total of 58 cultivars were evaluated in both environments in the same incomplete block design described above. We specifically wanted to test for an environment ´ cultivar interaction and whether a new breeding line (Cultivar 3) outperformed the commonly grown check cultivar (Cultivar 11) (see Appendix 2 for details). Based on this analysis, the current size and design of the experiment is adequate to detect our hypotheses of interest if our estimates of variation from these data represent our planned future testing. The b error to detect a difference between the new cultivar and the check cultivar was 0.37, however, indicating that more replications might be needed to adequately evaluate this hypothesis (Table 5 ). The gain from additional replications can be discerned by changing the numerator and denominator degrees of freedom in the FINV and PROBF statements (Appendix 2). Additional power curves can be calculated using the POWER and GLMPOWER procedures of SAS and the pwr package in R, where the standard deviations and experiment sizes can be manipulated (Champely, 2012; SAS Institute, 2013) .
ANALYSIS 2: DISEASE SCREENING
Disease screening trials, especially for resistance to root diseases, are subject to substantial variability. It is typical to see reported CVs >50% (Poole et al., 2012) . Our goal in Washington in screening for resistance to soil-borne diseases of wheat, including Fusarium crown rot, caused by the fungus Fusarium culmorum, is to identify new sources of resistance that can be used in breeding programs, with significantly better resistance than the susceptible check cultivar. We balance the need to conduct additional replications to increase precision against the need to screen several thousand genotypes using the physical and labor resources available. In this case, the cost of a false negative is greater than that of a false positive because genotypes that are determined to be no different from the susceptible check are discarded. Genotypes that are determined to be resistant are typically retested, allowing correction of a false positive error (Campbell and Lipps, 1998; Saville, 2015) .
To date, we have conducted five experiments to screen > 200 spring and winter wheat genotypes and cultivars for resistance to F. culmorum using a modification of a greenhouse-based adult plant screening procedure (Poole et al., 2012) . The total genotypes per experiment ranged from 22 to 70, with eight replications each in a randomized complete block design with multiple resistant and susceptible checks. Data were scored on a 1 to 10 scale, with resistance equal to scores <3 and analyzed with both cultivar and replication effects considered fixed using the GLM procedure of SAS. The EFFECTSIZE option was included to calculate l and h 2 from these experiments ( Table 6 ). The CVs ranged from 47 to 66. Main effects for the genotypes were significant at a £ 0.05 in three of the trials. Because of the variability inherent in the evaluation of soil-borne diseases, the effect sizes that could be detected were moderate, corresponding to approximately 1.7 on the 10-point rating scale or 44% of the mean (data not shown).
The capacity of our screening system is 91 plants per replication. We conducted a power analysis with the data from the first germplasm evaluation experiment using the GLMPOWER procedure of SAS to determine the optimal size of the future experiments while varying the standard deviations from 1.5 to 3.5 and a from 0.05 to 0.20. These parameters were chosen to represent the parameter ranges that we had observed Table 5 . Power statistics for grain yield based on data from Almira and St. John, WA, 2009, including a contrast to detect the difference between a specific new cultivar and a commonly grown check cultivar. Data were analyzed using the MIXED procedure of SAS including a contrast of cultivar #3 vs. cultivar #11 and critical F value and power were calculated using the PROBF and INVF functions of SAS as described in Appendix 2.
Treatment
Numerator df Denominator df in the previous experiments. The b error was low only when the standard deviation was 1.5 unless the total experiment size was increased to >400 plants ( Fig. 3 ) (approximately four replications). The least resistant entry in our previous experiments was the susceptible check, so the hypothesis for significant difference from the susceptible check did not require additional contrasts in the coding statements, although these can be specified in the GLMPOWER procedure (Appendix 3). We further examined the tradeoffs between the relative importance of a and b errors, increased replication, and the effect size using the ANOVA optimal.a.R code (Mudge et al., 2012a) . Equal emphasis for a and b resulted in unacceptably high average error rates without extensive replication (Fig. 4) . We wanted to keep the maximum b error rate below 5% to limit the possibility of discarding a resistant genotype. Resistant genotypes are re-evaluated, so our protocols allow for later discovery and correction of a errors. However, the cost of conducting these experiments is US$10 per genotype per experiment. Thus, considering that we have limited resources, we were concerned about having an unreasonably large a error rate. Therefore, we concluded that b errors were five times more costly than a errors in this disease screening scenario. We repeated the optab.anova function several times to vary the degrees of freedom for genotypes vs. replications, designing experiments to evaluate two to six replications of the experiment. Effect size was also varied using Cohen's F 2 values of 0.1, 0.2, and 0.3 based on the results from previous experiments (Appendix 4) ( Table 6 ). The results illustrate that reasonable a and b error rates could be achieved with four or five replications for an average error below 0.20 for the moderate effect size (Fig. 4) . On the basis of these analyses, the experiments will be conducted using four replications, with resistant lines confirmed in one more round of testing with four replications. A recently developed website, the Optimal a web calculator, simplifies an analysis similar to that described above (http://ecoloblogy.wordpress.com/2014/09/28/ optimal-alpha-web-calculator/). Table 6 . Summary statistics and effect sizes for Fusarium culmorum adult plant screening trials conducted in the Plant Growth Facility, Pullman, WA, 2013. Data were analyzed using the GLM procedure of SAS, with the cultivar effects and replication effects considered fixed. , where SSE is the sum of squares for error from the model and SSM is the sum of squares for the model; SSM = SSV + SSR, where SSV is the sum of squares for cultivar and SSR is the sum of squares for replication. § The EFFECTSIZE option was added to the model statement to calculate the effect as the partial h 2 , which is mathematically equivalent to Cohen's F 2 = h 2 /(1 -h 2 ). Cohen's F 2 is the partial R 2 for the cultivar effect and is presented here because it was used in the calculations for the R package optab.anova.
¶ The noncentrality parameter for cultivar, calculated using the EFFECTSIZE option in the GLM procedure of SAS. Fig. 3 . Power analysis of various scenarios for Fusarium culmorum germplasm screening experiments. Curves were calculated using the mean disease rating scores from the 2013 soft winter wheat nursery germplasm screen using the GLMPOWER procedure of SAS with the standard deviation equal to 1.5 (circles), 2.5 (triangles), and 3.5 (squares). These standard deviations were estimated from previous experiments. Alpha error rates were equal to 0.05 (dotted lines), 0.10 (dashed lines), or 0.15 (solid lines). The relative costs of a and b errors were set to be equal in this analysis, and their relationship depends on the standard deviation of the experiment. . The optab.anova script in R was used to calculate curves. The effect sizes tested were varied from small (F 2 = 0.1, triangles), medium (F 2 = 0.2, circles), and large (F 2 = 0.3, squares). These effect sizes corresponded to a difference in disease rating scores of 1, 2, and 4 on a 10-point scale. An additional set of analyses was run with the a/b cost ratio equal to 1 (triple line), with F 2 set to 0.2, to illustrate the effects of assigning more importance to one type of error than the other. The b error remains low in all optimized scenarios because of the importance assigned to it, while the a error becomes quite high at low population size. CONCLUSIONS An often-used approach in agricultural research is to plant a large experiment, evaluate a single H 0 , and report LSDs for all pairwise tests. This approach is probably a significant waste of resources. Overuse of comparison-wise tests, such as the LSD, result in unacceptably high a error rates, while the overuse of methods that correct for experiment-wise error, such as the Bonferroni test, are often too conservative and inflated by irrelevant comparisons of no practical interest to the researcher, resulting in high b error rates. Agronomic experiments are frequently designed with complicated split-plot and factorial structures with multiple independent and often correlated effects. In these complicated structures, several hypotheses can be tested within a single experiment. These hypotheses need to be specified in advance so that the experiment can be designed to adequately test those of the greatest practical interest. We recommend using power analysis to provide a reality check so that experiments can be designed to adequately test hypotheses within resource constraints.
During the design phase, the experimental parameters that can be manipulated include the size of the trial, the number of treatments, the number of replications, the desired effect size that is useful and practical, and the use of experimental designs that control for spatial variation or correlated errors. Contrast statements should be developed and a range of estimates of the power to detect small, medium, and large effect sizes should be calculated for all treatment effects and their interactions before conducting the experiment
The planning of experiments should include attention to the relative costs of false positive and false negative errors. False positives are not the only potential risk. False negatives can carry just as much or even more negative impact when farmers make decisions based on conclusions from our experiments. For the future, additional work on optimal error rates for analysis of non-normally distributed data and for analysis of massively large data sets with correlated effects, for example, data from spectral reflectance indices, is still needed.
Finally, if nothing else can convince researchers to reduce their reliance on null hypothesis testing, we need to consider that the H 0 is always false with a large enough sample size. The actual interpretation of a failure to reject the H 0 is that the H 0 cannot be concluded to be true, so we cannot conclude it to be false. Thus, "the prevailing yes-no decision at the magic 0.05 level is a far cry from the use of informed judgment" (Cohen, 1990) .
Science would be better served if measures of variation, effect sizes, and relative costs of error were included in published reports of results. One of the most useful and intuitive measures of precision is the confidence interval and, if nothing else, calculating and reporting confidence intervals for observed treatment effects would add significantly to the ability of others to interpret and draw conclusions from our research. The results of our individual experiments are not the final point to be made about the systems that we study. Our research exists in the middle of a stream of scientific discovery. Optimally, our research validates the research of those who came before, and if we provide sufficient information to those who come after, then they will challenge and expand our research conclusions.
APPENDIX 1
The SAS code for the data in Tables 3 and 4 is below. Items in bold are provided by the user. The data set POWER was created and the variables defined using data from an analysis of Washington State University wheat cultivar trials as listed in Table 3 , in the very dry rainfall zone as an example. The area of the noncentral F distribution that exceeded the critical F value (equal to b) was calculated using the PROBF function. In this code, the a level, the numerator and denominator degrees of freedom, and the F value (Alpha, Numdf, Dendf, and Fvalue, respectively) are provided from similar experiments. Alternatively, the coding can include a new data set created from the output of an example mixed model analysis as described in Appendix 2 for Numdf, Dendf, and Fvalue. Data POWER; Alpha=0.10; Numdf=124; Dendf=1157; Fvalue=5.13; Noncent=Numdf*Fvalue; Fcrit=Finv(1-Alpha, Numdf, Dendf, 0); Power=1-Probf(Fcrit, Numdf, Dendf, Noncent); Proc Print Data=POWER;
APPENDIX 2
The SAS code for the analysis described in Table 5 was for analysis of two environments with 58 entries in each and three replications in an a-lattice design with 12 incomplete blocks (ENV, CULTIVAR, REP, IBLOCK), with data provided in a data set named AAA. The contrast requests a test of the difference between Cultivar 3 and the check Cultivar 11. The output statement creates two data sets, TEST3 and CONTRAST, which hold the Type 3 tests of fixed effects for the main effects and interactions and the contrast statements, respectively. These statistics are used in the data set POWER to estimate the noncentrality parameter, the critical F value for a given a level, and the power of the experiment to test the various effects. The power calculations are similar to those in Appendix 1, except that the data for degrees of freedom and Fvalue are read from the data sets TEST3 and CONTRAST. lsmeans CULTIVAR ENV CULTIVAR*ENV; ods output tests3=TEST3 contrasts=CONTRAST; run; data POWER; set TEST3 CONTRAST; alpha=0.10; noncent=numdf*fvalue; fcrit=finv(1-alpha, numdf, dendf, 0); power=1-probf(fcrit, numdf, dendf, noncent); proc print data=POWER;
