Abstract. The number of Boolean threshold functions is investigated. A new lower bound on the number of n-dimensional threshold functions on a set {0, 1, . . . , K − 1} is given.
Introduction
Let K ∈ N be positive integer and E K = {0, 1, . . . , K − 1}. An n-dimensional threshold function on E K is a function f : E n K → {−1, 1} such that there exists a hyperplane π separating the pre-images f −1 (−1) and f −1 (1) .
The question is: what is the number P (K, n) of n-dimensional threshold functions on E K ?
The bounds for these numbers have been well-studied only for the case K = 2. Nevertheless, the asymptotic even for P (2, n) is still open. The case K = 2 has an application in switching theory.
A Boolean (switching) function f : {−1, +1} n → {−1, +1} is a threshold function when there exist real numbers a 0 , a 1 , . . . , a n so that (1) f (x) = sgn a 0 + n i=1 a i x i
i.e., hyperplane that separates vertices of n-dim cube in which f takes value −1 from the vertices in which it takes value 1. The number of all switching functions is obvious, but the basic problem in the study of threshold functions, their enumeration for each n, is still open. Clearly, two sets of weights a = (a 0 , a 1 , . . . , a n ) and b = (b 0 , b 1 , . . . , b n ) generate different functions f and g by rule (1) iff two points a, b ∈ R n+1 are separated by one of 2 n hyperplanes 1 ± x 1 ±· · ·±x n = 0 in R n+1 . Thus, each distinct hyperplane partition of a cube, or each threshold function defined on that cube, corresponds to one of regions in R n+1 defined by the arrangement of the upper 2 n hyperplanes. This connection with the number of cells in central hyperplane arrangement yields that the best upper bound of the number P (2, n) of threshold functions given by Schläfli [3] in 1850 is:
2000 Mathematics Subject Classification: Primary 05A16; Secondary 94C10. [4] in 1989 obtained the asymptotics log 2 P (2, n) ∼ n 2 , n → ∞. More precisely, he obtained a lower bound
The interpretation in the terms of hyperplane arrangements permits us to obtain an upper bound P (K, n) 2 n i=0
. For the lower bound it is necessary to develop much more sophisticated methods. Here we sketch the proof for the next lower bound:
As far as we now, this is the best lower bound for P (K, n).
Previous work
Without loss of generality we may suppose that
Hyperplane H : a 1 x 1 + a 2 x 2 + · · · + a n x n = 0 divides the cubical net E n K on the three parts:
For arbitrary ε > 0 let
To be definite, assume that H
on the following way:
• If K is even, i.e., K = 2Q, the partition is defined by hyperplane
• If K is odd, i.e., K = 2Q + 1, the partition is defined by hyperplane
Proof of our main result is based on the following simple observation (see [1] Let p = n − 2 n log K n − 4 be the value from Theorem 1 and let M n denotes the family of p × n matrices with elements from set E K . Let M n be subset of M n such that any two rows of the matrix M ∈ M n are linearly independent. In that 
The biggest r ∈ N with the property that any r vectors of the system S = {s 1 , . . . , s n } are linearly independent is called the strong rank of S. It is denoted by r st (s 1 , . . . , s n ) .
In [5] we have proved that the probability that a random n by n K-valued matrix is singular tends to zero. The next theorem can be proved by a little modification of that one. 4 and let a 1 , . . . , a n be at random independently chosen from E p K . The probability that r st (a 1 , . . . , a n ) = p tends to 1, as n tends to infinity.
The main result
Let p = n−2 n log K n −4 and let A n denotes the event: the rows v 1 , v 2 
On the basis of theorems 1 and 2, we have that P (A c n ) → 0 as n → ∞. Therefore, starting from some enough large n 0 ∈ N , the number of p-sets {v 1 vectors g i1 , . . . , g ir ∈ {g 1 , . . . , g n } define r-dimensional facies
Line segments G i1 , . . . , G ir will be called the components and vector j =i1,...,ir δ j g j the moving vector of F .
We shall now prove that different central partitions of the set of vertices
of zonotope Z yield to the different central partitions of cube C (the partition is central if it is defined by hyperplane that contains the origin; the points of P (Z) are not necessary all distinct). Let us take hyperplane
n and h is its normal vector. Thus, for any v ∈ R n : Hence, the number of hyperplane partitions of Z whose restriction on A is negative-empty partition of the face F 0 (i.e., F 0 is contained in the positive halfspace) is p (P (2, d − 2) − 1) .
The lower bound P (2, n + 1) 1 2 2 n n − 2 n log 2 n − 4 × P 2, 2 n log 2 n + 3 − 1 + 2 n log 2 n + 4 P 2, 2 n log 2 n + 2 − 1 follows from d = n − p = 2 n log K n − 4 and the above estimates.
