Recently a useful finite-difference scheme was proposed in [Phys. Rev. E 98, 033302 (2018)] to solve Fokker-Planck equations with drift-admitting jumps. However, while the scheme is fifth order for the case with smooth drifts, it is only second order for the case with discontinuous drifts. To rectify this, we propose in this paper an improved scheme that achieves a fifth-order convergence rate for the case with drift-admitting jumps. Numerical experiments are also employed to verify the validity of the scheme.
I. INTRODUCTION
Piecewise-smooth systems perturbed by noise are used as models of physical and biological systems [1] [2] [3] [4] . The interplay between noise and discontinuities in such systems has attracted considerable attention recently [5] . So far, exact solutions for the propagator (or transition probability distribution) of a few simple piecewiseconstant or piecewise-linear stochastic differential equations are known. For instance, the propagator is available in closed analytic form for the case with pure dry (also called solid or Coulomb) friction [6] [7] [8] . Other analytical results can also be obtained by using path integrals and weak noise approximations [9] [10] [11] . For the corresponding first-passage time problems [12] and functionals [13, 14] , some analytical results are available as well. However, there are vast piecewise-smooth stochastic systems that cannot be solved analytically. Therefore, effective numerical methods are necessary for us to understand the underlying dynamics of systems.
In this paper, we are interested in developing numerical methods to calculate the propagator of a simple case that can be modeled by the Langevin equatioṅ
where the overdot denotes the time derivative, Φ(v) is the drift that may be discontinuous at some points, and D > 0 represents the strength of the Gaussian white noise ξ(t), characterized by the zero mean ξ(t) = 0 and the correlation ξ(t)ξ(t ) = δ(t − t ). Here . . . stands for the average over all possible realizations of the noise, and δ denotes the Dirac delta function. For the initial condition v(0) = v 0 , let us denote the propagator of v by p(v, t|v 0 , 0), which satisfies the following Fokker-Planck equation
with the initial condition p(v, 0|v 0 , 0) = δ(v − v 0 ). To solve Eq. (2) with drift-admitting jumps, we need to apply two matching conditions at each jump of the drift, * chenym-08@163.com i.e., the continuity of the propagator and the continuity of the probability current (or flux)
Analytically, the solution of the propagator is expected to be nonsmooth at the discontinuous points of the drift. However, while computing the derivative of the current, the algorithm presented in Ref. [15] uses stencils across discontinuous points, resulting in an only second-order convergence rate for the case with jumps. To rectify this, we propose in this paper a modification to avoid applying schemes that are derived by using stencils across discontinuities, elevating the scheme from second order to fifth order for the case with drift-admitting jumps. The rest of this paper is arranged as follows. In Sec. II, we introduce the used grid and some necessary notations. Then in Sec. III we present the improved numerical scheme. In Sec. IV we conduct numerical experiments to demonstrate the validity of the scheme. Finally, we draw conclusions in Sec. V.
II. GRID AND NOTATIONS
As Ref. [15] , we still describe the algorithm by assuming that there are two jumps in the drift. For the assumed computational domain [v L , v R ], we use the positions of these two jumps (denoted by v d1 and v d2 with v d1 < v d2 ) to divide it into three parts:
The grid adopted here is almost the same as that in Ref. [15] (see Fig. 1 therein). The only difference is that the jumps are set as both solution points and flux points here, rather than only solution points in Ref. [15] . We will see later that this setup is very important for us to design an improved scheme.
In each subdomain Ω i (i = 1, 2, 3), we have two sets of grid points: 
FIG. 1. The grid staggered by flux points and solution points for the case with two jumps at v = v d 1 and v d 2 , respectively. The two jumps are set as both flux points and solution points and are used to divide the computational domain [vL, vR] into three subdomains Ωi (i = 1, 2, 3).
where v i andv i denote the vectors of solution points and flux points (see Fig. 1 ), respectively. Here N i are the numbers of solution points in
with h i denoting the spatial steps for the subdomains, defined by
Especially, we have v 1,N1 = v 2,1 = v d1 and v 2,N2 = v 3,1 = v d2 , showing that the discontinuous points are both solution points and flux points; see Eqs. (4)- (6) .
III. MODIFIED SCHEME
In this section, we consider how to compute the derivative ∂ v f . For convenience, let us denote the grid values corresponding to v i by a column vector p i , which are known at a certain time level. Then similarly with the procedure of Ref. [15] , we first compute the term Φ(v)p in each subdomain as
wherev i,j represents the j-th entry of the vectorv i , with the corresponding left and right values denoting byp − i,j andp + i,j , respectively. In this work we compute the values ofp ± i,j by using the following interpolation procedure:
1 is the vector p 1 with the last entry p 1,N1 replacing by the average value (p 1,N1 + p 2,1 )/2, p R 2 represents the vector p 2 with the entry p 2,N2 replacing by (p 2,N2 + p 3,1 )/2, p L 2 stands for the vector p 2 with the entry p 2,1 replacing by (p 1,N1 + p 2,1 )/2, and p L 3 denotes the vector p 3 with the entry p 3,1 replacing by (p 2,N2 +p 3,1 )/2. For convenience of the presentation, the corresponding fifth-order interpolation matrices I ± i are presented in Appendix A 1. It is noted that the derivation of these matrices is exactly the same as that in Ref. [15] . Therefore, we omit the details here and present the expressions explicitly only in the Appendix. This claim applies for the rest of this section as well.
Second, we compute the derivative ∂ v p at the pointŝ v i,j by using difference schemes in each subdomain,
wherep v,i are the column vectors with the entriesp v,i,j corresponding tov i,j , and A i are difference matrices with expressions presented in Appendix A 2. Here p LR 2 denotes the vector p R 2 (10) with the first entry replacing by (p 1,N1 + p 2,1 )/2. Then from Eqs. 
At this step, we shall impose the continuous condition of the flux by store the average values
and modify the values of the flux at the jumps of the drift asf
Thirdly, rather than deriving a difference scheme to compute the derivative ∂ v f in the entire computational domain as Ref. [15] , we still derive difference schemes in each subdomain to avoid losing accuracy. In each subdomain Ω i , the scheme is denoted by
where the difference matrices D i are presented in Appendix A 3. Finally, we have the ordinary differential equations 
due to the continuous condition of the propagator. Here p R 1 , p LR 2 and p L 3 are defined in Eqs. (9), (13) and (11), respectively.
IV. NUMERICAL EXPERIMENTS
In this section, we present two numerical examples to validate the modified scheme. For the first example, we choose the exact solution p(v, τ 0 |v 0 , 0) to be the initial condition and start the computation from time t = τ 0 . For the second example, while the exact solution is not available, we just set the initial condition to be Gaussian,
For convenience, D = 0.5 and τ 0 = 0.01 are chosen for both cases. The L 2 error and L ∞ error, presented in this section for the case with one jump (see Tab. 
A. Pure dry friction
We first consider the case with the drift Φ(v) = −µ sgn(v), where µ > 0 and sgn(v) denotes the sign of v. In this case, Eq. (1) represents the Brownian motion with pure dry friction [5] , whose propagator can be obtained analytically [6] [7] [8] as
wherê
π denoting the error function.
Here we divide the computational domain [−8, 8] into two subdomains by using the point v d = 0, and set the time step to be τ = 0.4 min{h 2 1 , h 2 2 }. In addition, we choose µ = 1, v 0 = 2 and set a zero current condition for both the left and the right boundaries. As we can see in Tab. I, the numerical results show that the scheme achieves the claimed fifth-order convergence rate for this case with a discontinuity in the drift. It is evident that this modified scheme improves the accuracy significantly compared with the scheme presented in Ref. [15] (see Tab. IV therein).
B. Drift with two discontinuities
To show that the modified scheme also works for the case with more discontinuities in the drift, we take as an example the case with two discontinuities. To be specific, we consider the following drift [16] :
The computational domain is set to be [−4, 6], divided into three subdomains by the discontinuous points v d1 = 0 and v d2 = 1. The time step τ = 0.4 min{h 2 1 , h 2 2 , h 2 3 } is applied for implementing the time scheme. In this case, we do not have to specify boundary value condtions for the proposed scheme. As we can see in Fig. 2 , the coarse-grid solution matches well with the fine-grid solution. The test of accuracy is not considered here since the exact solution of the case is not available. But we can observe that the obtained solution profiles agree with the result presented in Refs. [16] and [15] [see Figs. 6(a) and 8(a) therein, respectively].
V. CONCLUSIONS
In this paper, we have proposed a modified scheme to improve the scheme presented in Ref. [15] . The idea is quite simple, just avoiding using interpolation schemes or difference schemes across discontinuities of the drift. The grid with discontinuities setting to be both solution points and flux points is the key for using the two matching conditions for each discontinuity. At each jump of the drift, a simple average procedure is implemented to incorporate the matching conditions with respect to the propagator and the flux. To demonstrate that the proposed scheme indeed improves the result from second order to fifth order, we have presented the result for the case with pure dry friction. In addition, the case with two jumps have also been computed to validate the scheme.
Although we have only considered here the simple one-dimensional case, the proposed scheme can certainly be applied to high-dimensional problems with drift-admitting jumps [17] , simply in a dimension-bydimension manner. Moreover, we remark that the scheme is also expected to work for other cases with (additive or multiplicative) colored noises [18] . 
