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Introduction
We consider the Hamilton-Jacobi equation
where the Hamiltonian H comes from a Bolza optimal control problem:
L t, x(t), u(t) dt + ϕ x(T ) (1.2)
over solution-control pairs (x, u) of control system
x (t) = f (t, x(t), u(t)), u(t) ∈ U , x(t
3)
The value function associated to the Bolza control problem (1.2), (1.3) is defined by
L t, x(t), u(t) dt + ϕ x(T )
over solution-control pairs of control system (1.3). The Hamiltonian associated to the above problem is defined by
H (t, x, p) = sup u∈U p, f (t, x, u) − L(t, x, u).
In general, the initial value problem (1.1) does not have a smooth solution, even when the data are C ∞ . We investigate the regularity of the value function of the Bolza optimal control problem when the set of control is unbounded. The semiconcavity of the value function in the case of the Mayer problem was first stated in [2] . The notion of semiconcavity applied to optimal control problems is developed in [1, 4, 7] and also in [3] . In this paper, a preliminary version of which can be found in [5] , we propose sufficient conditions for the value function to be semiconcave or locally Lipschitz under two different kind of assumptions. One kind of assumptions based on regularity of the data and another kind based on the regularity of the Hamiltonian H , which, as is well known, can be non-smooth even when the data L, ϕ, f are smooth. The paper is organized as follows. Section 2 contains definitions and assumptions. In Section 3 we establish sufficient conditions for the semiconcavity of the value function. In Section 4 we study the Lipschitz regularity of the function and in the last section we establish similar results based on the regularity of the Hamiltonian H and other assumptions.
Definitions and assumptions
First we recall the following definition. Definition 2.1. Consider a convex subset K of R n . We will denote by B R the open ball a radius R centered at 0. A function π : K → R is called semiconcave if there exists a function w :
and for every R > 0, λ ∈ [0, 1] and any points x, y
We call the above function w a modulus of semiconcavity of π .
Remark 2.2.
If π : R n → R n is continuously differentiable, then it is semiconcave.
Consider a subset U of a separable Banach space U , and maps f :
R n → R on which will be imposed whenever needed the following assumptions, which are regularity conditions on the data of the problem: (H1) f is continuous and verifies:
(H2) ϕ is locally Lipschitz and bounded from below. (H3) L(t, x, ·) is lower semicontinuous and for some c > 0
Remark 2.3. In [2] it has been shown that assumption (H6), when, in addition, f is differentiable with respect to x, is equivalent to the following one: 2 and from the Gronwall lemma and assumption (H1),
Hence V (t, x) is finite. From assumptions (H2), (H3), it follows that for all 0 < ε < 1 there exists
We call such u ε a sub-optimal control. From assumptions (H2), (H3) it follows that for every x ∈ B R the sub-optimal control u associated to x is bounded in
The Gronwall lemma and (H1) imply that ∀x ∈ B R , ∀s
Step 1. We claim that there exists w 1 :
By assumptions (H5) and (H6) and Remark 2.2
where K R is defined in (3.3). Our claim follows from (3.4) and the Gronwall lemma.
Step 2. We claim that there exists w 2 :
Indeed, fix a control u ε such that
Then u ε 2 L 2 is bounded by a constant C R defined at the beginning of the proof.
Let w ϕ denote a modulus of semiconcavity of ϕ and ϕ R a Lipschitz constant of ϕ on the ball of radius K R . Then, by (H6), (H7),
Then from (3.4) and Step 1, taking the limit in the above inequality when ε → 0, it follows that for all t ∈ [0, T ], V (t, ·) is semiconcave with a modulus of semiconcavity independent from t. 2
Under stronger assumptions the semiconcavity of V with respect to the both variables can be proved. We impose the following assumptions:
Theorem 3.2. Assume that (H1)-(H4) and (H5 )-(H7 ) hold true. Then the value function
Proof. Fix R > 0 and x 0 ∈ B R . As in the proof of Theorem 3.1 assumption (H3) implies that the sub-optimal control u ε associated to x 0 is bounded in L 2 ([t, T ]) by a constant independent from x 0 for all t ∈ [0, T ]. Keeping the same notation as in the proof of Theorem 3.1 the suboptimal controls can be chosen in U R .
Fix a control u ε such that
and therefore
Then define controls
Step 1. We claim that there exists d R depending only on R such that
Remark that
Denote by
From the Gronwall lemma we obtain the following estimate:
which ends the proof of our claim.
Define
Step 2. We claim that there exists w 3 : R + × R + → R + satisfying (2.1) such that for all h ∈ [0, 1],
Replacing λ by λ
in assumption (H6 ), we obtain the following estimate:
Our claim follows from (3.7) and the Gronwall lemma.
Let w ϕ denote a modulus of semiconcavity of ϕ and ϕ R a Lipschitz constant of ϕ on the ball of radius K R . Then, replacing as in Step 2 λ by λ
in (H6 ) it follows from (3.5) and assumptions (H5 ) and (H7 ) that
Since ε is arbitrary, it follows from (3.7), (3.8) that V is semiconcave. 
the value function V is locally Lipschitz.
Remark 4.2. Under the assumptions of Theorem 3.1, it follows that for all t ∈ [0, T ], V (t, ·)
is semiconcave and consequently locally Lipschitz. The two assumptions (ii) and (iii) added in Theorem 4.1 are necessary to get the Lipschitz regularity in t.
Then for all u 0 ∈ U R , where U R is defined by (3.2),
Let z 0 , z 1 be defined as in (3.6) with u 1 replaced by u ε . Then as L 0 it follows that
It follows from (3.7) that there exists s R depending only on R such that
On the other hand, fix a suboptimal control u ε such that
Fixū ∈ U , then define
It follows from the Gronwall lemma and (H1) that
From the assumption (ii) of the theorem
Thus using (3.1)
From (iii), (3.3) and (4.1), using that L 0 and taking the limit when ε → 0 we obtain that
where f R is a constant depending only on R. The conclusion follows. 2
Sufficient conditions with regularity of the Hamiltonian
The above results can be proved with different assumptions:
x, ·) is locally Lipschitz and ∂ p H is bounded on bounded sets, where ∂ p H denotes the subdifferential of H (t, x, ·).
And the assumption that for every (t 0 , x 0 ) ∈ [0, T ] × R n , there exists an optimal trajectorycontrol pair to problem (1.2), (1.3). Proof. Let us fix x 0 ∈ B R and t 0 ∈ [0, T ]. From our assumptions there exists an optimal controlū(·) to problem (1.2). Then by the maximum principle there exists (x(·), p(·)) solving the following system (see [6] ):
x(t),ū(t)), satisfying H t, x(t), p(t) = p(t), f t, x(t), u(t) − L t, x(t),ū(t)
(5.1) and the generalized transversality conditions
H t, x(t), p(t) + hq p(t) + hq, f t, x(t),ū(t) − L t, x(t), u(t) .

Then lim sup
h→0 +
p(t) + hq, f (t, x(t),ū(t)) − p(t), f (t, x(t),ū(t)) h f t, x(t),ū(t) , q .
As H (t, x, ·) is convex, we deduce that
x(t), p(t) .
From ( 
Then by the dynamic principle for all u 0 , u 1 ∈ U R where U R is defined by (3.2) we have
Choosing u 1 (s) =ū(s) for s ∈ [t 1 , T ] and setting s = t 1 + λt 0 − λτ we have 1 Notice that the constant B is independent of either x 0 ∈ B R or t 0 ∈ [0, T ].
On the other hand, it follows from assumption (H1) and the Gronwall lemma that there exists a constant d depending only on R such that
Thus for all τ ∈ [t 0 , t 1 ]
We claim that there exists w : R + × R + → R + satisfying (2.1) such that From assumption (H5 )
Thus from (5. The proof that V is locally Lipschitz is similar to the proof of Theorem 4.1 and is omitted.
