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A Hamilton–Jacobi Setup for the Static Output Feedback
Stabilization of Nonlinear Systems
Alessandro Astolfi and Patrizio Colaneri
Abstract—The (local) static output feedback stabilization problem for a
class of nonlinear (affine) systems is discussed. A sufficient condition is es-
tablished and a (partial) converse is worked out. This condition provides a
counterpart to a well-known result of linear systems theory. The effective-
ness of the developed theory is illustrated with a simple example.
Index Terms—Hamilton–Jacobi equations, nonlinear systems, static
output feedback.
I. INTRODUCTION
The static output feedback (SOF) stabilization problem consists in
finding, for a given input–output control system, a static output feed-
back control law such that the resulting closed-loop system is asymp-
totically stable. Despite the simplicity of this statement and the great
amount of literature, the SOF problem is still one of the most celebrated
open issues in systems and control.
This problem is important in its own right, since static output feed-
back controllers are less expensive to implement and (possibly) more
reliable in practice. In particular, static output feedback controllers can
be employed as back-up controllers, i.e., very simple controllers which
are not active during the regular operation of the plant, but which are
used in case of faults.
Finally, it is easy to show that the design of dynamic output feedback
controllers (or of asymptotic state observers) boils down to the solution
of a static output feedback control problem for an augmented system.
The SOF stabilization problem for linear systems has been widely
studied; see [12], the references therein, and the recent contributions
[7], [6], [8], [10], [13], and [2]. Note however that, even in the case of
linear systems, several problems are still open.
The SOF stabilization problem for nonlinear systems has not been
studied with similar interest and, to the best of the authors’s knowl-
edge, no general result is available. However, several results have been
developed for nonlinear passive systems, see, e.g., [4] and [5].
This note tries to produce a step forward in the understanding of
the local SOF stabilization problem for nonlinear systems, providing a
sufficient condition, together with a partial converse, which constitute
the counterpart, mutatis mutandis, of well-known conditions for linear
systems.
The note is organized as follows. In Section II, the problem is
formally stated, whereas in Section III the sufficient and the necessary
conditions are provided in terms of the solution of a constrained
Hamilton–Jacobi equation along with a rank condition. Finally, Sec-
tions IV and V contain a simple illustrative example, some comments
and hints for future research.
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II. PRELIMINARIES
Consider the nonlinear (affine) system
_x = f(x) + g(x)u (1)
y =h(x) (2)
where x 2 IRn denotes the state of the system, u 2 IRm the control
input, y 2 IRp the measured output, and the mappings f(x), g(x) and
h(x) are smooth mappings defined in a neighborhood of the origin of
IRn. Moreover, without loss of generality, we also assume that x = 0
is an equilibrium point, i.e., f(0) = 0 and h(0) = 0.
The local static output feedback stabilization problem for (1) and (2)
consists in finding, if possible, a static control law described by
u = F (y) (3)
such that the origin is a locally asymptotically stable equilibrium of the
closed-loop system. If such an output feedback does exist, we say that
(1) and (2) is SOF stabilizable and that F () is a solution of the SOF
stabilization problem.
Finally, to describe the main results of this note, we introduce the
following definitions.
Definition 1: The pair ff; hg is said to be locally detectable (ob-
servable) if there exists a neighborhood U of the point x = 0 such that,
if x(t) is any integral curve of _x = f(x) satisfying x(0) 2 U , then
h(x(t)) is defined for all t  0 and h(x(t)) = 0, for all t  0 implies
limt!1 x(t) = 0 (x(t) = 0, for all t  0).
Definition 2: Given a smooth mapping y = h(x), we denote with1
ker(h) the set of all x such that y = 0.
III. STATIC OUTPUT FEEDBACK STABILIZATION
FOR NONLINEAR SYSTEMS
This section contains the main results of the note, namely two suffi-
cient conditions for the solution of the local SOF stabilization problem
for nonlinear systems and a partial converse. It is also shown that the
sufficient conditions, once specialized to the case of linear systems, co-
incide with well-known sufficient (and necessary) conditions proposed
in the literature; see [10] and [2].
Theorem 1: Consider (1) and (2) and assume that the pair ff; hg is
locally detectable and that
rank
@h
@x
x=0
= p:
Suppose, moreover, that there exist a scalar function V (x) 2 C1, pos-
itive definite in a neighborhood of the origin, and a m1 matrix func-
tion G(x) 2 C1 such that
0 =Vx(x)f(x) 
1
4
Vx(x)g(x)g
0(x)V 0
x
(x)
+ h0(x)h(x) +G0(x)G(x) (4)
0 =Vxf(x) 8x 2 ker(h): (5)
Then, there exists a orthogonal matrix T (x) 2 C1 such that the func-
tion
(x) = T (x)G(x)  1
2
g
0(x)V 0
x
(x) (6)
is such that
i) for all x 2 ker(h)
(x) = 0 (7)
1This is also denoted with h (0), see, e.g., [9].
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ii) the origin is a locally asymptotically stable equilibrium of the
system _x = f(x) + g(x)(x)
iii) the trajectories x(t) of the system _x = f(x)+g(x)(x) starting
close to the origin are such that the output y(t) = h(x(t)) and
the control u(t) = (x(t)) are square integrable signals.
Moreover, if
p  k = rank
@(x)
@x
8x 2 
 (8)
for some constant k and some neighborhood 
 of x = 0, then
iv) in a neighborhood of the origin, (x) is a function of y, i.e.
(x) = (y) for some smooth function ().
Proof: Point i). By (4) and (5), it follows:
1
4
Vx(x)g(x)g
0(x)V 0
x
(x) = G0(x)G(x) 8x 2 ker(h):
This means that there exists a smooth orthogonal matrix T (x) such that
T (x)G(x) = 1
2
g0(x)V 0
x
(x) 8x 2 ker(h):
Point ii). By (6) and the orthogonality of the matrix T (x), the
Hamilton–Jacobi equation (4) can be rewritten as
0 = Vx(x)(f(x) + g(x)(x)) + h
0(x)h(x) + 0(x)(x): (9)
Note now that detectability of the pair ff; hg implies the detectability
of the pair ff + g; col(h; )g. Hence, by a classical Lyapunov argu-
ment, claim ii) holds.
Point iii). Equation (9) can be rewritten as
_V =  h0(x(t))h(x(t))  0(x(t))(x(t)):
Hence, by local asymptotic stability of the closed-loop system, one has
V (x(0)) =
1
0
(kh(x(t))k2 + k(x(t))k2)dt
which establishes the claim.
Point iv). This claim follows from the assumptions, (8), and the rank
theorem, see [9, App. A].
Remark 1: The existence of a positive–definite function V (x) sat-
isfying (4), together with the detectability of the pair ff; hg, implies
the existence of state feedback control law locally asymptotically sta-
bilizing system (1). However, unlike the case of linear systems, the ex-
istence of a locally stabilizing feedback for (1), together with the de-
tectability of the pair ff; hg, does not imply the existence of a (locally)
positive definite function V (x) satisfying (4).
Remark 2: Condition (5) is trivially satisfied if h(x) = x, i.e., if
the whole state is available for feedback.
The conditions in Theorem 1 involve two unknown, the function
V (x) and the mappingG(x). Conditions involving only one unknown,
namely only V (x), can be easily derived as expressed in the following
statement.
Corollary 1: Assume that there exists a scalar function W (x) 2
C1, positive definite in a neighborhood of the origin, such that
0 Wx(x)f(x) 
1
4
Wx(x)g(x)g
0(x)W 0
x
(x)
+ h0(x)h(x) (10)
0 =Wxf(x) 8x 2 ker(h): (11)
Then there exist a (nonunique) m 1 matrix function G(x) 2 C1 and
a scalar function V (x) 2 C1, positive definite in a neighborhood of
the origin, such that (4) and (5) are satisfied.
Proof: The claim is trivially obtained setting V (x) = W (x) and
G(x) such that
G0(x)G(x) =  Vx(x)f(x)
+ 1
4
Vx(x)g(x)g
0(x)V 0
x
(x)  h0(x)h(x)  0:
Unlike linear systems, for which necessary and sufficient conditions
are available, for general nonlinear systems only partial converse re-
sults can be derived, as expressed in the following statement, which is
a partial converse of Theorem 1. Note that a partial converse of Corol-
lary 1 can be obtained with similar arguments.
Theorem 2: Consider (1) and (2), and assume that the pair ff; hg
is locally observable. Assume, moreover, that there exists a continuous
function (y), with (0) = 0, such that
a) the origin is a locally asymptotically stable equilibrium of the
system _x = f(x) + g(x)(y);
b) the trajectories x(t) of the system _x = f(x)+g(x)(y) starting
close to the origin are such that the output y(t) = h(x(t)) and
the control u(t) = (y(t)) are square integrable signals.
Then there exist a scalar function V (x) 2 C1, positive definite in a
neighborhood 
 of the origin, a m 1 continuous function G(x), and
an orthogonal matrix T (x) 2 C1 such that
i) 0 =Vx(x)f(x)  1
4
Vx(x)g(x)g(x)
0Vx(x)
+ h0(x)h(x) +G0(x)G(x)
ii) 0 =Vx(x)f(x) 8x 2 ker(h)
iii) 0 =T (x)G(x)  1
2
g0(x)Vx(x) 8x 2 ker(h)
iv) p  rank @
@x
8x 2 
:
Proof: Given an initial condition x 2 
, let x(t) be the corre-
sponding state trajectory of the system _x = f(x) + g(x)(y) and
define
V (x) =
1
0
kh(x(t))k2 + k(y(t))k2 dt:
By assumption b) and the observability of the pair ff; hg, we conclude
that V (x) is positive definite and differentiable in 
. Moreover, it sat-
isfies (9) with (x) replaced by (h(x)). Set now G(x) = (h(x))+
(1=2)g0(x)V 0
x
and T (x) = I and observe that points i)–iii) are trivially
satisfied. Finally, claim iv) follows directly from (y) being a function
of y only.
To conclude this section, we show that, for linear systems, the con-
ditions expressed in Theorem 1 are the nonlinear counterpart of well-
known sufficient (and necessary) conditions, as given, e.g., in [10].
Corollary 2: Consider (1) and (2). Suppose f(x) = Ax, g(x) = B,
h(x) = Cx, the pair fA; Bg is controllable and the pair fA; Cg is
observable.
The system is SOF stabilizable, by means of a linear feedback, if (and
only if) there exist a symmetric positive–definite matrix P 2 IRnn
and a matrix G 2 IRmn such that
A0P + PA  PBB0P + C 0C +G0G =0
V (A0P + PA)V =0
with V = I   C 0(CC 0) 1C .
Proof: The proof of the sufficiency is a trivial consequence of
Theorem 1. For the proof of the necessity, see [10] and [2].
IV. SIMPLE ILLUSTRATIVE EXAMPLE
In this section we present a simple example to illustrate Theorem 1.
Consider a rigid body in an inertial reference frame and let x1, x2 and
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x3 denote the angular momentum components along a body fixed ref-
erence frame having the origin at the center of gravity and consisting of
the three principal axes. The Euler’s equations for the rigid body with
two independent controls are
_x1 =
1
I3
 
1
I2
x2x3 + u1
_x2 =
1
I1
 
1
I3
x3x1 + u2
_x3 =
1
I2
 
1
I1
x1x2 + u1 + u2 (12)
where I1 > 0, I2 > 0 and I3 > 0 denote the principal moments of
inertia, u = col(u1; u2) are the control torques, and  and  are two
constant numbers depending on the location of the actuators. The only
variable available for feedback is y = CxwhereC is a constant matrix
which describes the position and the number of the sensing devices.
The problem of stabilization using dynamic feedback (either ob-
server based or not) has been addressed in [1] and [11]. We now focus
on the static output feedback stabilization problem and we show how
it is possible to make use of the result in Theorem 1. The point of de-
parture is the consideration that for system (12) there exist two positive
definite functions which are natural candidate to test the conditions in
Theorem 1, namely the kinetic energy, i.e.,
K(x) =
1
2
x21
I1
+
x22
I2
+
x23
I3
and the modulo of the angular momentum vector, i.e.,
P (x) = 1
2
(x21 + x
2
2 + x
2
3):
In fact, simple calculations show that along the trajectories of (12) with
u1 = u2 = 0 one has
_K = _P = 0:
As a result, the following facts can be established.
Proposition 1: Consider (12) with output y = Cx. Suppose that
C =
c11 c12 c13
c21 c22 c23
that rank(C) = 2 and that the system is detectable.
The origin can be made a globally asymptotically stable equilibrium
of the system by means of static output feedback if there exists a pair
(; ) such that
f(; )j[; ]0 2 ker Jg
i=1; 2; 3
(; ) +

Ii
> 0 6= ; (13)
where
J =
(C12   C13)I2I3 C12I2   C13I3
(C12 + C23)I1I3 C12I1 + C23I3
and
Cij = det
c1i c1j
c2i c2j
:
Proof: If condition (13) holds there exist ? and ? such that the
function
V (x) = ?P (x) + ?K(x)
Fig. 1. Graphical representation of the setsE and J . If J = ker J intersects
the shaded region then the stabilization problem is solvable, otherwise the
sufficient condition does not yield any conclusion.
is positive definite and satisfies (5). To conclude the proof, it suffices to
verify that the function V (x) satisfies (10) as well. For, note that with
this selection of V (x), (10) reduces to
C
0
C  XBB0X (14)
where X is the (constant) Hessian matrix of the function V (x) and
B =
1 0
0 1
 
:
Note now that (14) implies
B
?
X
 1
C
0
CX
 1(B?)0 = 0
and this holds if ? and ? are in the kernel of J .
Remark 3: The condition expressed in Proposition 1 can be given
a simple geometrical interpretation, as shown in Fig. 1. In the space
(; ), the set
E =
i=1; 2; 3
(; ) +

Ii
> 0
is a convex set, i.e., the shaded area in Fig. 1, whereas the set
J = f(; ) 2 ker Jg
is either a straight line through the origin, if detJ = 0, or the singleton
(; ) = (0; 0), if detJ 6= 0. As a result, the sufficient condition in
Proposition 1 could be easily tested. For instance, see [3], typical values
for the principal moments of inertia of a small satellite are I1 = 27 kg
m2, I2 = 17 kg m2, and I3 = 25 kg m2. Suppose now that  = 0 and
C =
1 0 0
0 1 
:
Then, a simple calculation, show that the conditions in Proposition 1
hold if  and  are such that
 > 17
108
 > 0:
Proposition 2: Consider (12) with output y = Cx. Suppose that
C = [ c1 c2 c3 ]
that rank(C) = 1 and that the system is detectable. The origin can be
made a globally asymptotically stable equilibrium by means of static
output feedback if
f(; ) 2 
g
i=1; 2; 3
(; ) +

Ii
> 0 6= ; (15)
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where

 = f(; )j detJ = 0g
and
J =
+

I1
0 c1
0 +

I2
c2
 +

I3
 +

I3
c3
:
Remark 4: As Proposition 1, Proposition 2 also admits a simple
geometrical interpretation. For, note that the set
 is either the singleton
(; ) = (0; 0), or the line  = 0 if c2I2   c3I3 + c1I1 = 0, or
the line  = 0 if  c3 + c2 + c1 = 0, or two (possibly coincident)
straight lines through the origin.
V. CONCLUDING REMARKS
The problem of local static output feedback stabilization for non-
linear systems has been studied. A sufficient condition has been devel-
oped, together with a partial converse. These are a nonlinear enhance-
ment of existing conditions for linear systems.
These results have been used to derive sufficient conditions for static
output feedback stabilization of the Euler’s equations with two controls
and with one or two measured outputs. It is an open problem to verify
if the conditions expressed in Propositions 1 and 2 are also necessary
for static output feedback stabilization.
Note that the results in Propositions 1 and 2 rely on the existence of
two conserved quantities, which are natural candidates to test the con-
ditions in Theorems 1 or 2. Therefore, it is expected that the proposed
theory might be used in the design of static output feedback controllers
for general Hamiltonian systems.
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Optimal Containment Control for a Class of Stochastic
Systems Perturbed by Poisson and
Wiener Processes
Ilya Kolmanovsky and Tatiana Maizenberg
Abstract—In this note, we consider a class of nonlinear stochastic sys-
tems driven by Wiener and Poisson processes. The Wiener process input en-
ters into the equations additively to the dynamics while the Poisson process
input enters into the equations multiplicatively to the control input. Ex-
amples of applied problems that may lead to system models of this kind
are discussed in the note. The optimal containment control problem is then
formulated for these systems. It involves either maximizing the time of stay
within an admissible set or a closely related performance measure. The op-
timal control and the optimal value function are characterized on the basis
of Bellman’s dynamic programming principle in the general case so that
the optimal value function is a solution of a boundary value problem for
a partial differential equation (PDE). For a special case defined by more
restrictive assumptions the method of successive approximations is used to
show the existence of solution to this boundary value problem and to set up
an iterative solution procedure. An example is reported that illustrates the
results.
Index Terms—Dynamic programming, jump-diffusion, optimal control,
Poisson process, stochastic control.
I. INTRODUCTION
Differential equations driven by Poisson processes arise quite fre-
quently as models in engineering, manufacturing, and economics ap-
plications. They may represent a discontinuous change in the state of
the system caused by significant abnormal events. One may recall that
a trajectory of a Poisson process (t) either stays at a constant value
or undergoes jumps. The jump size is equal to 1 while the number of
jumps in the time interval of length t is distributed according to the
Poisson law
Probf(t)  (t+t)  (t) = kg = e t
(t)k
k!
:
Thus, during a small time interval of length t the process may jump
upward with the probability approximately equal to t. With the
probability approximately equal to 1 t the process stays at a con-
stant value. In manufacturing systems, the Poisson processes may rep-
resent the effects of the machine breakage or repair [9]. In inventory
systems, the arrival of new customers, increase in demand, the arrival
of supply or new resource that allows to replenish the inventory can
be modeled using Poisson processes [3]. In finance and economics ap-
plications, Poisson processes are used to model the effect of rare but
important events on asset prices [6].
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