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Abstract
ARBITRARY HIGH ORDER FINITE DIFFERENCE
METHODS WITH APPLICATIONS TO WAVE
PROPAGATION MODELED BY MAXWELL’S EQUATIONS
by
Min Chen
Dr. Jichun Li, Examination Committee Chair
Professor of Mathematics
University of Nevada, Las Vegas, USA
This dissertation investigates two different mathematical models based on the time-
domain Maxwell’s equations: the Drude model for metamaterials and an equivalent Berenger’s
perfectly matched layer (PML) model. We develop both an explicit high order finite differ-
ence scheme and a compact implicit scheme to solve both models. We develop a systematic
technique to prove stability and error estimate for both schemes. Extensive numerical re-
sults supporting our analysis are presented. To our best knowledge, our convergence theory
and stability results are novel and provide the first error estimate for the high-order finite
difference methods for Maxwell’s equations.
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The Maxwell’s equations are a set of coupled partial differential equations for understanding
electromagnetic and optical phenomena. In time domain, the general Maxwells equations







which are used to describe the relationship between electric field E and magnetic field H .
And constitutive relations of the magnetic flux density B and the electric flux density D
with fields E and H are given by
B = µH , j = σE , D = εE , (1.3)
where ε is the permittivity, µ is the permeability and σ is the electric conductivity.
Almost all natural materials have positive values for both permittivity ε and permeability
µ. However, we are more interested in the negative-index metamaterial, which is an artificial
nanomaterial successfully constructed around year 2000, and exhibits a negative index of
refraction over a range of frequencies [20]. The metamaterial has many interesting potential
applications including solar cells, subwavelength imaging, invisibility cloaks and reversible
Cherenkov radiation. Since 2000, it has been a hot research topic and researchers from
various areas have made great progress in the study of metamaterial construction and its
applications. Due to the important role of numerical simulation in understanding wave
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interaction within metamaterials, there has been a growing interest in developing efficient and
rigorous numerical methods for solving Maxwells equations when metamaterials are involved.
For example, research developing and analyzing finite element methods for metamaterial
Maxwell’s equations has achieved many interesting results (e.g., papers [7, 14, 29, 31, 45, 46]
and the monograph [30]).
Due to its simplicity and robustness, the finite-difference time-domain (FDTD) method,
originally proposed by Yee back in 1966 [47], is still one of the most popular numerical
methods used especially in the electrical engineering community. Numerous references on
the development and application of the FDTD method for metamaterials can be found in
the recent monograph on FDTD methods dedicated to metamaterials by Hao and Mittra
[20]. Compared to the enormous literature on applications of FDTD methods for solving
Maxwell’s equations, rigorous analysis of the FDTD methods is quite limited. The first
rigorous analysis of the Yee scheme was carried out by Monk and Süli [38] in 1994. In
2013, Li, Liang and Lin [33] developed and analyzed a new energy conserving S-FDTD
scheme for the Maxwells equations in metamaterials. In 2016, Li and Shields [32] proved
the second order convergence in both time and space for the Yee scheme extended to solve
the metamaterial Maxwells equations on non-uniform rectangular grids. Many studies (e.g.,
[15, 8, 16, 37, 49, 51]) show that high order FDTD methods for Maxwell’s equations in simple
media are much more accurate and efficient than Yee’s scheme [25, 48]. In particular high
order spatial difference schemes reduce the dispersion error and phase velocity anisotropy
error.
Encouraged by the nice properties of high order FDTD methods for Maxwell’s equations
in simple media, in this thesis we extend both the explicit fourth order and compact fourth
2
order difference methods to solve the metamaterial Maxwell’s equations. One of the major
contributions of this thesis is that we manage to prove the stability of both fourth order
schemes in an elegant and systematic way. One of the novelty of our analysis is to transfer
the 4th-order implicit compact difference scheme to an equivalent form of 4th-order explicit
scheme so that similar analysis for the explicit scheme can be carried over. To the best of
our knowledge, this is the first rigorous proof of stability and error estimate for fourth order
FDTD methods. Although applications are often in 3D, it is interesting to consider the 2D
case, and the analog can extend to 3D at the expense of more complex notation.
In Chapter 2 of this dissertation, we first present the governing equations for wave prop-
agation in Drude metamaterials, one of the most popular metamaterial models. Then we
introduce a fourth order spatial difference scheme to discretize those first order spatial deriva-
tives to obtain the fourth order in space and second order in time FDTD method for solving
the Drude metamaterial Maxwell’s equations. And then we establish the stability analysis
and convergence rate for the scheme. After that, we extend this analysis to arbitrary even
order in space with stability analysis. Then, we present the fourth order compact scheme
for solving the metamaterial Maxwell’s equations. Then we carry out a stability analysis of
the scheme and conclude with an error estimate. And also, we extend the similar technique
to arbitrary even order. Finally, numerical experiments that demonstrate the effectiveness
of the proposed algorithms.
The next model we discussed is the Perfectly Matched Layer (PML). The PML idea was
first proposed in 1994 by Bereger [6] to solve the 3D time-dependent Maxwell’s equations
on unbounded domains. The innovation of Berenger’s PML is that plane waves of arbitrary
frequency, polarization and incidence angles are matched at the boundary interface, so that a
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few lattice cells thick, Berenger’s PML can serve as a highly absorbing medium and is reflec-
tionless to all impinging waves over a full frequency range. Since 1994, many mathematics
papers have been published studying further Berenger’s PML (e.g., [1, 3, 4, 35, 36, 44]) and
extending this concept to develop other PML models for solving other types of wave prop-
agation problems such as acoustics, elastodynamics [2], and recently metamaterials [5, 11].
Numerous implementations (e.g., [10, 22, 29, 27]) have demonstrated that PMLs can be used
to effectively solve electromagnetic wave interaction problems in unbounded domains. More
details on PML can be found in the classic computational electromagnetic book [42, Ch.7] ,
a recent book [30, Ch.8], and references cited therein.
In 2002, Becache and Joly [4] reformulated an equivalent Berenger’s PML model in the
corner region and established its stability. Inspired by this interesting result, we initiated a
further development of equivalent Berenger’s PML models with the permittivity and perme-
ability coefcients in paper [21], where the authors developed and analyzed a discontinuous
Galerkin method for solving the equivalent Berenger’s PML model. Following the work of
[21], in Chapter 3, we develop and analyze both explicit and compact fourth-order finite
difference method for solving this PML model. Note that the fourth-order finite difference
method is quite popular in solving Maxwell’s equations as evidenced by many existing pub-
lications (e.g., [48, 49, 51, 16, 37, 8]). Rigorous stability analysis and optimal error estimate
of such schemes were established in our recent paper [28]. This is another motivation of
this paper by demonstrating that our proof technique developed in [28] is quite general and
applicable to this PML model too.
In Chapter 3, we first introduce the equivalent Berenger’s PML model, we use both
explict fourth order finite difference scheme and implicit compact scheme we proposed in last
4
chapter to solve this PML model. We then prove the discrete stability and the optimal error
estimate for both schemes. After that, several numerical examples justifying our theoretical
analysis, demonstrating the effectiveness of this equivalent PML model in absorbing both the
impinging wave in vacuum and a backwards wave propagation in metamaterial are presented.
Finally, we conclude the dissertation in Chapter 4.
5
Chapter 2
Arbitrary high order finite difference methods for the
metamaterial Maxwell’s equations
2.1 Metamaterial Maxwell’s equations
Consider the following 2-D metamaterial model [30] in the rectangular domain Ω = [a, b]×














































Kz = Hz, (2.6)
subject to the perfect conduct (PEC) boundary condition, which in 2-D becomes:
Ex(x, c, t) = Ex(x, d, t) = 0, Ey(a, y, t) = Ey(b, y, t) = 0, ∀ x ∈ [a, b], y ∈ [c, d], t ∈ [0, T ],
(2.7)
and the initial conditions
Ex(x, y, 0) = Ex,0(x, y), Ey(x, y, 0) = Ey,0(x, y), Hz(x, y, 0) = Hz,0(x, y), (2.8)
Jx(x, y, 0) = Jx,0(x, y), Jy(x, y, 0) = Jy,0(x, y), Kz(x, y, 0) = Kz,0(x, y), (2.9)
where Ex,0, Ey,0, Hz,0, Jx,0, Jy,0, and Kz,0 are some properly given functions. Furthermore,
ε0 is the vacuum permittivity, µ0 is the vacuum permeability, Ex and Ey represent the
6
electric field in x and y directions, respectively, Hz represents magnetic field in z direction,
Jx and Jy denote the electric currents in x and y directions, respectively, and Kz denotes
the magnetic currents in z direction, ωpe and ωpm are the electric and magnetic plasma
frequencies, respectively, Γe and Γm are the electric and magnetic damping frequencies,
respectively.
To simplify the notation, we denote H := Hz and K := Kz. Furthermore, we divide the
domain Ω by a uniform rectangular grid
a = x0 < x1 < · · · < xNx = b, c = y0 < y1 < · · · < yNy = d,
and divide the time interval [0, T ] into Nt uniform intervals, i.e., we have discrete times
tk = kτ, τ =
T
Nt
, k = 0, 1, · · · , Nt, grid points xi = ihx, hx = b−aNx , i = 0, 1, · · · , Nx in the
x-direction, and grid points yj = jhy, hy =
d−c
Ny
, j = 0, 1, · · · , Ny in the y-direction. Note
that hx and hy can be different, so that anisotropic grids are allowed.
2.2 The explicit high order finite difference method
In this section, we first use a fourth order finite difference method to solve this 2-D meta-
material model, then provide the stability analysis and the error estimate. Next, we extend
it to arbitrary even order scheme, and we use a similar technique to prove the stability.
2.2.1 The fourth order explicit scheme and its analysis
Following the classic Yee scheme, we choose the unknowns Ex (and Jx) at the mid-points of
the horizontal edges, Ey (and Jy) at the mid-points of the vertical edges, and H (and K) at
the element centers.
7
Figure 2.1: The exemplary grid for solving 2D Maxwells equations
First, we use the following fourth order difference scheme to approximate those partial
derivatives ∂
∂x
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24
.
Approximation of the derivative ∂
∂y
by the operator δ
(4)
y can be done similarly. Note that





Application of the above fourth order difference operators in (2.1)-(2.6) leads to the





























































































































































































In the rest of this subsection, we will establish the discrete stability and error analysis
for the scheme (2.10)-(2.15) under the periodic boundary condition assumption to avoid the












































Lemma 1. Denote by Cv = 1/
√



























































2 ||2∗ + ||H
1
2 ||2∗) + ε0(||ENt−1y ||2∗ + ||E0y ||2∗)
]
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where the first and the third sums are zero by using periodic boundary conditions.



































2 ||2∗ + ε0||ENt−1y ||2∗).
10
Similarly, we can bound the rest three terms of (2.17). Substituting these estimates into
(2.17) completes the proof.


























































2 ||2∗ + ||H
1
2 ||2∗) + ε0(||ENt−1y ||2∗ + ||E0y ||2∗)
]
.



















































































































































































































































































































































































































































































where in the last step we used the periodic boundary conditions.
Using the Cauchy-Schwarz inequality to (2.21) and (2.22) completes the proof.
With the preparatory work of Lemmas 1 and 2, we can now prove the following stability
result for the fourth order scheme (2.10)-(2.15) with periodic boundary conditions.
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Theorem 1. Under the time step constraint












for any m ∈ [0, Nt − 2], we have




































































































), respectively, then summing up each resultant over i from 0 to Nx− 1, and j from
0 to Ny − 1, we have













































































































































































































Adding (2.26)-(2.28), then summing up n from 0 to Nt − 2, we easily see that the sum
of the left hand side (LHS) satisfies the following:
LHS ≥ ε0(||ENt−1x ||2∗ − ||E0x||2∗) + ε0(||ENt−1y ||2∗ − ||E0y ||2∗)
+µ0(||HNt−
1
























(||KNt ||2∗ − ||K1||2∗), (2.29)
and the sum of the right hand side (RHS) is:
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2 ||2∗) + ε0(||ENt−1x ||2∗ + ||E0x||2∗)
]
. (2.32)
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. (2.35)























































(||KNt ||2∗ + ||K1||2∗). (2.36)
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Using the constraint (2.24), we conclude the proof by combining the estimates (2.29) and
(2.36).














= Ey(xi, yj+ 1
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≤ CT (τ 2 + h4x + h4y),
where the constant C > 0 is independent of T, τ, hx and hy.




































, yj, tn+ 1
2
) + Jx(xi+ 1
2


































= Err1 + Err2, (2.37)
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where in the last step we used the integration of (2.1) at point (xi+ 1
2
, yj) with respect to t
from tn to tn+1.
By the Taylor expansion, we easily see that
Err1 = O(h
4
y)||∂y5H||∞, Err2 = O(τ 2)||∂t2Jx||∞.
By exactly the same technique, from scheme (2.11) and integration of (2.2) at point
(xi, yj+ 1
2





















































= Err3 + Err4 = O(h
4
x)||∂x5H||∞ +O(τ 2)||∂t2Jy||∞. (2.38)



































































= O(h4x)||∂x5Ey||∞ +O(h4y)||∂y5Ex||∞ +O(τ 2)||∂t2K||∞. (2.40)
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= O(τ 2)||∂t2Ex||∞ +O(τ 2)||∂t2Jx||∞. (2.42)
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2
, tn+1)
= O(τ 2)||∂t2Ey||∞ +O(τ 2)||∂t2Jy||∞. (2.44)





































































= O(τ 2)||∂t2K||∞ +O(τ 2)||∂t2H||∞. (2.46)
The rest of the proof follows the stability proof of Theorem 1 by multiplying (2.37)-



























































then summing up each resultant over i from 0 to Nx − 1, j from 0 to Ny − 1, and n from 0
to Nt − 2, we obtain
ε0(||ENt−1x ||2∗ − ||E0x ||2∗) + ε0(||ENt−1y ||2∗ − ||E0y ||2∗) + µ0(||HNt−
1



























































































ε0(||Enx ||2∗ + ||En+1x ||2∗ + ||Eny ||2∗ + ||En+1y ||2∗)
+µ0(||Hn+
1












x ||2∗ + ||J
n+ 3
2
x ||2∗ + ||J
n+ 1
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where the last three lines are obtained by using the Cauchy-Schwarz inequality to those extra
Erri terms.





(τ 2 + h4x + h
4
y)
2 + 2Tδ max
0≤n≤Nt−1
[


















Substituting (2.48) into (2.47), then using the time step constraint (2.24) so that the rest
terms above the last three lines of (2.47) can be bounded by corresponding terms on the left
hand side of (2.47), then taking the maximum of left hand side terms and choosing δT small
enough, we complete the proof.
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2.2.2 The arbitrary even order explict scheme and its analysis
We can extend the idea presented above to arbitrary even order (i.e. 2p-th order). We
propose the following 2p-th order (for any p ≥ 1) difference scheme to approximate those
partial derivatives ∂
∂x
in the metamaterial model:



























where the truncation order O(h2px ) can be justified by using the Taylor expansion. Moreover,


















































of (2.50), and the rest rows are obtained by matching high order derivatives.
Approximation of the derivative ∂
∂y
by the operator δ
(p)
y can be done similarly. Note that



































































































































































































In the rest of this subsection, we will establish the discrete stability and error analysis
for the scheme (2.51)-(2.56) under the periodic boundary condition assumption to avoid the









































































































































































































































































Then we are going to introduce a lemma to show (2.57) and (2.58) can be bounded by
the energy norm defined in the last subsection.

















































































































2 ||2∗ + ||H
1







2 ||2∗ + ||H
1
2 ||2∗) + ε0(||ENt−1x ||2∗ + ||E0x||2∗)
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. (2.62)























































































































































































































































































































































































































































































































































































Using the Cauchy-Schwarz inequality to (2.65) and (2.66) completes the proof of (2.61).








































































































and the rest analysis is exactly the same as R1k.
With the preparatory work of Lemma 3, we can now prove the following stability result
for the 2p-th order scheme (2.51)-(2.56) with periodic boundary conditions.
Theorem 3. Under the time step constraint
















for any m ∈ [0, Nt − 2], we have





































































































), respectively, then summing up each resultant over i from 0 to
Nx − 1, and j from 0 to Ny − 1, we have













































































































































































































Adding (2.71)-(2.76), then summing up n from 0 to Nt − 2, we easily see that the sum
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of the left hand side (LHS) satisfies the following:
LHS ≥ ε0(||ENt−1x ||2∗ − ||E0x||2∗) + ε0(||ENt−1y ||2∗ − ||E0y ||2∗)
+µ0(||HNt−
1
























(||KNt ||2∗ − ||K1||2∗), (2.77)
and the sum of the right hand side (RHS) is:
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. (2.80)
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. (2.83)































































(||KNt ||2∗ + ||K1||2∗). (2.84)
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Using the constraint (2.69), we conclude the proof by combining the estimates (2.77) and
(2.84).
2.3 The high order compact finite difference method
In this section, we use a fourth order compact finite difference method to solve the 2-D
metamaterial model, and provide the stability analysis and the error estimate by using the
scheme. Then, we extend it to arbitrary even order, and use a similar technique to prove
the stability.
2.3.1 The fourth order compact scheme and its analysis



































































where we denote δ̄xui,j =
1
24
(ui−1,j+22ui,j+ui+1,j). Equation (2.85) means that a tridiagonal




at the grid points.
Applying the above implicit scheme to approximate the derivatives in the metamaterial

























































































































































































where all the spatial derivatives have to be obtained from(2.85) or some shifts in i and/or j.
To establish the stability analysis of the compact scheme (2.86)-(2.91) by a technique
similar to that developed for the explicit scheme (2.10)-(2.15), we rewrite (2.86)-(2.91) into
































































































































































































































































First, we like to show that the energy norm ||u||2# is equivalent to the energy norm ||u||2∗
for any index function ui,j.
Lemma 4. Denote C∗ =
32
81
and C∗ = 32
15
. Then for any periodic index function ui,j, 0 ≤












































































































where we used periodic boundary conditions in the last step. This concludes the proof of
the first part of (2.98).














































































where we used periodic boundary conditions in the last step.
Substituting the estimate (2.102) into (2.101), we conclude the proof of the second part
of (2.98).
By symmetry, (2.99) holds true.
First, we give a bound for a partial sum appearing in the stability proof of the scheme
(2.92)-(2.97).



































































2 ||2# + ||H
1
2 ||2#) + ε0(||ENt−1x ||2# + ||E0x||2#)
]
.





























































































































































































































































































































































































































































































































Note that terms in S2, S3, S9, S10, S13 and S14 are different by one in j, hence all these
sums are zero by using periodic boundary conditions. By the same arguments, the sums S6
and S7 are also zero since those terms differ by two in j.






















































































































































































































































































































































































































x ||2# + µ0||HNt−1||2#).
Similarly, we can bound the rest three terms of (2.105). Substituting these estimates into
(2.105) completes the proof.
With the above preparation, we can obtain the following stability for the compact differ-
ence scheme (2.92)-(2.97) with periodic boundary conditions.
Theorem 4. Under the time step constraint
















then for any m ∈ [0, Nt − 2], we have






































































































), respectively, then sum-
ming up each resultant over i from 0 to Nx − 1, and j from 0 to Ny − 1, we have


































































































































































































































Adding (2.108)-(2.113), then summing up n from 0 to Nt− 2, we easily see that the sum
of the left hand side (LHS) satisfies the following:
LHS ≥ ε0(||ENt−1x ||2# − ||E0x||2#) + ε0(||ENt−1y ||2# − ||E0y ||2#)
+µ0(||HNt−
1
























(||KNt ||2# − ||K1||2#), (2.114)
and the sum of the right hand side (RHS) is:























































































































































































































2 ||2# + ||H
1
2 ||2#) + ε0(||ENt−1x ||2# + ||E0x||2#)
]
. (2.116)









2 ||2# + ||H
1
2 ||2#) + ε0(||ENt−1y ||2# + ||E0y ||2#)
]
. (2.117)
























































































































(||KNt ||2# + ||K1||2#)
]
. (2.120)
































































(||KNt ||2# + ||K1||2#). (2.121)
Using the constraint (2.106), we conclude the proof by combining the estimates (2.114) and
(2.121).
Remark 1. Using Lemma 4 and Theorem 4, we can obtain the other form of stability for
the scheme (2.86) and (2.91): For any m ∈ [0, Nt − 2], we have







































Using similar techniques to those developed for the error analysis in Theorem 2 and the
stability analysis developed for the compact scheme, we can prove the following optimal error



















































≤ CT (τ 2 + h4x + h4y).
2.3.2 The arbitrary even order compact scheme and its analysis























,j − ui− 2k−1
2
,j), (2.123)
where the unknown coefficients α and ak are obtained by matching the Taylor expansion up






































































where we denote by δ̄xui,j = αui−1,j+ui,j+αui+1,j. Equation (2.124) means that a tridiagonal




at the grid points.
38
Applying the above implicit scheme for approximating the derivatives in the metamate-
























































































































































































where all the spatial derivatives have to be obtained from (2.124) or some shifts in i and/or
j.
To establish the stability analysis of the compact scheme (2.125)-(2.130) by a technique
similar to that developed for the explicit scheme (2.10)-(2.15), we can rewrite (2.125)-(2.130)

































































































































































































































First, we’d like to show that the energy norm ||u||2# which we defined in this section is
equivalent to the energy norm ||u||2∗ for any index function ui,j.
Lemma 6. Denote C∗ =
1
3(1+2α2)




). Then for any periodic











































































(|ui,j|2 + (α)2|ui,j+1|2 + (α)2|ui,j−1|2
]





where we used periodic boundary conditions in the last step. This concludes the proof of
the first part of (2.137).


















| − αui,j+1 − αui,j−1|2. (2.140)


















where we used periodic boundary conditions in the last step.
Substituting the estimate (2.141) into (2.140), we conclude the proof of the second part
of (2.137).
By symmetry, (2.138) holds true.
First, we give a bound for a partial sum appearing in the stability proof of the scheme
(2.131)-(2.136).

































































2 ||2# + ||H
1
2 ||2#) + ε0(||ENt−1x ||2# + ||E0x||2#)
]
.





























































































































































































































































































































































































Note that terms in S1 is different by k − 1 in j, assume 1 ≤ Ny, p ≤ Ny and let















































































































































Similarly S12 is different by k − 1 in j, hence all these sums are zero by using periodic
boundary conditions. By the same arguments, the sums S4 and S5 are also zero since those
terms differ by k in j and also S7 is different by k− 2 in j, and S10 and is different by k + 1
in j.




































































































































































































































































































































































































































































Similarly, we can bound the rest three terms of (2.146). Substituting these estimates into
(2.146) completes the proof.
With the above preparation, we can obtain the following stability for the compact differ-
ence scheme (2.131)-(2.136) with periodic boundary conditions.
Theorem 5. Under the time step constraint




















then for any m ∈ [0, Nt − 2], we have








































































































), respectively, then summing up each resultant over i
from 0 to Nx − 1, and j from 0 to Ny − 1, we have















































































































































































































































Adding (2.149)-(2.154), then summing up n from 0 to Nt− 2, we easily see that the sum
of the left hand side (LHS) satisfies the following:
LHS ≥ ε0(||ENt−1x ||2# − ||E0x||2#) + ε0(||ENt−1y ||2# − ||E0y ||2#)
+µ0(||HNt−
1
























(||KNt ||2# − ||K1||2#), (2.155)
and the sum of the right hand side (RHS) is:







































































































































































































































2 ||2# + ||H
1
2 ||2#) + ε0(||ENt−1x ||2# + ||E0x||2#)
]
.

















2 ||2# + ||H
1
2 ||2#) + ε0(||ENt−1y ||2# + ||E0y ||2#)
]
.
























































































































(||KNt ||2# + ||K1||2#)
]
. (2.161)







































































(||KNt ||2# + ||K1||2#). (2.162)




To justify our theoretical analysis, we have implemented both fourth order schemes to solve

























= −ΓeJx + ε0ω2peEx,
∂Jy
∂t
= −ΓeJy + ε0ω2peEy,
∂K
∂t
= −ΓmK + µ0ω2pmH.
(2.163)
In our test, we choose the physical domain Ω = [0, 2]2, and coefficients as follows:
ε0 = µ0 = 1, Γm = Γe = π, ωpm = ωpe = π,
























K = π2t cos(4πx) cos(4πy)e−πt,
(2.164)
which leads to the source terms as follows:
gx = (π
2t+ 3π) cos(4πx) sin(4πy)e−πt,
gy = −(π2t+ 3π) sin(4πx) cos(4πy)e−πt,
f = (−9π + π2t) cos(4πx) cos(4πy)e−πt.
(2.165)
First, to demonstrate the convergence rate under the periodic boundary conditions, we
use hx = hy = h with varying h from 1/8 to 1/256 and a fixed time step τ = h
2 to solve the
49
model problem till T = 2 by both the fourth order explicit and compact difference schemes.
The obtained errors for fields Ex, Ey, Hz at T = 2 in discrete energy norms are presented in
Tables 2.1 and 2.2 for the explicit and compact difference schemes, respectively. Tables 2.1
and 2.2 clearly justify the optimal convergence rate O(τ 2 + h4) as we proved.
Table 2.1: The errors obtained by the fourth order explicit scheme with periodic boundary
conditions and τ = h2.
h |0Ex − Ex,h|0∗ rate |0Ey − Ey,h|0∗ rate |0H −Hh|0∗ rate
1/8 9.0071× 10−3 - 9.0071× 10−3 - 2.6508× 10−2 -
1/16 1.4801× 10−3 2.6053 1.4801× 10−3 2.6053 8.2667× 10−4 5.0030
1/32 9.8937× 10−5 3.9031 9.8937× 10−5 3.9031 4.8686× 10−5 4.0857
1/64 6.2658× 10−6 3.9809 6.2658× 10−6 3.9809 3.0727× 10−6 3.9859
1/128 3.9283× 10−7 3.9955 3.9283× 10−7 3.9955 1.9284× 10−7 3.9940
1/256 2.4571× 10−8 3.9989 2.4571× 10−8 3.9989 1.2066× 10−8 3.9984
Table 2.2: The errors obtained by the fourth order compact scheme with periodic boundary
conditions and τ = h2.
h |0Ex − Ex,h|0∗ rate |0Ey − Ey,h|0∗ rate |0H −Hh|0∗ rate
1/8 9.7266× 10−3 - 9.7266× 10−3 - 1.5724× 10−2 -
1/16 9.7586× 10−4 3.3172 9.7586× 10−4 3.3172 5.1118× 10−4 4.9430
1/32 6.2924× 10−5 3.9550 6.2924× 10−5 3.9550 3.0795× 10−5 4.0531
1/64 3.9546× 10−6 3.9920 3.9546× 10−6 3.9920 1.9369× 10−6 3.9909
1/128 2.4747× 10−7 3.9982 2.4747× 10−7 3.9982 1.2136× 10−7 3.9963
1/256 1.5472× 10−8 3.9996 1.5472× 10−8 3.9996 7.5904× 10−9 3.9990
Second, we recalculate our model problem to check the convergence rate under the prac-
tical PEC boundary condition with the same meshes as used above for the periodic boundary
condition case. The obtained errors for fields Ex, Ey, Hz at T = 2 in discrete energy norms
are presented in Tables 2.3 and 2.4 for the explicit and compact difference schemes, respec-
tively. Tables 2.3 and 2.4 clearly show the optimal convergence rate O(τ 2 +h4), though how
50
to prove this rigorously is still open. We will pursue this further in our future work.
Table 2.3: The errors obtained by the fourth order explicit scheme with PEC boundary
conditions and τ = h2.
h |0Ex − Ex,h|0∗ rate |0Ey − Ey,h|0∗ rate |0H −Hh|0∗ rate
1/8 4.3416× 10−2 - 4.3416× 10−2 - 7.0865× 10−2 -
1/16 2.5276× 10−3 4.1024 2.5276× 10−3 4.1024 3.5087× 10−3 4.3361
1/32 1.0501× 10−4 4.5892 1.0501× 10−4 4.5892 1.3862× 10−4 4.6617
1/64 5.8430× 10−6 4.1676 5.8430× 10−6 4.1676 4.6463× 10−6 4.8989
1/128 3.7091× 10−7 3.9776 3.7091× 10−7 3.9776 1.9511× 10−7 4.5737
1/256 2.3744× 10−8 3.9655 3.7091× 10−8 3.9655 1.1137× 10−8 4.1308
Table 2.4: The errors obtained by the fourth order compact scheme with PEC boundary
conditions and τ = h2.
h |0Ex − Ex,h|0∗ rate |0Ey − Ey,h|0∗ rate |0H −Hh|0∗ rate
1/8 2.4513× 10−2 - 2.4513× 10−2 - 6.6895× 10−2 -
1/16 9.3067× 10−4 4.7191 9.3067× 10−4 4.7191 1.2040× 10−3 5.7959
1/32 6.6841× 10−5 3.7995 6.6841× 10−5 3.7995 9.8290× 10−5 3.6147
1/64 3.7749× 10−6 4.1462 3.7749× 10−6 4.1462 3.7535× 10−6 4.7107
1/128 2.3163× 10−7 4.0265 2.3163× 10−7 4.0265 1.4206× 10−7 4.7237
1/256 1.4792× 10−8 3.9690 1.4792× 10−8 3.9690 7.1359× 10−9 4.3153
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Chapter 3
High order finite difference methods for an equivalent
Berenger’s PML model
3.1 The PML model
Starting from the Berenger’s PML for the Transverse Electric (TEz) mode, which can be
written as (see [6, Eq.(3)], or [30, p.219]):
ε0∂tEx + σyEx = ∂y(Hzx +Hzy), (3.1)
ε0∂tEy + σxEy = −∂x(Hzx +Hzy), (3.2)
µ0∂tHzx + σ
∗
xHzx = −∂xEy, (3.3)
µ0∂tHzy + σ
∗
yHzy = ∂yEx, (3.4)
where ε0 and µ0 denote the free space permittivity and permeability, respectively, σx and σy
denote the electric conductivity in x and y directions, respectively, and σ∗x and σ
∗
y denote the
magnetic conductivity in x and y directions, respectively. Moreover, Ex and Ey represent the
electric field in x and y directions, respectively, and Hzx and Hzy represent the two splitted
magnetic field componets.
Following [26] and using notations
E = (Ex, Ey)
′, Ẽ = (Ẽx, Ẽy)
′, H = Hz := Hzx +Hzy,Σ
∗∗ = diag(σy, σx),Σ∗∗ = diag(σx, σy),
we can rewrite the above TEz model as follows [26, Eqs. (32)-(36)] For any (x, y) ∈ Ω and
t ∈ (0, T ),
ε0∂tE + Σ
∗∗E = ∇×H, (3.5)
52
ε0∂tẼ = ε0∂tE + Σ∗∗E , (3.6)
µ0∂tH
∗ = −∇× Ẽ , (3.7)
∂tH̃ = H, (3.8)
∂tH + ε
−1
0 (σx + σy)H + ε
−2
0 σxσyH̃ = ∂tH
∗. (3.9)
where for simplicity, we assume that Ω = (a, b)× (c, d) and T is the final simulation time.
3.2 The explicit fourth order scheme
To construct the fourth order finite difference scheme, we assume that the physical domain
Ω is divided by a uniform rectangular grid
a = x0 < x1 < · · · < xNx = b, c = y0 < y1 < · · · < yNy = d,
i.e., we have grid points xi = ihx, hx =
b−a
Nx
, i = 0, 1, 2, . . . in the x-direction, and grid points
yj = jhy, hy =
d−c
Ny
, j = 0, 1, 2, . . . in the y-direction. And we partition the time interval
[0, T ] uniformly by points tn = nτ , n = 0, . . . , Nt, where τ =
T
Nt
denotes the time step size.
Following the same idea and notation as in Chapter 2, we arrange the unknowns Ex (and
Ẽx) at the mid-points of the horizontal edges, Ey (and Ẽy) at the mid-points of the vertical
edges, and H (and H̃, H∗) at the element centers, then approximate those partial derivatives
∂
∂x
by the operator δ
(4)
x and ∂∂y by δ
(4)




y are the same as we




































Note that these operators can be shifted by half grid points, i.e., i and j can be shifted
by 1
2
in the above formulas.



























































































































































































































































In the rest of this subsection, we will establish the discrete stability and error analysis
for the scheme (3.10)-(3.16) under the periodic boundary condition assumption to avoid the













































With Lemma 1 and 2 from Chapter 2, we can now prove the following stability result.
Theorem 6. Under the time step constraint













the solution of the scheme (3.10)-(3.16) satisfies the following stability:
εdiscte (Nt − 1) ≤ 3εdiscte (0) · exp(
4(||σx||∞ + ||σy||∞)
ε0
(Nt − 1)τ), (3.18)
where εdiscte (0) and ε
disc
te (Nt − 1) denote the discrete energy at the initial and Nth time steps
given as follows:
εdiscte (Nt − 1) = ε0(||ẼNt−1h ||
2























































h ), and split the proof into
several major parts.























































































































































































































































































































































































































































































































































































































































































































































































































































































Adding (3.28)-(3.30) together, multiplying the resultant by τhxhy, then summing up the








)H2 from the left hand side (LHS), we see that the
LHS of the sum satisfies the following:
LHS ≥ 1
2
[ε0(||ẼNt−1x ||2∗ − ||Ẽ0x||2∗) + ε0(||ẼNt−1y ||2∗ − ||Ẽ0y ||2∗)
+ε0(||ẼNt−1x − ENt−1x ||2∗ − ||Ẽ0x − E0x||2∗) + ε0(||ẼNt−1y − ENt−1y ||2∗ − ||Ẽ0y − E0y ||2∗)
+µ0(||HNt−
1
2 ||2∗ − ||H
1
2 ||2∗) + µ0ε−20 (||
√
σxσyH̃








































































































































































































































· ε0(||En+1x − Ẽn+1x ||2∗ + ||Enx − Ẽnx ||2∗
58
+||Ẽn+1x ||2∗ + ||Ẽnx ||2∗) +
||σx||∞ + ||σy||∞
ε0
· ε0(||Ẽn+1x ||2∗ + ||Ẽnx ||2∗))
]
(3.33)































· ε0(||En+1y − Ẽn+1y ||2∗ + ||Eny − Ẽny ||2∗
+||Ẽn+1y ||2∗ + ||Ẽny ||2∗) +
||σx||∞ + ||σy||∞
ε0
· ε0||(||Ẽn+1y ||2∗ + ||Ẽny ||2∗))
]
(3.34)
Similarly, by using Cauchy-Schwarz inequality and the property σx,i+ 1
2






















































































































· ε0(||Ẽn+1x ||2∗ + ||Enx ||2∗ + ||Ẽn+1x − En+1x ||2∗
+||Ẽnx − Enx ||2∗))] (3.35)












































































































· ε0(||Ẽn+1y ||2∗ + ||Eny ||2∗ + ||Ẽn+1y − En+1y ||2∗
+||Ẽny − Eny ||2∗))] (3.36)



























































































































2 ||2∗ + ||H
1
2 ||2∗) + ε0(||ẼNt−1y ||2∗ + ||Ẽ0y ||2∗)
]
. (3.39)









2 ||2∗ + ||H
1
2 ||2∗) + ε0(||ẼNt−1x ||2∗ + ||Ẽ0x||2∗)
]
. (3.40)
(V) Substituting the estimates (3.33)-(3.40) into (3.32), we obtain








(||Enx − Ẽnx ||2∗ + ||Ẽnx ||2∗)
+(||ENt−1y − ẼNt−1y ||2∗ + ||ẼNt−1y ||2∗) + 2
Nt−2∑
n=0
















ε0(||ẼNt−1x ||2∗ + ||Ẽ0x||2∗) +
28τCv
24hx
ε0(||ẼNt−1x ||2∗ + ||Ẽ0x||2∗) (3.41)
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which is the same as the constraint (3.17), from (3.41) we have
1
2
(εdiscte (Nt − 1)− εdiscte (0)) ≤
1
4







which along with the discrete Gronwall inequality, we completes the proof.














= Ey(xi, yj+ 1
2




































= Ẽy(xi, yj+ 1
2





















































































≤ CT (τ 2 + h4x + h4y),
where the constant C > 0 is independent of T, τ, hx and hy.
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:= Err1 + Err2, (3.43)
where in the last step we used the integration of (3.5) for Ex at point (xi+ 1
2
, yj) with respect
to t from tn to tn+1.
By the Taylor expansion, we easily see that
Err1 = O(h
4
y)||∂y5H||∞, Err2 = O(τ 2)||∂t2Ex||∞.
Following exactly the same technique, using scheme (3.11) and integration of (3.5) for
Ey at point (xi, yj+ 1
2



























































= Err3 + Err4 = O(h
4
x)||∂x5H||∞ +O(τ 2)||∂t2Ey||∞. (3.44)




) from t = tn+ 1
2
to
t = tn+ 3
2

























































= O(h4x)||∂x5Ey||∞ +O(h4y)||∂y5Ex||∞. (3.45)
Again, using scheme (3.12) and integration of (3.6) for Ex at (xi+ 1
2
, yj) from t = tn to















































, yj, tn+1) + Ex(xi+ 1
2
, yj, tn))
= O(τ 2)||∂t2Ex||∞. (3.46)
Similarly, using scheme (3.13) and integration of (3.6) for Ey at (xi, yj+ 1
2
) from t = tn to









































, tn+1) + Ey(xi, yj+ 1
2
, tn))
= O(τ 2)||∂t2Ey||∞. (3.47)




) from t = tn+ 1
2
to t = tn+ 3
2























































= O(τ 2)||∂t2H||∞. (3.48)




) from t = tn+ 1
2
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to t = tn+ 3
2












































































































































= O(τ 2)||∂t2H||∞ +O(τ 2)||∂t2H̃||∞. (3.49)
The rest of the proof follows the stability proof of Theorem 6 by multiplying (3.43)-






















































then summing up each resultant over i from 0 to Nx − 1, j from 0 to Ny − 1, and n from 0
to Nt − 2, and using the same technique developed in Theorem 2.
3.3 The fourth order compact scheme and its analysis















where we denote by δ̄xui,j =
1
24
(ui−1,j + 22ui,j + ui+1,j). Equation (3.50) means that a







We apply the same implicit scheme from Chapter 2 for approximating the derivatives





















































































































































































































































where all the spatial derivatives have to be obtained from (3.50) or some shifts in i and/or
j.
To establish the stability analysis of the compact scheme, we can rewrite (3.51)-(3.57)































































































































































































































































































































With the energy norm defined above and Lemma 4 and 5 from Chapter 2, we can obtain the
following stability for the compact difference scheme (3.58)-(3.64) with periodic boundary
conditions.
Theorem 8. Under the time step constraint














the solution of the scheme (3.58)-(3.64) satisfies the following stability:
εdiscte (Nt − 1) ≤ 3εdiscte (0) · exp(
4(||σx||∞ + ||σy||∞)
ε0
(Nt − 1)τ), (3.66)
where εdiscte (0) and ε
disc
te (Nt− 1) denote the discrete energy at the initial and (Nt− 1)-th time
steps given as follows:
εdiscte (Nt − 1) = ε0(||ẼNt−1h ||
2























































h ), and split the proof into
several major parts.































































































































































































































































































































































































































R3 − 1hxR4 (3.72)
















































































































































































































































































































































































































































































































































Adding (3.78)-(3.80) together, multiplying the resultant by τhxhy, then summing up the







)H2, we easily see that the left hand side (LHS) of
the sum satisfies the following:
LHS ≥ 1
2
[ε0(||ẼNt−1x ||2# − ||Ẽ0x||2#) + ε0(||ẼNt−1y ||2# − ||Ẽ0y ||2#) (3.81)
+ε0(||ẼNt−1x − ENt−1x ||2# − ||Ẽ0x − E0x||2#) + ε0(||ẼNt−1y − ENt−1y ||2# − ||Ẽ0y − E0y ||2#)
+µ0(||HNt−
1
2 ||2# − ||H
1
2 ||2#) + µ0ε−20 (||
√
σxσyH̃










































































































































































































(||σx||∞ + ||σy||∞)(||En+1x − Ẽn+1x ||2# + ||Enx − Ẽnx ||2#
+||Ẽn+1x ||2# + ||Ẽnx ||2#) + (||σx||∞ + ||σy||∞)(||Ẽn+1x ||2# + ||Ẽnx ||2#))] (3.83)
































(||σx||∞ + ||σy||∞)(||En+1y − Ẽn+1y ||2# + ||Eny − Ẽny ||2#
+Ẽn+1y ||2# + ||Ẽny ||2#) + (||σx||∞ + ||σy||∞)||(||Ẽn+1y ||2# + ||Ẽny ||2#))] (3.84)
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[(||σx||∞)(||Ẽn+1x ||2# + ||Ẽnx ||2# + ||Ẽn+1x − En+1x ||2#
+||Ẽnx − Enx ||2#))] (3.85)















































[(||σy||∞)(||Ẽn+1y ||2# + ||Ẽny ||2# + ||Ẽn+1y − En+1y ||2#
+||Ẽny − Eny ||2#))] (3.86)






































[(||σx||∞ + ||σy||∞ + 1)(||Hn+
1
2 ||2# + ||Hn+
3
2 ||2#)]









2 ||2# + ||H
1











2 ||2# + ||H
1
2 ||2#) + ε0(||ẼNt−1y ||2# + ||Ẽ0y ||2#)
]
. (3.89)
(V) Substituting the estimates (3.83)-(3.89) into (3.82), we obtain
RHS ≤ (||σx||∞ + ||σy||∞) ·
τ
2





(||Enx − Ẽnx ||2# + ||Ẽnx ||2#)
+(||ENt−1y − ẼNt−1y ||2# + ||ẼNt−1y ||2#) + 2
Nt−2∑
n=0
(||Eny − Ẽny ||2# + ||Ẽny ||2#)]




































ε0(||ẼNt−1x ||2# + ||Ẽ0x||2#) (3.90)
Using the constraint (3.65), we conclude the proof by combining the estimates (3.82) and
(3.90).
Remark: Similarity to the proof in last section.














= Ey(xi, yj+ 1
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= Ẽy(xi, yj+ 1
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≤ CT (τ 2 + h4x + h4y),
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where the constant C > 0 is independent of T, τ, hx and hy.









































































































= Err1 + Err2, (3.91)
where in the last step we used the integration of (3.5) for Ex at point (xi+ 1
2
, yj) with respect
to t from tn to tn+1.
By the Taylor expansion, we easily see that
Err1 = O(h
4
y)||∂y5H||∞, Err2 = O(τ 2)||∂t2Ex||∞.
By exactly the same technique, from scheme (3.59) and integration of (3.5) for Ey at
point (xi, yj+ 1
2






































































= Err3 + Err4 = O(h
4
x)||∂x5H||∞ +O(τ 2)||∂t2Ey||∞. (3.92)
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= O(h4x)||∂x5Ey||∞ +O(h4y)||∂y5Ex||∞. (3.93)







































, yj, tn+1) + δ̄xδ̄yEx(xi+ 1
2
, yj, tn))
= O(τ 2)||∂t2Ex||∞. (3.94)
































, tn+1) + δ̄xδ̄yEy(xi, yj+ 1
2
, tn))
= O(τ 2)||∂t2Ey||∞. (3.95)

























































= O(τ 2)||∂t2H||∞. (3.96)





















































































































= O(τ 2)||∂t2H||∞ +O(τ 2)||∂t2H̃||∞. (3.97)
The rest of the proof follows the stability proof of Theorem 8 by multiplying (3.91)-






















































then summing up each resultant over i from 0 to Nx − 1, j from 0 to Ny − 1, and n from 0
to Nt − 2, and using the same technique developed in Theorem 2.
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3.4 Numerical results
In this section, we present three numerical examples. The first one is used to justify our
theoretical error analysis of our proposed schemes with an exact solution. The second one
is developed for demonstrating the effective performance of this PML model. The third one
is a classic example showing the backward wave propagation phenomenon in metamaterial.
Exapmle 1. In this example, we solve the 2D version of the model equations (3.5)-(3.9)
with an exact solution. More specifically, the governing equations are as follows (with added

















































To rigorously check the convergence rate, we choose the physical domain Ω = [0, 1]2, final














H∗ = − 1
µ0
(2− σx + σy
ε0π
)cos(πx)cos(πy)e−πt,
H̃ = − 1
π
cos(πx)cos(πy)e−πt,
which leads to the following corresponding source terms:
gx(x, y, t) = (−πε0 + σy + π)cos(πx)sin(πy)e−πt,
gy(x, y, t) = −(−πε0 + σx + π)sin(πx)cos(πy)e−πt,






(2π − σx + σy
ε0
)]cos(πx)cos(πy)e−πt.
In our test, we simply choose the physical coefficients ε0 = 1 and µ0 = 1 in (3.98)-(3.104)
and the conductivity function σx = π(1 + sin(πx)) and σy = π(1 + sin(πy)).
We solve the problem (3.98)-(3.104) by our fourth-order explicit scheme (3.10)-(3.16) and
fourth- order compact scheme (3.51)-(3.57) with added source terms. In the convergence
tests, we use hx = hy = h with varying h from 1/8 to 1/256 and a fixed time step τ = h
2 to
solve the model problem till T=1. The obtained errors for fields Ex, Ey, H in discrete energy
norms are presented in Table 1 and 2. Table 1 and 2 clearly justify the optimal convergence
rate O(τ 2 + h4) as we proved.
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Table 3.1: The errors obtained by the fourth order explicit scheme with τ = h2.
h ||Ex − Ex,h||∗ rate ||Ey − Ey,h||∗ rate ||H −Hh||∗ rate
1/8 2.0410× 10−4 - 2.0410× 10−4 - 7.4095× 10−4 -
1/16 8.0666× 10−6 4.6612 8.0666× 10−6 4.6612 3.1789× 10−5 4.5427
1/32 4.3275× 10−7 4.2203 4.3275× 10−7 4.2203 9.9051× 10−7 5.0042
1/64 2.8820× 10−8 3.9083 2.8820× 10−8 3.9083 3.0531× 10−8 5.0198
1/128 1.9253× 10−9 3.9038 1.9253× 10−9 3.9038 9.2958× 10−10 5.0375
1/256 1.2971× 10−10 3.8918 1.2971× 10−10 3.8918 5.1607× 10−11 4.1709
Table 3.2: The errors obtained by the fourth order compact scheme with τ = h2.
h ||Ex − Ex,h||∗ rate ||Ey − Ey,h||∗ rate ||H −Hh||∗ rate
1/8 2.1728× 10−4 - 2.1728× 10−4 - 7.4221× 10−4 -
1/16 6.8843× 10−6 4.9801 6.8843× 10−6 4.9801 3.3622× 10−5 4.4643
1/32 3.7353× 10−7 4.2039 3.7353× 10−7 4.2039 1.1610× 10−6 4.8559
1/64 1.4398× 10−8 4.6972 1.4398× 10−8 4.6972 4.3485× 10−8 4.7387
1/128 1.0080× 10−9 3.8363 1.0080× 10−9 3.8363 1.8035× 10−9 4.5916
1/256 6.5994× 10−11 3.9330 6.5994× 10−11 3.9330 8.1787× 10−11 4.4628
Exapmle 2. To test the performance of this PML model on absorbing the outgoing
waves, we simulate a source wave propagating in a free space of dimension [0, 2]m × [0, 2]m.
The free space region (where ε0 = 8.85418782×10−12F/m and µ0 = 1 : 25663706×10−6N/A)
is surrounded by a PML with thickness d = 8h, where h denotes the mesh size. We impose
an incident source wave as Hz field, and is excited at a line segment located at x = 0.1m
and 0.5m ≤ y ≤ 1.5m . The source wave varies in time as:
Hz(t) = sin(ωt)
where ω = 2πf0 and f0 = 1.5× 109 is the frequency we used.
We solve this model by both the 4th-order explicit finite difference scheme (3.10)-(3.16)
and 4th-order compact scheme (3.51)-(3.57). We used hx = hy = h = 0.02 and the time
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step size is τ = 10−12s = 1ps(picosecond). The obtained Hz fields at various time steps are
presented in Fig. 1 and 2 obtained by the 4th-order explicit scheme and 4th-order compact
scheme, respectively. Both figures show the simple wave propagation phenomenon in free
space without obvious wave reflection. This demonstrates that this PML model absorbs
outgoing waves well.
80
|Hz| at time step 1000 |Hz| at time step 2000
|Hz| at time step 4000 |Hz| at time step 8000
|Hz| at time step 15000 |Hz| at time step 20000
Figure 3.1: Example 2. the plot of |Hz| with 4th-order explicit scheme obtained with τ = 1ps
at 1000, 2000, 4000, 8000 and 20000 time steps.
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|Hz| at time step 1000 |Hz| at time step 2000
|Hz| at time step 4000 |Hz| at time step 8000
|Hz| at time step 15000 |Hz| at time step 20000
Figure 3.2: Example 2. the plot of |Hz| with 4th-order compact scheme obtained with
τ = 1ps at 1000, 2000, 4000, 8000 and 20000 time steps.
82
Exapmle 3. To test how the equivalent Berenger’s PML TEz model performs in prac-
tical problems, we solve a famous benchmark problem originally inroduced by Ziolkowski
to demonstrate the backward wave propagation phenomenon happened in metamaterials.














































Kz = Hz. (3.110)





















































































































































































































































































































































































In our simulation, we put a rectangular metamaterial slab of [0024, 0.054] m × [0.002,
0.062] m in the middle of a free space with dimension [0, 0.07] m × [0, 0.064] m. The free
space region is surrounded by the PML with thickness dd = 12h, where h is the mesh size.
We impose an incident source wave as Hz field and is excited at the edge 0.025m ≤ y ≤
0.035m on x = 0.004m. The source wave varies in space as e−(x−0.03)
2/(50h)2 and in time as:
f =

0, for t < 0,
g1(t)sin(ω0t), for 0 < t < mTp,
sin(ω0t), for mTp < t < (m+ k)Tp,
g2(t)sin(ω0t), for (m+ k)Tp < t < (2m+ k)Tp,
0, for t > (2m+ k)Tp,
(3.123)
where the functions g1 and g2 are given as follows:
g1(t) = 10x
3
1 − 15x51 + 6x51, x1 = t/mTp, Tp = 1/f0,
g2(t) = 1− (10x32 − 15x52 + 6x52), x2 = (t− (m+ k)Tp)/mT,
where in our test, m=2, k=100 are used.
The mesh size hx = 7× 10−4, hy = 6.4× 10−4 and the time step size τ = 10−13s = 0.1ps
are used. The simulation shows that as wave enters into the metamaterial slab, the wave
propagates backward due to the negative refractive index of the metamaterial.
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Mesh |Hz| at time step 800
|Hz| at time step 2400 |Hz| at time step 3200
|Hz| at time step 4800 |Hz| at time step 8000
Figure 3.3: Example 3. the plot of |Hz| of 4th-order explicit scheme obtained with τ = 0.1ps
at 800, 2400, 3200, 4800 and 8000 time steps..
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Mesh |Hz| at time step 800
|Hz| at time step 2400 |Hz| at time step 3200
|Hz| at time step 4800 |Hz| at time step 8000
Figure 3.4: Example 3. the plot of |Hz| 4th-order compact scheme obtained with τ = 0.1ps
at 800, 2400, 3200, 4800 and 8000 time steps..
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Chapter 4
Conclusions and future work
4.1 Conclution
In this dissertation, we developed both an explicit high order finite difference scheme and a
compact implicit scheme for solving the metamaterial Maxwell’s equations and an equivalent
Berenger’s Perfectly Matched Layer (PML) model.
In Chapter 2, we first use a fourth order explicit scheme and a fourth order compact
scheme to solve a metamaterial model, then develop a systematic technique to prove stability
and error estimate for both schemes, and finally, we extend the technique to arbitrary even
order. Our theoretical analysis shows that these high order methods can achieve optimal
convergence when applied to metamaterial Maxwell’s equations. Numerical results justifying
our theoretical analysis are given.
In Chapter 3, we use the same methods to solve an equivalent Berenger’s PML model.
We prove both the discrete stability and the optimal error estimate. A numerical example
supporting the theoretical analysis is presented first, then a wave propagation in vacuum
is used to demonstrate the effectiveness of this PML, and finally a popular backward wave
propagation in metamaterial is simulated by both schemes.
4.2 Future Work
There are still many potential topics left to explore. First, our proof in this dissertation is
based on the periodic boundary condition, and we are still working on the Perfect Electric
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Conductor (PEC) boundary condition. Many cloaking metamaterial models are very similar
to the metamaterial model in this dissertation, our methods and analysis could potentially
extend to these cloaking models. The modeling of wave propagation in graphene is another
potential topic. We mainly discuss the 2-D Maxwell’s equation in this dissertation, we
believe that similar ideas and results can be extended to 3-D Maxwell’s equations, though
the computation implementation is much more challenging.
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APPENDIX: Copyright
Chapter 2 reprinted from J. Li, M. Chen and M. Chen, ”Developing and analyzing fourth-
order difference methods for the metamaterial Maxwells equations”, Adv. Comput. Math.
213-241, Copyright (2019),with permission from Springer, License Number 4690381032519
Part of Chapter 3 is reprint from Y. Huang, M. Chen, J. Li, ”Development and analysis
of finite element and fourth-order finite difference methods for an equivalent Berenger’s PML
model”, J of Computational Physics (submitted in February 2019)
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