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Abstract
Despite several improvements in various domains of healthcare systems,
inability to reduce patients’ readmission rates is still a major problem faced by
healthcare providers. It is extremely important to reduce the probability of
readmissions because these not only increase the burden of healthcare costs on the
patient but also exposes them to prolonged psychological stress (e.g., trauma, pain and
discomfort due to altered physical functions) and healthcare associated infections.
Readmissions basically lead to the use of healthcare resources by the same person twice
instead of being utilized by another patient. Furthermore, readmission rate is used as
a potential measure of healthcare quality. The high readmission rates may be due to a
poor quality of care provided, and could tarnish the reputation of the healthcare
facilities. It could also reduce hospitals’ reimbursements from the insurance companies.
The goal of this research is to quantify the risk of hospital readmissions by analyzing
significant factors in patients undergoing skin procedures and to also identify the
best time-frame and the corresponding predictors that could be used for predicting
future readmissions related to skin procedures. Specifically, a data analysis and
predictive modeling approach will be adopted to identify the predictors of
readmissions using a dataset of over 22,000 hospitalizations. The proposed
methodology will concentrate on patients’ demographics such as their age and gender
along with the type of service, place of service, and others in order to predict if
readmissions could be explained by these factors.
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Our study will analyze the significance of the above-mentioned factors for
readmissions occurring over six different time-intervals. The time-intervals being
considered under this study are within 7 days, 15 days, 30 days, 45 days, 90 days and
1 year of initial admission. After analyzing the predictors over different timeintervals, we found that although the significant factors differ for different timeintervals, readmissions for the selected group of patients can be correlated to specific
predicting variables for each of the time-interval. One of the predictors that seemed
to be consistent over five different time-intervals is patient’s age. Care provider is
another predictor, which was identified statistically significant for more than one of
the time-intervals.
Utilizing the training, validation and testing data split, we were able to predict
a probable outcome of whether or not it would be a case of readmission. By employing
the confusion matrix to compare this predicted outcome against the actual outcome,
the study checked the authenticity and accuracy of the models developed for each of
the time-intervals. Based on the performance measures developed using the
confusion matrix, the best time-intervals to predict the readmissions are 7 days and
90 days with the F-1 score of 0.53, whereas the worst-time interval is 15 days.
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1 Introduction
The healthcare industry in United States has been facing issues caused by
readmissions as they impose side effects on the healthcare costs and quality of care
provided by the facilities [1]. Readmission can be defined as an act of readmitting the
patient to a healthcare facility after being discharged for the prior admission [2].
Readmissions to healthcare facilities are often perceived as preventable and expensive
events [3-6]. Sometimes, preventable readmissions are considered as an indicator of poor
quality of service provided by the healthcare facilities [7]. In fact, readmission results in
re-utilization of necessary resources by individual patients which may make those
resources unavailable to other patients.
Based on the discharge diagnosis, readmission has been further classified into
planned readmissions and unplanned readmissions [8]. As per Centers for Medicare and
Medicaid Services (CMS), planned readmissions are the ones which are predetermined
at the time of prior discharge [9]. On the other hand, unplanned readmissions are the
ones occurring without any prior knowledge and have at least one of the primary
discharge diagnoses. This type of readmission is generally considered to be the primary
indicator for the quality of care provided by the healthcare systems [10]. One of the most
significant types of readmissions is the potentially preventable readmission cases, where
a patient is readmitted for a reason clinically related to the prior hospitalization within
a specified time interval [11].
A better understanding about the importance of reducing readmission, can be
sought by considering an example of the current scenario, when the world is facing a
1
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pandemic of novel COVID-19. It has become crystal clear that we may not have
enough medical resources to take care of all the patients in need of care. Additionally,
readmitting patient during such a scenario would exponentially increase their risk
of being infected, which could further cause fear and mental trauma in patients.
Hence, to prepare our healthcare for future, it becomes extremely necessary to
monitor the performance of healthcare providers and reduce the readmission rates.
According to CMS, index admission is any admission to an acute care hospital,
with patient not being transferred to any other acute care facility and discharged alive
[12]. Affordable Care Act of 2010 instructed the Secretary of the Department of Human
Health and Services (HSS) to establish a program known as Hospital Readmission
Reduction Program (HRRP) [13]. HRRP was applied for reducing the payments to the
Inpatient Prospective Payment System (IPPS) for hospitals with excess readmissions
beginning the FY 2013. IPPS is a payment system that categorizes the inpatient cases
into diagnoses-related groups (DRG), which are then weighted based on the resources
utilized for treating the Medicare beneficiaries belonging to those groups [14].
Beginning FY 2019, the 21st Century Cures Act necessitated the CMS to utilize the
HRRP for reducing the readmissions for the health conditions and procedures that
make a huge impact in a large number of lives of people with Medicare [13]. The six
health conditions and procedures included in the HRRP are Acute Myocardial
Infarction (AMI), Chronic Obstructive Pulmonary Disease (COPD), Heart Failure
(HF), Pneumonia, Coronary Artery Bypass Graft (CABG) Surgery, and Elective
Primary Total Hip Arthroplasty and/or Total Knee Arthroplasty (THA/TKA) [15].

2
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In addition to these six major health conditions, skin procedures can be
considered as a crucial health condition owing to significant capabilities of skin. Due
to extensive capabilities of skin, treating and maintaining optimal skin health becomes
a top priority for ensuring patient’s good health [16]. Some of the skin procedures
include removal of lesion, rearrangement of skin tissue, skin graft procedure, among
others. Although skin treatment does not lie amongst the six crucial conditions
considered by CMS for HRRP, the literature shows that readmissions post skin
treatments have not been studied well [17-18]. Also, our data shows that the highest
number of readmissions occurred post skin treatment. Hence, our study will be focusing
on patient readmissions after skin treatments. Moreover, the readmission timeframe
highly studied by researchers is 30 days because the HRRP program penalizes the
hospitals for having higher than expected 30-day readmission rates [15]. However, some
studies believe that readmissions within shorter timeframes, e.g., 7 days, are a better
indicator of the quality of care [19]. Additionally, a study also considered larger
timeframes such as 45 days, 90 days, and one year to identify the best time interval that
could account for unplanned readmissions [20]. Therefore, the problem of analyzing the
readmission rates that occur for various different time intervals in post skin treatment
procedures are not studied previously.

3
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2 Problem Statement
Preventable and unplanned readmissions are unpleasant for both the patients
as well as the care providers. Readmissions could have some negative impacts on
patients, which include them being re-exposed to the risks involved in
hospitalization, reliving the stress and pain related to their health condition as well
as spending higher amount of money. Additionally, due to readmission of a patient,
medical resources like hospital beds, medicines, care providers’ time and other
treatments will be re-utilized by the same patient causing the resources to be
unavailable for another patient.
Hospitalizations itself are considered to disturb the psychological system and
cause substantial stress [21]. It is observed that due to hospitalization, patients may
experience mentally challenging situations through pain, discomfort and altered
physical functions. The same study suggests that the trauma, metabolic
derangements and mental stress caused by the hospitalization could itself result into
readmission. In such scenario, readmission may not only expose the patients to
mental and physical stress but could also expose them to chance of being readmitted
again and again. High readmission rates for a particular disease forces people to
develop a fear against the disease and results in reduction of patients’ fighting spirit.
In short, hospital readmission can be considered as a massive hurdle in the current
healthcare. Additionally, it can be associated with unfavorable outcomes coupled
with extensive healthcare costs [22-23]. Addressing a problem of patient’s hospital
readmission could not only improve the quality of care provided but also result in the
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reduction of corresponding costs and enhancements in patient satisfaction. Hence, it
is of foremost importance to tackle the problems posed by high readmission rates.
In order to address the overall issue of readmissions in today’s healthcare, we will
utilize data from all the healthcare providers in the western part of New York state.
This data was considered to be a representative cluster sample of the entire population
present in New York. The exhaustive dataset contains details of the admissions for all
the health conditions occurring between 2014 and 2015. Our preliminary analysis
results show that the highest number of readmissions occurred for the index admission
related to skin diseases.
Skin is the largest organ of human being’s body, which not only covers our body
but also protects us from various external agents and micro-organism [24]. Skin also
performs numerous vital functions like holding the body fluids, maintain the body
temperature and generate Vitamin D by absorbing sunlight. Skin constantly changes
throughout our lifespan and is considered to renew itself after every 27 days [25]. In
order to maintain healthy body with vitality of all our organs, it is mandatory to treat
our skin correctly. Thus, readmissions following skin treatments become a very
undesirable outcome.
As stated previously, our study will be concentrating on skin related
readmissions in this study. While addressing this problem, the four main objectives of
this research are: 1) Analyze various features such as patient’s demographics and care
related variables to identify the significant factors influencing readmissions post skin
treatment, 2) Predict the readmission rates by analyzing its relationship to the

5
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significant factors, 3) Identify the best timeframe to account for readmissions post skin
procedures, and 4) Implement points 1 & 2 for different time intervals in which the
readmissions occur.
Through this research, we were able to identify the relevant factors causing
readmissions post skin treatments. Developing a knowledge of these factors enabled
us to develop a detailed correlation between the predicting variables and readmissions
rates. Additionally, by analyzing different time intervals, we could successfully draw
conclusions on whether the same variables are responsible for readmissions post skin
procedures irrespective of the time required for re-hospitalization or different factors
cause readmissions at different time intervals. Also, we analyzed and identified the
best and worst time-intervals to account for readmissions post skin treatments.

6
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3 Literature Review
There have been studies carried out in the past that tried to identify the
relationship between the health conditions and the readmission rates for these
diagnoses [26]. The purpose of such studies was to find out if the readmissions differ
for various health conditions and if so, are the readmissions occurring for a particular
type of health condition higher than the others. These types of studies would help
healthcare providers and administration to narrow their search and target the health
conditions resulting in large number of readmissions. This could also aid in reducing
the time required for coming with the readmission reduction techniques for such high
readmission rates.
Furthermore, significant research has been carried out in the past to analyze
the factors causing readmissions for patients with the health conditions included in
HRRP [27-29]. The majority of these studies came up with outcomes that suggested
that there is a significant relationship between patient demographics and the
corresponding readmission rates. One of the studies showed that hospital readmission
following hip fracture could be indeed associated with the patient’s age and comorbidities [27]. Another study for readmissions due to heart failures indicated that
socially active patients had lower readmission rates than the socially inactive patients
[28]. Similar study performed for heart failure readmissions concluded that patient’s
lower income is a positive predictor of readmission rates [29].
In addition to patient related factors, physicians are also considered to be one of
the predictors of readmissions [30-31]. A study by Tsugawa et al. examines the
7
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differences in the readmission rates after the general surgery procedures based on
physician’s gender [32]. This study discusses that there may exist differences in the
way surgeries are performed by male versus female doctors. Some of the key differences
in carrying out medical procedures by male and female include the adherence to clinical
guidelines, frequency of preventive care, means of examination and providing
psychological counseling. Female physicians are found to be better than their male
counterparts in all of these measures. This study also revealed that the patients
operated by female physicians had lower 30-day readmission rates.
Besides the personnel involved in hospitalization, the quality of care also
depends on factors related to healthcare settings [33]. One of the important
performance metrics for the healthcare settings is the hospital length of stay (LOS)
[34]. It is defined as the total duration of time in terms of days, that a patient spends
in the hospital during a single admission [35]. One study suggests that patients
receiving a poor quality of care have a higher LOS [36]. This study also suggests that
decreased LOS is connected to decreased risk of infections and side effects due to
medications. A vast amount of research has been performed previously to develop a
relationship between the readmission rates and LOS [37-41]. Some of these studies
found an inverse relationship between patients’ LOS and readmission rates, meaning
that the admissions having a shorter length of stay had higher readmission rates [3739]. Other studies concluded that there is no significant dependence of readmission
rates on the length of hospital stay [40-41].

8
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Additionally, research has been conducted to check if factors like insurance
provider, hospital type, international classification of disease (ICD) codes, patient’s
race and their marital status affects the hospital readmission rates [42-43]. A study by
Kassin, Michael T., et al. performed to identify the risk-factors for 30-day readmission

among general surgery patients proposed that the most common reasons for
readmissions were gastrointestinal problem/complication (27.6%), surgical infection
(22.1%), and failure to thrive/malnutrition (10.4%) [42]. Multivariable analysis
demonstrated that postoperative complications was a major reason to drive
readmissions in surgical patients. Another study performed on analyzing the risk
factors of the readmissions in post orthopedic surgeries show that the admission to the
intensive care unit gives the highest odds ratio of 2.365 for 30-days readmissions [43].
This study also indicated that patient’s race, marital status and the Medicaid
insurance status could reflect patient’s socio-economic standing, which could further
impact their probabilities of readmission.
Another crucial variable studied for understanding the characteristics of the
readmissions is the time interval in which the readmission occurs [44 – 46]. One of the
recent studies carried out for readmissions post heart transplant focused on
readmissions occurring within 30 days and one year after the index discharge [44].
Their results show that the highest risk of readmissions lied within the first 30 days.
An additional recent study performed for analyzing the causes of readmissions post
heart surgery concentrated on two different timeframes [45]. One of the timeframes
concentrated on readmissions within 30 days whereas the other one focused on

9
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readmissions occurring between the 31st and the 180th day after the prior discharge.
The findings of this study suggested that the main cause of readmissions differed for
these timeframes. Pleural effusion was the major cause of readmissions within 30 days
and infection was the major cause for readmissions occurring between day 31-180. A
study by Dorajoo, Sreemanee Raaj, et al. concentrated on readmissions occurring
within 15 days as a risk to early readmissions [46]. Through this study, a model was
developed which suggested that premature discharge could be one of the reasons for
early readmissions.
All the above work demonstrates that adequate efforts have been executed for
analyzing the readmissions for the health conditions included in HRRP program.
However, a couple of studies indicate a lack of noteworthy work carried out for patients
undergoing skin treatments [17-18]. A retrospective cohort study of dermatology
hospitalizations was performed to evaluate the frequency and demographics for
readmissions following skin disease [17]. The predictors for readmissions were
identified as the insurance type (Medicaid/Medicare), economic conditions of the
patients, and the number of chronic conditions faced by the patient. The size of hospital
as well as its location were also found to be the significant factors causing readmissions
after a skin disease. Another recent study carried out for patients with skin conditions
analyzed the same diagnosis and all-cause readmission. They found out that diseases
contributing to highest 30-day readmission were different for both the same diagnosis
as well as any cause readmission [18]. Therefore, to evaluate the relationship between
readmissions and patient and healthcare characteristics, this study employed an
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unadjusted bivariate analysis. As a multivariable analysis was not performed, it is not
appropriate to make inferences regarding the causality or independent forecasters of
readmission.
Moreover, none of these studies focus on any other time intervals, e.g., shortterm intervals of 7 or 15 days, or long-term intervals of 45 or 90 days. All these
limitations imply that readmissions following skin procedures lacks characterization
as inadequate research has been carried out in this matter. Also, we could not find a
comprehensive study focusing on all the factors such as place of service, claim type,
line of business (LOB) for determining the readmission rates for skin condition
patients. Additionally, although some of the studies were successful in determining the
significant factors of readmission in patients with skin issues, no study has yet been
performed for predicting the readmission rates and testing those probabilities. Hence,
in order to address the problem of readmission for skin condition patients, our study
would focus not only on finding significant factors causing readmissions but will also
employ regression analysis for predicting the future readmission rates in these group
of patients.

11
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4 Methodology
In this section, we will present the methodology that has been utilized to address
the problem statement while achieving the stated objectives of the study. The structure
of this section is organized as follows. Subsection 4.1, provides the details about the
data extraction for our study. In subsection 4.2, we explain the data cleaning efforts
carried out to prepare the data for our analysis. Next, in subsection 4.3 we explain the
analysis techniques utilized to identify the significant factors correlated with
readmissions. The subsection 4.4, shows details about the software employed
throughout the study.

4.1 Data
The literature review shows that readmission rate in the state of New York
was seventh highest amongst the United States as of 2015 [47]. Ever since, the
readmission rate in New York has been high and the state is having the 4th highest
readmission rates in the United States for the fiscal year 2020. Having high
readmission rates can not only take a huge toll on the healthcare resources but also
endanger the patients by doubling the risk of contracting health-care associated
infections (HAI) [48]. Thus, it becomes extremely important to reduce as much as
possible the load on the healthcare facilities. The load can be reduced drastically by
reducing the occurrence of preventable readmissions. Hence, we decided to utilize the
data collected from the western part of New York state and consider it to be a
representative cluster sample of the entire state. One limitation of this assumption

12
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could be the difference in demographics between the population of New York City and
the rest of the New York State. For example, the average population per square foot of
land in New York City could be higher than that in the rest of the New York state.
The Greater Rochester Independent Practice Association (GRIPA), is a nonprofit organization in Rochester, New York. GRIPA is a partnership between the
regional health providers and all the individual physicians in the region with a purpose
to provide high quality care to the patients. The dataset utilized for this study was
provided by GRIPA. This dataset consisted of information about all the admissions in
the Rochester region between the time period of July 2014 and June 2015.

4.2 Data Cleaning
The data extracted from the GRIPA server was in such a form that all the
admissions occurring in a month were stored in a single worksheet, irrespective of the
admission diagnosis. In order to analyze the readmissions, we needed to collect all the
admissions corresponding to a particular disease into a single worksheet. BerensonEggers Type of Service (BETOS) are categories created to aid in analyzing the categorywise costs of Medicare. We used BETOS description from the dataset as a filter to
merge the data into a master data sheet of skin diseases patients. The BETOS codes
considered for the skin diseases were titled as “Ambulatory Procedures – Skin.”

13
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The dataset did not contain a variable for indicating the type of admission, i.e.,
whether it was an index admission or readmission. In order to analyze and identify the
factors causing readmissions, identifying the type of admission was a very important
criterion. We decided to develop a variable that would help differentiate between the
first admission and readmission case. As per our definition for the study, readmission
is considered when the same patient is admitted for the same diagnosis after being
discharged for the earlier admission. As identifying readmission was dependent on
more than one variable, we decided to use an “if loop” for developing the formula, which
would determine whether it was a case of readmission or not.

Figure 1: Diagram representing the data cleaning process

14
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Figure 1 represents the filtering process utilized for identifying and creating a
variable for readmissions. Using this process, the cases filtered as readmissions were
indicated by “Yes” and the remaining cases were represented by “No.” By applying this
formula to the entire study data, we were able to develop a variable to indicate the
readmission rates. As there are no variables indicating the type of readmission, i.e.
whether it belongs to planned, unplanned or preventable readmission, we did not
consider these readmissions separately.

4.3 Data Analysis – Readmissions based on Time-Interval
As mentioned in the literature review section, there is no significant research
performed on readmissions occurring over different time intervals, specifically for
readmissions related to skin diseases. So, the next step of our analysis was to bifurcate
the readmissions into different time intervals in which they occur to find the respective
readmission rates. The main focus of our analysis was the 30-days readmissions as it
is the timeframe considered by CMS for its HRRP. Also, as discussed earlier, some
studies suggest that readmissions occurring in shorter time-interval following the
index admission are a true measure of healthcare quality, we analyzed the significant
factors for readmissions occurring within 7 days and 15 days of prior discharge.
Additionally, our data show that significant number of readmissions occur within 90
days of the index admission discharge. Hence, we analyzed the significant factors for
readmissions occurring within 45 days and 90 days. Furthermore, as readmissions
occurring within one year are being actively studied for various diseases like heart
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surgeries and heart transplantation [52-53] , we decided to analyze our data for a time
period of 1 year, to see if there is a significant increase in readmissions as compared to
other time periods and if so, what are the causes.

4.4 Data Analysis – Identifying the Significant Factors
The dataset contains various variables which can be divided broadly into two
categories namely the patient demographics and care data. The patient demographics
include the patient’s ID, date of birth, sex and age. The care data is a blend of all the
variables related to patient’s admission. Some key variables of care data include the
diagnosis details, line of business (LOB), procedure description, place of service, health
cost guidelines, type of claim, service type, de-identified rendering provider’s details,
BETOS code and dates of admission. It is of utmost importance to link the readmission
with some of the mentioned factors as they could help us understand the possibility of
readmission for a particular case.
The statistical analysis tool highly known for its ability to identify the
relationship between two or more variables of interest is regression analysis [49-50].
The main operation carried out by any type of regression analysis is to identify the
impact that an independent variable has on the dependent variable. In short, the
regression analysis can be utilized to check whether the occurrence of a particular
variable can be attributed to the behavior of some other variables. As we are interested
in identifying the significant factors causing readmissions, we implemented regression
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analysis for verifying the relationship between the readmission occurrence and various
variables available in the dataset.
The readmission occurrence is a type of categorical binary variable, which
means that the outcome of this variable can only be one of the two categories, i.e., either
it is a readmission (Yes) or it is not (No). As this occurrence is our dependent variable
and it is categorical, we need to implement logistics regression for identifying the
significant factors and their impact on the occurrence. The main function of the logistic
regression is calculating the log odds of any particular event. Log odds is basically a
logarithm of an odds ratio, where the odds ratio is defined as the probability of success
to the probability of failure. We decided to run logistic regression for all the available
data variables in the dataset with a view to develop a relationship between the
readmission and any possible factor.

4.5 Data Analysis – Predicting Future Readmissions
Developing relationships between factors causing readmission is a critical part
to successfully curb the readmission rates. Similarly, it is extremely necessary to
develop a strategy to successfully prevent unnecessary readmissions without straining
the healthcare resources. Knowing the upcoming readmission case could help in better
planning of resources and operations. Thus, in order to execute smooth operations even
while encountering readmissions, we have developed a predictive model using
regression analysis for each of the timeframes mentioned in previous section. We
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believe, this helped us in identifying whether the significant factors correlated with
readmission varied based on the time interval of the readmissions.
In order to evaluate the accuracy of our models [54] and significantly improve
the probability of success for our models [55], we decided to split the data into three
parts namely the training data, validation data and testing data [56]. The main
purpose of exercising this evaluation technique is to develop a predictive model that
can by applicable for future unseen data [57]. The training data is the portion of the
data used to train our model to learn and it will help the model to continuously learn
the features of our dataset [58]. Validation portion of the data refers to the data, which
would be applied intermittently to evaluate the trained model [59]. Validation data can
also be referred to as a portion of the split, which helps in selecting the best model
amongst the competing models [57]. Testing dataset is the reserved quota from the
giant dataset being analyzed. The reason for reserving the test data is to evaluate the
accuracy of the model after it has been completely trained and validated [60]. One
additional reason of why we cannot use the results of validation model to confirm our
model’s accuracy is due to the contribution of validation data in developing the final
model, which could have resulted into some bias [61].
As the split ratio of each type of dataset is directly dependent on the unique
significance of each of the three datasets, it is necessary to divide the datasets
proportionally, in order to have a successful evaluation [60]. The training data set is
generally the largest of the three splits due to its significant contribution in training
the model [62]. Validation dataset needs to be sizably sufficient to distinguish the
18
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alterations between various contesting models [62]. Additionally, it is desired that the
testing data is large enough to produce statistically suggestive results as well as ensure
that it is representative of the entire sample [63]. Although splitting the data
proportionally is recommended, dataset can be split in different ratios of TrainingValidation-Test data like 70%-15%-15%, 80%-10%-10%, 60%-20%-20%, 50%-25%-25%
[57][64]. Hence, we decided to split our data into the 3 subsets in the below ratio:

A. Training Data – 50%
B. Validation Data – 30%
C. Test Data – 20%

All the 6 different models will be using the same split ratio to test the accuracy
of the model in predicting the occurrence of readmission over different time-intervals.
The final accuracy of the model will be calculated by comparing the predicted
outcome of readmissions against the actual outcome of readmissions for the test data.
The predicted outcome of whether it’s a case of readmission or not, is identified based
on the probability of readmission indicated by the model. For any admission that has
a probability of readmission (Yes) greater than threshold % based on model’s
probability formula is considered as a case of readmission. If the probability of being
readmitted is less than threshold % than it would not be considered as a case of
readmission.

19
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4.6 Software Requirements
Some of the key software that were used throughout the course of this study are
MySQL, Microsoft Excel, Tableau and JMP Pro. With the help of MySQL queries, the
data was extracted. A huge amount of work was done on Microsoft Excel pertaining
the cleaning of data and exploratory analysis of the same. Tableau was employed in
order to carryout data visualization and descriptive statistical analysis. The crucial
analysis to identify the accountable factors and the prediction of readmission rates was
done via JMP Pro.

20
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5 Results
While addressing the problem using the above-mentioned methodology, we
performed the analysis. After collecting the data, the first step of cleaning the data was
performed. Once the data was cleaned, we found a total of 22,388 records for the
patients undergoing skin treatment within one year. On adding the variable for
readmission, we were able to identify the total number of readmitted patients. The
total number of patients with skin conditions readmitted for the same diagnosis as that
of their index admission was found out to be 1,249. Thus, we found a total readmission
rate of 5.58% for all the skin procedures performed in one year.
We planned to perform some descriptive analysis. The descriptive analysis
results would aid in identifying the readmission rates for different levels of the factors.
For example, identifying the number of readmissions for the two possible levels of
gender could help in better understanding the impact that gender may have on the
readmission rate. We analyzed for a total of 8 factors that included patient’s age,
patient’s gender, type of claim, place of service, Health Cost Guidelines (HCG)
subcategory, rendering provider key, month of admission and LOB for skin procedure
patients.
Table 1 represents the details of the descriptive statistics for the occurrence of
readmission for different factors of interest.

21
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Table 1: Readmission rate based on various factors

Variable
Patient's Gender

Patient's Age

Claim Type

LOB
HCG Subcategory

Hospital Key

Month of Admission

Level

Readmission Rate (%)

Male

6.53%

Female

4.35%

0-20

7.37%

21-40

12.98%

41-60

6.14%

61-80

4.47%

81-100

5.59%

OP

3.44%

PCP
SCP
Commercial
Medicare

2.11%
5.97%
6.62%
5.19%

Outpatient

3.56%

Professional

6.03%

A

3.94%

B

5.02%

C

8.56%

D
E
F
G

4.44%
3.84%
3.83%
3.09%

H

1.69%

I

14.29%

J

6.58%

January

6.09%

February

7.29%

March
April
May
June

8.17%
8.77%
6.99%
6.56%

July

1.38%

August

2.55%

September

4.99%

October

4.61%

November

5.26%

December

5.82%

OP: Outpatient; PCP: Primary Care Physician; SCP: State County Plan;

22

Thesis

Rochester Institute of Technology

As seen in Table 1, the readmission rate is higher for male patients compared
to females. In order to study the readmission rate based on patient’s age, we decided
to group the patients into five age groups. It was found out that the patients between
21 to 40 years had the highest readmission rate of 13% followed by the age group of
younger than 20 years, which had 7% readmission rate. The patients between 41 to
60 and 81 to 100 years of age had a readmission rate of 6%. The lowest readmission
rate was observed for patients between the age group of 61 to 80 years.
It was observed that the highest readmission rate was encountered in the
patients having State County Plan (SCP) type of claim. The readmission rate for the
other two types of claims, Outpatient (OP) and Primary Care Physician (PCP), were
3% and 2% respectively.
Commercial LOB seemed to have higher readmission rate in comparison to the
Medicare. The main difference between these two lines of business is that Medicare is
basically to absorb risk whereas Commercial protects its business interest by avoiding
the people who would most likely use the insurance [51]. Therefore, commercial
insurance is generally for patients below 65 years of age. This statistic can also be
verified as the readmission rate for the patients between 61 and 100 years is smaller
than that for the patients younger than 60 years old.
Based on the GRIPA dataset terminology, Health Cost Guidelines (HCG) can
also be referred as Millman’s Health Cost Guidelines. HCG are the groups created to
track and analyze the claim costs and pricing. The only two HCG sub categories
accounting for the skin procedures were professional and outpatient.
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In order to check the significance of additional details related to the admission,
we decided to include the details about rendering providers and the month of
admissions in our analysis. Month of admission is the month in which the patient was
admitted. This data was formatted and extracted from the admission dates available
in our dataset. Rendering provider is the person or company that provides the required
care to the patient [65]. As our data is de-identified, we were only provided with
“Rendering Provider Key”, which did not specify whether it refers to a person or a
facility. Hence, we categorized this rendering keys to come up with 10 equally divided
sub-categories, which could be referred to as “Care Provider Key”.
Table 2: Categorization of rendering provider key

Rendering Provider Key

Corresponding Care Provider Key

0 to 19,999
20,000 to 39,999
40,000 to 59,999
60,000 to 79,999
80,000 to 99,999
1,00,000 to 1,19,999
1,20,000 to 1,39,999
1,40,000 to 1,59,999
1,60,000 to 1,79,999
1,80,000 to 2,00,000

A
B
C
D
E
F
G
H
I
J

Our primary analysis presented difference in the admission rate based on where
the patient was treated. Upon exploratory analysis, we found out that almost 90% of
the skin treatments were performed in doctors’ office. Around 9% of the total
treatments were performed at outpatient units and only 1% of the total treatments
were performed as ambulatory surgeries. All other categories were less than 1% of the
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total treatments performed. As we do not have detailed information on the reason of
admission, i.e., was it a planned or unplanned visit, we decided to focus only on three
places of service.
Table 3: Admission based on place of service
Place of Service
Admissions (%)

Ambulatory Surgery
Custodial Care
Emergency Room
Home
Inpatient Hospital
Nursing Facility
Office
Outpatient Hospital
Skilled Nursing
Urgent Care Facility

0.93%
0.04%
0.05%
0.25%
0.83%
0.15%
89.21%
8.39%
0.06%
0.03%

The three categories that are considered in our study are ambulatory surgery,
inpatient hospital admissions and outpatient units.
Once the concentration group was identified based on preliminary analysis, we
followed some additional steps of data cleaning and data preparation to prepare the
data for our analysis. Data cleaning was performed to filter out the admissions that
were occurring only at the place of service, being considered by us. Once the unwanted
data was removed, the next step was to identify whether it was an index admission or
readmission. Steps for mapping the records of readmission based on Fig.1 were
followed and the variable for indicating the readmission rates was re-created. The final
reduced data displayed a total of 2,272 records for the patients being treated for skin
related disease at either inpatient hospital, outpatient hospital or under a ambulatory
surgery within one year.
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After the data was reduced and cleaned, the next step was to develop different
variants of this dataset based on the time interval in which the readmissions occurred.
As mentioned in earlier section, the time intervals being considered in our study are 7
days, 15 days, 30 days, 45 days, 90 days and 1 year. In order to develop the different
datasets corresponding to these six time frames, it was necessary to identify the
number of days between the index admission and readmission. Once again “if loop” was
utilized to develop a variable that would indicate the gap between the index admission
and readmission. If the readmission variable is “Yes”, the next step would be to deduct
the discharge date of index admission from the admission date for the readmission.
Applying this formula to the entire data set helped in mapping the time interval
against the readmitted cases. Utilizing this new variable, the datasets for all the six
time intervals were built.
Only the readmission cases, where the gap from the index admission was
between 0-7 days were considered as readmissions in the first dataset, which
corresponded to dataset for evaluating readmissions within 7 days of index admissions.
All the other readmissions occurring after 7 days were not considered as a readmission
in this dataset. Similarly, the dataset being analyzed for readmissions within 15 days
from index admission considered only the readmissions occurring within 0-15 days and
all other readmission cases were not considered as readmissions. Employing the same
logic, datasets for the other time-intervals under consideration viz. 30 days, 45 days,
90 days and 1 year were built. This means that if the patient is readmitted on the 31st
day, although the record of this admission will be present in the dataset for all the six
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time-frames, it would be considered as a case of readmission only in the three timeframes, viz. 45 days, 90 days and 1 year. Apart from these three time-frames, the record
of admission would be treated as an index admission in the other three time-frames.
Table 4: Readmission rate for different time-intervals

Time Interval

No. of Readmissions

Readmission Rate

7 Days
15 Days
30 Days
45 Days
90 Days
1 Year

81
111
124
128
131
136

3.57%
4.89%
5.46%
5.63%
5.77%
5.99%

With a view to understand the contribution of different factors towards the
readmissions occurring over the entire range of time-interval, we performed the
descriptive analysis. Figure number 2 to 8 give an overview of how the readmission
rates against the different levels of variables vary for each of the time-interval under
consideration.
Readmission Rates v/s Patient Gender
70%
60%
50%

59%

64%

61%

63%

63%

63%

39%

38%

37%

37%

30 Days

45 Days

90 Days

1 Year

40%
30%

41%

36%

20%
10%
0%
7 Day s

15 Days

F

M

Figure 2: Readmissions rates versus patient’s gender
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As presented in Fig. 2, the readmission rates is higher for males than the
females. This is the same case for all the different time intervals. Out of all the time
frames, the highest individual readmission rates for females occur during the first
seven days from the index admissions and for the males it occurs within 15 days.
Readmission Rates v/s Patient's Age
50%
45%
40%
35%
30%
25%
20%
15%
10%
5%
0%
7 Day s

15 Days
1 to 20

30 Days

21 to 40

41 to 60

45 Days

90 Days

61 to 80

1 Year

81 to 100

Figure 3: Readmission rates versus patient’s age

Fig. 3 shows that the readmission rates are highest for the patient’s between the
age-range of 61 to 80 years. This group is followed by 2nd highest readmitted patients
between 41 to 60 years. The readmission rates are the lowest for the patients between
below 40 years of age. All these statistics are consistent over all the six time intervals.
Hence, we can say that the patients between 41 to 100 years of age are more prone to
being readmitted post their index admission.
Readmission Rates v/s Claim Type
1 Year
90 Days
45 Days
30 Days
15 Days
7 Day s
0%

10%

20%

30%
SCP

PCP

40%

50%

OP

Figure 4: Readmissions rates versus claim types
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The above chart depicts that the readmission rates are highest amongst the
patients having SCP type of claim. SCP is followed by the OP type of claims, which
have the 2nd highest readmission rates for skin patients. The lowest readmissions are
found in the patients having PCP type of claims. This behavior of claim types towards
the readmission rates is consistent throughout all of the six timeframes.
Readmission Rates v/s Line Of Business
100%
90%
80%
70%
60%
50%
40%
30%
20%

25%

32%

35%

35%

35%

34%
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65%

65%

66%
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15 Days

30 Days

45 Days

90 Days

1 Year

10%
0%

COMMERCIAL

MEDICARE

Figure 5: Readmission rates versus LOB

Based on Fig. 5, we could say that the occurrence of readmissions is higher in
Commercial LOB as compared to the Medicare LOB. The readmission rates in
Commercial LOB seems to be almost two times the readmission rate in Medicare LOB.
This observation is steady across all the time intervals except for 7 days time interval,
in which one out of four readmissions belongs to the Medicare LOB.
Readmission Rates v/s HCG Category
1 Year
90 Days
45 Days
30 Days
15 Days
7 Day s
0%

20%

40%
Outpatient

60%

80%

100%

Professional

Figure 6: Readmissions versus HCG sub-category
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Fig. 6, shows that readmission rates for professional type of HCG categories is
higher than that for outpatient category. Also, these readmission rates for professional
category are around 40% for each of the six time intervals. Hence, we could deduce that
for every two readmissions under the professional category, there would be three
corresponding readmissions occurring under the outpatient category.

Readmission Rates v/s Care Providers
90%
80%
70%
60%
50%
40%
30%
20%
10%
0%
A

B
7 Days

C
15 Days

D

E
30 Days

F
45 Days

G

H

90 Days

I

J

1 Year

Figure 7: Occurrence of readmissions at various care providers

The graph of readmission rate against the various care providers shows that the
number of readmissions occurring at all the care providers under provider key “C” is
too high (~80%) as compared to any other provider key. Care provider “C” is followed
by “B”, which has the second highest number of readmissions. Providers under key “D”
and “H” have no readmissions at all. All other provider keys, i.e., A, E, F, G, I and J,
have extremely low readmission rates. All of the above facts are valid for all the
different time intervals under consideration.
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Readmission Rates v/s Month of Admission
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Figure 8: Area chart for readmissions rates against time of admission

The area chart in Fig.8 shows the occurrence of readmissions against the various
months in which the patients are admitted. This chart shows that the maximum
number of readmissions occur in the month of September followed by the month of
October and May. The months where the number of readmissions were the least are
January, February, June and July. All these facts are applicable for all the six time
intervals. A possible conclusion that can be deduced by looking at this chart is that the
readmission rates related to skin diseases seems to be at their highest point in
beginning of new seasons like Fall and Summer.
As discussed in the methodology section, in order to identify the correlation
between readmissions and other predictors, we need to employ regression analysis.
Additionally, as readmission is categorical in nature, i.e., it can either be a case of
readmission or not, logistic regression is the right type of regression model to be
performed. In order to identify statistically significant factors causing readmissions
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across all the different time intervals, we have to run similar models across all the six
datasets.
As the purpose of our research is to also develop a model that could predict the
future readmissions, we split our datasets into three parts namely training set,
validation set and testing set. The method in which the regression models were applied
to these different sets completely differed from each other. Beginning with the training
set, the objective was to train our model to adapt the attributes of our dataset. Hence,
we fitted multiple different models with different combinations of predictors. The
selection of predictors was done in a form of backward selection. The first model fitted
included all the predicted variables under consideration and based on the outcome of
this model, predictors for the future models was shortlisted. Various combination of
these shortlisted predictors were formed and each of these combinations were used as
predictors for different models.
Out of the fitted models, three models which indicated that all of its predictor
were significant were shortlisted for being fitted on the set of the data. These three
models with different combination of predictors were fitted onto the validation portion
of the dataset. In order to identify the best performing model, root mean square error
(RMSE) values of all the models were recorded as a means of their performance
measure. RMSE is computed by squaring the summed differences between the real
response of the observation and the forecasted probability of the real response, which
is then divided by the sample size, after which the square root is taken. Hence, the
model with the smallest RMSE value was selected as the best model.
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Once the best model was identified, the next step was to predict the outcome for
the test set by fitting this model on the unseen portion of the data, i.e., the testing
dataset. On application of the model on the testing data, it gives a predicted probability
of the outcome. In our case, the outcome is whether it was a case of readmission or not.
Hence, our model gave the probability for both of these outcomes. Utilizing these
probabilities, a probable outcome was calculated. This probable outcome was achieved
by the below consideration:
If (Probability of Readmission (Yes) > “Threshold %”, Yes, No) ………………….(1)
Equation 1 indicates that any case having a predicted probability for “Yes” outcome
greater than “Threshold %”, will be considered as a case of readmission and labeled as
“It is a readmission”. The total sum of the probabilities of it being a readmission or not
is equal to 100%, this means that when the probability of readmission is 20%, the
probability of it not being a readmission is 80%. Hence, when the probability of not
being a readmission is greater than “1-Threshold %”, its predicted outcome would be
“It is not a readmission”.
The “Threshold %” is identified by analyzing the performance of the validation
data set over the entire percentage range, i.e. from 1% to 100%. The percentage value,
corresponding to which, the performance of the model is best is considered as the best
threshold value. This value was utilized while fitting the regression models on to the
testing data set. Figure number 9 depicts the performance of the models across the
entire percentage range from 1 to 100. Table number 5 gives the details on the
identified “Threshold %” for each of the six time-intervals under consideration.
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F-1 Score v/s Threshold %
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Figure 9: Graph for performance of models across the percentage range

Table 5: Threshold percentages for different time-intervals
Models

Threshold (%)

7 Days

21

15 Days

18

30 Days

23

45 Days

22

90 Days

31

1 Year
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As both the actual and predicted outcome for readmissions were calculated by
the method mentioned in data preparation and by utilizing the probabilities of the
logistic regression model respectively, we decided to check the accuracy of our model
using the confusion matrix. Confusion matrix is considered to be a tool for summarizing
the functioning of any categorization algorithm [66]. As logistic regression is also an
algorithm to predict categorical outcome, confusion matrix was selected as the method
of validating our model. The number of accurate and incorrect predictions are
calculated with counts of each category. Confusion matrix is a table, which has four
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subsections based on the four distinctive amalgamations of predicted and actual
values of outcomes [67].
Table 6: Confusion matrix for readmissions

Actual Readmission

Predicted Readmission

Yes
No

Yes

No

True Positive (TP)

False Pisitive (FP)

False Negative (FN) True Negative (TN)

The four sub-sections in the above confusion matrix can be explained as below:
1. True Positive (TP): Count of cases where we predicted the outcome to be a case
of readmission and it was actually a case of readmission.
2. True Negative (TN): Number of cases when our predicted outcome was that it is
not a readmission and it was actually not a readmission.
3. False Positive (FP): Number of times when our model predicted it to be a case of
readmission but it was not actually a case of readmission.
4. False Negative (FN): Tally of cases when our model indicated that it is not a
readmission but in actual it happened to be a readmission.

Utilizing the above four sub-sections of the confusion matrix, various
performance measure of a model can be calculated. Some of the performance measures
that can be obtained using these four parameters are Accuracy, Misclassification Rate,
Precision, Sensitivity, Specificity and F-1 Score. We decided to calculate each of these
performances for all of our six time-intervals.
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Accuracy:
v This measure provides the overall accuracy of our model, which means
that it indicates the total cases that were correctly predicted by our
model [68].
v Accuracy = (TP + TN) / (TP + TN + FP + FN)
v Higher the value of accuracy, the better the model is.

II.

Misclassification Rate:
v This measure specifies the inaccuracy of the model by indicating the
portion of estimates that were incorrectly predicted [68].
v Misclassification Rate = (FP + FN) / (TP + TN + FP + FN)
v As this represents the model error, the lower the value of
misclassification rate, the better the model is.
v It can also be calculated as: (1 – Accuracy)

III.

Sensitivity:
v Sensitivity will indicate the portion of all the readmitted cases were
correctly predicted as readmissions by the model.
v Sensitivity is also known as True Positive Rate (TPR), Recall and
Probability of Detection [68].
v Sensitivity = TP / (TP + FN)

IV.

Precision:
v Precision is the performance measure that provides details about how
many of predicted readmissions were actually readmitted [68].
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v Precision = TP / (TP + FP)
V.

Specificity:
v Specificity will indicate the proportion of all the cases that were not
readmissions and were correctly predicted by the model.
v Specificity is also known as True Negative Rate (TNR).
v Specificity = TN / (TN + FP)

VI.

F-1 Score:
v F-1 score is a measure, which combines the precision and sensitivity
into a single measure. A model with high precision and sensitivity is
the ideal scenario. Hence, the model with higher F-1 score is the best
model.
v F-1 Score = 2 x {(Precision x Sensitivity) / (Precision + Sensitivity)}
v F-1 Score = 2TP / (2TP + FP + FN)
All of the above steps of analysis were applied to all the six different time frames

under consideration. All the six time-intervals were divided into training, validation
and testing datasets based on the decided split ratio. Multiple regression models were
applied on the training data and after validating their performance on the validation
data, one best model was identified for each of the time-frames. Utilizing Effect
Likelihood Ratio Tests for this best model, significant predictors of the readmissions
were identified. The model with significant factors as predictors was fitted on the
testing dataset. This model provided probabilities for the possible outcomes, which
were used for coming up the predicted outcome. Once the predicted outcome was
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achieved, the above-mentioned performance measures were calculated for each of the
six time-intervals. The below section displays the details of the analysis for all the six
time frames.

5.1 Results for Regression Analysis
A. Readmissions occurring within 7 Days of the index-admission:
The total number of records were 2,272 out of which there were a total of 81
readmissions, which means that the readmission rate was 3.57%. This data was
randomly divided into three sets of training, validation and testing datasets containing
1,136, 682 and 454 records respectively. The table below shows the details of the logistic
regressions for the patients undergoing skin procedures and being readmitted within
7 days.
Table 7: Outcome of logistic regression for readmissions within 7 days

Predictors
Line of Business (LOB)
Patient's Age

DF
1
4

P-Value (Training) P-Value (Validation) P-Value (Test)
0.0365*
0.0176*
0.0132*
0.0172*
0.0015*
0.0211*

Table 7 indicates that the line of business (LOB) and patient’s age are two
statistically significant factors that could be used to predict the readmissions that occur
within 7-days of prior discharge. These factors are considered statistically significant
based on their 𝑝-values. The 𝑝-value lower than 0.05 has been considered for our
analysis in order to be 95% confident about the outcomes. We could also consider a
significance level (alpha) of 0.1, in which case, any predictors having the 𝑝-value below
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0.1 would be considered as significant predictors. In that case, care provider key would
be another significant factor for the readmissions occurring within 7 days.

Regression equation = - 6.65 + A {LOB} + B {Patient’s Age}…………...(2)
where, A & B are values for different categories for LOB & Patient’s Age respectively.
Table 8: Value of A

LOB
Commercial
Medicare

0.73
-0.73

Table 8 points out that the probability of getting readmitted is 73% higher when
the patient belongs to the commercial line of business (LOB).
Table 9: Value of B

Patient's Age
1 to 20
2.00
21 to 40
-12.27
41 to 60
3.12
61 to 80
3.08
81 to 100
4.07

Table 9 indicates that the probability of the patient being readmitted is almost
similar for the patients between the age of 41to 100 years of age. The patients within
these age groups have higher chances of being readmitted as compared to the patient
between 1 to 40 years of age.
Table 10: Confusion matrix for readmissions within 7 days

Actual Readmission

Predicted Readmission

Yes

No

Yes

10

12

No

6

426
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The performance measures of the logistic regression model are:
v Accuracy = (10 + 426) / (10 + 6 + 12 + 426) = 436 / 454 = 0.96 = 96%
v Misclassification Rate = 1 – Accuracy = 1 – 0.96 = 0.04 = 4%
v Precision = 10 / (10 + 12) = 10 / 22 = 0.45 = 45%
v Sensitivity = 10 / (10 + 6) = 10 / 16 = 0.625 = 63%
v Specificity = 426 / (12 + 426) = 426 / 438 = 0.97 = 97%
v F-1 Score = (2 x 10) / {(2 x 10) + 12 + 6} = 20 / 38 = 0.53 = 53%

B. Readmissions occurring within 15 Days of the index-admission:
The total number of records were 2,272 out of which there were a total of 111
readmissions, which means that the readmission rate was 4.89%. This data was
randomly divided into three sets of training, validation and testing datasets containing
1,136, 682 and 454 records respectively. The table below shows the details of the logistic
regressions for the patients undergoing skin procedures and being readmitted within
15 days.
Table 11: Outcome of logistic regression for readmissions within 15 days

Predictors
Care Provider Key

DF
9

P-Value (Training) P-Value (Validation) P-Value (Test)
0.0150*
0.0003*
0.0197*

The upper table indicates that the care provider key is the only statistically
significant factors that could be used to predict the readmissions that occur within 15days of prior discharge. Even if we considered the alpha value of 0.10, care provider
key will still be the only significant predictor for readmissions within 15 days.
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Regression equation = - 12.10 + C {Care Provider Key} ………….……...(3)
where, C represent the values for different categories of Care Provider Key
Table 12: Value of C

Care Provider Key
A
-6.09
B
7.67
C
9.69
D
-6.09
E
9.91
F
-6.09
G
-6.09
H
-6.09
I
-6.09
J
9.27

Table 11 points out that the probability of getting readmitted is highest for the
care providers under key C. This is followed by the care providers under category B.
Also, the lowest probability for being readmitted is for care providers under category
A, D, F, G, H and I.
Table 13: Confusion matrix for readmissions within 15 days

Actual Readmission

Predicted Readmission

Yes

No

Yes

12

27

No

12

403

The performance measure of this logistic model are:
v Accuracy = (12 + 403) / (12 + 27 + 12 + 403) = 415 / 454 = 0.91 = 91%
v Misclassification Rate = 1 – Accuracy = 1 – 0.91 = 0.09 = 9%
v Precision = 12 / (12 + 27) = 12 / 39 = 0.31 = 31%
v Sensitivity = 12 / (12 + 12) = 12 / 24 = 0.50 = 50%
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v Specificity = 403 / (27 + 403) = 403 / 430 = 0.94 = 94%
v F-1 Score = (2 x 12) / {(2 x 12) + 12 + 27}= 24 / 63 = 0.38 = 38%

C. Readmissions occurring within 30 Days of the index-admission:
The total number of records were 2,272 out of which there were a total of 124
readmissions, which means that the readmission rate was 5.46%. This data was
randomly divided into three sets of training, validation and testing datasets containing
1,136, 682 and 454 records respectively. The table below shows the details of the logistic
regressions for the patients undergoing skin procedures and being readmitted within
30 days.
Table 14: Outcome of logistic regression for readmissions within 30 days

Predictors
Care Provider Key
Patient's Age

DF
9
4

P-Value (Training) P-Value (Validation) P-Value (Test)

0.0124*
0.0015*

0.0116*
0.0298*

0.0037*
0.0399*

The upper table indicates that the care provider key and patient’s age are the
only statistically significant factors that could be used to predict the readmissions that
occur within 30-days of prior discharge. Even if we considered the alpha value of 0.10,
these two factors will still be the only significant predictors for readmissions within 30days.
Regression Equation = - 16.58 + D {Care Provider Key} + E {Patient’s Age}……..(4)
where, D & E represent the values for different categories of Care Provider Key and
Patient’s Age respectively.
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Table 15: Value of D

Care Provider Key
A
-4.67
B
10.58
C
11.17
D
-4.01
E
-4.18
F
-4.48
G
9.67
H
-4.87
I
-4.59
J
-4.62

Table 15 points out that the probability of getting readmitted is highest for the
care providers under key C. This is followed by the care providers under category B.
Also, the lowest probability for being readmitted is for care providers under H.
Table 16: Value of E

Patient's Age
1 to 20
2.76
21 to 40
-12.15
41 to 60
3.06
61 to 80
3.25
81 to 100
3.08

Table 16 indicates that the probability of the patient being readmitted is almost
similar for the patients between the age of 41to 100 years of age. The patients within
these age groups have higher chances of being readmitted as compared to the patient
between 1 to 40 years of age.
Table 17: Confusion matrix for readmissions within 30 days
Actual Readmission

Predicted Readmission

Yes

No

Yes

11

15

No

14

414
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The performance measure of this logistic model are:
v Accuracy = (11 + 414) / (11 + 15 + 14 + 414) = 425 / 454 = 0.94 = 94%
v Misclassification Rate = 1 – Accuracy = 1 – 0.94 = 0.06 = 6%
v Precision = 11 / (11 + 15) = 11 / 26 = 0.42 = 42%
v Sensitivity = 11 / (11 + 14) = 11 / 25 = 0.44 = 44%
v Specificity = 414 / (15 + 414) = 414 / 429 = 0.97 = 97%
v F-1 Score = (2 x 11) / {(2 x 11) + 14 + 15} = 22 / 51 = 0.43 = 43%

D. Readmissions occurring within 45 Days of the index-admission:
The total number of records were 2,272 out of which there were a total of 128
readmissions, which means that the readmission rate was 5.63%. This data was
randomly divided into three sets of training, validation and testing datasets containing
1,136, 682 and 454 records respectively. The table below shows the details of the logistic
regressions for the patients undergoing skin procedures and being readmitted within
45 days.
Table 18: Outcome of logistic regression for readmissions within 45 days

Predictors
Patient's Age

DF
4

P-Value (Training) P-Value (Validation) P-Value (Test)

0.0010*

0.0082*

0.0017*

The upper table indicates that patient’s age is the only statistically
significant factors that could be used to predict the readmissions that occur within 45days of prior discharge. If we considered the alpha value of 0.10, an additional predictor
that would be statistically significant for predicting readmissions happening with 45
days is the month of admission.
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Regression Equation = - 8.96 + F {Patient’s Age}…………………….…..(5)
where, F represent the values for different categories of Patient’s Age.
Table 19: Value of E

Patient's Age
1 to 20
4.97
21 to 40
-9.23
41 to 60
6.73
61 to 80
6.76
81 to 100
-9.23

Table 19 indicates that the probability of the patient being readmitted is almost
similar for the patients between the age of 41to 80 years of age. The patients within
these age groups have higher chances of being readmitted as compared to the patients
within other age group.
Table 20: Confusion matrix for readmissions within 45 days

Actual Readmission

Predicted Readmission

Yes

No

Yes

15

32

No

15

392

The performance measure of this logistic model are:
v Accuracy = (15 + 392) / (15 + 32 + 15 + 392) = 407 / 454 = 0.90 = 90%
v Misclassification Rate = 1 – Accuracy = 1 – 0.90 = 0.10 = 10%
v Precision = 15 / (15 + 32) = 15 / 47 = 0.32 = 32%
v Sensitivity = 15 / (15 + 15) = 15 / 30 = 0.50 = 50%
v Specificity = 392 / (32 + 392) = 392 / 424 = 0.92 = 92%
v F-1 Score = (2 x 15) / {(2 x 15) + 15 + 32} = 22 / 53 = 0.40 = 40%
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E. Readmissions occurring within 90 Days of the index-admission:
The total number of records were 2,272 out of which there were a total of 131
readmissions, which means that the readmission rate was 5.77%. This data was
divided into three sets of training, validation and testing datasets containing 1,136,
682 and 454 records respectively. The table below shows the details of the logistic
regressions for the patients undergoing skin procedures and being readmitted within
90 days.

Table 21: Outcome of logistic regression for readmissions within 90 days

Predictors
Month of Admission
Patiet's Age

DF
11
4

P-Value (Training) P-Value (Validation) P-Value (Test)

0.0162*
0.0024*

0.0027*
0.0348*

0.0016*
0.0010*

The upper table indicates that the month in which the patient was admitted
and patient’s age are statistically significant factors that could be used to predict the
readmissions that occur within 90-days of prior discharge. Even if we considered the
alpha value of 0.10, these two factors seem to be the only statistically significant factors
for predicting readmissions happening with 90 days.

Regression Equation = - 14.40 + G {Patient’s Age} + H {Month of. Admission}…...(6)
where, G & H represent the values for different categories of Patient’s Age and Month
of Admission respectively.
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Table 22: Value of G
Patient's Age
1 to 20
-9.65
21 to 40
-9.75
41 to 60
5.54
61 to 80
6.66
81 to 100
7.20

Table 22 indicates that the probability of the patient being readmitted is
higher when patient is between the age of 41 to 100 years as compared to the patients
within other age group.
Table 23 indicates that the probability of the patient being readmitted is
highest in the month of May and is lowest in the month of November.
Table 23: Value of H

Month of Admission
Jan
4.58
Feb
-11.12
Mar
5.22
Apr
5.55
May
6.91
Jun
5.72
Jul
-10.62
Aug
4.51
Sep
5.06
Oct
6.01
Nov
-11.13
Dec
-10.69

Table 24: Confusion matrix for readmissions within 90 days
Actual Readmission

Predicted Readmission

Yes

No

Yes

10

6

No

12

426
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The performance measure of this logistic model are:
v Accuracy = (10 + 426) / (10 + 12 + 6 + 426) = 422 / 454 = 0.96 = 96%
v Misclassification Rate = 1 – Accuracy = 1 – 0.96 = 0.04 = 4%
v Precision = 10 / (10 + 6) = 10 / 16 = 0.63 = 63%
v Sensitivity = 10 / (10 + 12) = 10 / 22 = 0.45 = 45%
v Specificity = 426 / (6 + 426) = 426 / 432 = 0.99 = 99%
v F-1 Score = (2 x 10) / {(2 x 10) + 12 + 6} = 20 / 48 = 0.53 = 53%

F. Readmissions occurring within 1 Year of the index-admission:
The total number of records were 2,272 out of which there were a total of 136
readmissions, which means that the readmission rate was 5.99%. This data was
divided into three sets of training, validation and testing datasets containing 1,136,
682 and 454 records respectively. The table below shows the details of the logistic
regressions for the patients undergoing skin procedures and being readmitted within
1 year.
Table 25: Outcome of logistic regression for readmissions within 1 year

Predictors
Care Provider Key
Patiet's Age

DF
9
4

P-Value (Training) P-Value (Validation) P-Value (Test)

0.0423*
0.0091*

0.0006*
0.0002*

0.0309*
0.0014*

The upper table indicates that the care provider key and patient’s age are
statistically significant factors that could be used to predict the readmissions that occur
within 1 year of prior discharge. If we considered the alpha value of 0.10, there seems
to be additional two factors that are statistically significant. Hence, if we plan to be
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just 90% confident than the significant predictors are LOB, care provider key, month
in which the patient was admitted and patient’s age.

Regression Equation = - 16.69 + I {Patient’s Age} + J {Care Provider Key}…..…...(7)
where, I & J represent the values for different categories of Patient’s Age and Care
Provider Key respectively.
Table 26: Value of I

Patient's Age
1 to 20
2.17
21 to 40
-12.20
41 to 60
3.49
61 to 80
3.19
81 to 100
3.35

Table 26 indicates that the probability of the patient being readmitted is almost
similar for the patients between the age of 41to 100 years of age. The patients within
these age groups have higher chances of being readmitted as compared to the patient
between 1 to 40 years of age.
Table 27: Value of J

Care Provider Key
A
-4.71
B
9.94
C
11.25
D
-3.69
E
-4.02
F
-4.48
G
9.67
H
-4.7
I
-4.81
J
-4.45
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Table 27 points out that the probability of getting readmitted is highest when
the care providers fall under the category C. This is followed by the care providers
under category B. Also, the lowest probability for being readmitted is for care providers
under H.
Table 28: Confusion matrix for readmissions within 1 year
Actual Readmission

Predicted Readmission

Yes

No

Yes

11

13

No

15

415

The performance measure of this logistic model are:
v Accuracy = (11 + 415) / (11 + 13 + 15 + 415) = 426 / 454 = 0.94 = 94%
v Misclassification Rate = 1 – Accuracy = 1 – 0.94 = 0.06 = 6%
v Precision = 11 / (11 + 13) = 11 / 24 = 0.46 = 46%
v Sensitivity = 11 / (11 + 15) = 11 / 26 = 0.42 = 42%
v Specificity = 415 / (13 + 415) = 415 / 428 = 0.97 = 97%
v F-1 Score = (2 x 11) / {(2 x 11) + 15 + 13} = 22 / 50 = 0.44 = 44%
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6 Discussion
In order to enhance the value of the developed regression models, this study
explored the possibility of including additional factors like the weather conditions by
including the month of admission. Month of admissions could be used as a reference to
correlate the admissions with the seasons. For example, the seasons in the western
New York could be related in the below manner:
v Fall

– September to November

v Winter

– December to February

v Spring

– March to May

v Summer

– June to August

Our data also pointed that the occurrence of readmission was higher in the
months between August and October, which is followed by months between March and
May. This could be interpreted as the number of readmissions is higher in timeframe
when summer is ending and fall is coming in. It also shows that the frequency of
readmissions is lowest in winter. The other probable reason why there could be a
higher readmission rate in the months between August and October is that the out of
pocket maximum resets itself in January.
This study also did a significant amount of research in analyzing whether the
significant predictors for predicting readmissions differ based on the timeframe within
which the patient are readmitted. The study employed exactly alike methodology for
analyzing each of the different time intervals. Also, the dataset for analyzing each of
the timeframes is completely similar except the cases of readmission as they differ
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based on the time-frames. Due to these similarities, we can be confident in stating that
our study analogously analyzes the readmissions occurring over different timeintervals. Based on the models created for different time-intervals, the below table
displays the statistically significant factors that could be used for predicting the
readmissions occurring for each of the different time intervals.
Table 29: Statistically significant predictors for readmissions
Time Interval
Significant Factors

7 Days

15 Days

30 Days

45 Days

90 Days

1 Year

LOB

Care Providers

Care Providers

Patient's Age

Month of Admission

Care Providers

Patient's Age

Patient's Age

Patient's Age

Patient's Age

Table 17 shows that the significant predictors vary for each of the different timeintervals in which the readmissions occur. The readmissions occurring within 7 days,
30 days, 90 days and 1 year, each seems to have two statistically significant predictors
for predicting the readmissions occurring in their respective time frames. Patient's age
seems to be the only most consistent predictor over all the time-frames. Readmissions
occurring within 7 days, 30 days, 45 days, 90 days & 1 year, all seem to have a common
predictor, i.e. patient’s age. Care provider’s key seem to be the second most consistent
predictor as it is statistically significant for readmissions occurring within 15 days, 30
days and 1 year of the index admission. Apart from the above mentioned two
predictors, the only other significant predictors for predicting readmissions are LOB
and month of admission, which can be utilized for predicting readmissions occurring
within 7 days and 1 year of initial admission respectively. One additional conclusion
from this table is that the significant predictors for readmissions occurring within 30
days and 1 year are the same factors.
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Table 30: Distribution of readmissions over patient’s age

Patient's Age Group
1 to 20
21 to 40
41 to 60
61 to 80
81 to 100

7 Days
2%
2%
40%
42%
14%

15 Days
4%
2%
36%
46%
13%

30 Days
3%
2%
35%
45%
15%

45 Days
3%
2%
35%
45%
15%

90 Days
3%
2%
35%
44%
16%

1 Year
3%
2%
35%
43%
16%

The above table displays the distribution of readmissions over patient’s age
group. Across all the time-frames, the patients between 41 to 80 years of age seem to
have a very high readmission rate ranging between 78% to 82%. They are followed by
patients between the age of 81 and 100 years. As the total readmissions for patients
above 41 years of age is about 95% of the total readmissions, we can conclude that
additional precaution needs to be taken for patients above this age. This additional
protection can be achieved by adding a supplementary step of evaluating their health
condition in detail before they are discharged from the hospital. Another way to
safeguard and prevent these readmissions could be to include follow-up appointments
for the patients in this age group.
Table 31: Distribution of readmissions over care providers
Care Provider Key
A
B
C
D
E
F
G
H
I
J

15 Days
2%
19%
75%
0%
1%
1%
1%
0%
0%
2%

30 Days
2%
19%
75%
0%
1%
1%
1%
0%
0%
2%

1 Year
1%
22%
71%
0%
1%
1%
1%
0%
1%
1%

The above table points out that the majority of the readmissions occur at the
care providers under the sub-group “C” followed by sub-group “B”. The proportion
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of such readmissions occurring under “C” and “B” categories of care providers is
around 95% of the total readmissions. Hence, we can say that if we try to curb the
readmissions occurring at these 2 keys, we can significantly improve the number of
readmissions occurring within 15 days, 30 days and 1 year of the index admissions.
The reduction in such readmissions can be achieved by analyzing the facilities
under these two categories further for factors like physician’s age, gender or
experience to see if they play any significant role in causing these readmissions.
Additionally, if details like zip-code is available, it could be possible to correlate
these readmissions to the household income of the region as that could help us in
identifying if patient’s geographical or economical characteristics play any role in
causing readmissions. Also, checking the size of hospital could help us in
understanding whether the inflow of patient needs to be monitored.
Table 32: Distribution of readmissions over line of business

Line of Business
COMMERCIAL
MEDICARE

7 Days
75%
25%

The above table directs us towards a conclusion that the number of readmissions
occurring within 7 days of the prior admission, belong majorly to the group of
commercial LOB. As the major difference between the two levels of LOB is patient’s
age, we can also say that 3 out of 4 patients being readmitted within 7 days of initial
admission is below 65 years of age. By merging this outcome with our earlier finding
that the majority readmissions occurring within 7 days belongs to patients between
the age of 41 and 80 years, we can say that our findings could be acceptable as both of
them are in-line with each other and they seem to make logical sense.
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Table 33: Distribution of readmissions over month of admission

Month of Admission
Jan
Feb
Mar
Apr
May
Jun
Jul
Aug
Sep
Oct
Nov
Dec

90 Days
5%
4%
10%
9%
12%
3%
2%
13%
18%
13%
6%
5%

The above table exhibits that the highest number of readmissions occurring
within 90 days of prior discharge seems to happen in the month of September, which
could also be considered as the start of Fall. Also, the lowest number of readmissions
happen in the month of winter and summer seasons. These outcomes can be utilized
for drastically improving the utilization of healthcare resources. This improvement can
be achieved by planning for additional resources in the month of fall to handle the high
readmission rates and at the same time in order to avoid under-utilization of these
resources during the summer and winter months, the resources could be rented out to
healthcare facilities in other regions where they are needed during the summer and
winter months.
Furthermore, in order to increase the authenticity of the findings, this study
employed the concept of data splitting. Data for each of the six different time intervals
was split in similar ratio of 50:30:20 for training, validating and testing the regression
models. As the outcome was categorical in nature, concept of confusion matrix was
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employed to measure the performance of the developed models. The study did not limit
itself by focusing just on the accuracy or misclassification rate of the models as these
measures could sometime prove to be deceptive when the number of observations in
each class of the dependent variable are inequal [66]. Hence, F-1 score, the measure
which incorporates precision and sensitivity into its calculation.
Table 34: Performance measures for regression models
Performance Measure

7 Days

15 Days

30 Days

45 Days

90 Days

1 Year

Accuracy

0.96

0.91

0.94

0.90

0.96

0.94

Misclassification Rate

0.04

0.09

0.06

0.10

0.04

0.06

Precision

0.45

0.31

0.42

0.32

0.63

0.46

Sensitivity

0.63

0.50

0.44

0.50

0.45

0.42

Specificity

0.97

0.94

0.97

0.92

0.99

0.97

F1-Score

0.53

0.38

0.43

0.40

0.53

0.44

The above table provides a summary of the performance measure for the models
predicting readmissions over different time-intervals. Looking at the F-1 score for all
the models, the range in which the F-1 score falls for all of these models is between
0.38 to 0.53. The ideal F-1 score would be 1 and so we can say that a value closer to 1
will be labelled as a better F-1 score as compared to ones away from 1. In ideal scenario,
we would expect the F-1 score to be as close to 1 as possible. However, we found that
the F-1 scores for all of our models are lower than the ideal score and the probable
reason for low F-1 scores could be the type of dataset being analyzed. As the data is a
real data from the healthcare industry, F-1 scores could be low. Due to low F-1 scores,
we utilized them mainly for the purpose of comparative performance.
The model predicting the readmissions within 7 days and 90 days of the initial
admission seems to be the best models for predicting the readmissions. This models
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are followed by the models for predicting readmissions within 30 days and 1 year of
prior admission. As per the F-1 score, the worst performing model seems to be the
model predicting readmissions within 15 days of prior discharge. If we look at just the
accuracy or misclassification rates, the best performing models would still be the model
for predicting readmissions within 7 days and 90 days but the worst performing model
would be the model predicting the readmissions occurring within 45 days of index
admission. Hence, as there is significant difference in the number of cases which were
readmitted and ones that were not readmitted, the study did the right thing by
considering the confusion matrix and F-1 score in order to validate the performance of
the models. Therefore, we could also conclude that the probability of predicting
readmissions correctly is the best when we are predicting the readmissions occurring
within 7 days of the prior admissions.
Also, in order to evaluate the authenticity of our models, we utilized the
readmission rates and developed a probable outcome by randomly distributing the
probable number of readmissions. We did for the model predicting readmissions within
7 days of discharge. The readmission rate occurring within this time period is 3.57%,
we utilize this rate to calculate the total number of probable readmission cases. The
calculated number of readmissions cases was randomly assigned to the cases in the
testing data set. These probable outcomes were compared against the actual outcomes
and the performance of this best guess method was evaluated using the same
parameters as used for all other model.
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Table 35: Performance measures for best guess model
Performance Measures

7 Days - Best Guess Method

Accuracy

0.93

Misclassification Rate

0.07

Precision

0.06

Sensitivity

0.06

Specificity

0.97

F-1 Score

0.06

The value of performance parameters for the best guess method is shown in table
number 25. The accuracy and misclassification rate for this method seems to be similar
to the other models developed by us. However, the precision and sensitivity for this
method is extremely low. Also, the key performance parameter, i.e. F-1 score for this
method is only 0.06, whereas the F-1 score for the model developed by us for the same
dataset is 0.53. Considering this drastic gap between the performance of the best guess
model and developed model, we can say that models developed by us are better and
could be utilized for analyzing and predicting the readmissions.
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7 Conclusions
The purpose of our study was to quantify the risk of readmissions by analyzing
significant factors that could be accountable for readmissions in patients undergoing
skin procedures. Additionally, our study was aimed in identifying the best time frame
that could be utilized for predicting the future readmissions. In order to check the
best time frame, six different time frames, viz. 7 days, 15 days, 30 days, 45 days, 90
days and 1 year were considered in our study. To identify the significant predictors
causing readmissions, this study employed statistical tools like descriptive analysis
and regression analysis. Descriptive analysis was extremely useful in developing an
understanding about the distribution of readmission rates across the different levels
of the predicting variables. Some of the variables had extremely varying readmission
rates over its categories or levels. The predicting variables having significant
difference between their levels were the care provider key, patient’s age, month of
admission and type of claim.
Logistic regression was the form of regression analysis that was employed in
order to develop the relationship between the predicting variables and the categorical
dependent variable of readmission. Logistic models were employed for readmissions
occurring over all the six time-intervals under consideration. One best model was
developed for each of these six time-frames by fitting multiple models over the
training and validation dataset.

Based on these best models, the statistically

significant factors that could be utilized to predict the readmissions differed for each
of the time-intervals except for the time frames of 30 days and 1 year. Some of the
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significant predictors for readmission were the age of the patient being treated, the
care provider providing the treatment, the line of business and the month in which
the patient was admitted for treatment. Patient’s age seems to be the most consistent
predictor across the different time-intervals as it is a significant factor for 5 out of 6
time frames. Recommendations can be made based on these significant factors and
the future readmissions could be brought down.
Our study also validated the authenticity of all the models by applying them
on a unseen portion of the data, i.e. the testing dataset. On application of these models
on their respective testing sets, a probable outcome was denoted by the models.
Comparing the actual outcomes against the predicted outcomes, a confusion matrix
was developed for each of the six time frames. Various performance measures like
the model’s accuracy, precision, sensitivity, F-1 score and others were computed. F-1
score was selected to be considered as the overall performance measure of the models.
Based on these performance measures, the models that predicts readmissions
occurring within 7 days and 90 days of the prior discharge were identified as the best
performing model. These models also had the accuracy of 96%, which is the highest
among all the developed models. On the other hand, the model predicting the
readmissions occurring within 15 days of prior admission is considered as the worst
performing model. Hence, we could conclude that the readmissions could be
attributed to factors like patient’s demographics and healthcare parameters. Also, it
would be best to predict the readmissions occurring within 7 days by closely
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monitoring the factors of LOB and patient’s age. The scrutinization can be
implemented by adding a follow-up visit for the patients above 41 years of age.
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