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Masking information is a protocol that encodes quantum information into a bipartite entangled state while
the information is completely unknown to local systems. This work explicitly studies the structure of the set
of maskable states and its relation to hyperdisks. We prove that although the qubit states which can be masked
must locate on a single hyperdisk, the set of maskable states can consist of two or more hyperdisks for high
dimensional cases. Our results may shed light on several research fields of quantum information theory, such as
the structure of entangled states and the local discrimination of bipartite states.
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I. INTRODUCTION
There are a variety of no-go theorems that characterize the
intrinsic gap between classical and quantum information, such
as the no-cloning theorem [1], the no-deleting theorem [2] and
the no-go theorem on creating the superposition of unknown
states [3]. A branch of no-go theorems are related to entan-
glement such as the no-hiding theorem [4].
Recently, Ref. [5] proposed a masking quantum informa-
tion protocol, which encodes quantum information into a bi-
partite entangled system, while the information is completely
unknown to local systems. They derived a new no-go theorem
called no-masking theorem, which claims that although one
can encode classical information into entanglement, masking
arbitrary quantum states is impossible. Still, one can go be-
yond classical world and mask a set of non-orthogonal quan-
tum states into bipartite states. Furthermore, Ref. [6] gener-
alized the protocol and proved that it is possible to mask full
quantum information into multipartite systems, Ref. [7] de-
veloped a probabilistic masking protocol and Ref. [8] gave a
characterization of maskable qubit states.
The structure of maskable states helps us to gain better un-
derstanding of the classification of high-dimensional entan-
gled states [9, 10]. Because the bipartite entangled target
states are fully indistinguishable by two participants who are
forbidden to communicate, the task of masking information is
related to the research on local discrimination task [11, 12].
Notice that masking information can be viewed as a quantum
secret sharing scheme [13–15], so it is significant to study the
structure of maskable states as the shareable quantum secrets.
Since it is impossible to mask all the quantum states, Ref. [5]
designed a masker using the generalized control-NOT gate.
Based on this masker, they proposed a hyperdisk conjecture,
which said that any set of maskable states must live in some
disk.
In this paper, we prove that the hyperdisk conjecture holds
for qubit case, while it fails for higher dimensional case. For
this purpose, we first give a clear definition of hyperdisk and
introduce some related concepts. Then we study the clas-
sification of masking protocol, depending on the dimension
∗ xyhu@sdu.edu.cn
n of the input space, the Schmidt number d of target states
and the degeneracy of marginal states. General methods are
provided to derive the structure of maskable states in differ-
ent cases. Based on these methods, we show that the mask-
able states may live in two or more different hyperdisks if
n ≥ 3. Full characterizations of the sets of maskable states
for n = 2, d ≥ 2 and for n = 3, d = 3 are given in the last
section.
II. HYPERDISK AND RELATED CONCEPTS
Let H be an n-dimensional Hilbert space and B =
{|φj〉}m−1j=0 be an orthonormal basis of anm-dimensional sub-
space of H. We introduce a real vector rB for each pure state
|ψ〉 ∈ H as follows
rB(|ψ〉) = (|〈φ0|ψ〉| , ..., |〈φm−1|ψ〉|)T . (1)
Notice that rB(|Ψ〉) is normalized iff |ψ〉 ∈ span{B}.
Definition 1 (hyperdisk). Let S be a set of pure states in an n-
dimensional Hilbert spaceH. Then S is a hyperdisk if there is
a complete orthonormal basis B of VS := span{S} such that
rB(|ψ〉) = r, ∀ |ψ〉 ∈ S, (2)
rB (|ξ〉) 6= r, ∀ |ξ〉 ∈ H \ S. (3)
where r is a constant vector with strictly positive entries.
Here we call B the hyperdisk basis, m = dim(VS) the di-
mension of hyperdisk, and r the coefficient vector. In the fol-
lowing, we will use the mathcal typeface X to denote a set of
pure states and VX to denote the subspace spanned by X , i.e.,
VX := span{X}. Also, the dimension of VX is labeled as
dim (X ).
In the trivial case with m = 1, a hyperdisk consists of only
one pure state. For m = 2, a hyperdisk can be expressed as{|ψ(θ)〉 = a |φ0〉+ beiθ |φ1〉 |θ ∈ R} , (4)
where {|φ0〉 , |φ1〉} is the hyperdisk basis and a, b are positive
real numbers. In the Bloch representation, a 2-dimensional
hyperdisk can be visualized as an intersection of the sphere
and a complex plane. The plane is orthogonal to the crossing
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2line of antipodal points |φ0〉 and |φ1〉 (Fig.1). Furthermore, in
general, any pure state in an m-dimensional hyperdisk S can
be written as
|ψ (θ)〉 =
m−1∑
j=0
rje
iθj |φj〉 , θ ∈ Rm, (5)
where B = {|φj〉} is the hyperdisk basis of S. In the fol-
lowing, we will use the expression as in Eq. (5) to repre-
sent a set of pure states, i.e., |ψ (θ)〉 denotes the set of states
{|ψ(θ)〉 |θ ∈ Rm}.
FIG. 1. A 2-dimensional hyperdisk (orange circle) is represented as
the intersection of Bloch sphere (green) and some plane (blue). The
red arrow crosses the Bloch sphere at two antipodal points (white),
which is perpendicular to the blue plane.
Every hyperdisk satisfies the following properties.
[Property 1]. One can generate all states in hyperdisk S =
{|ψ(θ)〉}θ by applying a set of commutative unitary operators{U(θ)}θ on an arbitrary fixed state |ψ0〉 ∈ S , i.e.,
|ψ(θ)〉 = U(θ) |ψ0〉 , (6)
where [U(θ), U(θ′)] = 0,∀θ 6= θ′.
In order to prove this property, we construct the set of com-
mutative unitaries in Eq. (6) as
U(θ) =
m−1∑
j=0
eiθj |φj〉 〈φj |+ Π⊥, (7)
where {|φj〉}j is the hyperdisk basis of S and Π⊥ is the pro-
jection operator to the orthogonal complement space of VS .
[Property 2]. A linear isometry V : H → H′ preserves the
hyperdisk structure.
Notice that the condition dim(H′) ≥ dim(H) is implied
from the definition of linear isometry. In the following, we
prove this property. Let S be a hyperdisk in H and B =
{|φj〉}j be the hyperdisk basis of S. After the action of V ,
each state |ψ〉 ∈ S becomes |ψ′〉 = V |ψ〉 ∈ S ′, and the hy-
perdisk basis B becomes B′ = {V |φj〉}j . Clearly, B′ is a set
of orthonormal states. For any state |ψ′〉 ∈ S ′, the real vector
rB′(|ψ′〉) =
(∣∣〈φ0|V †V |ψ〉∣∣ , ..., ∣∣〈φm−1|V †V |ψ〉∣∣)T
= (|〈φ0|ψ〉| , ..., |〈φm−1|ψ〉|)T
= rB(|ψ〉)
is constant. It follows that S ′ ⊂ H′ is a hyperdisk with the
same dimension and the coefficient vector as S.
[Property 3]. Every pair of pure states live in some hyperdisk.
Notice that any pair of states span a 2-dimensional qubit
space. Geometric interpretation (Fig.1) shows that every two
points on Bloch sphere can live in the same hyperdisk.
For further discussion on masking protocol in Section III,
the hyperdisks in the space of bipartite system should be taken
into consideration, which leads us to the concept of Schmidt
hyperdisk.
Definition 2 (Schmidt hyperdisk). A Schmidt hyperdisk SAB
in Hilbert spaceHAB = H(d)A ⊗H(d)B is expressed as
|Ψ(θ)〉 =
d−1∑
j=0
rje
iθj
∣∣φAj φBj 〉 , θ ∈ Rd, (8)
where rj 6= 0, and
{∣∣∣φA,Bj 〉}d−1
j=0
is an orthonormal basis of
H(d)A,B .
The state in Eq. (8) is in the Schmidt decomposition form
[16]. The set
{∣∣φAj φBj 〉}d−1j=0 is usually called a Schmidt ba-
sis. Here we stress that a hyperdisk is a Schmidt hyperdisk
only if its basis is a Schmidt basis. For example, the hyper-
disk |Ψ′(θ)〉 = 1√
3
[|00〉 + eiθ(|11〉 + |22〉)] is not a Schmidt
hyperdisk, because its basis is
{
|00〉 , 1√
2
(|11〉+ |22〉)
}
and
1√
2
(|11〉 + |22〉) does not belong to a Schmidt basis. Nev-
ertheless, |Ψ′(θ)〉 is a subset of the Schmidt hyperdisk
|Ψ(θ1, θ2)〉 = 1√3 (|00〉 + eiθ1 |11〉 + eiθ2 |22〉). This leads
us to the concept of sub-hyperdisk. This concept helps us to
explore the sub-structures of a hyperdisk.
Definition 3 (sub-hyperdisk). Let S be a hyperdisk. A subset
S ′ ⊆ S is a sub-hyperdisk of S , if S ′ is also a hyperdisk.
Here, we derive the general form of a sub-hyperdisk. Con-
sider an m-dimensional hyperdisk S with basis B = {|φj〉}
and coefficient vector r = {rj}, and an m′-dimensional hy-
perdisk S ′ (m′ ≤ m) with basis B′ = {|φ′k〉} and coefficient
vector r′ = {r′k}. We define a Gramian matrix as
Gjk = r
′
k 〈φj |φ′k〉 . (9)
If S ′ is a sub-hyperdisk of S , then each row of G has exactly
one non-zero entry with absolute value rj and each column
of G contains at least one non-zero entry. The reason is as
follows. Any state |ψ′(θ)〉 ∈ S is expressed as |ψ′(θ)〉 =∑m′−1
k=0 r
′
ke
iθk |φ′k〉. Because |ψ′(θ)〉 ∈ S ′ ⊆ S, we have
rj = | 〈φj |ψ′(θ)〉 | =
∣∣∣∣∣∣
m′−1∑
k=0
eiθkGjk
∣∣∣∣∣∣ , ∀θ ∈ Rm′ . (10)
The summation has constant absolute value for all θ only if
there is exactly one non-zero term in {Gjk}k. Further, be-
cause |φ′k〉 ∈ VS′ ⊆ VS = span {|φj〉} and r′k 6= 0, there is
at least on nonzero entry in column of G.
3We now turn to the relation between sub-hyperdisks. To de-
termine whether two sub-hyperdisks are contained in a single
hyperdisk, we give the proposition below as a criterion.
Proposition 1. Suppose there are two n-dimensional hyper-
disks S0 and S1 with hyperdisk bases B0 and B1 respectively
, where n ≥ 2. If S0 and S1 are subsets of a single (n + 1)-
dimensional hyperdisk, then there exist two states
∣∣φ0k〉 ∈ B0
and
∣∣φ1l 〉 ∈ B1 such that〈
φ0k
∣∣φ1l 〉 = 0. (11)
Proof. The Gramian matrix G0 of sub-hyperdisk S0 is a (n+
1)×nmatrix, which has exactly one nonzero entry in each row
and at least one nonzero entry in each column. By properly
ordering the hyperdisk bases B and B0, the entries G0jk =
r0k
〈
φj
∣∣φ0k〉 areG000 = r0,G010 = r1eiϕ,G0j0 = 0 for j 6= 0, 1,
and for 1 ≤ k ≤ n, G0jk = rjδj,k+1. It follows that
r00
∣∣φ00〉 = r0 |φ0〉+ r1eiϕ |φ1〉 ,∣∣φ0k〉 = |φk+1〉 , 1 ≤ k ≤ n. (12)
Similarly, there exist a state in B1, labeled as
∣∣φ10〉, which
is a linear combination of two states in B∣∣φ10〉 = ca |φa〉+ cb |φb〉 , (13)
where ca, cb 6= 0 are complex coefficients, and without loss
of generality, we set a < b. Further, there is a one-to-
one correspondence between the two sets B1\
{∣∣φ10〉} and
B\ {|φa〉 , |φb〉}. Notice that these two sets are not null due
to n ≥ 2.
[Case 1]
∣∣〈φ00∣∣φ10〉∣∣ = 0. Then Eq. (11) holds for k = l = 0.
[Case 2]
∣∣〈φ00∣∣φ10〉∣∣ = 1. Then Eq. (11) holds for k = 0, l 6=
0.
[Case 3]
∣∣〈φ00∣∣φ10〉∣∣ 6= 0, 1. Then a = 0 or 1, and b 6= 0, 1.
Suppose a = 0 (and the discussion for a = 1 is similar). We
have
∣∣φ01〉 = |φ2〉 ∈ B0, and that ∣∣φ1l0〉 ∈ B1 exists such that∣∣φ1l0〉 = |φ1〉. Hence Eq. (11) holds for k = 0, l = l0.
To sum up, there exist indices k, l for all the three cases
such that Eq. (11) holds.
In the following, we define the regular subset of a hyper-
disk. This concept is essential to the characterization of mask-
able states of a non-degenerate masking machine, which we
will discuss in Sec. III A.
Definition 4 (regular subset of hyperdisk). Let S be a hyper-
disk. A set C is a regular subset of S if
VC ∩ S = C, (14)
where VC = span{C}.
Eq. (14) can be interpreted as follows. If |η〉 is a complex
linear combination of states in C, i.e., |η〉 ∈ VC , then the con-
dition |η〉 ∈ S is equivalent to |η〉 ∈ C. Notice that every
sub-hyperdisk is also a regular subset.
A key property of regular subset is
dim(C) = dim(S)⇔ C = S. (15)
The reason is as follows. The condition C ⊆ S implies that
VC is a subspace of VS . Then dim(C) = dim(S) is equivalent
to VC = VS . It is in turn equivalent to C = S, because C =
VC ∩ S = VS ∩ S = S.
A general subset G of hyperdisk S can be expressed as
G =
⋃
p∈P
Sp, (16)
where {Sp|p ∈ P} is the set of all hyperdisks contained in
G. Notice that this expression is valid because every single
pure state forms an 1-dimensional hyperdisk. Nevertheless,
this formulation does not limit the number of hyperdisks in G.
If G is consist of a finite number of hyperdisks, we define the
optimal cover number of G as the least number of hyperdisks
that we need to fully cover G. The following lemma implies
that the optimal cover number of a 2-dimensional regular sub-
set of a general finite dimensional hyperdisk is at most 2.
Lemma 1. A 2-dimensional regular subset of a general finite-
dimensional hyperdisk is either a set of two pure states or a
2-dimensional hyperdisk.
Proof. Let S be an m-dimensional hyperdisk in the form of
Eq. (5) and C be its 2-dimensional regular subset. By defini-
tion, there are at least two states in C. Without loss of gener-
ality, these two states can be written as
|ψ0〉 =
m−1∑
j=0
rj |φj〉 , |ψ1〉 =
m−1∑
j=0
rje
iθj |φj〉 , (17)
where B = {|φj〉}j is the hyperdisk basis of S, and the
phases θj are not equal (because otherwise we would have
|ψ0〉 = |ψ1〉 up to a phase factor). Notice that VC =
span {|ψ0〉 , |ψ1〉}. Then any state in C can be expressed as
|ψ〉 = a |ψ0〉+ beiϕ |ψ1〉 , (18)
where a ≥ 0, b ≥ 0 and ϕ are chosen such that |ψ〉 is normal-
ized. Recalling |ψ〉 ∈ C ⊆ S , we get
|〈φj |ψ〉| = rj , ∀j. (19)
By substituting Eq. (17) and Eq. (18) into Eq. (19), we arrive
at
a2 + b2 + 2ab cos(ϕ+ θj) = 1, ∀j. (20)
[Case 1] There exists j 6= j′ such that cos(ϕ+ θj) 6=
cos(ϕ+ θj′). Then the only two solutions to Eq. (20) are
a = 0, b = 1 and a = 1, b = 0. It means that any state in C
is either |ψ0〉 or |ψ1〉, i.e., C = {|ψ0〉 , |ψ1〉}. In this case, C
consists of exactly two pure states.
[Case 2] cos(ϕ+ θj) = cos(η) for all j, where η is a constant
parameter. Without loss of generality, we set ϕ+θj ∈ [−pi, pi)
and η ∈ [0, pi], and then
ϕ+ θj = ±η. (21)
4Further, because it is required that θj are not equal, we have
η 6= 0, pi. Thus |ψ1〉 can be reformulated as
eiϕ |ψ1〉 = e−iη
∑
j:θj+ϕ=−η
rj |φj〉+ eiη
∑
j:θj+ϕ=η
rj |φj〉
= e−iηr′−
∣∣φ′−〉+ eiηr′+ ∣∣φ′+〉 ,
(22)
where r′±
∣∣φ′±〉 ≡ ∑j:θj+ϕ=±η rj |φj〉 6= 0. Similarly,
we have |ψ0〉 = r′−
∣∣φ′−〉 + r′+ ∣∣φ′+〉. Therefore, VC =
span{∣∣φ′−〉 , ∣∣φ′+〉}. Using the condition C = VC ∩ S , we
get
C = {|ψ(θ)〉 = r′− ∣∣φ′−〉+ eiθr′+ ∣∣φ′+〉 |θ ∈ R} . (23)
It means that C is a 2-dimensional sub-hyperdisk of S.
III. MASKING INFORMATION PROTOCOL
A masking information protocol involves three participants:
a referee R and two players A and B. Each of them holds a
system with Hilbert spacesHR,HA andHB , respectively. In
every round of the protocol, the referee randomly chooses a
pure state |ψ〉 in the set of maskable states R ⊂ HR, and
loads |ψ〉 into a masking machine.
Definition 5 (masking machine). Let R be a set of states in
HR. A masking machine for R is a linear isometry Vmask :
HR → HA⊗HB which satisfies the following two condition:
(1) ∀ |ψ〉 ∈ R, the marginal states of |Ψ〉 = Vmask |ψ〉 read
TrB(|Ψ〉 〈Ψ|) = ρA, TrA(|Ψ〉 〈Ψ|) = ρB , (24)
where ρA and ρB are independent of |ψ〉.
(2) ∀ |ψ′〉 /∈ R, the marginal states of |Ψ′〉 = Vmask |ψ′〉 sat-
isfy
TrB(|Ψ′〉 〈Ψ′|) 6= ρA, TrA(|Ψ′〉 〈Ψ′|) 6= ρB . (25)
Here, the set R is called the set of maskable states. The set
T ≡ VmaskR ⊂ HA ⊗HB is called the set of target states.
Here we mention that the definition of masking ma-
chine in Ref.[5] is a bipartite unitary transformation |Ψ〉 =
Umask |ψ〉 |s〉, where |s〉 is a fixed state of the auxiliary sys-
temHS . This is a special case of our definition with Vmask =
UmaskIR ⊗ |s〉. The advantage of our definition is that we
require less parameters to fully describe a masking machine.
Our main task in this paper is to study the structure ofR, as
well as its relation and difference to hyperdisks. BecauseR is
isomorphic to T , the rest of this paper will be focused on the
structure of T . Here we first give some notations.
Without loss of generality, we set HR = span{R}, be-
cause R contains all of pure states that can be masked and
states not in span{R} are irrelevant. The dimension of HR
is denoted by n. From the isomorphic relation between R
and T , VT ≡ span{T } is isomorphic to HR, and hence
dim(T ) = n.
When the marginal states ρA and ρB are fixed, the set of le-
gal states L is defined as the set of all bipartite pure states with
marginal states ρA and ρB , i.e., L = {|Ψ〉 |TrB(|Ψ〉 〈Ψ|) =
ρA,TrA(|Ψ〉 〈Ψ|) = ρB}. The rank of marginal states is de-
noted by d. It follows that dim (HAB) = d2.
By definition, a state is in the set of target state T if and
only if it satisfies the following two conditions:
(1) It belongs to L;
(2) It can be mapped to a state inHR by a linear isometry, i.e.,
it belongs to VT .
Thus, the set of target states can be expressed as
T = VT ∩ L. (26)
This expression is essential to our discussion on masking pro-
tocol. The degeneracy of the marginal states determines the
structure of L. In the following, we first study the non-
degenerate case and the completely degenerate case, and then
derive some results for the general case.
A. Non-degenerate Case
In this case, the marginal states can be written as
ρA =
d−1∑
j=0
λj
∣∣φAj 〉 〈φAj ∣∣ , ρB = d−1∑
j=0
λj
∣∣φBj 〉 〈φBj ∣∣ , (27)
where λi 6= λj , ∀i 6= j. By the purification process, the set of
legal states Lnd is a d-dimensional Schmidt hyperdisk in the
following form
|Ψ (θ)〉 =
d−1∑
j=0
√
λje
iθj
∣∣φAj φBj 〉 . (28)
Hence dim (VLnd) = d. By Eq. (26), the set of target states
Tnd is a regular subset of this hyperdisk, i.e., Tnd = VTnd ∩
Lnd. Thus the dimension n of input space is bounded as
n = dim (VT nd) ≤ dim (VLnd) = d. (29)
From Eq. (15), the equality holds if and only if Tnd = Lnd,
which implies that the set of maskable states Rnd is a d-
dimensional hyperdisk.
When n < d, the regular subset Tnd can consist of more
than one hyperdisks. Furthermore, the set of maskable states
Rnd may not live in a single hyperdisk. For example, we
consider the following non-degenerate masking protocol with
n = 3, d = 4. Here, Tnd consists of the following two differ-
ent sub-hyperdisks of same Schmidt hyperdisk,
|Ψ0(α)〉 = |00〉+
√
2 |11〉+ eiα
(√
3 |22〉+ 2 |33〉
)
,
|Ψ1(β)〉 = |00〉+
√
3 |22〉+ eiβ
(√
2 |11〉+ 2 |33〉
)
.
(30)
It follows that VT nd is a 3-dimensional subspace ofHAB ,
VT nd = span{|00〉+
√
2 |11〉 ,
√
3 |22〉+2 |33〉 , |Φ⊥〉} (31)
where |Φ⊥〉 = 23 |00〉 + 4
√
3
7 |22〉 −
√
2
3 |11〉 − 67 |33〉. Here
we define the masking machine Vmask as |1〉 → 1√3 (|00〉 +
5√
2 |11〉), |1〉 → 1√
7
(
√
3 |22〉+ 2 |33〉) and |2〉 →
√
50
21 |Φ⊥〉.
Then the corresponding set of maskable states Rnd consists
of two 2-dimensional hyperdisks S0 and S1 in the following
form
|ψ0(α)〉 =
√
3 |0〉+ eiα
√
7 |1〉 ,
|ψ1(β)〉 = 1√
3
|0〉+ 3√
7
|1〉 −
√
50
21
|2〉+
eiβ
(
2√
3
|0〉+ 4√
7
|1〉+
√
50
21
|2〉
)
,
(32)
The hyperdisk bases of these two hyperdisks are
B0 = {|0〉 , |1〉} and B1 =
{
1
2 (
1√
3
|0〉 + 3√
7
|1〉 −√
50
21 |2〉), 1√6 ( 2√3 |0〉 + 4√7 |1〉 +
√
50
21 |2〉)
}
, respectively.
From Proposition 1, S0 and S1 are not subsets of a single
3-dimensional hyperdisk. Therefore, the set of maskable
statesRnd does not live in a hyperdisk inHR.
This example indicates that one can mask states which do
not live in a single hyperdisk in HR, even using the non-
degenerate masking protocol.
B. Completely Degenerate Case
In this case, ρA = ρB = I/d. In contrast to the non-
degenerate case, the set of legal states Lcd consists of all the
maximally entangled states, and hence not restricted to a sin-
gle hyperdisk. Precisely, Lcd is expressed as
|Ψ(U)〉 = 1√
d
d−1∑
j=0
U ⊗ I |jj〉 = U ⊗ I |ΦI〉 , U ∈ Ud, (33)
where |ΦI〉 = 1√d
∑
j |jj〉, Ud is the set of d-dimensional uni-
tary operators, and {|j〉}n−1j=0 is an orthonormal basis ofHA/B .
The set of target states Tcd is then expressed as
Tcd = VT cd ∩ Lcd. (34)
It is worth noting that VLcd = span{Lcd} = HAB .
This is because the generalized Bell states |Ψjk〉 ≡
XjZk ⊗ I |ΨI〉 constitute a complete orthogonal basis of
HAB [17]. Here Z =
∑
k exp (2kpii/d) |k〉 〈k| and
X =
∑
k |(k + 1)mod d〉 〈k| are generalized Pauli operators.
Hence the dimension n of input space is bounded as
n = dim (VT cd) ≤ dim (VLcd) = d2. (35)
It means that in some situations, the dimension of input space
can be larger than the Schmidt number of the target states.
Instead of a hyperdisk, Lcd is the set of maximally entan-
gled states, so Tcd may not be a subset of any hyperdisk.
The following example shows that Tcd can consist of an in-
finite number of hyperdisks. Here we set n = 3, d = 2 and
VT cd = span{|00〉 , |11〉 , |01〉+|10〉}. The set of target states
reads Tcd =
⋃
ξη Sξη , where Sξη are 2-dimensional hyper-
disks
|Ψξη(θ)〉 =
∣∣∣φ+ξηφ+ξη〉+ eiθ ∣∣∣φ−ξηφ−ξη〉 (36)
with ∣∣∣φ+ξη〉 = cos ξ2 |0〉+ sin ξ2eiη |1〉 ,∣∣∣φ−ξη〉 = sin ξ2 |0〉 − cos ξ2eiη |1〉 .
(37)
Here (ξ, η) is continuously chosen in R2. Then we de-
fine masking machine Vmask as |0〉 → |00〉, |1〉 → |11〉
and |2〉 → 1√
2
(|01〉 + |10〉). The corresponding hyperdisks
S ′ξη = V †maskSξη in the set maskable statesRcd are expressed
as
|ψξη(θ)〉 = cos2 ξ
2
|0〉+ sin2 ξ
2
ei2η |1〉+ 1√
2
sin ξeiη |2〉
+ eiθ
(
sin2
ξ
2
|0〉+ cos2 ξ
2
ei2η |1〉 − 1√
2
sin ξeiη |2〉
)
.
(38)
Using Proposition 1, we find these 2-dimensional hyper-
disks S ′ξη are not subsets of a single hyperdisk in HR. Fur-
thermore, the set of maskable states Rcd contains unlimited
number of hyperdisks, because of the continuity of the index
(ξ, η). This example shows that, by using a completely degen-
erate masking machine, the number of hyperdisks contained
in the set of maskable states can goes to infinity. In this sense,
we say that the degeneracy of masking machine may enhance
its power.
C. General Case
In general, the marginal states ρA and ρB are partially de-
generate. The jth eigenspace of ρA (ρB) is denoted as H(j)A
(H(j)B ). Its eigenvalue, degeneracy and basis are labeled as λj ,
g(j), and {|j, k〉}g(j)−1k=0 respectively. Then the legal states can
be expressed as
|Ψ(U)〉 =
t−1∑
j=0
√
λj
g(j)−1∑
k=0
U (j) ⊗ I |j, k〉 |j, k〉
= U ⊗ I |ΨI〉 ,
(39)
where |ΨI〉 =
∑t−1
j=0
√
λj
∑g(j)−1
k=0 |j, k〉 |j, k〉,
∑t−1
j=0 g(j) =
d, and U is a block-diagonal unitary
U =
t−1⊕
j=0
U (j) (40)
with each block U (j) acting on H(j)A . The dimension n of
input space is then bounded as
n = dim (VT ) ≤ dim (VL) =
t−1∑
j=0
g2(j). (41)
In general, the whole set of legal states L does not live in
a single hyperdisk. The following lemma gives a necessary
and sufficient condition that a subset of L lives in a Schmidt
hyperdisk. This lemma provides a criteria to judge whether T
is subset to some Schmidt hyperdisk.
6Lemma 2. A set of states {|Ψ(U)〉}U∈U , with |Ψ(U)〉 in the
form of Eq. (39), lives in a Schmidt hyperdisk SAB , if and
only if there exists a block diagonal unitary matrix UT in the
form of Eq. (40) such that [UUT , U ′UT ] = 0, ∀U,U ′ ∈ U .
Proof. First, we notice that |ΨI〉 can be expressed as
|ΨI〉 =
t−1∑
j=0
√
λj
g(j)−1∑
k=0
∣∣φ∗jkφjk〉 , (42)
where {|φjk〉}k is an arbitrary orthonormal basis of H(j)B ,
and
∣∣∣φ∗jk〉 denotes the conjugate state of |φjk〉, i.e.,〈
j′, k′
∣∣∣φ∗jk〉 = 〈φjk|j′, k′〉 , ∀i′, j′.
For the sufficient part, we start from the condition
{|Ψ(U)〉}U∈U ⊆ SAB . (43)
Because the states |Ψ(U)〉 share the same Schmidt co-
efficients, any Schmidt hyperdisk SAB satisfying Eq. (43)
is in the following form
|Ψ(θ)〉 =
∑
j
√
λj
∑
k
eiθjk |ψjkφjk〉 , θ ∈ Rd, (44)
where {|ψjk〉}k and {|φjk〉}k are orthonormal bases of H(j)A
and H(j)B , respectively. Comparing with Eq. (42), we find|Ψ(θ)〉 = U(θ)⊗ I |ΨI〉 with
U(θ) =
⊕
j
[∑
k
eiθjk |ψjk〉
〈
φ∗jk
∣∣] .
It follows there exists a block-diagonal unitary operator
UT =
⊕
j
[∑
k
∣∣φ∗jk〉 〈ψjk|
]
,
such that [U(θ)UT , U(θ′)UT ] = 0, ∀θ,θ′ ∈ Rd. From
Eq. (43), we have U ⊆ {U(θ)|θ ∈ Rd}, and hence,
[UUT , U
′UT ] = 0, ∀U,U ′ ∈ U .
For the necessary part, we we start from the condition that
there exists a block-diagonal unitary operator UT =
⊕
j U
(j)
T
such that [UUT , U ′UT ] = 0, ∀U,U ′ ∈ U . From the com-
mutative property, the unitary operators UUT can be simul-
taneously diagonalized, i.e., there is an orthonormal basis
{|ψjk〉}jk such that ∀U ∈ U , we have
UUT =
⊕
j
[∑
k
eiθjk |ψjk〉 〈ψjk|
]
,
It follows that any unitary operator U ∈ U can be written as
U = UUT · U†T =
⊕
j
[∑
k
eiθjk |ψjk〉 〈ψjk|U (j)†T
]
Together with Eq. (42), we arrive at
|Ψ(U)〉 = U ⊗ I |ΨI〉 =
∑
j
√
λj
∑
k
eiθjk |ψjkφjk〉 ,
where |φjk〉 = U jT |ψjk〉. It means that {|Ψ(U)〉}U∈U lives in
a Schmidt hyperdisk with hyperdisk basis {|ψjkφjk〉}jk.
IV. STRUCTURE OF THE SET OF MASKABLE STATES
FOR QUBITS AND QUTRITS
In this section, we derive the explicit structures of the set
of maskable states R for 2-dimensional and 3-dimensional
spaces.
A. n = 2, d ≥ 2
Here HR is restricted to be a qubit space while the dimen-
sion of VL is not limited. The following theorem shows the
structure of the set of maskable states.
Theorem 1. Let HR be a Hilbert space of qubits. The set of
maskable statesR ⊂ HR is either a 2-dimensional hyperdisk
or a set of two states.
Proof. Because R is isomorphic to the set of target states T ,
here we only need to prove that T is either a 2-dimensional
hyperdisk or a set of two states. From n = 2, there are at
least two states, labeled as |Ψ0〉 and |Ψ1〉, in T , which in turn
belongs to the set of legal states L. In general, states in L can
be written in the form of Eq. (39), so we have
|Ψ0〉 = U0 ⊗ I |ΨI〉 , |Ψ1〉 = U1 ⊗ I |ΨI〉 , (45)
where |ΨI〉 is an entangled states with Schmidt number d ≥ 2,
and U0 and U1 are two block diagonal d-dimensional unitary
matrices.
Because dimVT = n = 2 and |Ψ0〉 , |Ψ1〉 ∈ T ⊂ VT , we
have VT = span {|Ψ0〉 , |Ψ1〉}. According to Eq. (26), any
target state |Ψ〉 ∈ T can be written as
|Ψ〉 = a |Ψ0〉+ b |Ψ1〉 = U(a, b)⊗ I |ΨI〉 , (46)
where a, b are chosen such that |Ψ〉 is normalized and U(a, b)
is a unitary operator. Here the first equation is from |Ψ〉 ∈
VT and the second equation is from |Ψ〉 ∈ L. It follows
U(a, b) = aU0 + bU1. By choosing UT = U
†
0 , we have
[U(a, b)UT , U(a
′, b′)UT ] = 0 for all U(a, b). From Lemma
2, the set of target states live in a Schmidt hyperdisk SAB , i.e.
T ⊆ SAB .
Therefore, T = VT ∩ SAB . It means that T is a 2-
dimensional regular subset of SAB . From Lemma 1, T
consists of either a 2-dimensional hyperdisk or two single
states.
Here we emphasize that the statement in Theorem 1 is very
strong, in that it characterizes all valid structures ofR in qubit
space (no matter which masking machine is employed and no
matter how large the Schmidt number of target states is). One
inference of Theorem 1 is that, the hyperdisk conjecture in
Ref. [5] holds for the qubit case, which is one of the main
results in Ref. [8].
B. n = 3, d = 3
For HR with higher dimension, we have shown in the last
section that the set of maskable states may not belong to a sin-
7gle hyperdisk. The following theorem provides a series of ex-
plicit structures of the set of target states T , and the structure
of the set of maskable states R is inferred from the isometry
Property 2.
Theorem 2. For n = d = 3, if the set of target states T con-
tains at least one 2-dimensional sub-hyperdisk of a Schmidt
hyperdisk S, then the structure of T is in one of the following
three forms.
Type-I: T is a 3-dimensional Schmidt hyperdisk;
Type-II: T consists of two 2-dimensional sub-hyperdisks lo-
cating on two different Schmidt hyperdisks;
Type-III: T consists of a 2-dimensional sub-hyperdisk of a
Schmidt hyperdisk and a single state locating on another
Schmidt hyperdisk.
The complete proof of Theorem 2 will be given in Appen-
dices A and B. Here we show the general expression of each
type of T .
Type-I: T = {|Ψ(θ1, θ2)〉 |θ1, θ2 ∈ [0, 2pi)}, where
|Ψ(θ1, θ2)〉 =
√
λ0 |00〉+ eiθ1
√
λ1 |11〉+ eiθ2
√
λ2 |22〉 .
(47)
Here {|00〉 , |11〉 , |22〉} is a Schmidt basis.
Type-II: T = {|Ψ0(α)〉 , |Ψ1(β)〉 |α, β ∈ [0, 2pi)}, where
|Ψ0(α)〉 =
√
λ1 |00〉+ eiα
(√
λ1 |11〉+
√
λ2 |22〉
)
,
|Ψ1(β)〉 =
√
λ1
(∣∣φ−01ψ−01〉+ eiβ ∣∣φ+01ψ+01〉)+√λ2 |22〉 .
(48)
Here {∣∣φ+01〉 , ∣∣φ−01〉} and {∣∣ψ+01〉 , ∣∣ψ−01〉} are two orthogo-
nal bases of span{|0〉 , |1〉} and satisfy 0 < ∣∣〈0∣∣φ+01〉∣∣ =∣∣〈0∣∣ψ+01〉∣∣ < 1.
Type-III: T = {|Ψ0(α)〉 , |Ψ′〉 |α ∈ [0, 2pi)}, where
|Ψ0(α)〉 = |00〉+ eiα (|11〉+ |22〉) ,
|Ψ′〉 = cos θ
2
|00〉+ sin θ
2
(
eiϕ0 |10〉+ eiϕ1 |0〉 ∣∣ψ+12〉)
+ ei(ϕ0+ϕ1)
(
eiη |2〉 ∣∣ψ−12〉− cos θ2 |1〉 ∣∣ψ+12〉
)
.
(49)
Here θ ∈ (0, pi], | 〈1∣∣ψ+12〉 | 6= 1, and {∣∣ψ+12〉 , ∣∣ψ−12〉} is an
orthonormal basis of span{|1〉 , |2〉}.
From the above expressions, we can see that, a completely
degenerate masking machine can realize all these three types
of target states, a partially degenerate masking machine can
realize types I and II, while a non-degenerate masking ma-
chine can only realize type I.
It is worth mentioning that, if we neglect the condition
that T contains at least one 2-dimensional sub-hyperdisk of
Schmidt hyperdisk, then T has structures other than the above
three types. A simple example is that
T = {|ΦI〉 , Z ⊗ I |ΦI〉 , X ⊗ I |ΦI〉} , (50)
where |ΦI〉 = 1√3 (|00〉 + |11〉 + |22〉), and X,Z are
3-dimensional generalized Pauli matrices. In this ex-
ample, T consists of three orthogonal states. This
set of target states is obtained when we set VT =
span {|ΦI〉 , Z ⊗ I |ΦI〉 , X ⊗ I |ΦI〉} and L to be the set of
maximally entangled states.
Further, the following example shows another structure of
T . When we set VT = span{|00〉 , |11〉 ,
√
λ1/2i(|01〉 +
|10〉) + √λ2 |22〉} and L to be the set of bipartite states
which have partially degenerate marginal states ρA = ρB =
λ1 |0〉 〈0|+λ1 |1〉 〈1|+λ2 |2〉 〈2|, the set of target states reads
|Ψ(η)〉 =
√
λ1/2
(
eiη |00〉+ e−iη |11〉)
+
√
λ1/2i (|01〉+ |10〉) +
√
λ2 |22〉 .
(51)
As for this example, T contains infinitely number of states,
but does not contain any non-trivial hyperdisk (i.e. the dimen-
sion of hyperdisk is strictly larger than one).
V. CONCLUSION
We have studied the structure of the set of maskable states
and its relation to hyperdisks. Precisely, we develop a general
method to determine the set of target states (which is isomor-
phic to the set of maskable states) , and prove criteria for judg-
ing whether a set of states belongs to a hyperdisk. We fine that
the structure of maskable states depends on the dimension n
of the input space, the Schmidt number d of the target states
and the degeneracy of marginal states. Further, we derive the
valid structures of the set of maskable states for the two cases
with n = 2, d ≥ 2 and with n = d = 3. In doing so, we prove
the hyperdisk conjecture in Ref. [5] for n = 2, and disprove
it for n ≥ 2.
In most of the cases we have considered in this paper, the
set of maskable state consists of finite amount of hyperdisks.
However, when the degeneracy of marginal states goes high,
masking machines can be designed to mask infinite number
of hyperdisks (see Eq. (36) as an example). This is an evi-
dence that degenerate masking machines are more powerful
than the non-degenerate ones. Nevertheless, it is open for
a non-degenerate masking machine, whether the number of
hyperdisks in the set of maskable states is always finite. A
related open question is that whether a regular subset of a hy-
perdisk can be covered with finite number of hyperdisks.
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Appendix A: Proof for the structure of partially degenerate masker when n = d = 3
In an n = d = 3 partially degenerate masking protocol, without loss of generality, we write the marginal states as
ρA = ρB = λ1 |0〉 〈0|+ λ1 |1〉 〈1|+ λ2 |2〉 〈2| , (A1)
where λ1 6= λ2. Thus, L is fixed as
|Ψ(U)〉 = U ⊗ I
(√
λ1 |00〉+
√
λ1 |11〉+
√
λ2 |22〉
)
, U ∈ U . (A2)
Here U is the set of block diagonal unitary matrices in the form U = U01 + eiη |2〉 〈2|, where U01 is arbitrary unitary matrix
acting on span {|0〉 , |1〉} and η ∈ [0, 2pi). Recalling T = L∩VT , we find that T is fully characterized by VT . Thus, we mainly
focus on deriving VT to get the different type of T .
From the condition of Theorem 2, there is a 2-dimensional sub-hyperdisk S0 of Schmidt hyperdisk S. According to the
general form of sub-hyperdisks, there are two possible forms of S0, which are expressed as
|Ψ0(α)〉 =
√
λ1 (|00〉+ |11〉) + eiα
√
λ2 |22〉 , (A3a)
|Ψ0(α)〉 =
√
λ1 |00〉+ eiα
(√
λ1 |11〉+
√
λ2 |22〉
)
. (A3b)
If S0 takes the form in Eq. (A3a), then T takes the type-I form. In order to prove this, we need to derive VT . First, an arbitrary
state |Ψ′〉 ∈ T \ S0 is a legal state, and thus can be written as
|Ψ′〉 = U ⊗ I
(√
λ1 |00〉+
√
λ1 |11〉+
√
λ2 |22〉
)
=
(∣∣φ−01〉 〈φ−01∣∣+ eiγ0 ∣∣φ+01〉 〈φ+01∣∣+ eiγ1 |2〉 〈2|)⊗ I(√λ1 |00〉+√λ1 |11〉+√λ2 |22〉)
=
√
λ1
(∣∣φ−01φ−∗01 〉+ eiγ0 ∣∣φ+01φ+∗01 〉)+ eiγ1√λ2 |22〉 ,
(A4)
where
{∣∣φ−01〉 , ∣∣φ+01〉} is an arbitrary orthonormal basis for subspace span{|0〉 , |1〉} and γ0 6= 0. Here the second equation is
because the unitary U01 can generally be written as U01 =
∣∣φ−01〉 〈φ−01∣∣ + eiγ0 ∣∣φ+01〉 〈φ+01∣∣ + eiγ1 |2〉 〈2|. The condition γ0 6= 0
makes sure that |Ψ′〉 /∈ S0. Further, S0 in the form of Eq. (A3a) can be reformulated as
|Ψ0(α)〉 =
√
λ1
(∣∣φ−01φ−∗01 〉+ ∣∣φ+01φ+∗01 〉)+ eiα√λ2 |22〉 . (A5)
To sum up, we arrive at VT = span{S0, |Ψ′〉} = span
{∣∣φ−01φ−∗01 〉 , ∣∣φ+01φ+∗01 〉 , |22〉}. Thus, we find that T = L ∩ VT takes the
following form
|Ψ(η0, η1)〉 =
√
λ1
(∣∣φ−01φ−∗01 〉+ eiη0 ∣∣φ+01φ+∗01 〉)+ eiη1√λ2 |22〉 . (A6)
Namely, T is a Schmidt hyperdisk in this situation. This is Type-I in Theorem 2.
If S0 takes the form in Eq. (A3b), then T can take the type-II form. The proof is sketched as follows.
9• The existence part. In this part we will prove that the type-II structure of T does exist. First, we show that there can exist
two 2-dimensional sub-hyperdisks of different Schmidt hyperdisk in T . Then, we prove that if there are two 2-dimensional
sub-hyperdisks of different Schmidt hyperdisks in T , then T does not contain any other state.
• The uniqueness part. In this part, we will prove that, besides type-I and type-II, T does not take other structures.
[The existence part]: To prove that there can exist two 2-dimensional sub-hyperdisks of different Schmidt hyperdisks in T , we
just need to show that the two hyperdisks as in Eq. (48) can be contained in T . Here we denote the two hyperdisk {|Ψ0(α)〉}α
and {|Ψ1(β)〉}β in Eq. (48) as S ′0 and S ′1, respectively. The corresponding hyperdisk bases B′0 and B′1 are
B′0 =
{∣∣Φ00〉 := |00〉 , ∣∣Φ01〉 := 1√
λ1 + λ2
(√
λ1 |11〉+
√
λ2 |22〉
)}
,
B′1 =
{∣∣Φ10〉 := ∣∣φ+01ψ+01〉 , ∣∣Φ11〉 := 1√λ1 + λ2
(√
λ1
∣∣φ−01ψ−01〉+√λ2 |22〉)} , (A7)
where {∣∣φ+01〉 , ∣∣φ−01〉} and {∣∣ψ+01〉 , ∣∣ψ−01〉} are orthogonal bases of span{|0〉 , |1〉} and satisfy 0 < ∣∣〈0∣∣φ+01〉∣∣ = ∣∣〈0∣∣ψ+01〉∣∣ < 1 .
Then we prove the following statements.
1. S ′0 and S ′1 are contained in L;
2. S ′0 and S ′1 are contained in different Schmidt hyperdisks;
3. The dimension of span{S ′0 ∪ S ′1} = span{B′0 ∪ B′1} is equal to 3, such that dim(T ) ≡ n = 3.
Proof of 1. The states in both S ′0 and S ′1 have marginal states in the form of Eq. (A1), so we have S ′0 ∪ S ′1 ⊂ L.
Proof of 2. By Proposition 1, S ′0 and S ′1 does not belong to a single 3-dimensional hyperdisk. Further, S ′0 is subset to a Schmidt
hyperdisk with basis {|00〉 , |11〉 , |22〉}, while S ′1 is subset to a Schmidt hyperdisk with basis {
∣∣φ+01ψ+01〉 , ∣∣φ−01ψ−01〉 , |22〉}.
Proof of 3. We check that only three states in B′0 ∪ B′1 are linearly independent, so we get dim(V ′) = 3.
To sum up, two 2-dimensional sub-hyperdisks of different Schmidt hyperdisks can be contained in T .
Next, we suppose there are two 2-dimensional sub-hyperdisks of different Schmidt hyperdisks in T . Our main goal is then to
prove there does not exist any other state in T .
As we have fixed S0 in Eq. (A3b), we mainly focus on the second sub-hyperdisk S1 of another Schmidt hyperdisk S ′. The
Schmidt hyperdisk S ′ is written as
|Ψ′(η)〉 =
√
λ1
(∣∣φ−01ψ−01〉+ eiη0 ∣∣φ+01ψ+01〉)+ eiη1√λ2 |22〉 ,∣∣φ+01〉 = cos θ02 |0〉+ sin θ02 eiϕ0 |1〉 , ∣∣φ−01〉 = sin θ02 e−iϕ0 |0〉 − cos θ02 |1〉 ,∣∣ψ+01〉 = cos θ12 |0〉+ sin θ12 eiϕ1 |1〉 , ∣∣ψ−01〉 = sin θ12 e−iϕ1 |0〉 − cos θ12 |1〉 .
(A8)
The parameters η0, η1, ϕ0, ϕ1 have the domain [0, 2pi). The pair of parameter (θ0, θ1) has the domain [0, pi] × [0, pi] \
{(0, 0), (pi, pi)}, because the condition S 6= S ′ forces (θ0, θ1) 6= (0, 0) or (pi, pi). In a similar way to Eq. (A3), there are
two possible situations of S1
|Ψ1(β)〉 =
√
λ1
(∣∣φ−01ψ−01〉+ eiη ∣∣φ+01ψ+01〉)+√λ2eiβ |22〉 , (A9a)
|Ψ1(β)〉 =
√
λ1
(∣∣φ−01ψ−01〉+ eiβ ∣∣φ+01ψ+01〉)+√λ2eiη |22〉 , (A9b)
where η is a constant real number. The first situation Eq. (A9a) follows dim(VT ) > 3, which is a contradiction to n = 3. Thus,
we choose the second situation Eq. (A9b) as S1 in the following.
Let us write down the hyperdisk basis of Eq. (A9b){
|Φ0〉 :=
∣∣φ+01ψ+01〉 , |Φ1〉 := 1√λ1 + λ2
(√
λ1
∣∣φ−01ψ−01〉+√λ2eiη |22〉)} . (A10)
Then VT = span
{|00〉 ,√λ1 |11〉+√λ2 |22〉 , |Φ0〉 , |Φ1〉}. Furthermore, we define the orthogonal projections of |Φ0〉 , |Φ1〉
to span
{|00〉 ,√λ1 |11〉+√λ2 |22〉}∣∣Φ0⊥〉 = |Φ0〉 − 〈00|Φ0〉 |00〉 − √λ1 〈11|+√λ2 〈22|√λ1 + λ2 |Φ0〉
√
λ1 |11〉+
√
λ2 |22〉√
λ1 + λ2
,
∣∣Φ1⊥〉 = |Φ1〉 − 〈00|Φ1〉 |00〉 − √λ1 〈11|+√λ2 〈22|√λ1 + λ2 |Φ1〉
√
λ1 |11〉+
√
λ2 |22〉√
λ1 + λ2
.
(A11)
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Here we find that
∣∣Φ0⊥〉 and ∣∣Φ1⊥〉 must be collinear such that dim(VT ) = 3. By using the collinearity, we derive θ0 = θ1 = θ
and η = 0. Thus, S1 can be parameterized by (θ, ϕ0, ϕ1), where θ ∈ (0, pi). Then both
∣∣Φ0⊥〉 and ∣∣Φ1⊥〉 are collinear to
|Φ⊥〉 = sin θ
√
λ1
(
e−iϕ0 |01〉+ e−iϕ1 |10〉)+ λ1λ2
λ1 + λ2
(1− cos θ)
(
1√
λ1
|11〉 − 1√
λ2
|22〉
)
. (A12)
It follows that, there is a one-to-one correspondence between |Φ⊥〉 and the tuple (θ, ϕ0, ϕ1). Then we have VT =
span
{|00〉 ,√λ1 |11〉+√λ2 |22〉 , |Φ⊥〉}, where |Φ⊥〉 is uniquely determined by the tuple (θ, ϕ0, ϕ1), and it is in turn cor-
respond to S1. It ensures that the set (VT ∩ L)\(S0 ∪ S1) is null.
Moreover, we find that T takes the type-II form if and only if
VT =
{
|00〉 ,
√
λ1 |11〉+
√
λ2 |22〉 , |Φ⊥〉
}
, (A13)
where |Φ⊥〉 is in Eq. (A12).
[The uniqueness part]: In order to determine VT , we choose an arbitrary state in |Ψ′〉 ∈ L \ S0. If |Ψ′〉 ∈ S, it will lead to
Type-I structure of T . Otherwise, we have |Ψ′〉 ∈ L \ S, which can be parameterized as
|Ψ′〉 = U(θ,ϕ0,ϕ1,η) ⊗ I
(√
λ1 |00〉+
√
λ1 |11〉+
√
λ2 |22〉
)
, (A14)
where the block diagonal local unitary matrix U(θ,ϕ0,ϕ1,η) is written as
U(θ,ϕ0,ϕ1,η) =
∣∣χ+01〉 〈0|+eiϕ0 ∣∣χ−01〉 〈1|+ eiη |2〉 〈2| ,∣∣χ+01〉 = cos θ2 |0〉+ sin θ2eiϕ1 |1〉, ∣∣χ−01〉 = sin θ2 |0〉 − cos θ2eiϕ1 |1〉 . (A15)
The phase parameters η, ϕ0, ϕ1 have domain [0, 2pi) while θ ∈ (0, pi].
Next, define the orthogonal projection of |Ψ′〉 to span{|00〉 ,√λ1 |11〉+√λ2 |22〉}
|Ψ′⊥〉 = |Ψ′〉 − 〈00|Ψ′〉 |00〉 −
√
λ1 〈11|+
√
λ2 〈22|√
λ1 + λ2
|Ψ′〉
√
λ1 |11〉+
√
λ2 |22〉√
λ1 + λ2
=
√
λ1 sin
θ
2
(
e−iϕ0 |01〉+ e−iϕ1 |10〉)− λ1λ2
λ1 + λ2
(
cos
θ
2
+ ei(η−ϕ0−ϕ1)
)(
1√
λ1
|11〉 − 1√
λ2
|22〉
)
.
(A16)
Thus we have VT = span
{|00〉 ,√λ1 |11〉+√λ2 |22〉 , |Ψ′⊥〉}. However, the parameterization of Eq. (A16) has one degree of
redundancy, since we can always find another state |Ψ′′⊥〉 which is collinear to |Ψ′⊥〉
|Ψ′′⊥〉 =
√
λ1 sin
θ′
2
(
e−iϕ
′
0 |01〉+ e−iϕ′1 |10〉
)
+
λ1λ2
λ1 + λ2
cos
θ′
2
(
1√
λ1
|11〉 − 1√
λ2
|22〉
)
, (A17)
where θ′ ∈ (0, pi) and ϕ′0, ϕ′1 ∈ (0, 2pi). Notice that Eq. (A12) and Eq. (A17) are essentially equivalent. Namely, we arrive at
VT =
{|00〉 ,√λ1 |11〉+√λ2 |22〉 , |Ψ′′⊥〉} which follows the same rule of Eq. (A13). Therefore, as long as we have fixed the
first sub-hyperdisk S0 of Schmidt hyperdisk S, every |Ψ′〉 ∈ L \ S leads T to take the type-II form.
In summary, there are only two types of T as type-I and type-II in partially degenerate case.
Appendix B: Proof for the structure of completely degenerate masker when n = d = 3
In this section, we mainly discuss the type-III structure. Noting that we may rearrange the phase parameters to simplify
the expression in this section, so the notions such as ϕ, η, ω sometimes do not directly represent the same phases in different
formulas. In a similar way to Appendix A, we also focus on deriving VT in order to get T = L∩VT in the completely degenerate
case, since L is fixed as the set of 3-dimensional maximally entangled states
|Ψ(U)〉 = U ⊗ I (|00〉+ |11〉+ |22〉) , ∀U ∈ U , (B1)
where U is the set of 3-dimensional unitary matrices acting on span {|0〉 , |1〉 , |2〉}.
First of all, we suppose there is a a 2-dimensional sub-hyperdisk S0 of Schmidt hyperdisk S in T . Without loss of generality,
S0 is set as below in this section
|Ψ0(α)〉 = |00〉+ eiα (|11〉+ |22〉) . (B2)
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Thus, the remain degree of freedom is |Ψ′〉 ∈ T \ S0. We also set |Ψ′〉 ∈ L \ S in the following context, since the case that
|Ψ′〉 ∈ S leads T to form type-I structure. Then, |Ψ′〉 can be parameterized as
|Ψ′〉 = U(θ,ν0,ν0,ϕ0,ϕ1,ω0,ω1,η) ⊗ I (|00〉+ |11〉+ |22〉) ,
U(θ,ν0,ν0,ϕ0,ϕ1,ω0,ω1,η) = |χ0〉 〈0|+ eiϕ1 |χ1〉 〈1|+ ei(ϕ1+ω1) |χ2〉 〈2| ,
(B3)
where ϕ1, ω1 ∈ [0, 2pi). {|χ0〉 , |χ1〉 , |χ2〉} is an arbitrary orthogonal basis of span {|0〉 , |1〉 , |2〉}
|χ0〉 = cos θ
2
|0〉+ eiϕ0 sin θ
2
cos
ν0
2
|1〉+ ei(ϕ0+ω0) sin θ
2
sin
ν0
2
|2〉 ,
|χ1〉 = sin θ
2
cos
ν1
2
|0〉+ eiϕ0
(
eiη sin
ν0
2
sin
ν1
2
− cos θ
2
cos
ν0
2
cos
ν1
2
)
|1〉
− ei(ϕ0+ω0)
(
eiη cos
ν0
2
sin
ν1
2
+ cos
θ
2
sin
ν0
2
cos
ν1
2
)
|2〉 ,
|χ2〉 = sin θ
2
sin
ν1
2
|0〉 − eiϕ0
(
eiη sin
ν0
2
cos
ν1
2
+ cos
θ
2
cos
ν0
2
sin
ν1
2
)
|1〉
+ ei(ϕ0+ω0)
(
eiη cos
ν0
2
cos
ν1
2
− cos θ
2
sin
ν0
2
sin
ν1
2
)
|2〉 ,
(B4)
where θ ∈ (0, pi], ν0, ν1 ∈ [0, pi] and ϕ0, ω0,∈ [0, 2pi). Furthermore, we expanse Eq. (B3) as below
|Ψ′〉 = cos θ
2
|00〉+ sin θ
2
(
eiϕ0
∣∣φ+12〉 |0〉+ eiϕ1 |0〉 ∣∣ψ+12〉)
+ ei(ϕ0+ϕ1)
(
eiη
∣∣φ−12ψ−12〉− cos θ2 ∣∣φ+12ψ+12〉
)
,
(B5)
where the orthogonal bases
{∣∣φ−12〉 , ∣∣φ+12〉} and {∣∣ψ−12〉 , ∣∣ψ+12〉} are written as∣∣φ+12〉 = cos ν02 |1〉+ sin ν02 eiω0 |2〉 , ∣∣φ−12〉 = sin ν02 |1〉 − cos ν02 eiω0 |2〉 ,∣∣ψ+12〉 = cos ν12 |1〉+ sin ν12 eiω1 |2〉 , ∣∣ψ−12〉 = sin ν12 |1〉 − cos ν12 eiω1 |2〉 . (B6)
To simplify Eq. (B5), we construct U12 as
U12 = |0〉 〈0|+ |1〉
〈
φ+12
∣∣+ |2〉 〈φ−12∣∣ . (B7)
Recalling the property that the maximally entangled states remain fully entangled under local unitaries, we apply U12 ⊗ U∗12 on
the set of target states T
U12 ⊗ U∗12 |Ψ0(α)〉 ≡ |Ψ0(α)〉 , U12 ⊗ U∗12 |Ψ′〉 = |Ψ′′〉 . (B8)
Notice that the unitary U12 ⊗ U∗12 does not have effect on S0. Thus, we can rewrite down a simplified form |Ψ′′〉 of |Ψ′〉 while
S0 remains untouched
|Ψ′′〉 = cos θ
2
|00〉+ sin θ
2
(
eiϕ0 |10〉+ eiϕ1 |0〉 ∣∣ψ′+12〉)
+ ei(ϕ0+ϕ1)
(
eiη |2〉 ∣∣ψ′−12 〉− cos θ2 |1〉 ∣∣ψ′+12〉
)
,∣∣ψ′+12〉 = cos ν2 |1〉+ sin ν2 eiω |2〉 , ∣∣ψ′−12 〉 = sin ν2 |1〉 − cos ν2 eiω |2〉 .
(B9)
The parameter θ have domain (0, pi] while ν ∈ [0, pi]. The phase parameters ϕ0, ϕ1, ω, η have domain [0, 2pi).
After parameterization, we characterize VT by construct the orthogonal projection of |Ψ′′〉 to span {|00〉 , |11〉+ |22〉}
|Ψ′′⊥〉 = |Ψ′′〉 − 〈00|Ψ′′〉 |00〉 −
〈11|+ 〈22|√
2
|Ψ′′〉 |11〉+ |22〉√
2
, (B10)
Then we show that |Ψ′′〉 and |Ψ′′⊥〉 have one-to-one correspondence in order to prove the existence of type-III structure.
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We now categorize different |Ψ′′〉 by splitting the domain of ν into three parts.
(1) For ν = 0, |Ψ′′〉 is parameterized by the tuple (θ, ϕ0, ϕ1, η)
|Ψ′′〉 = cos θ
2
|00〉+ sin θ
2
(
eiϕ0 |10〉+ eiϕ1 |01〉)− ei(ϕ0+ϕ1)(cos θ
2
|11〉+ eiη |22〉
)
, (B11)
which leads us to the orthogonal projection
|Ψ′′⊥〉 = sin
θ
2
(
e−iϕ0 |01〉+ e−iϕ1 |10〉)− 1
2
(
cos
θ
2
− eiη
)
(|11〉 − |22〉) . (B12)
Notice that this formula follows the same pattern of Eq. (A16) in the uniqueness part of proof in Appendix A while we set
λ1 = λ2 = 1. Similarly, T takes the type-II form for ν = 0.
(2) For ν ∈ (0, pi), |Ψ′′〉 is parameterized by the tuple (θ, ν, ϕ0, ϕ1, ω, η)
|Ψ′′〉 = cos θ
2
|00〉+ sin θ
2
(
eiϕ0 |10〉+ eiϕ1 cos ν
2
|01〉+ ei(ϕ1+ω) sin ν
2
|02〉
)
+ ei(ϕ0+ϕ1)
[
eiη
(
sin
ν
2
|21〉 − eiω cos ν
2
|22〉
)
− cos θ
2
(
cos
ν
2
|11〉+ eiω sin ν
2
|12〉
)]
,
(B13)
which leads us to a unique orthogonal projection |Ψ′′⊥〉
|Ψ′′⊥〉 = sin
θ
2
(
|10〉+ ei(ϕ1−ϕ0) cos ν
2
|01〉+ ei(ϕ1−ϕ0+ω) sin ν
2
|02〉
)
+ eiϕ1 sin
ν
2
(
eiη |21〉 − eiω cos θ
2
|12〉
)
− 1
2
eiϕ1 cos
ν
2
(
cos
θ
2
− ei(η+ω)
)
(|11〉 − |22〉) .
(B14)
This one-to-one correspondence between |Ψ′′〉 and |Ψ′′⊥〉 ensures that there doest exist a second single state in T . Thus, we
arrive at T takes the type-III form for ν ∈ (0, pi).
(3) For ν = pi, |Ψ′′〉 is parameterized by the tuple (θ, ϕ0, ϕ1, η)
|Ψ′′〉 = cos θ
2
|00〉+ sin θ
2
(
eiϕ0 |10〉+ eiϕ1 |01〉)− ei(ϕ0+ϕ1)(cos θ
2
|12〉+ eiη |21〉
)
, (B15)
which also leads us to a unique orthogonal projection |Ψ′′⊥〉
|Ψ′′⊥〉 = sin
θ
2
(
e−iϕ1 |10〉+ e−iϕ0 |01〉)− (cos θ
2
|12〉+ eiη |21〉
)
. (B16)
It follows that T takes the type-III form for ν = pi.
In summary, we have fetched all of possible |Ψ′〉 ∈ T \ S0. Therefore, we can conclude that there is only three types of T in
the completely degenerate case.
