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Abstract
Consider the higher order nonlinear partial difference equation of neutral type
ΔhnΔ
r
m
(
y(m,n) + cy(m − k,n − l))+ F (m,n,y(m − τ,n − σ))= 0, (∗)
where h, r ∈ N(1), k, l, τ, σ ∈ N(0), c ∈ R and F : N × N × R → R. In this paper, we first establish the
discrete Arzela–Ascoli’s theorem. Next, we obtain some sufficient conditions for the existence of bounded
and unbounded nonoscillatory solution of Eq. (∗).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Partial difference equations arise in applications involving population dynamics with spa-
tial migrations, chemical reactions, mathematical physics problems, as well as finite difference
schemes [1–3]. The qualitative analysis of partial difference equations has received much atten-
tion. Some important results on oscillation of partial difference equations have been obtained in
[5–15]. However, results dealing with the existence of nonoscillatory solutions of partial differ-
ence equations are relatively scarce. Recently, Zhou, O’Regan and Agarwal [16] investigated the
existence of bounded nonoscillatory solutions of higher order linear partial difference equations.
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ΔhnΔ
r
m
(
y(m,n) + cy(m − k,n − l))+ F (m,n,y(m − τ,n − σ))= 0, (1)
where h, r ∈ N(1), k, l, τ, σ ∈ N(0), c ∈ R. F : N×N×R → R is continuous, i.e., it is continuous
as a map from the topological space N × N × R into the topological space R; the topology on N
is the discrete topology. The notation N(a) is used to denote the ray {a, a + 1, . . .} of integers.
The forward partial differences Δm and Δn are defined as usual, i.e., Δmy(m,n) = y(m +
1, n) − y(m,n) and Δny(m,n) = y(m,n + 1) − y(m,n). The higher order partial differences
for any positive integers r and h are defined as Δrmy(m,n) = Δm(Δr−1m y(m,n)), Δ0my(m,n) =
y(m,n), Δhny(m,n) = Δ(Δh−1n y(m,n)) and Δ0ny(m,n) = y(m,n). For t ∈ R we define the usual
factorial expression (t)(m) = t (t − 1) · · · (t − m + 1) with (t)(0) = 1.
Let δ = max{k, τ }, η = max{l, σ } and M0 m0,N0  n0 be fixed nonnegative integers. By a
solution of (1), we mean a nontrivial double sequence {y(m,n)} which is defined on N(m0 −δ)×
N(n0 − η) and satisfies (1) on N(m0) × N(n0).
Definition 1. [7] A sequence y = {y(m,n)}∞m=m0,∞n=n0 is said to be nonoscillatory around 0 if
there exist positive integers m1, n1 such that y(m,n) > 0 (positive sequence) for all m  m1,
n n1 or y(m,n) < 0 (negative sequence) for all mm1, n n1. Otherwise the sequence y is
called oscillatory.
In this paper, we first establish the discrete Arzela–Ascoli’s theorem. Next, we obtain a global
result (with respect to c) which are sufficient conditions for the existence of a nonoscillatory
solution of Eq. (1).
2. Some lemmas
The space l∞m=m0,
∞
n=n0 is the set of double real sequences defined on the set of positive integer
pairs where any individual double sequence is bounded with respect to the usual supremum norm.
It can be proved that under the supremum norm l∞m=m0,
∞
n=n0 is a Banach space. A subset Ω of
a Banach space B is relatively compact if every sequence in Ω has a subsequence converging
to an element of B . An ε-net for Ω is a set of elements of B such that each x in Ω is within a
distance ε of some member of the net. A finite ε-net is an ε-net consisting of a finite number of
the elements.
Lemma 1. A subset Ω of a Banach space B is relatively compact if and only if for each ε > 0, it
has a finite ε-net.
Definition 2. A set Ω of double sequences in l∞m=m0,
∞
n=n0 is uniformly Cauchy (or equi-Cauchy)
if for every ε > 0, there exist positive integers M1 and N1 such that for any x = {x(m,n)} in Ω∣∣x(m,n) − x(m′, n′)∣∣< ε, (2)
whenever (m,n) ∈ D′, (m′, n′) ∈ D′, where D′ = D′1 ∪ D′2 ∪ D′3,
D′1 =
{
(m,n)
∣∣m > M1, n > N1}, D′2 = {(m,n) ∣∣m0 mM1, n > N1},
D′3 =
{
(m,n)
∣∣m > M1, n0  nN1r}.
Lemma 2 (Discrete Arzela–Ascoli’s theorem). A bounded, uniformly Cauchy subset Ω of
l∞m=m ,∞n=n is relatively compact.0 0
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∞
n=n0 is a Banach space, it suffices to construct a finite ε-net for any ε > 0.
We know that for any ε > 0, there are integers M1 > m0 and N1 > n0 such that for any x =
{x(m,n)} ∈ Ω∣∣x(m,n) − x(m′, n′)∣∣< ε
2
, whenever (m,n), (m′, n′) ∈ D′, (3)
where (m,n) ∈ D′, (m′, n′) ∈ D′, D′ = D′1 ∪ D′2 ∪ D′3,
D′1 =
{
(m,n)
∣∣m > M1, n > N1}, D′2 = {(m,n) ∣∣m0 mM1, n > N1},
D′3 =
{
(m,n)
∣∣m > M1, n0  nN1}.
Let K be a bound for Ω . That is, ‖x‖K for all x in Ω . Choose an integer M0 and real numbers
y1 < y2 < y3 < · · · < yM0 such that y1 = −K , yM0 = +K , and
|yi+1 − yi | < ε2 , for i = 1,2, . . . ,M0 − 1. (4)
We define a double sequence v = {v(m,n)}mm0, nn0 as follows: Let v(m,n) be one of
the values {y1, y2, . . . , yM0} for m0  m  M1, n0  n  N1; let v(m,n) = v(m,N1) for
(m,n) ∈ D′2; let v(m,n) = v(M1, n) for (m,n) ∈ D′3; let v(m,n) = v(M1,N1) for (m,n) ∈ D′1.
Clearly the double sequence v = {v(m,n)}mm0, nn0 belongs to l∞m=m0,∞n=n0 . Let L be the set
of all possible double sequences v = {v(m,n)}mm0, nn0 defined as above. Note that L has
M
(M1−m0+1)(N1−n0+1)
0 such double sequences.
We assert that L is a finite ε-net for Ω . For any x in Ω , we must show that L contains a double
sequence v = {v(m,n)}mm0, nn0 which differs from x by less than ε at all positive integer
pairs (m,n) where m  m0, n  n0. For each m0  m M1, n0  n  N1, choose v(m,n) in
{y1, y2, . . . , yM0} such that∣∣x(m,n) − v(m,n)∣∣= min
1jM0
∣∣x(m,n) − yj ∣∣. (5)
Let
v(m,n) = v(m,N1) for (m,n) ∈ D′2,
v(m,n) = v(M1, n) for (m,n) ∈ D′3,
v(m,n) = v(M1,N1) for (m,n) ∈ D′1.
This means that v = {v(m,n)}mm0, nn0 belongs to L. By (4) and (5), we have∣∣x(m,n) − v(m,n)∣∣< ε
2
for m0 mM1, n0  nN1. (6)
For (m,n) ∈ D′2, (3) and (6) imply that∣∣x(m,n) − v(m,n)∣∣= ∣∣x(m,n) − v(m,N1)∣∣

∣∣x(m,n) − x(m,N1)∣∣+ ∣∣x(m,N1) − v(m,N1)∣∣< ε2 +
ε
2
= ε. (7)
For (m,n) ∈ D′3, (3) and (6) imply that∣∣x(m,n) − v(m,n)∣∣= ∣∣x(m,n) − v(M1, n)∣∣

∣∣x(m,n) − x(M1, n)∣∣+ ∣∣x(M1, n) − v(M1, n)∣∣< ε2 +
ε
2
= ε. (8)
For (m,n) ∈ D′ , (3) and (6) imply that1
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
∣∣x(m,n) − x(M1,N1)∣∣+ ∣∣x(M1,N1) − v(M1,N1)∣∣
<
ε
2
+ ε
2
= ε. (9)
Together (6)–(9) imply that ‖v − x‖ < ε, which completes our proof. 
Lemma 3. [4] If w(n) 0, n ∈ N(n0), τ ∈ N(1), then the following statements are equivalent:
(i) ∑∞i=n0 iw(i) < ∞,
(ii) ∑∞j=0∑∞i=n0+jτ w(i) < ∞.
3. Main results
Theorem 1. Assume that c 	= −1. Further, assume that there exist nonnegative integers r1  r ,
h1  h and an interval [a, b] ⊂ R (0 < a < b) such that
∞∑
m=m0
∞∑
n=n0
mr−1nh−1 sup
w∈[a,b]
∣∣F (m,n,w(m − τ)r1(n − σ)h1)∣∣< ∞. (10)
Then (1) has a nonoscillatory solution {y(m,n)} which satisfied amr1nh1  y(m,n) bmr1nh1 .
Proof. The proof of this theorem will be divided into five cases in terms of c. Let l∞m=m0,
∞
n=n0 be
the set of all real double sequence y = {y(m,n)}∞m=m0,∞n=n0 with the norm
‖y‖ = sup
mm0, nn0
|y(m,n)|
mr1nh1
< ∞.
Let R(m,n) = mr1nh1 . We define a closed, bounded and convex subset Ω of l∞m=m0,∞n=n0 as
follows
Ω = {y = {y(m,n)} ∈ l∞m=m0,∞n=n0 : aR(m,n) y(m,n) bR(m,n), (m,n) ∈ D}.
Case 1. For the case −1 < c  0, choose m1 > m0, n1 > n0 sufficiently large such that m1 −
max{δ, r}m0, n1 − max{η,h} n0 and for mm1, n n1,
1
(r − 1)!(h − 1)!
∞∑
i=m
(i + r − 1)(r−1)
∞∑
j=n
(j + h − 1)(h−1)
× sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣ (c + 1)(b − a)
2
R(m,n). (11)
Set
D = {(m,n) ∣∣mm0, n n0}, D1 = {(m,n) ∣∣mm1, n n1},
D2 =
{
(m,n)
∣∣m0 m < m1, n > n1}, D3 = {(m,n) ∣∣m > m1, n0  n < n1},
D4 =
{
(m,n)
∣∣m0 mm1, n0  n n1}.
Clearly, D = D1 ∪ D2 ∪ D3 ∪ D4.
Define two maps T1 and T2 :Ω → l∞m=m ,∞n=n by0 0
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⎧⎪⎪⎨
⎪⎪⎩
(c+1)(b+a)
2 R(m,n) − cy(m − k,n − l), (m,n) ∈ D1,
T1y(m1, n), (m,n) ∈ D2,
T1y(m,n1), (m,n) ∈ D3,
T1y(m1, n1), (m,n) ∈ D4,
T2y(m,n) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(−1)r+h+1
(r−1)!(h−1)!
∑∞
i=m(i − m + r − 1)(r−1)
×∑∞j=n(j − n + h − 1)(h−1)F (i, j, y(i − τ, j − σ)), (m,n) ∈ D1,
T2y(m1, n), (m,n) ∈ D2,
T2y(m,n1), (m,n) ∈ D3,
T2y(m1, n1), (m,n) ∈ D4.
(i) We shall show that for any x, y ∈ Ω , T1x + T2y ⊂ Ω .
In fact, for every x, y ∈ Ω and mm1, n n1, we get
T1x(m,n) + T2y(m,n)
[
(c + 1)(b + a)
2
− cb + (c + 1)(b − a)
2
]
R(m,n)
= bR(m,n).
Furthermore, we have
T1x(m,n) + T2y(m,n)
[
(c + 1)(b + a)
2
− ca − (c + 1)(b − a)
2
]
R(m,n)
= aR(m,n).
Hence
aR(m,n) T1x(m,n) + T2y(m,n) bR(m,n), for (m,n) ∈ D.
Thus we have proved that T1x + T2y ⊂ Ω for any x, y ∈ Ω .
(ii) We shall show that T1 is a contraction mapping on Ω .
In fact, for x, y ∈ Ω and (m,n) ∈ D1, we have
|T1x(m,n) − T1y(m,n)|
R(m,n)
−c |x(m − k,n − l) − y(m − k,n − l)|
(m − k)r1(n − l)h1 −c‖x − y‖.
This implies that
‖T1x − T1y‖−c‖x − y‖.
Since 0 < −c < 1, we conclude that T1 is a contraction mapping on Ω .
(iii) We now show that T2 is completely continuous.
First, we will show that T2 is continuous. For this, let y(v) = {y(v)(m,n)} ∈ Ω be such that
y(v)(m,n) → y(m,n) as v → ∞. Because Ω is closed, y = {y(m,n)} ∈ Ω . For mm1, n n1,
we have
|T2y(v)(m,n) − T2y(m,n)|
R(m,n)
 1
(r − 1)!(h − 1)!R(m,n)
∞∑
i=m1
(i − m + r − 1)(r−1)
∞∑
j=n1
(j − n + h − 1)(h−1)
× ∣∣F (i, j, y(v)(i − τ, j − σ))− F (i, j, y(i − τ, j − σ))∣∣.
Since
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× ∣∣F (i, j, y(v)(i − τ, j − σ))− F (i, j, y(i − τ, j − σ))∣∣
 ir−1jh−1
(∣∣F (i, j, y(v)(i − τ, j − σ))∣∣+ ∣∣F (i, j, y(i − τ, j − σ))∣∣)
 2ir−1jh−1 sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣
and that |F(i, j, y(v)(i − τ, j − σ)) − F(i, j, y(i − τ, j − σ))| → 0 as v → ∞, in view of (11)
and applying the Lebesgue dominated convergence theorem, we conclude that limv→∞ ‖T2y(v)−
T2y‖ = 0. This means that T2 is continuous.
Next, we will show that R−1T2Ω is relatively compact. It suffices to show that {R−1T2y,
y ∈ Ω} is uniformly Cauchy. For any given ε > 0, by (10), there exist M m1 and N  n1 such
that
M−r1N−h1
(r − 1)!(h − 1)!
∞∑
i=M
(i + r − 1)(r−1)
∞∑
j=N
(j + h − 1)(h−1)
× sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣< ε
2
.
By (10), we have
∞∑
m=m0
N∑
n=n0
(m)(r−1)(n)(h−1) sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣< ∞.
Hence, there exists an M1 M such that
M
−r1
1 n
−h1
0
(r − 1)!(h − 1)!
∞∑
i=M1
(i + r − 1)(r−1)
N∑
j=n0
(j + h − 1)(h−1)
× sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣< ε.
Similarly, there exists N1 N such that
m
−r1
0 N
−h1
1
(r − 1)!(h − 1)!
M∑
i=m0
(i + r − 1)(r−1)
∞∑
j=N1
(j + h − 1)(h−1)
× sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣< ε.
Then, for any y = {y(m,n)} ∈ Ω , when (m,n), (m′, n′) ∈ {(m,n): mM, nN},∣∣R−1T2y(m,n) − R−1T2y(m′, n′)∣∣
 M
−r1N−h1
(r − 1)!(h − 1)!
∞∑
i=M
(i + r − 1)(r−1)
∞∑
j=N
(j + h − 1)(h−1)
× sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣
+ M
−r1N−h1
(r − 1)!(h − 1)!
∞∑
(i + r − 1)(r−1)
∞∑
(j + h − 1)(h−1)
i=M j=N
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w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣
<
ε
2
+ ε
2
= ε.
When (m,n), (m′, n′) ∈ {(m,n): mM1, n0  nN}, we have∣∣R−1T2y(m,n) − R−1T2y(m′, n′)∣∣

M
−r1
1 n
−h1
0
(r − 1)!(h − 1)!
∞∑
i=M1
(i + r − 1)(r−1)
N∑
j=n0
(j + h − 1)(h−1)
× sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣
< ε.
Similarly, when (m,n), (m′, n′) ∈ {(m,n): m0 mM1, nN}, we have∣∣R−1T2y(m,n) − R−1T2y(m′, n′)∣∣< ε.
Let
D′1 =
{
(m,n)
∣∣m > M1, n > N1}, D′2 = {(m,n) ∣∣m0 mM1, n > N1},
D′3 =
{
(m,n)
∣∣m > M1, n0  nN1}.
Then,∣∣R−1T2y(m,n) − R−1T2y(m′, n′)∣∣< ε, for (m,n), (m′, n′) ∈ D′ = D′1 ∪ D′2 ∪ D′3.
This means that {R−1T2y, y ∈ Ω} is uniformly Cauchy. Hence, by Lemma 2, T2Ω is rela-
tively compact. By Krasnoselskii’s Fixed Point Theorem, there is a y = {y(m,n)} ∈ Ω such that
T1y + T2y = y. Clearly, y = {(m,n)} is a bounded positive solution of Eq. (1). This completes
the proof in this case.
Case 2. For the case c < −1, by (10), we choose m1 > m0, n1 > n0 sufficiently large such
that for mm1, n n1,
−1
c
1
(r − 1)!(h − 1)!
∞∑
i=m
(i + r − 1)r−1
∞∑
j=n
(j + h − 1)h−1
× sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣ (c + 1)(b − a)
2c
R(m,n).
Define two maps mapping T1 and T2 :Ω → l∞m=m0,∞n=n0 by:
T1y(m,n) =
⎧⎪⎪⎨
⎪⎪⎩
(c+1)(a+b)
2c R(m + k,n + l) − 1c y(m + k,n + l), (m,n) ∈ D1,
T1y(m1, n), (m,n) ∈ D2,
T1y(m,n1), (m,n) ∈ D3,
T1y(m1, n1), (m,n) ∈ D4,
T2y(m,n) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(−1)r+h+1
c(r−1)!(h−1)!
∑∞
i=m+k(i − m + r − 1)(r−1)
×∑∞j=n+l (j − n + h − 1)(h−1)F (i, j, y(i − τ, j − σ)), (m,n) ∈ D1,
T2y(m1, n), (m,n) ∈ D2,
T2y(m,n1), (m,n) ∈ D3,
T2y(m1, n1), (m,n) ∈ D4.
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Case 3. For the case 0 c < 1, by (10), we choose m1 > m0, n1 > n0 sufficiently large such
that for mm1, n n1,
1
(r − 1)!(h − 1)!
∞∑
i=m
(i + r − 1)r−1
∞∑
j=n
(j + h − 1)h−1
× sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣ (1 − c)(b − a)
2
R(m,n).
Define two maps mapping T1 and T2 :Ω → l∞m=m0,∞n=n0 as in the case 1, the rest of the proof is
similar to that of the case 1 and it is thus omitted.
Case 4. For the case c > 1, by (10), we choose m1 > m0, n1 > n0 sufficiently large such that
for mm1, n n1,
1
c(r − 1)!(h − 1)!
∞∑
i=m
(i + r − 1)r−1
∞∑
j=n
(j + h − 1)h−1
× sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣ (c − 1)(b − a)
2c
R(m,n).
Define two maps mapping T1 and T2 :Ω → l∞m=m0,∞n=n0 as in the case 2, the rest of the proof is
similar to that of the case 1 and it is thus omitted.
Case 5. For the case c = 1, by (10), we choose m1 > m0, n1 > n0 sufficiently large such that
for mm1, n n1,
1
(r − 1)!(h − 1)!
∞∑
i=m+k
(i + r − 1)r−1
∞∑
j=n+l
(j + h − 1)h−1
× sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣ (b − a)
2
R(m,n).
Define a mapping T :Ω → l∞m=m0,∞n=n0 by:
Ty(m,n) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
a+b
2 R(m,n) + (−1)
r+h+1
(r−1)!(h−1)!
∑∞
u=1
∑m+2uk−1
i=m+(2u−1)k(i − m + r − 1)(r−1)
×∑∞v=1∑n+2vl−1j=n+(2v−l)l(j − n + h − 1)(n−1)
× F(i, j, y(i − τ, j − σ)), (m,n) ∈ D1,
T1y(m1, n), (m,n) ∈ D2,
T1y(m,n1), (m,n) ∈ D3,
T1y(m1, n1), (m,n) ∈ D4.
Proceeding similarly as in the proof of case 1 we obtain TΩ ⊂ Ω and the mapping T is com-
pletely continuous. By Schauder’s Fixed Point Theorem, there is a y ∈ Ω such that Ty = y,
therefore for (m,n) ∈ D1,
y(m,n) + y(m − k,n − l)
= a + b
2
(
R(m,n) + R(m − k,n − l))+ (−1)r+h+1
(r − 1)!(h − 1)!
∞∑
i=m
(i − m + r − 1)(n−1)
×
∞∑
(j − n + h − 1)(n−1)F (i, j, y(i − τ, j − σ)).
j=n
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Theorem 1. 
Theorem 2. Assume that c = −1. Further assume that there exist nonnegative integers r1  r ,
h1  h and an interval [a, b] ⊂ R (0 < a < b) such that
∞∑
m=m0
∞∑
n=n0
mrnh sup
w∈[a,b]
∣∣F (m,n,w(m − τ)r1(n − σ)h1)∣∣< ∞. (12)
Then (1) has a nonoscillatory solution {y(m,n)} which satisfied amr1nh1  y(m,n) bmr1nh1 .
Proof. By Lemma 3, (12) is equivalent to
∞∑
u=0
∞∑
m=m0+uk
mr−1
∞∑
v=0
∞∑
n=n0+vl
nh−1 sup
w∈[a,b]
∣∣F (m,n,w(m − τ)r1(n − σ)h1)∣∣< ∞.
We choose m1 > m0, n1 > n0 sufficiently large such that for mm1, n n1,
1
(r − 1)!(h − 1)!
∞∑
u=0
∞∑
i=m+uk
(i + r − 1)r−1
∞∑
v=0
∞∑
j=n+vl
(j + h − 1)h−1
× sup
w∈[a,b]
∣∣F (i, j,w(i − τ)r1(j − σ)h1)∣∣ (b − a)
2
R(m,n).
We define
Ω = {y = {y(m,n)} ∈ l∞m=m0,∞n=n0 : aR(m,n) y(m,n) bR(m,n), (m,n) ∈ D}.
Define a mapping T :Ω → l∞m=m0,∞n=n0 by
Ty(m,n) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
a+b
2 R(m,n) + (−1)
r+h
(r−1)!(h−1)!
∑∞
u=1
∑∞
i=m+uk(i − m + r − 1)(r−1)
×∑∞v=1∑∞j=n+vl(j − n + h − 1)(n−1)
× F(i, j, y(i − τ, j − σ)), (m,n) ∈ D1,
T1y(m1, n), (m,n) ∈ D2,
T1y(m,n1), (m,n) ∈ D3,
T1y(m1, n1), (m,n) ∈ D4.
Proceeding similarly as in the proof of Theorem 1 we obtain TΩ ⊂ Ω and the mapping T is
completely continuous. The rest of the proof is similar to that of the case 5 of Theorem 1 and it
is thus omitted. 
Example 1. Consider the following neutral partial difference equation
ΔhnΔ
r
m
(
y(m,n) + cy(m − k,n − l))+ 1
mαnβ
y(m − τ,n − σ) = 0, (13)
where r, h, k, l, τ, σ are positive integers, α,β ∈ R+.
(i) When c 	= −1, α > r + r1, β > h+ h1, where 0 r1 < r , 0 h1 < h, for any real number
b > a > 0,
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m=m0
∞∑
n=n0
mr−1nh−1 sup
w∈[a,b]
{
w(m − k)r1(n − l)h1
mαnβ
}
 b
∞∑
m=m0
1
mα+1−r−r1
∞∑
n=n0
1
nβ+1−h−h1
< ∞.
By Theorem 1, Eq. (13) has a nonoscillatory solution which satisfied amr1nh1  y(m,n) 
bmr1nh1 .
(ii) When c = −1, α > r + r1 + 1, β > h+h1 + 1, where 0 r1 < r , 0 h1 < h, for any real
number b > a > 0,
∞∑
m=m0
∞∑
n=n0
mrnh sup
w∈[a,b]
{
w(m − k)r1(n − l)h1
mαnβ
}
 b
∞∑
m=m0
1
mα−r−r1
∞∑
n=n0
1
nβ−h−h1
< ∞.
By Theorem 2, Eq. (13) has a nonoscillatory solution which satisfied amr1nh1  y(m,n) 
bmr1nh1 .
Remark 1. Minor adjustments are only necessary to discuss the partial difference equation
ΔhnΔ
r
m
(
y(m,n) + c(m,n)y(m − k,n − l))
+ F (m,n,y(m − τ1, n − σ1), . . . , y(m − τq, n − σq))= 0, (14)
where h, r, q ∈ N(1), k, l, τi, σi ∈ N(0), i = 1,2, . . . , q , and F : N × N × Rq → R, c(m,n) satis-
fies one of the following conditions:
(i) there exist c1 > 0, c2 > 0, such that c1 + c2 < 1 and c1  c(m,n) c2;
(ii) c(m,n) c3 > 1;
(iii) c(m,n) c4 < −1.
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