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Abstract. We consider semilinear evolution equations of the form a(t)∂ttu+
b(t)∂tu + Lu = f(x, u) and b(t)∂tu + Lu = f(x, u), with possibly unbounded
a(t) and possibly sign-changing damping coefficient b(t), and determine pre-
cise conditions for which linear instability of the steady state solutions implies
nonlinear instability. More specifically, we prove that linear instability with
an eigenfunction of fixed sign gives rise to nonlinear instability by either ex-
ponential growth or finite-time blow-up. We then discuss a few examples to
which our main theorem is immediately applicable, including evolution equa-
tions with supercritical and exponential nonlinearities.
1. Introduction. We consider the second order evolution equation
a(t)∂ttu+ b(t)∂tu+ Lu = f(x, u), x ∈ Ω, t > 0 (1.1)
and its first-order counterpart
b(t)∂tu+ Lu = f(x, u), x ∈ Ω, t > 0 (1.2)
where L is a linear differential operator with smooth, bounded coefficients, f is a
nonlinear source, b(t) is a damping term, and a(t) is a time dependent coefficient
related to the relaxation time of the system (1.1). We consider either Ω = Rn, or
Ω ⊂ Rn is bounded with smooth boundary. In the case of a bounded spatial domain,
we impose Dirichlet boundary conditions on functions in the domain of L and their
derivatives up to a suitable order. An important question in the study of (1.1) and
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(1.2) is to understand the qualitative behavior of special types of solutions. In the
present context, we consider steady-state solutions v ∈ C2(Ω) that satisfy
Lv = f(x, v)
and determine specific conditions under which they are nonlinearly unstable if it
has already been determined that they are linearly unstable.
1.1. Physical applications. If L is an elliptic operator, then (1.1) can be viewed
as a model of hyperbolic diffusion with (1.2) being its parabolic equivalent. There
is a strong connection between the two models at the mathematical level ([20, 21,
22, 23]), as well as at the physical level since both have been proposed to model
diffusion of heat or mass. Hyperbolic diffusion models such as (1.1) have been
proposed as a solution to eliminate the “conduction paradox” which renders an
unbounded propagation speed wave when the initial signal is perturbed (see [24] and
the references within). This paradox is related to the infinite speed of propagation
that is specific to parabolic models. To eliminate this unrealistic feature, one often
replaces Fourier’s (or Fick’s) flux law with the Cattaneo-Vernotte law for the flux q
q + τ0(t)
∂q
∂t
= −k∇θ. (1.3)
Here θ is the temperature, τ0(t) is the thermal relaxation that may be dependent
on time, and k is the thermal conductivity of the material. The above law was
introduced in [2, 30] to describe unsteady heat conduction in phenomena such as
the second sound of helium. Combining the standard conservation law
θt + div q = 0
with the Cattaneo-Vernotte flux law yields
θt − div(k∇θ) + τ0(t)θtt = 0.
This is a generalization of the Maxwell-Cattaneo equation with the general descrip-
tion given by
a(t)utt + but − div(k∇u) = 0. (1.4)
The connection between the two models will be clearly illustrated in our results, as
we will show that the same mechanism applies to both the parabolic and hyperbolic
settings when studying the instability of steady states.
From the point of view of dynamics in elasticity, there has been a long interest
in studying nonlinear, second-order evolution equations in the presence of positive
damping. This interest is motivated by the need to determine the state of a phys-
ical system under an energy decreasing force, such as friction. However, systems
with sign-changing damping are also important in applications as they appear in
Aerodynamics, e.g. the nose wheel shimmy of an airplane on which a hydraulic
shimmy damper acts [27]; Mesodynamics, as within a laser driven pendulum [4];
Quantum Field Theory, e.g. the Landau instability of Bose condensates [16]; and
the macroscopic world, including a well-known model of suspension bridges [17].
We refer the reader to [5] for more references arising in the physics and engineering
literature. Our work applies to both classes of models, including positive as well as
negative damping.
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1.2. Mathematical Applications. The connection between the linear and non-
linear stability properties of evolution equations is a problem of long-standing in-
terest within the study of partial differential equations. In recent years, quite a
bit of attention has been devoted to understanding this issue for semilinear evolu-
tion equations, with many articles devoted to second-order parabolic and hyperbolic
equations. In particular, the stability and instability of steady solutions of nonlinear
parabolic and wave equations has been investigated by a variety of authors including
Grillakis, Shatah, and Strauss [8], Gui, Ni, and Wang [9], Souplet and Zhang [28],
and Strauss and Karageorgis [14], among many others. Over the past few years, ad-
ditional interest has arisen in understanding such properties for evolution equations
involving higher-order elliptic operators, such as the biharmonic operator ∆2 (see
[13] and references therein). Similarly, the addition of variable coefficients is often
problematic when applying previous methods. Though some techniques have been
adapted from the second-order case to study higher-order operators, the majority
of methods do not apply. Additionally, the subtle effect of a change in domain or
dimension of the problem can largely influence the associated stability properties
of solutions to these equations. In the current paper, we present results concerning
the instability of steady solutions to evolution equations that involve very general
conditions on the spatial operator L, the associated variable coefficients a(t) and
b(t), the nonlinearity f , and the spatial domain Ω. Our assumptions allow for the
application of these theorems to a number of specific cases, including L = −∆,
L =
∑N
i,j=1
∂
∂xi
(
aij(x)
∂
∂xj
)
, and possibly L = ∆m (m ∈ N) posed on the whole
space Ω = Rn or on bounded domains, with convex or concave nonlinearities, and
coefficients that reside in suitable Lp spaces. Our results apply to a wide class of
initial data, including those for which the initial perturbations are assumed to be
nonnegative.
In order to prove the main theorems, we will rely on a variant of Kaplan’s eigen-
function method [12] which was originally used to study the growth of solutions
to quasilinear parabolic equations. Other variants of this particular method have
been used by several authors [7, 13, 32] to study existence and uniqueness prob-
lems. More recently, this method was also utilized by Strauss and Karageorgis [14]
to prove theorems regarding the instability of steady states for a family of nonlinear
parabolic and hyperbolic equations. For first-order evolution equations, Shatah and
Strauss [25] have proved the extension of linearly unstable solutions to nonlinear
instability under very general conditions. In the present study, we focus on arriving
at similar results in the presence of time-dependent, and possibly sign-changing,
coefficients for problems involving more general operators and posed on a variety
of spatial domains. One impetus for considering such coefficients arises from recent
papers [5, 6] in which it is shown that steady states of nonlinear wave equations
with sign-changing damping coefficients are stable under certain assumptions. In
contrast, we will prove that the analogous solutions with damping terms that allow
for coefficients to change sign are unstable.
To establish our instability result for second-order evolution equations, we show
that the L2 norm of the perturbed solution must grow exponentially in time. Notice
that this is a much stronger result than just instability itself, as the statement
implies that the solution exists in any given neighborhood of v, that it never returns
to the region, and that it exits this neighborhood exponentially fast. For such
problems, the L2 norm lower bounds the natural energy norm for the system, and
hence instability in L2 implies unstable behavior of the energy. Under stricter
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assumptions on the nonlinearity and eigenfunction, the instability can be shown
to occur by blow-up, so that the L2 norm of the perturbed solution must tend to
infinity at some finite time. In the case of the first-order equation (1.2), we make
the additional assumption that the damping is necessarily positive, b(t) > 0 for all
t ∈ [0,∞). This is imposed in order to ensure that the problem remains strictly
parabolic and avoid any difficulty stemming from the widely-known ill-posedness of
the backward diffusion equation. With this condition, we prove instability in the
L∞ norm by exponential growth or by blow-up.
In the special case that a(t) ≡ 1 and b(t) = b is constant, Ω = Rn, and L
is second-order, similar instability questions have been previously studied. More
specifically, the instability (with a negative principal eigenvalue) of the steady state
v ∈ C2 of the linearized problems
∂ttu+ b∂tu+ Lu = ∂uf(x, v)u, x ∈ Rn, t > 0,
∂tu+ Lu = ∂uf(x, v)u, x ∈ Rn, t > 0
was shown in [14] to imply the instability of v as a solution to the corresponding
nonlinear problems
∂ttu+ b∂tu+ Lu = f(x, u), x ∈ Rn, t > 0
∂tu+ Lu = f(x, u), x ∈ Rn, t > 0
for f convex, but subject to a quadratic condition involving both the value of b and
the initial size of the perturbation under consideration.
We point out that our results were inspired by the work of [14], however the
proofs of [14] cannot be extended to the variable coefficient case. To overcome
this difficulty, we use continuity arguments that allow time-dependent coefficients
for the damping, as well as for the second derivative term. Thus, while the main
theorems of [14] required a condition on the constant b, our main theorems hold
for any choice of time-dependent damping coefficient b(t) which lies in a suitable
Lp space and a(t) positive and bounded below. Since b(t) is not necessarily of
a fixed sign, one cannot utilize standard energy estimates to derive stability or
instability results. Additionally, the inclusion of variable coefficients is a non-trivial
matter - one that cannot be settled by a simple change of variables, as no such
transformation will convert this system into one with constant coefficients. In fact,
the damping term b(t)∂tu can have a significant impact on the behavior of solutions,
even for the linear analogues of (1.1) and (1.2). It is well known [20, 22] that in
the presence of damping, the asymptotic profile of solutions to the linear wave
equation is well-behaved and resembles the Gaussian profile of solutions to the
linear diffusion equation. Moreover, the difference between solutions of the wave and
diffusion equations tends to zero as t→∞ faster than the decay of either solution
on its own. This remarkable behavior is called the strong diffusion phenomenon
and was shown to hold for a variety of systems [10, 11, 21, 23]. With the addition
of the time-dependent coefficients in the nonlinear problem, the question arises as
to whether steady states become unstable under smooth perturbations for more
general evolution equations, and the present study is devoted to addressing this
open question.
Regarding the growth of the damping coefficient for the second-order equation,
note that a prototype that satisfies the assumptions outlined in our main theorems
is
b(t) = b0(1 + t)
−α, α > 0.
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On the other hand, we note that for coefficients b(t) that behave like
b(t) ∼ (1 + t)−α, α ∈ (0, 1) (1.5)
we know (see [31] for example) that the total energy of the linearly damped system
∂ttu+ b(t)∂tu−∆u = 0, x ∈ Ω, t > 0 (1.6)
decays to zero as t → ∞. Since our work applies for the range of exponents
α ∈ (0, 1), we are able to identify conditions on the source term for which the
inhomogeneous system becomes unstable, though its homogeneous counterpart re-
mains stable.
More interestingly, perhaps, our result for the second-order evolution equation
allows coefficients that may change sign in time. To our knowledge these are the
first instability results in this direction, whereas the first stability results for sign-
changing systems were reported recently for a nonlinear problem in [5] (based on
the earlier work [6]). The authors show in [5, 6] that if the damping b(t) is negative
for a sufficiently small length of time, then steady solutions remain stable for the
system
∂ttu+ b(t)∂tu−∆u = f(u), x ∈ Ω, t > 0 (1.7)
where Ω ⊂ Ω is bounded and f(u) is absorbing with subcritical growth (i.e. f(u) =
−u|u|p−1, 1 ≤ p ≤ nn−2 ). In contrast, we will show in the applications section that
for accretive forcing terms f(u) = u|u|p−1 the system (1.7) exhibits instability of
steady states, with exponential blow-up, for all exponents p.
The paper is structured as follows. In the next section, we prove the main
instability theorems for both the first and second-order evolution equations. Section
3 then contains several lemmas used to prove Theorems 2.1 – 2.4. Finally, in Section
4 we discuss a few examples of well-known problems to which our primary results are
immediately applicable. Throughout, the quantity C represents a generic constant
that may change in value from line to line.
2. Main results. In this section, we prove the main nonlinear instability results
regarding solutions of the steady equation
Lv = f(x, v) x ∈ Ω.
We consider the initial value problem for the previously described second-order
evolution equation with x ∈ Ω and t > 0:
a(t)∂ttu+ b(t)∂tu+ Lu = f(x, u)
u(0, x) = v(x) + u0(x)
∂tu(0, x) = u1(x).

 (2.1)
The steady state v is an exact solution of (2.1) if u0 = u1 ≡ 0. Thus, we are
interested in the behavior of u whenever u0 and u1 are small in some sense. Our
results are subtly different for b ∈ L∞ and b ∈ L1. In short, we find instability
for general damping coefficients b ∈ L1loc, instability by exponential growth for
integrable coefficients b ∈ L1, and instability by either exponential growth or blow-
up for essentially bounded coefficients b ∈ L∞.
Theorem 2.1. Assume the following:
1. The adjoint linearized operator L∗− ∂uf(x, v) possesses a negative eigenvalue
λ1 = −σ2 and corresponding nonnegative eigenfunction φ1 ∈ L2(Ω)
2. The damping term satisfies b ∈ L1loc(0,∞)
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3. The coefficient (a ∈ C1(0, T ) and there exists a0 > 0 such that a(t) ≥ a0 for
all t ∈ [0,∞).
4. The nonlinearity f(x, u) is C1 and convex in u.
Let T ∈ (0,∞] be given and assume the initial data (u0, u1) ∈ H1(Ω) × L2(Ω)
satisfies ∫
Ω
φ1(x)u1(x) dx,
∫
Ω
φ1(x)u0(x) dx > 0.
If u is a solution of (2.1) such that u − v ∈ C1([0, T );L2(Ω)), then we have the
following:
a. There is C0 > 0 such that for all t ∈ (0, T ),
‖u(t)− v‖2 > C0
∫
Ω
φ1(x)u0(x) dx > 0.
b. Assume b ∈ L∞(0, T ) and a′(t) > 0. If the initial data also satisfies
∫
Ω
φ1(x)u1(x) dx ≥
(
−B +
√
+
σ2
a(0)
+B2
)∫
Ω
φ1(x)u0(x) dx
with B := ‖b‖∞a0 , then there exist T0, C1 > 0 and a positive, increasing function
µ(t) such that for all t ∈ (0, T )
‖u(t)− v‖2 ≥ C1eµ(t).
The function µ is given by µ(t) =
∫ t
0 (−B +
√
σ2
a(s) + B
2)ds which satisfies
µ(s) > C
∫ t
0
1
a(s)ds, for some C > 0.
c. If a, b ∈ L∞(0, T ), then there exist T0, C1, µ > 0 such that for all t ∈ (T0, T )
‖u(t)− v‖2 ≥ C1eµt.
d. If b ∈ L1(0,∞), and a ∈ L∞(0,∞) then there exist T0, C2, µ > 0 such that for
all t ∈ (T0, T )
‖u(t)− v‖2 ≥ C2eµt.
Proof. Let w(t, x) = u(t, x)− v(x) and define the function
W (t) =
∫
Ω
φ1(x)w(t, x) dx.
Using Cauchy-Schwarz, we have
|W (t)| ≤ ‖φ1‖L2(Ω) · ‖w(t)‖L2(Ω) = C‖w(t)‖L2(Ω).
Therefore, W is well-defined as long as the L2 norm remains finite and serves as a
lower bound for ‖w(t)‖2. Hence, we may focus on obtaining the necessary growth
of W to prove the desired result.
Using the linearity of the left side of the equation in (2.1), we find that w satisfies
a(t)∂ttw + b(t)∂tw + Lw = f(x,w + v)− f(x, v) (2.2)
in the sense of distributions. Due to the convexity of the nonlinearity, we have
a(t)∂ttw + b(t)∂tw +
(
L− ∂uf(x, v)
)
w ≥ 0.
INSTABILITY OF STEADY STATES 7
Since φ1 is nonnegative, we multiply the inequality by φ1(x), integrate over Ω, and
integrate by parts to obtain∫
Ω
φ1(x)a(t)∂ttw(t, x) dx+
∫
Ω
φ1(x)b(t)∂tw(t, x) dx
+
∫
Ω
w(t, x)
[
L∗ − ∂uf(x, v)
]
φ1(x) dx ≥ 0.
(2.3)
The assumption on the adjoint operator implies[
L∗ − ∂uf(x, v)
]
φ1 = −σ2φ1
and hence
a(t)∂tt
∫
Ω
φ1(x)w(t, x) dx+ b(t)∂t
∫
Ω
φ1(x)w(t, x) dx
−σ2
∫
Ω
w(t, x)φ1(x) dx ≥ 0.
(2.4)
Because ∂tw is continuous, we see that
W ′(t) =
∫
Ω
φ1(x)∂tw(t, x) dx
is continuous. Thus, the differential inequality (2.4) simplifies to become
a(t)W ′′(t) + b(t)W ′(t)− σ2W (t) ≥ 0 (2.5)
in the sense of distributions. Since a(t) ≥ a0 > 0 the conclusions of the theorem
follow from the lemmas of Section 3. More specifically, our assumption on the initial
data yields W (0),W ′(0) > 0. Therefore, the first result of Lemma 3.1 proves
W (t) > W (0) (2.6)
for all t ∈ (0, T ) and hence the conclusion of part (a). Similarly, conclusions (b), (c),
and (d) follow from the results of Lemmas 3.2, 3.3, and 3.4, respectively, regarding
the behavior of functions W (t) that satisfy (2.5).
We note that the convexity assumption on the nonlinearity was used in the proof
to ensure positivity of the linear portion of the PDE. If instead, the nonlinearity is
concave in u, we may arrive at an analogous result with the necessary alterations
on the initial data.
Theorem 2.2. Assume the hypotheses of Theorem 2.1 hold, with the exceptions
that f(x, u) is concave in u rather than convex, and the initial data satisfy∫
Ω
φ1(x)u1(x) dx,
∫
Ω
φ1(x)u0(x) dx < 0.
Then, the conclusions of Theorem 2.1 remain valid.
Proof. Upon utilizing the concavity assumption to arrive at
a(t)∂ttw + b(t)∂tw +
(
L− ∂uf(x, v)
)
w ≤ 0,
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the proof of the previous theorem is only altered by multiplying this by the negative
eigenfunction −φ1(x), thereby restoring the correct direction of the inequality
−
∫
Ω
φ1(x)a(t)∂ttw(t, x) dx−
∫
Ω
φ1(x)b(t)∂tw(t, x) dx
−
∫
Ω
w(t, x)
[
L∗ − ∂uf(x, v)
]
φ1(x) dx ≥ 0
as in (2.3). The behavior of the L2 norm is then controlled by utilizing the quantity
W (t) = − ∫Ω φ1(x)w(t, x) dx and we again arrive at
a(t)W ′′(t) + b(t)W ′(t)− σ2W (t) ≥ 0
with initial data of the correct sign. The remainder of the proof again relies on the
lemmas of the following section and is otherwise unchanged.
Additionally, if we make further assumptions in the case of a convex nonlinearity,
Theorem 2.1 can be extended to prove instability due to blow-up.
Theorem 2.3. Let the hypotheses of Theorem (2.1) be valid and assume in addition
1. The functions f(x, v) and ∂uf(x, v) are bounded
2. There are C > 0 and p > 1 such that f(x, u) ≥ C|u|p for every (x, u) ∈ Ω×R
3. The eigenfunction and its product with the steady state are integrable, i.e.
φ1, vφ1 ∈ L1(Ω).
Let T ∈ (0,∞] be given, and assume the coefficients a(t) and b(t) satisfy
0 < a0 ≤ a(t) ≤ a1(t+ 1)r, r ∈ [0, 1), b ∈ L∞(0, T ).
If u is a solution of (2.1) such that u − v ∈ C1([0, T );L2(Ω)), then there exists
T ∗ <∞ such that
lim
t↑T∗
‖u(t)− v‖2 = +∞.
Proof. To prove the instability by blow-up, we follow [14] with modifications to
adjust for the time-dependence in the damping term b(t). First assume that T =∞.
Utilizing the additional assumptions and proceeding as before, the equation (2.1)
yields
a(t)∂ttw + b(t)∂tw + (L− ∂uf(x, v))w = f(x,w + v)− f(x, v)− ∂uf(x, v)w
≥ C|w + v|p − C(1 + |w|)
As before, we multiply the inequality by the eigenfunction φ1, integrate, and use
the assumption on the adjoint operator to find
a(t)W ′′(t)+ b(t)W ′(t)−σ2W (t) ≥ C
∫
Ω
φ1|w+ v|p dx−C
∫
Ω
φ1(1+ |w|) dx. (2.7)
Since φ1, φ1v ∈ L1(Ω), the last term in the inequality satisfies∫
Ω
φ1(1 + |w|) dx ≤
∫
Ω
φ1 dx+
∫
Ω
φ1v dx+
∫
Ω
φ1|w + v| dx
≤ C
(
1 +
∫
Ω
φ1|w + v| dx
)
.
Put α(t) =
∫
Ω
φ1|w+ v|p dx and β(t) =
∫
Ω
φ1|w+ v| dx. Then, since we know from
(2.6) that W stays positive and a(t) is positive, the differential inequality (2.7)
implies
a(t)W ′′(t) + b(t)W ′(t) ≥ C (α(t) − β(t)) (2.8)
INSTABILITY OF STEADY STATES 9
for t chosen large enough. Using Holder’s inequality we see that α(t) dominates
β(t) for large t, since for any p ∈ (1,∞)
β(t) ≤
(∫
Ω
φ1 dx
) p−1
p
(∫
Ω
φ1|w + v|p dx
) 1
p
≤ Cα(t) 1p
or
α(t) ≥ Cβ(t)p.
Additionally, notice that
W (t) =
∫
Ω
φ1w dx ≤ β(t) +
∫
Ω
φ1v dx ≤ β(t) + C.
By the conclusion of part (b) of the theorem,W grows exponentially fast. Therefore,
for t large we find that β(t) must also grow exponentially fast, as it is effectively
lower bounded by W . Using these facts in (2.8), we find
a(t)W ′′(t) + b(t)W ′(t) ≥ Cα(t) ≥ Cβ(t)p ≥ CW (t)p. (2.9)
Since b ∈ L∞(0, T ) it follows that b ∈ L1loc(0, T ). Hence, by conclusion (a), we know
W ′ is positive. Dividing by a(t) and using the bounds on the coefficients we have
W ′′(t) +
‖b‖∞
a0
W ′(t) ≥W ′′(t) + b(t)
a(t)
W ′(t) ≥ C
a(t)
W (t)p ≥ C(t+ 1)−rW (t)p
for t large enough. From Lemma 3.5, we arrive at the desired conclusion.
Next, we present the analogue of Theorem 2.1 for the first-order evolution prob-
lem with x ∈ Ω and t > 0:
b(t)∂tu+ Lu = f(x, u)
u(0, x) = v(x) + u0(x).
}
(2.10)
Unlike the second-order case our main theorem proves instability in the L∞ norm,
rather than the L2 norm. In either situation, these norms are natural to the re-
spective existence theory. In short, we find instability for b ∈ L1loc and instability
by either exponential growth or blow-up for b ∈ L∞. The precise statement of the
theorem follows.
Theorem 2.4. Assume the hypotheses of Theorem 2.1 and b(t) > 0 for all t ∈
[0,∞). Let T ∈ (0,∞] and the initial data u0 ∈ L∞(Ω) satisfying∫
Ω
φ1(x)u0(x) dx > 0.
be given. If u is a solution of (2.10) on [0, T ) such that u − v is C1 and bounded
for each t. Then, we have the following:
a. There is C0 > 0 such that for all t ∈ (0, T ),
‖u(t)− v‖∞ > C0
∫
Ω
φ1(x)u0(x) dx > 0.
b. If b ∈ L∞(0, T ), then there exist T0, C1, µ > 0 such that for all t ∈ (T0, T )
‖u(t)− v‖∞ ≥ C1eµt.
c. If b ∈ L∞(0, T ) and the assumptions of Theorem 2.3 hold, then there exists
T ∗ <∞ such that
lim
t↑T∗
‖u(t)− v‖∞ = +∞.
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Proof. As in the proof of Theorem 2.1, we define
W (t) =
∫
Ω
φ1(x)w(t, x) dx, w(t, x) = u(t, x)− v(x),
for which we have the estimate
|W (t)| ≤ ‖φ1‖L1(Ω) · ‖w‖L∞(Ω).
So, as before, the behavior of W will determine the growth of w, and hence the
instability result. We apply the same arguments as those of Theorem 2.1, and by
imposing the convexity assumption on f we see that W must satisfy the analogue
of (2.5), namely
b(t)W ′(t)− σ2W (t) ≥ 0. (2.11)
Applying Lemma 3.6 gives the validity of the first two conclusions of the theorem.
To obtain the last part of the theorem we use the same estimates that yielded
(2.9). The first-order counterpart is now given by the inequality
b(t)W ′(t) ≥ CW (t)p.
By Lemma 3.6(i) we have that W is positive, hence we can directly apply Lemma
3.7 to obtain the blow up of W in finite time.
In the next section, we prove the exponential growth and blow-up lemmas for func-
tions satisfying the ordinary differential inequalities that are utilized in our main
theorems.
3. Lemmas. In this section, the lemmas used in the proof of Theorems 2.1 – 2.4
are stated and proved. First, we consider the differential inequalities which arise
from our study of the second-order evolution problem (2.1), namely
a(t)Y ′′(t) + b(t)Y ′(t)− cY (t) ≥ 0 (3.1)
and
A(t)Y ′′(t) +BY ′(t)− CY (t)p ≥ 0 (3.2)
for p ∈ (1,∞).
Lemma 3.1. Let T ∈ (0,∞], a ∈ C1(0, T ) with a(t) ≥ a0 > 0 for all t ∈ [0, T ),
b ∈ L1loc(0, T ), and c > 0 be given. Suppose Y ∈ C1 satisfies (3.1) on [0, T ) in the
sense of distributions with given initial conditions Y (0), Y ′(0) > 0. Then, Y ′(t) > 0
for all t ∈ [0, T ).
Proof. To prove the first lemma, we shall take advantage of the regularity of Y (t)
and utilize a continuity argument. Let T¯ < T be given so that T¯ <∞. Define
T1 = sup{t ∈ (0, T¯ ) : Y ′(s) > 0, for all s ∈ [0, t]}.
We have T1 ≤ T¯ < T ; moreover, T1 > 0 since Y ′(0) > 0 by hypothesis. Hence, by
continuity there exists T0 ∈ (0, T1) such that
Y ′(s) > 0 for all s ∈ [0, T0].
Since Y satisfies (3.1) on (0, T ) in the sense of distributions, it will also satisfy it
on (T0, T1), hence, after dividing by a(t) we have∫ T1
T0
Y ′(s)
(
−θ′(s) + b(s)
a(s)
θ(s)
)
ds ≥
∫ T1
T0
c
a(s)
Y (s)θ(s) ds
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for every nonnegative test function θ. Since Y ′(s) > 0 on [T0, T1), we find Y (s) >
Y (0) > 0 on [T0, T1) and therefore by using the positivity of a and c we have∫ T1
T0
Y ′(s)
(
−θ′(s) + b(s)
a(s)
θ(s)
)
ds > 0.
Let I(s) =
∫ s
T0
b(τ)
a(τ) dτ and notice that I remains finite on [T0, T1] since a(s) ≥ a0
and b ∈ L1loc(0,∞). Then, rewrite the inequality as
−
∫ T1
T0
Y ′(s)eI(s)
d
ds
[
e−I(s)θ(s)
]
ds > 0.
Taking θ to be an approximation of eI(s)χ(T0,T1)(s), where χ(α,β) represents the
characteristic function on of an interval (α, β), we deduce
Y ′(T1)eI(T1) − Y ′(T0) > 0.
Hence, we have
Y ′(T1) > Y ′(T0)eI(T1) ≥ 0.
By the continuity of Y ′(t) it must be the case that T1 = T¯ , so Y ′(t) > 0 for all
t ∈ [0, T¯ ). With T¯ < T arbitrary we have that Y ′(t) > 0 on [0, T ), which is the
desired conclusion.
Next, we prove the exponential growth of solutions under similar conditions, with
the additional assumption of a ∈ L∞ included.
Lemma 3.2. Let T ∈ (0,∞], a(t) ∈ C1(0, T ) satisfying
a(t) ≥ a0 > 0, a′(t) > 0
for some a0 > 0 for all t ∈ (0, T ), and let b ∈ L∞(0, T ), and c > 0 be given.
Suppose Y ∈ C1 satisfies (3.1) on [0, T ) in the sense of distributions with given
initial conditions Y (0) > 0 and Y ′(0) ≥
(√
c
a(0) +B
2 −B
)
Y (0). Then, there exist
C > 0 and an increasing function µ > 0 such that
Y (t) ≥ Ceµ(t)
for all t ∈ [0, T ). The function µ is given by µ(t) = ∫ t
0
(−B +
√
c
a(s) +B
2)ds, with
B := ‖b‖∞a0 .
Proof. We begin by using the positivity of Y and Y ′, and the lower bound on a to
obtain the inequality
Y ′′ +
‖b‖∞
a0
Y ′ − c
a(t)
Y ≥ Y ′′ + b(t)
a(t)
Y ′ − c
a(t)
Y ≥ 0.
Next, we multiply this inequality by eBt where B := ‖b‖∞a0 . Denote f(t) := e
BtY (t),
so f ′(t) = eBtY ′(t) + BeBtY (t) and f ′′(t) = eBtY ′′(t) + 2BeBtY ′(t) + B2eBtY (t).
In the new variable, the inequality simplifies to
f ′′ −Bf ′ − c
a(t)
f ≥ 0.
Since Y ′ > 0 as a consequence of Lemma 3.1 we find Bf ′ ≥ B2f , so this yields
f ′′ ≥
(
c
a(t)
+B2
)
f.
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After multiplying by f ′ ≥ 0 we get
d
dt
[f ′(t)2]−
(
c
a(t)
+B2
)
d
dt
[f(t)2] ≥ 0
which after integrating on (0, t) yields
[f ′(t)]2 −
(
c
a(t)
+B2
)
[f(t)]2 +
∫ t
0
d
ds
(
c
a(s)
+B2
)
[f(s)]2ds
≥ [f ′(0)]2 −
(
c
a(0)
+B2
)
[f(0)]2.
Finally, using the assumptions we have a′(t) > 0 and the right side of the inequality
is nonnegative. It follows that
f ′(t) ≥
√
c
a(t)
+B2 f(t)
and thus
f(t) ≥ f(0)e
∫
t
0
√
c
a(s)
+B2ds
.
We end up with the following growth rate for Y :
Y (t) ≥ Y (0)e
∫
t
0
(−B+√ c
a(s)
+B2)ds
.
For the case when a ∈ L∞(0,∞) we have the following result, for which we are
able to provide a more direct proof.
Lemma 3.3. Let T ∈ (0,∞], a(t) ∈ C1(0, T ) satisfying the growth condition
0 < a0 ≤ a(t) ≤ a1
for some a0, a1 > 0 and all t ∈ [0, T ), b ∈ L∞(0, T ), and c > 0 be given. Suppose
Y ∈ C1 satisfies (3.1) on [0, T ) in the sense of distributions with given initial
conditions Y (0), Y ′(0) > 0. Then, there exist C, µ > 0 such that
Y (t) ≥ Ceµt
for all t ∈ [0, T ).
Proof. Since b ∈ L∞(0, T ), and hence b ∈ L1loc(0, T ), we apply Lemma 3.1 to
conclude Y ′ > 0 on [0, T ). Using this and the inequality (3.1) we find
Y ′′ +
‖b‖∞
a0
Y ′ − c
a1
Y ≥ Y ′′ + b(t)
a(t)
Y ′ − c
a(t)
Y ≥ 0.
Put β :=
‖b‖∞
a0
, γ :=
c
a1
and let λ± be the roots of the characteristic equation
λ2 + βλ− γ = 0.
Since γ > 0, we may assume λ+ > 0 and λ− < 0. Thus, set Z(t) = Y ′(t)− λ−Y (t)
and compute
Z ′ − λ+Z = Y ′′ + βY ′ − γY ≥ 0
which implies Z(t) ≥ Z(0)eλ+t and by the definition of Z,
Y ′(t)− λ−Y (t) ≥ Z(0)eλ+t.
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Finally, this generates a lower bound for Y , namely
Y (t) ≥ Z(0)
λ+ − λ− (e
λ+t − eλ−t) + Y (0)eλ−t.
Since λ− < 0, we have Z(0) = Y ′(0) − λ−Y (0) > 0 by assumption. Hence, we see
that
Y (t) ∼ Z(0)
λ+ − λ− e
λ+t
as t grows large and because λ+ > 0, the exponential growth of Y follows.
Now we prove that a similar exponential growth result for b ∈ L1(0,∞) also
holds, but using different methods.
Lemma 3.4. Let T ∈ (0,∞], a ∈ C1(0, T ) with 0 < a0 ≤ a(t) ≤ a1 for all
t ∈ [0, T ), b ∈ L1(0,∞), and c > 0 be given. Suppose Y ∈ C1 satisfies (3.1) on
[0, T ) in the sense of distributions with given initial conditions Y (0), Y ′(0) > 0.
Then, there exists C, µ > 0 such that
Y (t) ≥ Ceµt
for all t ∈ [0, T ).
Proof. Let the functions a, b and the constant c be given satisfying the conditions
of the lemma. Choose
µ =
(
21c
40a1
e−‖
b
a
‖1
)1/2
> 0.
Define
T0 = sup
{
t ∈ (0, T ) : Y (s) ≥ 1
2
Y (0)eµt, ∀s ∈ [0, t]
}
and notice that T0 > 0. Thus, for any t ∈ [0, T0], we can proceed as in the proof of
Lemma 3.1 to express (3.1) as
−
∫ t
0
Y ′(s)eI(s)
d
ds
[
e−I(s)θ(s)
]
ds ≥
∫ t
0
c
a(s)
Y (s)θ(s) ds
where I(s) =
∫ s
0
b(τ)
a(τ) dτ . As before, we take θ to be an approximation of the inte-
grating factor multiplied by the characteristic function on (0, t) and the inequality
becomes
eI(t)Y ′(t)− Y ′(0) ≥
∫ t
0
c
a(s)
eI(s)Y (s) ds.
Since t ∈ [0, T0] this implies
Y ′(t) ≥ Y ′(0)e−I(t) + c
2a1
Y (0)
∫ t
0
eI(s)−I(t)eµs ds.
Since ba is integrable, we find
Y ′(t) ≥ e−‖ ba‖1
(
Y ′(0) +
c
2a1µ
Y (0)(eµt − 1)
)
and after an integration
Y (t) ≥ Y (0) + e−‖ ba‖1
(
Y ′(0)t+
c
2a1µ
Y (0)
[
1
µ
(eµt − 1)− t
])
.
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Reordering terms, this becomes
Y (t) ≥ Y (0)
(
1− e−‖ ba‖1 c
2a1µ2
)
+ e−‖
b
a
‖1Y ′(0)t+ e−‖
b
a
‖1Y (0)
c
2a1µ2
(
eµt − µt
)
.
(3.3)
By definition, µ2 ≥ ca1 e−‖
b
a
‖1 , thus the first term on the right side of (3.3) is
nonnegative. Similarly, the second term is nonnegative by hypothesis. Finally, call
the last term L. Since
ex >
5
2
x
for all x ∈ R and Y (0) ≥ 0 we find
L =
3
5
e−‖
b
a
‖1Y (0)
c
2a1µ2
eµt +
2
5
e−‖
b
a
‖1Y (0)
c
2a1µ2
(
eµt − 5
2
µt
)
>
3
5
e−‖
b
a
‖1Y (0)
c
2a1µ2
eµt
=
3
5
· 40
21
· 1
2
Y (0)eµt
=
8
7
(
1
2
Y (0)eµt
)
.
Thus, (3.3) yields the lower bound
Y (t) ≥ 8
7
(
1
2
Y (0)eµt
)
(3.4)
for t ∈ [0, T0]. So, we find Y (T0) ≥ 47Y (0)eµT0 and this implies T0 = T . Hence,
the lower bound (3.4) is valid for all t ∈ [0, T ) and it follows that Y (t) must grow
exponentially.
We state the next lemma regarding the blow-up of solutions to justify the proof
of Theorem 2.3. A nice proof of this blow-up result is given in Proposition 3.1 in
[29].
Lemma 3.5. Let a ∈ C1(0, T ) with 0 < a0 ≤ a(t) ≤ a1 for all t ∈ [0, T ), B, C > 0,
r ∈ [0, 1), and p > 1 be given. Let Y ∈ C1 be a solution of (3.2)
Y ′′(t) +BY ′(t)− C(1 + t)−rY (t)p ≥ 0
on the interval [0, T ) in the sense of distributions with given initial conditions
Y (0), Y ′(0) > 0. Then T <∞.
Finally, we turn to the corresponding lemmas for the first-order equation and
consider the differential inequalities
b(t)Y ′(t)− cY (t) ≥ 0 (3.5)
and
b(t)Y ′(t)− cY (t)p ≥ 0 (3.6)
for p ∈ (1,∞), which arise in the proof of Theorem 2.4.
Lemma 3.6. Let T ∈ (0,∞], b ∈ L1loc(0, T ) be positive, and c > 0 be given. Suppose
Y ∈ C1 satisfies (3.5) on [0, T ) with given initial condition Y (0) > 0. Then
(i) Y (t) > Y (0), for all t ∈ [0, T );
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(ii) Moreover, if a ∈ L∞(0, T ) there exist C, µ > 0 such that
Y (t) ≥ Ceµt
for all t ∈ [0, T ).
Proof. We proceed by using a continuity argument yet again and define
T0 = sup{t ∈ (0, T ) : Y (s) > 1
2
Y (0), ∀s ∈ [0, t]}.
Note that on [0, T0) we have by (3.5)
b(t)Y ′(t) ≥ cY (t) > 1
2
cY (0) > 0.
Hence, the positivity of b implies Y ′(t) > 0 as well. This yields Y (t) > Y (0) for all
t ∈ (0, T0), whence T0 = T , and the first conclusion of the lemma holds. For the
second part of the lemma, we use the L∞ bound on b and the positivity of Y to
obtain from (3.5) the inequality
‖b‖∞Y ′(t) ≥ b(t)Y ′(t) ≥ cY (t)
and thus
Y ′(t) ≥ c‖b‖−1∞ Y (t).
As in the proof of Lemma 3.3, the exponential growth of Y on [0, T ) follows as an
immediate consequence.
Our final lemma of the section establishes the blow-up result for (3.6) under the
assumption of a bounded damping coefficient.
Lemma 3.7. Let b ∈ L∞(0, T ) be positive with c > 0, and p > 1 given. Let Y ∈ C1
be a solution of (3.6) on the interval [0, T ) with given initial condition Y (0) > 0.
Then T <∞.
Proof. Assume T = ∞. As in the previous lemma, a continuity argument easily
establishes Y (t) > Y (0) and Y ′(t) > 0 for t ∈ [0, T ). Using this (3.6) implies
‖b‖∞Y ′(t) ≥ b(t)Y ′(t) ≥ cY p(t).
The inequality can be rearranged in separable form
Y ′(t)
Y p(t)
≥ c‖b‖∞
which after integration yields
Y (t) ≥
[
Y 1−p(0)− (p− 1) c‖b‖∞ t
]1/(1−p)
.
Since there exists a time T∞ <∞ such that
Y 1−p(0) = (p− 1) c‖b‖∞T∞,
we conclude that Y blows up as t ↑ T∞.
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4. Applications of Theorems 2.1-2.4. Our results are immediately applicable
to a few well-known and well-studied problems, including steady states described
in the aforementioned papers [3, 9, 14, 28]. Namely, for steady state solutions
corresponding to the following equations (and their parabolic counterparts)
a(t)∂ttu+ b(t)∂tu−∆u = |u|p, x ∈ Ω, t > 0
a(t)∂ttu+ b(t)∂tu−∆u+ V (x)u = f(u), x ∈ Ω, t > 0
the instability results of our main theorem via exponential growth, and in some
cases blow-up, are valid under reasonable assumptions on the associated nonlinear-
ity. To our knowledge, the instability results of this section are new for both the
hyperbolic and parabolic equations with unbounded time-dependent (and possibly
sign-changing) coefficients. The proofs rely mostly on the analysis of the steady
state solutions that was performed in [14], from which we include only the essential
findings.
4.1. Laplacian with power nonlinearity. Our first application considers solu-
tions of the steady state equation
−∆v = |v|p, x ∈ Ω (4.1)
with n > 2. For Ω = Rn, Li [18] proved the existence of an uncountable family
of positive solutions v ∈ C2(Rn) to (4.1) for p > n+1n−2 . Shortly afterward, Chen
and Li [3] explicitly determined the form of all positive, C2 solutions for p = n+1n−2
and showed that for p < n+2n−2 or n = 1, 2 no such solutions of (4.1) can exist.
More recently, in [14] it was shown that for p ≥ n+2n−2 , the linearized operator L =
−∆− pvp−1 has a negative eigenvalue if(
n− 2
2
)2
<
2p
p− 1
(
n− 2− p
p− 1
)
.
On the other hand, if we have p > n+2n−2 , but(
n− 2
2
)2
≥ 2p
p− 1
(
n− 2− p
p− 1
)
then the linearized operator has no negative spectrum. It was then proved that
steady states are nonlinearly unstable in the former case and stable in the latter.
We can now extend these results to prove the dichotomy given by the following
theorem:
Theorem 4.1. Let n > 2 and p ≥ n+2n−2 be given, and let v ∈ C2(Ω) be a positive
solution of (4.1). Denote
pc =
{
∞, n ≤ 10,
n2−8n+4+8√n−1
(n−2)(n−10) , n > 10,
for convenience. Then, pc >
n+2
n−2 and the following dichotomy holds.
If p < pc, then v is a nonlinearly unstable solution of the equations
a(t)∂ttu+ b(t)∂tu−∆u = |u|p, x ∈ Ω, t > 0
and
b(t)∂tu−∆u = |u|p, x ∈ Ω, t > 0
where b(t) satisfies the assumptions given in Theorems 2.1 – 2.4, and nonlinear
instability occurs as given by the aforementioned theorems.
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Contrastingly, if p ≥ pc, then v is a stable solution of the linearized equation, i.e.
the linearized operator has no negative spectrum.
To our knowledge, the instability results of Theorem 4.1 are new for both the
parabolic and hyperbolic equations with time-dependent damping. For the nonlin-
ear heat equation, the stability of steady states was studied earlier by Gui, Ni, and
Wang [9]. They arrived at a theorem very similar to the dichotomy above, though
only the linear stability and instability were proved. As the details of the proof of
the theorem are closely related to those presented by Strauss and Karageorgis, we
omit it and refer the reader to [14] for more information.
If Ω is a bounded subset of Rn, then less is generally known. As mentioned in the
introduction, the problem with a concave power nonlinearity has been studied in
[5, 6]. The authors proved the stability of steady states to such problems. Using our
main theorems, we can arrive at complementary results for steady states satisfying
−∆v = −|v|p, x ∈ Ω. (4.2)
4.2. Laplacian with a potential and convex nonlinearity. Next, we consider
general conditions upon which the solutions of the equation
−∆v + V (x)v = f(v), x ∈ Rn (4.3)
are nonlinearly unstable solutions of
a(t)∂ttu+ b(t)∂tu−∆u+ V (x)u = f(u), x ∈ Ω, t > 0 (4.4)
and
b(t)∂tu−∆u + V (x)u = f(u), x ∈ Ω, t > 0. (4.5)
by utilizing the main theorems of Section 2. We will assume for these problems that
(4.3) has a positive solution v ∈ C2 ∩ H1 that satisfies v(x) → 0 as |x| → ∞. For
such steady states, we have the following result:
Theorem 4.2. Assume that the potential V : Ω → R is continuous, bounded, and
satisfies σess(−∆ + V ) ⊂ [0,∞). In addition, assume f ∈ C1(R) is convex with
f(0) = f ′(0) = 0 and not identically zero. Then, v is a nonlinearly unstable solution
of (4.4) and (4.5). More precisely, the conclusions of Theorems 2.1 – 2.4 are valid.
Proof. The proof of this result relies on checking the necessary assumptions for the
steady states and the adjoint of the linearized operator. Consider the self-adjoint
linearized operator
L = −∆+ V − f ′(v).
Since f(0) = 0 and f is convex, we notice that for any solution of (4.3)
Lv = −∆v + V (x)v − f ′(v)v
= f(v)− f ′(v)v
= f(v)− f(0)− f ′(v)v
≤ 0.
Now, since f ′(0) = 0 and f is not identically zero, it follows that Lv 6= 0. Thus,
we have Lv < 0 < v, whence 〈Lv, v〉 < 0 and the first eigenvalue of L must be
negative. Finally, it has previously been determined [19, 26] that the corresponding
first eigenfunction φ1 belongs to L
1(Ω) ∩ L2(Ω) and is non-negative. Hence, all
assumptions are satisfied and the results follow by an application of Theorems 2.1
– 2.4.
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Remark 4.1. In the special case that f(u) = |u|p with n > 2 and p ∈
(
1, n+2n−2
)
,
Souplet and Zhang [28] have studied the stability problem for radial potentials that
satisfy
C1(1 + |x|)−q ≤ V (x) ≤ C2
with 0 ≤ q ≤ 2(n−1)(p−1)p+3 . They previously showed the existence of a positive steady
state v ∈ C2 that decays exponentially fast as |x| → ∞. Theorem 4.2 applies to
this particular case, in addition to a much wider class of potentials. Moreover,
we notice that the assumptions are trivially satisfied since the steady state v is
bounded. Thus, for the second-order problem (4.4), the L2 norm ‖u(t)− v‖2 blows
up in finite time, and for the parabolic problem (4.5), the L∞-norm ‖u(t) − v‖∞,
blows up in finite time, as in our main results.
4.3. Exponential nonlinearity in 2D:. Using the theorems of Section 2, one
may also transfer instability from the linearized systems to the nonlinear problems
a(t)∂ttu+ b(t)∂tu−∆u = eu, x ∈ R2, t > 0
and
b(t)∂tu−∆u = eu, x ∈ R2, t > 0.
While this is true for the general instability and exponential growth results, we
note that our blow-up results will not hold for these equations as the exponential
nonlinearity does not satisfy the necessary assumptions. Smooth solutions of the
time-independent problems, which satisfy
−∆v = ev, (4.6)
have already been studied. To be more precise, the C2 steady states of these systems
were completely categorized by Chen and Li [3]. In this paper, the authors were
able to prove the existence of an infinite family of such solutions, each of which
must take the form
v(x) = log
(
32λ2
(4 + λ2|x− y|2)2
)
for some λ > 0 and y ∈ R2. With this representation and the explicit form of the
nonlinearity, we can determine that our main theorems are applicable by checking
that their assumptions are valid for these equations. Upon doing so, we may prove
the following instability result, which extends known results to the case of variable
coefficients.
Theorem 4.3. Assuming eu ∈ L1(R2) and the damping term b(t) is in the appro-
priate Lp space (as stipulated in Theorems 2.1 and 2.4), the steady state v satisfying
(4.6) is a nonlinearly unstable solution of the equations
a(t)∂ttu+ b(t)∂tu−∆u = eu, x ∈ R2, t > 0
and
b(t)∂tu−∆u = eu, x ∈ R2, t > 0
on [0, T ). More specifically, conclusions (a), (b), and (d) of Theorem 2.1 and con-
clusions (a) and (b) of Theorem 2.4 are valid.
Proof. As in the previous proof, all that is needed is to verify the necessary assump-
tions. Note that the nonlinearity f(y) = ey ∈ C∞ is convex. Additionally, it is
known [14] that the linearized operator
v → Lv = −∆v − ev(x)v
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has a negative first eigenvalue and positive first eigenfunction. This is done by
proving that the associated energy functional
E[v] =
∫
R2
(
|∇v(x)|2 − ev(x)|v(x)|2
)
dx
achieves a negative value for a specific choice of v. Indeed, selecting the function
ξ(x) =
(
4 + λ2|x− y|2)−2, one finds E[ξ] = − 1320pi, and this implies the existence
of both a negative eigenvalue and corresponding positive eigenfunction. Hence, all
of the assumptions are satisfied, and Theorems 2.1 and 2.4 yield the result.
In summary, we would like to remark that the main results are also applicable to
equations with higher-order spatial operators since the order of L was unnecessary in
our proofs. Examples of such problems include those which involve the biharmonic
or polyharmonic operators, such as

∆2v = f(v), x ∈ Ω
v =
∂u
∂n
= 0, x ∈ ∂Ω.
(4.7)
In general, little information is currently known regarding steady state solutions
to such problems. Hence, it is unclear as to whether our general assumptions are
satisfied; for instance the existence of a positive principal eigenfunction or an asso-
ciated, linearized adjoint operator possessing negative eigenvalues. In fact, the case
of general domains with Dirichlet boundary conditions is essentially unexplored,
often due to the lack of a comparison principle. One promising candidate is the
Gelfand problem (4.7) with f(v) = ev, whose linearized operator is known to pos-
sess negative eigenvalues [1], at least for Ω = Rn. Unfortunately, the corresponding
eigenfunctions may change sign, and hence our theorems do not apply. With ad-
vances in the study of such problems, we believe our main results will also give rise
to new applications for these equations in the future.
REFERENCES
[1] Elvise Berchio, Alberto Farina, Alberto Ferrero, and Filippo Gazzola, Existence and stability
of entire solutions to a semilinear fourth order elliptic problem, J. Differential Equations,
252 (2012), 2596–2616.
[2] M. Cattaneo, Comptes Rendus de lAcademie des Sciences Paris 247, 431 (1958).
[3] W. Chen and C. Li, Classification of solutions of some nonlinear elliptic equations, Duke
Math. Journal, 63 (1991), 615–622.
[4] C. de Silva, “Vibration and Shock Handbook”, Mechanical Engineering, CRC Press, 2005.
[5] G. Fragnelli and D. Mugnai, Stability of solutions for nonlinear wave equations with a positive-
negative damping, Discrete and Continuous Dynamical Systems Series S, 4 (2011), 615–622.
[6] G. Fragnelli and D. Mugnai, Stability of solutions for some classes of nonlinear damped wave
equations, SIAM J. Control Optim., 47 (2008), 2520–2539.
[7] R. Glassey, Blow-up theorems for nonlinear wave equations, Math. Z., 132 (1973), 183–203.
[8] M. Grillakis, J. Shatah, W. Strauss, Stability theory of solitary waves in the presence of
symmetry, I, J. Funct. Anal., 74 (1987), 160–197
[9] C. Gui, W. Ni, and X. Wang, On the stability and instability of positive steady states of a
semilinear heat equation in Rn, Comm. Pure Appl. Math., 45 (1992), 1153–1181.
[10] Y. Han and A. Milani, On the diffusion phenomenon of quasilinear hyperbolic waves, Bull.
Sci. Math., 124 (2000), 415–433.
[11] L. Hsiao and Tai-Ping Liu Convergence to nonlinear diffusion waves for solutions of a system
of hyperbolic conservation laws with damping, Comm. Math. Phys., 143 (1992), 599–605.
[12] S. Kaplan, On the growth of solutions of quasi-linear parabolic equations, Comm. Pure Appl.,
16, (1963) 305–330.
20 STEPHEN PANKAVICH AND PETRONELA RADU
[13] P. Karageorgis, Stability and intersection properties of solutions to the nonlinear biharmonic
equation, Nonlinearity, 22 (2009), 1653–1661.
[14] P. Karageorgis and W. Strauss, Instability of steady states for nonlinear wave and heat equa-
tions, J. Differential Equations, 241 (2007), 184–205.
[15] M. Kawashita, H. Nakazawa, and H. Soga, Non decay of the total energy for the wave equation
with the dissipative term of spatial anisotropy, Nagoya Math. J., 174 (2004), 115–126.
[16] S. Konabe and T. Nikuni Coarse-grained finite-temperature theory for the Bose condensate
in optical lattices, Journal of Low Temperature Physics, 150 (2008), 12–46.
[17] A. Lazer and P. McKenna Large-amplitude periodic oscillations in suspension bridges: Some
new connections with nonlinear analysis, SIAM Review, 32 (1990), 537–578.
[18] Y. Li, Asymptotic behavior of positive solutions of equation ∆u + K(x)up = 0 in Rn, J.
Differential Equations, 95 (1992), 304–330.
[19] E. Lieb and M. Loss, “Analysis”, 2nd edition, Grad. Stud. Math., Volume 14, Amer. Math.
Soc., Providence, RI, 2001.
[20] A. Matsumura, On the asymptotic behavior of solutions of semi-linear wave equations, Publ.
Res. Inst. Math. Sci., Kyoto Univ., 12 (1976), 169–189.
[21] K.Nishihara, Convergence rates to nonlinear diffusion waves for solutions of system of hy-
perbolic conservation laws with damping, J. Differential Equations, 131 (1996), 171–188.
[22] P. Radu, G. Todorova, and B. Yordanov, Higher order energy decay rates for damped wave
equations with variable coefficients, Discrete and Continuous Dynamical Systems Series S, 2
(2009), 609–629.
[23] P. Radu, G. Todorova, and B. Yordanov, Diffusion phenomenon in Hilbert spaces and appli-
cations, J. Differential Equations, 250 (2011), 4200–4218.
[24] P. Reverberi, P. Bagnerini, L. Maga, A. G. Bruzzone, On the non-linear Maxwell-
Cattaneo equation with non-constant diffusivity: Shock and discontinuity waves, International
Journal of heat and Mass Transfer, textbf51, (2008) 5327–5332.
[25] J. Shatah and W Straus, Spectral condition for instability, Contemp. Math. 255 (2000),
189-198.
[26] B. Simon, Schro¨dinger semigroups, Bull. Amer. Math. Soc., 7 (1982), 447–526.
[27] G. Somieski, Shimmy analysis of a simple aircraft nose landing gear model using different
mathematical methods, Aerosp. Sci. Technolo., 1 (1997), 545–555.
[28] P. Souplet and Q. Zhang, Stability for semilinear parabolic equations with decaying potentials
in Rn and dynamical approach to the existence of ground states, Ann. Inst. H. Poincar Anal.
Non Linaire, 19 (2002), 683–703.
[29] G. Todorova and B. Yordanov, Critical exponent for a nonlinear wave equation with damping.
J. Differential Equations, 174 (2001), 464–489.
[30] P. Vernotte, Comptes Rendus Acad. Sci. 246, 3154 (1958).
[31] J. Wirth, Wave equations with time-dependent dissipation. II. Effective dissipation. J. Dif-
ferential Equations, 232 (2007), 74–103.
[32] B. Yordanov and Q. Zhang, Finite-time blow up for wave equations with a potential, SIAM
J. Math. Anal., 36 (2005), 1426–1433
E-mail address: pankavic@mines.edu
E-mail address: pradu@math.unl.edu
