I. INTRODUCTION
EGISTRATION aims at finding the geometrical transformation between two images so that they can be considered matched. Numerous registration methods have been proposed in the literature over the last two decades, which can be broadly classified into three categories, according to [1] : feature-based, data-reductive and voxel similarity-based (VSB). Among these, the last ones have received a special attention due to the fact that they are, generally, fully automatic and their results reproducible.
The main feature of VSB methods is that they often rely on a trial-and-error optimization scheme during which a similarity measure is maximized or minimized. It is generally accepted that VSB methods relying on similarity measures that assume a functional or a statistical relation between the values of corresponding voxels in the two images, such as the Woods criterion [2] and the Correlation Ratio [3] , or Mutual Information [4] and Normalized Mutual Information [5] , yield the best results.
However, these VSB methods often require long computational times, which is due not only to the trial-anderror nature of the optimization scheme, but also to the necessity of re-interpolating the floating image, at the lattice points of the reference image, every time the d-dimensional search space -in which d defines the number of registration parameters -is sampled. For these reasons, VSB methods have traditionally been employed in retrospective registration, i.e., the motion estimates are determined after the acquisition of the image is concluded.
However, there are situations in which it could be useful performing registration in a prospective way, i.e., using the registration parameters to influence certain acquisitionrelated parameters. For instance, in FMRI studies, the motion estimates could be used to modify the acquisition parameters in order to minimize motion-related artifacts. This would, however, require an extremely fast registration method, preferably based on a limited dataset of the K-space rather than on the full data from direct space. In this work, we propose a NN-based registration method, which relies on small data subsets extracted from the images' Fourier spaces.
NN have been used in different registration problems. Elhanany and co-workers performed affine registration of 2D non-medical images using a Multiple-Layer Perceptron (MLP), whose inputs are sub-samples of the original images' DCT coefficients [6] . Other authors also performed affine registration of 2D non-medical images using a MLP, but using a 2D PCA scheme to extract features to feed the NN [7] . These approaches seem to be accurate, being both remarkably robust to noise.
The authors that use NN for surface-based rigid-body registration emphasize the celerity improvement of this approach, with a sub-voxel accuracy comparable to the conventional methods [8] . On the other way, Liu and coworkers registered 3D ear models with PCA extraction and concluded that this method is faster and more robust than the traditional ones [9] . Another rigid application (not surfacebased) used 2D MR and CT brain images [10] . The authors performed a registration based on PCA using a NN to compute the first principal directions and centroids of the images. We too have once proposed a NN-based method for multimodality image registration [11] . However, this method was limited to 2D (affine) registration and was based on geometric features' extraction.
A NN-based method which relies on Fourier coefficients has also been proposed by Abche and co-workers for 2D registration of MRI images [12] .
The NN-based method proposed in this work is tested using simulated and real data, considering a 3D rigid-body 978-1-4244-4124-2/10/$25.00 ©2010 IEEEdeformation model. We emphasize that, contrary to other learning-based approaches, which learn the optimal similarity measures [13, 14, 15, 16] , the proposed method learns the translation and the rotation parameters, making use of the interpolation properties of the MLP.
II. MATERIALS AND METHODS

A. The neural network
In this work, the determination of the registration parameters is done using one NN per registration parameter. Abche indicates that the simultaneous determination of the registration parameters may lead to a better-optimized set of estimates [12] . However, our preliminary results on this issue do not support that strategy (results not presented here).
Each NN comprises an input layer, a hidden layer and an output layer. The different layers are fully connected. The determination of the coefficients between consecutive layers is done through the Generalized Delta Learning Rule, using a sigmoidal activation function of the form sgm(x)=1/(1+e -x ). During the supervised training, the weighting coefficients between consecutive layers are updated by minimizing the squared error between the optimal (known) solutionrepresented through "vector" y k -and the observed solution -"vector" O k . The W kj and w ji coefficients are updated following the relations:
and x i is the value in the i th input unit. w ji represents the weighting coefficient between the i th input unit and the j th hidden unit and W kj the weighting coefficient between the j th hidden unit and the k th output unit. In the proposed method, each of the six NN contains only one output unit (i.e., k=1), which is used as an interpolator of the corresponding registration parameter. The sigmoid function is applied to O and y values in order to render these values between 0 and 1. In Figure 1 , we present a schematic representation of each NN used to estimate a registration parameter. 
B. Simulations
The training of the NN is done using one learning dataset which comprises one thousand Fourier subsets, obtained from images created by applying the same number of random rigid-body transformations to an actual FMRI 3D image. This image had dimensions 64×80×18, 3.75×3.75×6.00 mm, but it was reduced to a 64×64×16 geometry by eliminating the 8 most anterior and posterior coronal slices and the 2 bottom axial slices (see Figure 2 ). This reduction in image dimensions allowed the application of an IFFT algorithm. The rigid-body geometric model is characterized by 6 degrees of freedom: 3 translations (t x , t y and t z ) and 3 rotations (r x , r y and r z ). The geometric parameters of the simulated misregistrations follow uniform distributions between -1.0 and 1.0 mm for translations, and between -1.0 and 1.0 degrees for rotations. These values were selected since larger movements are not expected in a typical FMRI study. All simulated data were corrupted with rician noise obtained considering Gaussian distributions with FWHM of 1% of mean brain value.
However, in order to assess the influence of the range of the simulated misregistrations on the final accuracy, the experiment was repeated considering movements between -5.0 and 5.0 mm for translations, and between -5.0 and 5.0 degrees for rotations. In both experiments, the mean absolute registration errors were compared with the ones provided by a VSB (Mutual Information) registration method (characterized by a Powell optimization scheme and a cubicspline interpolation method).
For each 3D image in the data set, the corresponding Fourier space was calculated by IFFT. The learning dataset of the NN is constructed by selecting a cubic subset of the Fourier space (in both real and imaginary spaces), with dimensions n × n × n. In both experiments, we have tested subsets with n = 4, 5, 6, 7, 8, and 9, yielding, respectively, 128, 250, 432, 686, 1024 and 1458 coefficients (i.e., 2n 3 ). The number of input units is increased by 1 in order to accommodate for bias, which has always the value 1.
In each case, the number of hidden units in each NN was adjusted to the number of input units. Using a pure heuristic formula, we have decided to set the number of hidden units to 18, 25, 33, 41, 51 and 60, respectively. No exploratory work aimed at optimizing these values was conducted.
C. Evaluation of the Training Process
The evolution of the training process was assessed using an evaluation dataset, which comprises 100 simulated examples -generated in the same way the learning datasets were. The accuracy of the NN-based motion correction method was assessed by calculating the mean absolute error, in each registration parameter, between the simulated (known) misregistration value and the experimental (motion correction) value yielded by the corresponding NN. The method was finally evaluated on an actual FMRI time series.
III. RESULTS AND DISCUSSION
The results for both experiments mentioned above are presented in Tables 1 and 2 , respectively. These results refer to the mean absolute errors for the 6 registration parameters, which are expressed in mm or degrees. The bottom row presents the mean absolute errors for a VSB (mutual information) method, for comparison purposes.
We may see from Tables 1 and 2 that the mean absolute errors are in the order of hundredths or tenths of mm or degrees. We may also see that an increase in the size of the Fourier subset leads to a decrease in registration accuracy, which may be due to the augmented complexity of the NN and to the "curse of dimensionality" associated to the increasing number of input units. In Table 1 , it is also possible to see that the proposed method yields results similar to the VSB (MI) conventional method mentioned above. For larger displacements, the VSB(MI) method yields the best results.
We note that these errors correspond to the motion correction estimates yielded by the 6 NN after having learned the one thousand simulated examples. Figure 3 represents, for the first evaluation dataset, the evolution of the mean absolute error as the number of learning examples increases. These "error curves" follow a negative exponential-like curve starting at approximately 0.7 mm or 0.7 degrees, which corresponds to the RMS of the simulated misregistration values. This indicates that the one thousand images may not be entirely necessary for the NN to learn. Besides, these "error curves" do not decrease monotonically, which stresses the necessity of a robust stopping criterion for the learning process, which is currently being developed. The learning stage requires computation times ranging from 1 s to 12 s, on an ordinary computer, depending on the size of the Fourier space subset. The calculation of the registration parameters for the 100 examples comprised in the evaluation dataset, takes less than 0.1 s. Our custom VSB(MI) method takes approximately 50 minutes.
The construction of the learning dataset (Fourier subsets of the one thousand images) requires approximately 90 seconds, which is possible due to the fact that one reduced the image dimensions to powers of 2 in order to allow the use of an IFFT algorithm.
The application of the proposed method to an actual time series (the one from which the 3D frame used for simulations was extracted) yielded encouraging results, such as the ones presented in Figure 4 , which shows the T z estimates obtained using the proposed method (with 5×5×5 Fourier coefficients) and the VSB (MI) registration method. However, in other registration parameters (e.g. T x ), NN motion estimates, although following the general tendency of VSB estimates, are biased by the presence of functional activation (the functional paradigm of the actual time series comprises 10 "on-off" periods) -see Figure 5 . This suggests that activation must be simulated and learned by the NN. Nevertheless, the proposed work indicates that for each single actual FMRI time series, comprised by one reference image followed by typically hundreds of test images, one may establish the following acquisition protocol: 1) acquire one reference image after the scanner reached the steady-state (which typically occurs after acquiring 10 to 20 images); 2) construct the training set of 1000 images from this reference image (elapsed time of 90 s, or less, if less training images are generated); 3) train the NN (elapsed time comprised between 1 and 12 s, depending on the number of input and hidden units); 4) start acquiring (and registering) the test images (after a total elapsed time of approximately 100 s, or less).
IV. CONCLUSION
This work shows that the proposed method seems suitable for fast 3D rigid-body motion correction of images using data from the corresponding Fourier space. The use of a limited (small) subset of data extracted from the Fourier space of each image indicates that the presented method may be eventually used for prospective registration during the acquisition of 3D frames, possibly from navigation echoes.
The registration is treated as a regression problem, which is possible since NN have the ability of modeling complex (non-linear) functions and are considered universal estimators [17] . Based on a training set of simulated images, the NN learn how to relate a subset of the Fourier space to the registration parameters, which are the output of the six NN. After the learning stage, the NN is able to compute the transformation parameters almost instantly. In fact, as mentioned in other works (e.g., [18] ), the main advantage of NN modeling is that once trained, the computational effort needed to compute the function is extremely small.
Further work involves improving the robustness of the proposed method against activation presence, which shall be taken into consideration during the learning stage.
