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Lorentzian varifolds and applications to closed relativistic
strings
Giovanni Bellettini∗ Matteo Novaga† Giandomenico Orlandi‡
Abstract
We develop a suitable generalization of Almgren’s theory of varifolds in a lorentzian
setting, focusing on area, first variation, rectifiability, compactness and closure issues.
Motivated by the asymptotic behaviour of the scaled hyperbolic Ginzburg-Landau equa-
tions, and by the presence of singularities in lorentzian minimal surfaces, we introduce,
within the varifold class, various notions of generalized minimal timelike submanifolds
of arbitrary codimension in flat Minkowski spacetime, which are global in character and
admit conserved quantities, such as relativistic energy and momentum. In particular, we
show that stationary lorentzian 2-varifolds properly include the class of classical relativis-
tic and subrelativistic strings. We also discuss several examples.
1 Introduction
In recent years, a lot of effort has been devoted to the study of lorentzian stationary (called
also minimal) timelike submanifolds of arbitrary dimension h without boundary in the flat
Minkowski spacetime, namely to those Σ ⊂ R1+N that, whenever sufficiently smooth, satisfy
HΣ = 0, (1.1)
where HΣ is the spacetime lorentzian mean curvature of Σ, see for instance [11, 20, 26, 28]
and references therein. A particular case, relevant in physics, is the one of surfaces, namely
when h = 2. Under this assumption, minimal surfaces are called (classical) closed relativistic
strings.
Equation (1.1) is called the lorentzian minimal surface equation; differently from the rie-
mannian case, it can be regarded as a geometric evolution equation, which is hyperbolic in
character, due to the signature of the lorentzian metric η = diag(−1, 1, . . . , 1) considered on
the ambient space R1+N . A general short-time existence result of smooth solutions to (1.1)
has been obtained in [19]. However, if one is interested in solutions defined also for long
times, at least one relevant obstruction arises. As a matter of fact, unless the manifold is
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sufficiently close to a linear subspace [9], [18], generically singularities appear [26, 13]. The
onset of singularities is one of the main motivations of the present paper: indeed, we are
interested in weak solutions to the lorentzian minimal surface equation, which are globally
defined in time. As we will see, our approach is based on the concept of lorentzian varifold,
and is inspired by the notions of varifold and stationary varifold introduced by Almgren [3]
and developed by Allard in the euclidean and riemannian setting [2, 24]. There are several
differences between the riemannian setting and the lorentzian one; however, the notion of
stationarity of a varifold remains the natural concept generalizing the zero mean curvature
condition (1.1). Concerning singularities, we point out that the varifolds representation of
the evolving manifolds is parametrization free, so that in particular changes of topology are
allowed. A relevant part of the present paper is devoted to the analysis of the concepts of
area, first variation and rectifiability (according to the proposed definition of weak solution)
and to the study of compactness and closure properties for the class of stationary lorentzian
varifolds. Several examples motivate and illustrate our theory. Notice that the theory we de-
velop here concerns nonspacelike (or causal) varifolds, as we are interested in generalizations
of timelike minimal surfaces.
Insights on the analysis of (1.1) come from the study of the asymptotic limits of solutions to
the hyperbolic Ginzburg-Landau (HGL) equation. As shown in [20] by a formal asymptotic
expansion argument and for h = N = 2, smooth solutions to (1.1) can be approximated by
solutions to HGL. Then, it has been rigorously shown in [16] that solutions to HGL with
well-prepared initial data converge, in a suitable sense, to a smooth lorentzian minimal sub-
manifold, provided the latter exists. Again, due to the presence of singularities, the validity
of this convergence result is restricted to short times. On the other hand, a preliminary anal-
ysis of the limit behaviour of HGL within the varifolds framework has been pursued in [7],
without restricting to short times, but under rather strong assumptions on the limit varifold
solution. In particular, in [7] it is proposed a first notion of weak solution to (1.1) that, in the
language of the present paper, coincides essentially with what we have called here a stationary
(lorentzian) rectifiable varifold with no part “at infinity”, that is no null (or lightlike) part.
The assumptions made in [7] exclude a priori various examples of weak solutions to (1.1),
such as singular minimal surfaces where part of the energy is concentrated on null subsets
of positive measure. In addition, a limit of a sequence of varifolds considered in [7] is not
necessarily a varifold of the same type even imposing uniform lower bounds on the densities.
It is therefore necessary to relax the definition of rectifiable varifold. In Definitions 7.3 and
7.5 we introduce the notion of rectifiable and weakly rectifiable varifold respectively, in the
effort of covering all relevant examples of limits of minimal surfaces at our disposal1, and
to hopely capture limits of solutions to HGL. In these two latter definitions, also null parts
are taken into account; in particular, a rectifiable varifold generalizes the notion of smooth
nonspacelike (or causal) submanifold.
One of the difficulties in adapting the varifold language to the hyperbolic case is related to the
presence of null parts (possibly with positive h-dimensional measure). In particular, troubles
arise due to the lack of compactness of the embedding of the grassmannian of timelike h-
planes into the space of matrices. Roughly speaking, in order to keep the property that
a sequence of varifolds with a uniform bound on the integral in time of the energy has a
1Incidentally, in Proposition 7.13 we show that for a stationary one-dimensional varifold, the concepts of
rectifiability and weak rectifiability coincide, under a mild condition on the supports.
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Figure 1: The spacetime evolution of the square in Example 9.15: this solution must be extended by
periodicity
converging subsequence, we are forced to define the varifolds on the compactification of the
grassmannian. This produces a term “at infinity” in the varifold expression. In this respect,
we point out that we often find to be more natural to describe a varifold V , splitted as a
“purely timelike” part V 0 and a “null” part V∞ (or part at “infinity”, which was excluded
in [7]), in two different sets of variables: namely, V 0 is expressed in the variables prior to
the embedding (and in these variables we denote V 0 by V˜ 0) while V∞ is expressed in the
compactified variables.
It is worth noticing here that for a stationary varifold it is still possible to define the analog of
the notions of relativistic energy and momentum, which turn out to be conserved quantities.
To have a flavour of what kind of solutions we can include using the notion of weakly rectifiable
varifold, take N = 2 and h = 2, and consider the string-type solution (introduced in [6])
starting at time zero from a square [−L/2, L/2]2, with zero initial velocity. In Figure 1 we
show the time-track of the solution (the picture should be continued periodically in time for
t > 0 and then reflected for t < 0), see Example 9.15 for a detailed discussion. The interest in
this example relies on the fact that it represents a Lipschitz (actually, a polyhedral) minimal
surface containing various null segments, which in Figure 1 are the four segments meeting at
the upper vertex. If one describes parametrically this polyhedral surface as the image of a
Lipschitz map (t, u) ∈ R× [0, L)→ (t, γ(t, u)) ∈ R1+2, where γ is a weak solution of the linear
wave system (9.2), it turns out that the set of all (t, u) where (γu exists and) γu(t, u) = 0 has
positive Lebesgue measure. Therefore, in a parametric language, all these points should be
considered as singular points. Nevertheless, we can associate to such a solution a stationary
weakly rectifiable varifold admitting the conservation of energy.
While a stationary rectifiable varifold generalizes the concept of lorentzian minimal submani-
fold, a stationary weakly rectifiable varifold is rather a limit of stationary rectifiable varifolds
and its support in R1+N is not, in general, a minimal submanifold, i.e., (1.1) is not neces-
sarily satisfied even in regions where it is smooth: see for instance the cylindrical strings
[6] considered in Example 9.14. This phenomenon is due to possible strong oscillations of
the tangent spaces and was, at a formal level, already observed in the paper [20], see also
[26]. The presence of oscillations of the tangent spaces requires to consider the barycenters P
(resp. Q) of a lorentzian orthogonal projection on the timelike part (resp. on the null part)
of the varifold rather than the orthogonal projections P (resp. Q) itself: this is reminiscent
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of the notion of generalized Young measure [12], [1].
Even if the class of weakly rectifiable stationary varifolds is a rather huge set of weak solutions
to (1.1), it still turns out to be not closed under varifolds convergence. As we shall illustrate
in Example 11.3, limits of stationary weakly rectifiable varifolds with a uniform energy bound
are stationary, but may fail to be weakly rectifiable. On the other hand, we expect this closure
property to be valid for one-dimensional varifolds. It can also be of interest to recall that the
closure of two-dimensional minimal surfaces (i.e., strings) has been completely charaterized, at
least in a parametric setting, leading to the concept of subrelativistic string (see [26, 20, 10, 6]
for a detailed discussion): from the positive side, it turns out that the stationary varifolds
we are proposing contain and extend the notion of subrelativistic string.
Before summarizing the content of the paper, another remark is in order. We do not have
a weak-strong uniqueness result for our generalized solutions. In particular, assuming that
the support of a stationary (weakly) rectifiable varifold with multiplicity one coincides with
a regular solution to (1.1) for short times, we do not know whether it coincides with such
a solution as long as the latter is defined. We observe that, in view of splitting/collision
Example 10.2, the condition that the varifold has multiplicity one is essential. We also
note that it is not difficult to check that the subrelativistic strings verify such a uniqueness
property, in view of the representation formula (9.19).
The plan of the paper is the following. In Section 2 we introduce some notation and some
standard definitions from lorentzian geometry. In Section 3 we describe our embedding of the
set of timelike h-planes in the vector space of all (N+1)×(N+1) real matrices (Definition 3.1),
and its compactification Bh,N+1 via the map q (Definition 3.6). We also need to describe the
embedding of all null h-planes, see formula (3.9)2. Some necessary tools of geometric measure
theory are given in Section 4. On the basis of the definition of lorentzian projection on an
h-dimensional subspace (Definition 3.1), the lorentzian tangential divergence of a vector field
is given in formula (4.4). Our first result is Theorem 4.2, where we find an expression of the
lorentzian h-dimensional area element (denoted by σh in the sequel, to keep distinct from the
euclidean h-dimensional Hausdorff measure Hh) independent of parametrizations, namely
σh(B) =
∫
B
√√√√−ν2t + N∑
i=1
(νxi)
2 dHh. (1.2)
Here the covector field ν with time-space components (νt, νx) is defined as ν :=
ηn1
|n1|e , where n1
is a distinguished vector in the normal space (see Definition 3.1), and |·|e is the euclidean norm.
We stress that (1.2) is valid in arbitrary codimension N +1− h. In Corollary 4.6 we express
σh(B) using the horizontal velocity vector V defined in (4.14), possibly also integrating first
in time and then on the time-section. We conclude Section 4 with Theorems 4.7 and 4.8
(first variation of area) which, together with formula (4.8), represent a first link between
geometric measure theory and classical lorentzian differential geometry. In Section 5 we
introduce the class of test functions F (Definition 5.2): the definition is given in such a way
that the recession function f∞ (Definition 5.4) is well defined for any f ∈ F . The class LVh
of lorentzian varifolds is introduced in Definition 5.7, in duality with the class F . Stationarity
2Null h-planes are in the boundary of the grassmannian of timelike h-planes, compare the proof of Lemma
3.8.
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Figure 2: A stationary triple junction.
is introduced in Definition 5.11: it is based on formula (5.7), and on the notion of lorentzian
tangential divergence. The definition is formally the same as in the riemannian case, and
(as in that case) it acquires a clear meaning looking at the first variation of area, in this
case the lorentzian h-dimensional area σh. The splitting of a varifold into its timelike part
V 0 and its null part V∞ is given in Definition 5.14, and the (already mentioned) measure
V˜ 0 is defined in (5.9). The disintegrations of these three measures are given in (6.1) of
Section 6, through which we can write the action of a varifold on a test function in a more
useful way (Lemma 6.2). In the same section we introduce the barycenters P and Q. These
are concepts involving only the part of V on the grassmannian (see Definition 6.6) and are
crucial in the study of weakly rectifiable varifolds, which are often obtained as weak (and
strongly oscillating) limits of smooth timelike lorentzian minimal surfaces. Proper, rectifiable
and weakly rectifiable varifolds are introduced in Section 7, together with some preliminary
properties. It is interesting to observe that, under suitable circumstances, it is still possible to
derive a distributional stationarity equation in the weakly rectifiable case: this is accomplished
in Section 7.2. Section 8 has a central role: here we prove various conservation laws for
stationary varifolds. To properly introduce the notion of relativistic energy and momentum
(Definition 8.4) we need to disintegrate the projected part on R1+N of the varifold using the
Lebesgue measure on the time-axis: see (8.9). The analog quantities in case the varifold
reduces to a smooth timelike submanifold are the usual relativistic energy and momentum,
see Remark 8.6. In Section 9 we prove one of the main results of the paper, namely that it is
always possible to associate with a relativistic string a stationary rectifiable varifold (Theorem
9.6), and with a subrelativistic string a stationary weakly rectifiable varifold (Theorem 9.10).
We believe these two results to be an encouraging indication for the validity of our notion of
generalized solution to the lorentzian minimal surface equation (1.1). Examples of varifolds
associated with relativistic and subrelativistic strings are given in Section 9.2, in particular
cylindrical strings and the already mentioned polyhedral string. Section 10 treats two other
examples, the second one being rather interesting. In the first Example 10.1 we show that our
theory allows to rigorously prove that a null h-plane is minimal, despite the fact that normal
vectors in this case are not well defined. The second Example 10.2 describes a one-dimensional
varifold associated with a splitting (or, using time reversal, a collision). We consider an
incoming half-line, for instance a vertical half-line Σ1, with a real positive multiplicity θ1 on
it; next we make the half-line split, at a triple junction p ∈ R1+1, into two timelike half-lines
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Σ2, Σ3: see Figure 2. We then focus on the following problem: which conditions one must
impose on the splitting angles α, β and on the multiplicity θi on Σi (i = 2, 3) in order Figure 2
to represent a stationary 1-varifold in R1+1? This problem has a (nonunique) solution, which
can be obtained inspecting the weak notion of stationarity around the triple junction. It turns
out that solutions are obtained imposing a sort of weighted balance condition at p involving
the three lorentzian normal vectors to the three half-lines: see equation (10.12) and Figure
4. Interestingly, the problem can be equivalently solved imposing the conservation laws, see
equations (10.13). We also discuss the case when α and β tend to the null directions. In
Section 11 we present an elementary example concerning the limit of a zig-zag piecewise affine
curve having only null directions (Example 11.1), and two rather pathological examples. In
Example 11.2 we show a not rectifiable stationary purely singular varifold, obtained as a limit
of a sequence of rectifiable stationary varifolds; in Example 11.3 we show a not rectifiable
stationary purely diffuse varifold, obtained as a limit of a sequence of rectifiable stationary
varifolds. These two examples illustrate the difficulty of characterizing the closure of the class
of (weakly) rectifiable varifolds. In the Appendix (Section 12) we recall various concepts from
measure theory, in particular the generalized Radon-Nikody´m theorem (Theorem 12.2), and
the disintegration of a measure (Theorem 12.3) needed throughout the paper.
2 Notation
Let N ≥ 1. A point in the Minkowski spacetime R1+N will be usually denoted by z = (t, x) ∈
R× RN . We indicate by
| · |e and (·, ·)e
the euclidean norm and scalar product in R1+N , respectively. We adopt the same notation
for the euclidean norm and scalar product in RN . We use the greek letters α, β, γ, ρ to denote
indices ranging from 0 to N , while we use the roman letters a,b to denote spatial indices
ranging from 1 to N . Unless otherwise specified, we usually adopt the Einstein’s convention
of summation over spacetime repeated indices or over repeated space indices.
We denote by {e0, . . . , eN} the canonical euclidean orthonormal basis of R1+N . We indicate
by {e0, . . . , eN} the dual basis of {e0, . . . , eN}, i.e., 〈eα, eβ〉 = δαβ , where 〈·, ·〉 denotes duality
between covectors and vectors and (δαβ ) = Id is the identity matrix. Vectors have components
labelled with upper indices, while covectors have components labelled with lower indices.
We set SN := {v ∈ R1+N : |v|e = 1}, SN−1 := {v ∈ RN : |v|e = 1}. Given z ∈ R1+N and
ρ > 0 we set Bρ(z) := {ζ ∈ R1+N : |ζ − z|e < ρ}.
We denote by η the lorentzian metric tensor in R1+N ,
η = diag(−1, 1, . . . , 1) = (ηαβ),
and by η−1 = (ηαβ) the inverse of η. Note that ηe0 = −e0 and ηea = ea for a ∈ {1, . . . , N}.
Given v = (v0, . . . , vN ) and w = (w0, . . . , wN ) vectors in R1+N , we let
(v,w) := ηαβ v
αwβ = vβw
β
be the lorentzian scalar product between v and w, where (v0, . . . , vN ) are the components of
the covector corresponding to v.
We recall that a vector v ∈ R1+N \ {0} is called
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- spacelike if (v, v) > 0;
- timelike if (v, v) < 0;
- null if (v, v) = 0;
- nonspacelike if (v, v) ≤ 0, namely if it is either timelike or null.
If v ∈ R1+N is either spacelike or null, we let
|v| :=
√
(v, v) ≥ 0.
We adopt a similar notation for covectors.
Occasionally, the time component v0 of the vector v ∈ R1+N is denoted by vt ∈ R, and the
space component (v1, . . . , vN ) of v by vx ∈ RN .
3 The set Th,N+1, the map q and the set Bh,N+1
Let h ∈ {1, . . . , N}. Given an unoriented h-dimensional vector space Π ⊂ R1+N (an h-plane
for short), we let
Π⊥ :=
{
ζ ∈ R1+N : (ζ, ξ) = 0 ∀ξ ∈ Π
}
be the subspace orthogonal to Π in the lorentzian sense.
We recall [21] that Π is called
- timelike if n is spacelike for all n ∈ Π⊥, and in this case dim(Π⊥) = N + 1− h;
- null if n is spacelike or null for all n ∈ Π⊥, and at least one n ∈ Π⊥ \ {0} is null;
- nonspacelike (or causal) if Π is either timelike or null.
The set of all timelike h-planes is open, and we embed it into the vector space of (N + 1) ×
(N + 1)-real matrices MN+1 ≃ R(N+1)2 as follows: we associate with a timelike h-plane Π
the matrix PΠ corresponding to the lorentzian orthogonal projection R
1+N → R1+N onto Π
(see also [22]). More precisely we give the following
Definition 3.1 (The matrix PΠ and the vectors n1, . . . ,nN+1−h). Let Π be a timelike
h-plane. We define
PΠ := Id−
N+1−h∑
j=1
nj ⊗ ηnj, (3.1)
where
- n1, . . . nN+1−h ∈ Π⊥ are spacelike vectors,
- the time component of n1 is nonnegative,
- n2, . . . nN+1−h have vanishing time component,
- for i, j ∈ {1, . . . , N + 1− h}
(ni,nj) =
{
1 if i = j,
0 if i 6= j. (3.2)
7
Sometimes we write P or also P (n1, . . . ,nN+1−h) in place of PΠ. Despite the index j is
repeated, we prefer not to drop the symbol of summation in (3.1).
The (1, 1)-tensor P in (3.1), if applied to a vector (resp. to a covector) gives a vector (resp.
a covector). Equation (3.1) written in components reads as
P (eα, eβ) = 〈eα, P (eβ)〉 = Pαβ = δαβ − ηβγnαj nγj , α, β ∈ {0, . . . , N}.
Remark 3.2. Let P be as in (3.1). Then:
(i) P is not necessarily symmetric, while ηP is symmetric;
(ii) the restriction of P to {0}×RN is symmetric, since η acts as the identity on {0}×RN ;
(iii) Pαα = N + 1−
∑N+1−h
j=1 (nj,nj) = h;
(iv) given a Lorentz transformation L, the lorentzian orthogonal projection onto L(Π) is
given by LPL−1.
Remark 3.3. P does not depend on the choice of the (N+1−h)-tuple of vectors n1, . . . ,nN+1−h
satisfying the properties listed in Definition 3.1. Indeed:
- case 1: e0 ∈ P . Then n1 has vanishing time component, and the restriction of P to
Π ∩ ({0} × RN ) equals (letting IdN the identity matrix of RN )
IdN −
N+1−h∑
j=1
nj ⊗ ηnj = IdN −
N+1−h∑
j=1
nj ⊗ nj,
which is an orthogonal euclidean projection, hence independent of the choice of the
(N + 1− h)-tuple of vectors n1, . . . ,nN+1−h.
- case 2: e0 /∈ P . The restriction of P to Π ∩ ({0} × RN) equals
IdN −
N+1−h∑
j=2
nj ⊗ ηnj = IdN −
N+1−h∑
j=2
nj ⊗ nj,
which is an orthogonal euclidean projection, hence independent of the choice of the
(N − h)-tuple of vectors n2, . . . ,nN+1−h;
- n1 ∈ Π⊥ ∩ (span{n2, . . . ,nN+1−h})⊥, and (span{n2, . . . ,nN+1−h})⊥ = span{Π, e0}.
Hence
span{n1} = Π⊥ ∩ span{Π, e0}. (3.3)
In particular n1 is uniquely determined, since the right hand side of (3.3) is one-
dimensional, (n1,n1) = 1, and by assumption n
0
1 ≥ 0.
Notice that if e0 ∈ P the vector n1 is not uniquely determined.
Definition 3.4 (The set Th,N+1). We denote by Th,N+1 ⊂ MN+1 the set of all (N + 1) ×
(N +1)-real matrices P = PΠ corresponding to timelike h-planes Π in the sense of Definition
3.1.
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As it is well known, as n ∈ Π⊥ approaches the light cone, it tends to become parallel to Π,
and its euclidean norm |n|e tends to +∞. Therefore the set Th,N+1 is not bounded. For our
purposes, the closure of Th,N+1 needs to be compactified. We choose a way to compactify
Th,N+1 which consists in dividing P by its
0
0 component. Let us be more precise.
Given P ∈ Th,N+1 we have
P 00 = 1 +
N+1−h∑
j=1
(n0j )
2 = 1 + (n01)
2 ≥ 1, (3.4)
and
P a0 = −
N+1−h∑
j=1
η0βn
β
j n
a
j = n
0
1n
a
1, a ∈ {1, . . . , N}. (3.5)
Remark 3.5. The set {v ∈ R1+N : v spacelike, |v|2 = 1} is unbounded. However, if
v = (vt, vx), we have
|v|2 = 1 ⇒ |vx|
2
e
1 + 2(vt)2
≤ 1.
Therefore, a bound on the time component of a spacelike vector of {v ∈ R1+N : |v|2 = 1}
gives a bound on the euclidean norm of its spatial component.
We are now in a position to give the following
Definition 3.6 (The map q and the set Bh,N+1). We define the map q : Th,N+1 →MN+1
as
q(P ) :=
P
P 00
=
P
1 + (n01)
2
, P = P (n1, . . . ,nN+1−h) ∈ Th,N+1, (3.6)
and we set
Bh,N+1 := q(Th,N+1).
Remark 3.7. The set Bh,N+1 ⊂MN+1 is open and bounded (recall Remark 3.5), in partic-
ular its closure Bh,N+1 is compact.
3.1 Projections on null h-planes
The following lemma gives some insight on the geometry of Bh,N+1.
Lemma 3.8 (Boundary of Bh,N+1). The boundary of Bh,N+1 has the following represen-
tation3:
∂Bh,N+1 =
{−(1,V∞)⊗ η(1,V∞) : V∞ ∈ SN−1} . (3.7)
In particular, ∂Bh,N+1 is independent of the integer h ∈ {1, . . . , N}.
Proof. Let {Pℓ} ⊂ Th,N+1 be a sequence of matrices, define Qℓ := q(Pℓ), and assume that
the sequence {Qℓ} converges to some Q ∈ ∂Bh,N+1 as ℓ → +∞. Following the notation in
Definition 3.1, for any ℓ ∈ N we can write Pℓ = Id−
∑N+1−h
j=1 n
(ℓ)
j ⊗ ηn(ℓ)j . Let us indicate for
3 When we write η(1,V∞) we implicitely consider (1,V∞) as a column.
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notational simplicity by τℓ the square of the time component of n
(ℓ)
1 , i.e., τℓ := (n
(ℓ) 0
1 )
2, so
that in particular lim
ℓ→+∞
τℓ = +∞. Then
Qℓ =
Id−
N+1−h∑
j=2
n
(ℓ)
j ⊗ ηn(ℓ)j
1 + τℓ
− n
(ℓ)
1 ⊗ ηn(ℓ)1
1 + τℓ
.
Hence
lim
ℓ→+∞
Qℓ = − lim
ℓ→+∞
n
(ℓ)
1 ⊗ ηn(ℓ)1
1 + τℓ
= − lim
ℓ→+∞
n
(ℓ)
1√
τℓ
⊗ ηn
(ℓ)
1√
τℓ
. (3.8)
Since by assumption n
(ℓ) 0
1 ≥ 0, it follows lim
ℓ→+∞
n
(ℓ) 0
1√
τℓ
= 1. Taking also into account that
{Qℓ} is a converging sequence, we can define
V∞ := lim
ℓ→+∞
(n
(ℓ)
1 )x√
τℓ
∈ RN .
It then follows from (3.8) that
− lim
ℓ→+∞
n
(ℓ)
1√
τℓ
⊗ ηn
(ℓ)
1√
τℓ
= −(1,V∞)⊗ η(1,V∞) = (1,V∞)⊗ (1,−V∞).
It remains to show that |V∞|e = 1, and this follows passing to the limit as ℓ → +∞ in the
equality
N+1∑
a=1
(
n
(ℓ) a
1
)2
τℓ
=
1 +
(
n
(ℓ) 0
1
)2
τℓ
,
since the left hand side converges to |V∞|2e , while the right hand side converges to 1.
Remark 3.9. Note that (1,V∞) is a null vector. Note also that from (3.7) it follows that
∂Bh,N+1 is diffeomorphic to S
N−1 (which is independent of h).
The intersection of a null h-plane Π with the positive light cone is a half-line, since Π is
tangent to the half-cone. The euclidean orthogonal projection on RN of such a half-line is
(a half-line) identified with a vector V∞ ∈ SN−1. If N + 1 − h > 1, there are several null
h-planes Π having the same V∞.
Remark 3.10. Let v1 6= v2 be vectors of RN such that |v1|e = |v2|e = 1. The con-
vex combination of −(1, v1) ⊗ η(1, v1) and −(1, v2) ⊗ η(1, v2) is not of the form −(1, v3) ⊗
η(1, v3) for some v3 ∈ SN−1. Indeed, the image of −(1, v1) ⊗ η(1, v1) (resp. of −(1, v2) ⊗
η(1, v2)) is generated by (1, v1) (resp. by (1, v2)) so that the image of the mean value
1
2 (−(1, v1)⊗ η(1, v1)− (1, v2)⊗ η(1, v2)) is the timelike 2-plane generated by (1, v1) and (1, v2).
Remark 3.11. The restriction to {0}×RN of the matrix −(1,V∞)⊗ η(1,V∞), given in the
proof of Lemma 3.8, is symmetric.
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We can now describe how to associate with any null h-plane a projection. Let Π be a null
h-plane; we can uniquely choose V∞ ∈ SN−1 satisfying the condition (1,V∞) ∈ Π. Then, we
uniquely associate with Π the map
QΠ := −(1,V∞)⊗ η(1,V∞) ∈ ∂Bh,N+1. (3.9)
Observe that the image of QΠ is contained in the span of (1,V∞).
4 Geometric measure theory
We denote byHk the euclidean k-dimensional Hausdorff measure in R1+N , for k ∈ {0, 1, . . . , h}.
Let Σ ⊂ R1+N be an Hh-measurable set. We say that Σ is countably h-rectifiable (h-
rectifiable for short) if Hh-almost all of the set Σ can be covered by a countable union of
Lipschitz graphs, see [4]. Therefore, an h-rectifiable set admits tangent space Hh-almost
evereywhere.
We let TzΣ be the tangent space to Σ at z (where it is defined). Σ is called timelike (resp.
null) if TzΣ is timelike (resp. TzΣ is null) for all z ∈ Σ where TzΣ exists (in particular
Hh-almost everywhere on Σ). Σ is called nonspacelike (or causal) if TzΣ is either timelike or
null.
Let Σ be nonspacelike and let z ∈ Σ be such that TzΣ exists. We introduce the following
notation:
- if TzΣ is timelike, we set
PΣ(z) : R
1+N → R1+N
the lorentzian orthogonal projection onto TzΣ, that has the expression
PΣ(z) = Id−
N+1−h∑
j=1
nj(z)⊗ ηnj(z), (4.1)
where n1(z) = n1Σ(z), . . . ,nN+1−h(z) = nN+1−hΣ(z) are required to satisfy the proper-
ties listed in Definition 3.1, provided Π is replaced by TzΣ;
- if TzΣ is null, we set
QΣ(z) = −(1,V∞(z))⊗ η(1,V∞(z)),
where V∞(z) is required to satisfy the properties listed at the end of Section 3, provided
the null h-plane Π is replaced by TzΣ.
4.1 Lorentzian tangential operators
Assume that Σ is timelike. Let ψ ∈ Lipc(Σ) (that is, ψ is Lipschitz on Σ and with compact
support). Suppose that there exists an extension Ψ of ψ with4 Ψ ∈ C1c (R1+N ). We denote by
dτψ the lorentzian tangential differential of ψ on Σ, defined as
dτψ := P
∗
Σ dΨ on Σ, (4.2)
4Assuming Ψ only Lipschitz (with compact support) on R1+N does not guarantee that Ψ is differentiable
on Σ. On the other hand, in some examples we need to consider Σ to be h-rectifiable, and not necessarily of
class C1, and therefore we cannot assume ψ of class C1.
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where dΨ is the differential of Ψ. In equation (4.2), P ∗Σ is nothing else but PΣ, whenever
considered as acting on the covector field dΨ, namely
P ∗Σ(z)dΨ(z) =
Id− N+1−h∑
j=1
ηnj(z)⊗ nj(z)
 dΨ(z). (4.3)
Note that
P ∗Σ(z)(e
α, eβ) = 〈P ∗Σ(z)(eα), eβ〉 = P ∗Σ(z)αβ = 〈eα, PΣ(z)(eβ)〉 = PΣ(z)αβ .
Therefore, in the following we will identify PΣ with P
∗
Σ, and we will omit the
∗ in (4.2).
Notice that the tangential differential of ψ is independent of the extension Ψ5.
Let Y ∈ (Lipc(Σ))N+1. Assume that there exists an extension Y ∈ (C1c (R1+N ))N+1 of Y . We
define the lorentzian tangential divergence divτY on Σ as follows:
divτY := dYαα − dYαβ nβj ηγα nγj on Σ,
where dY is the differential of Y. Such a tangential divergence is independent of the extension
Y.
Notice6 that
divτY = tr (PΣ dY) on Σ. (4.4)
Indeed,
tr(PΣdY) = tr
(Id− N+1−h∑
j=1
ηnj ⊗ nj
)
dY
 = dYαα − dYαβ nβj ηγα nγj on Σ.
Note also that
divτ (ψY ) = ψ divτY + 〈dτψ, Y 〉. (4.5)
Let T ∈ Lipc(Σ;R(N+1)2) be a (1, 1)-tensor field. Assume that there exists an extension
T ∈ C1c (R1+N ;R(N+1)
2
) of T . We define the lorentzian tangential divergence divτT of T as
divτT α := dT βαβ − dT ραβ nβj ηγρ nγj on Σ, α ∈ {0, . . . , N}, (4.6)
or equivalently
divτT (z) := tr (PΣ(z)dT (z)) , z ∈ Σ.
Finally, if Σ is timelike and in addition is of class C2, we let
HΣ :=
N+1−h∑
j=1
divτnj nj on Σ, (4.7)
be the lorentzian mean curvature vector of Σ. Observe that
divτPΣ = −ηHΣ, (4.8)
since, using nβj njβ = 1 for any j = 1, . . . , N+1−h, it follows divτPΣ α = −
∑N+1−h
j=1 (dn
β
j )βnjα−
nβj (dnjα)β = −
∑N+1−h
j=1 (dn
β
j )βnjα.
5If ψ is zero on Σ, the tangent space to Σ is in the kernel of dΨ. Hence, if v is a vector, 〈P ∗ΣdΨ, v〉 =
〈dΨ, PΣv〉 = 0, since PΣv is a tangent vector.
6 Given a tensor T = T βα of type (1, 1), we set tr(T ) := T
α
α .
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4.2 The lorentzian N + 1− h-codimensional area: parametrization free ex-
pression
We recall [28] that the h-dimensional lorentzian area Sh(Σ) of a timelike h-dimensional recti-
fiable set Σ = X(Ω) ⊂ R1+N , where Ω ⊂ Rh is an open set, and X : Ω→ R1+N is a Lipschitz
embedding, is given by
Sh(Σ) =
∫
Ω
√
−detg du1 . . . duh, (4.9)
where g is the matrix with components
gij :=
(
Xui ,Xuj
)
,
that are almost everywhere defined in Ω.
We are interested in representing Sh(Σ) using only the image of the map X. It is useful to
introduce the following notation, valid for any h ∈ {1, . . . , N}.
Definition 4.1 (The covector field ν). Let Σ ⊂ R1+N be a nonspacelike h-rectifiable set.
We define Hh-almost everywhere on Σ the covector field ν = νΣ as
ν(z) :=

ηn1(z)
|ηn1(z)|e if TzΣ is timelike,
− 1√
2
η(1,V∞(z)) if TzΣ is null.
(4.10)
The covector field ν has unit euclidean norm, and its definition does not involve the remaining
normal vectors n2, . . . ,nN+1−h. If N + 1 − h > 1 the covector field ν is nothing else but a
suitable unit (in euclidean sense) covector normal to Σ.
Observe that at points z ∈ Σ where TzΣ is timelike we have
n1(z) =
η−1ν(z)
|η−1ν(z)| , (4.11)
and η−1ν(z) =
n1(z)
|n1(z)|e .
The following result gives the expression of the h-dimensional area of a nonspacelike manifold
Σ in terms of ν, in arbitrary codimensionN+1−h. We write ν in components as ν = (νt, νx) ∈
R× RN .
Theorem 4.2 (h-dimensional area). Let Σ ⊂ R1+N be a nonspacelike h-rectifiable set.
For any h ∈ {1, . . . , N} we have
Sh(Σ) =
∫
Σ
|ν| dHh(z) =
∫
Σ
√
−ν2t + |νx|2e dHh(z). (4.12)
Proof. The integral in (4.12) is restricted to the points z of Σ where TzΣ is timelike, since
otherwise the integrand vanishes. Therefore, it is not restrictive to assume that Σ is timelike.
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Using (4.9) and the euclidean area formula [14] we have
Sh(Σ) =
∫
Σ
√−detg√|detG| dHh(z),
where G is the matrix with components
Gij = (Xui ,Xuj )e, i, j ∈ {1, . . . , h},
and detg and detG are calculated at (u1, . . . , uh) = X
−1(z). We choose a local parametriza-
tion X around a point u = (u1, . . . , uh) ∈ Ω so that the time component of Xui(u) is zero for
any i = 2, . . . , h, and moreover
g(u) = diag
(
(Xu1(u),Xu1(u)) , 1, . . . , 1
)
.
Observe that Xu1(u) is timelike, i.e., (Xu1(u),Xu1(u)) < 0. In this way we have detg(u) =
(Xu1(u),Xu1(u)), and detG(u) = (Xu1(u),Xu1(u))e.
Therefore, to prove (4.12) we have to show that
−ν2t + |νx|2e = −
(Xu1(u),Xu1(u))
(Xu1(u),Xu1(u))e
,
where νt := νt(z), νx := νx(z), ν = (νt, νx), and z = X(u).
By construction7 we have
Xu1(u) ∈ TzΣ ∩ span{NzΣ, e0}.
In addition
TzΣ ∩ span{NzΣ, e0} = TzΣ ∩ span{ν, e0},
since obviously TzΣ∩ span{NzΣ, e0} ⊆ TzΣ∩ span{ν, e0}, and moreover TzΣ∩ span{NzΣ, e0}
is one-dimensional, and TzΣ ∩ span{ν, e0} 6= ∅ by (4.10). Hence
Xu1(u) ∈ TzΣ ∩ span{ν, e0}.
We now observe that (|νx|2e ,−νtνx) is orthogonal, in euclidean sense, to ν. In addition
(|νx|2e ,−νtνx) ∈ span{ν, e0}, since, recalling also that |ν|2e = 1,
e0 − νtν = (1− ν2t ,−νtνx) = (|νx|2e ,−νtνx).
It follows that Xu1(u) is parallel to (|νx|2e ,−νtνx), and therefore there exists a constant
λ ∈ R \ {0} such that
Xu1(u) = λ(|νx(z)|2e ,−νt(z)νx(z)).
Hence, since νx 6= 0,
(Xu1(u),Xu1(u))
(Xu1(u),Xu1(u))e
=
−|νx|4e + ν2t |νx|2e
|νx|4e + ν2t |νx|2e
=
−|νx|2e + ν2t
|νx|2e + ν2t
= −|νx|2e + ν2t .
7Note that e0 /∈ NzΣ, and Xu1(u) /∈ NzΣ. Therefore the inclusion Xu1(u) ∈ span{NzΣ, e0} is equivalent
to the inclusion e0 ∈ span{NzΣ, Xu1(u)}.
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Definition 4.3 (Lorentzian h-dimensional area). Let h ∈ {1, . . . , N}. Let Σ ⊂ R1+N be
a nonspacelike h-rectifiable set. Given a Borel set B ⊆ Σ we define
σh(B) :=
∫
B
√
−ν2t + |νx|2e dHh. (4.13)
Definition 4.4 (Horizontal velocity). Let Σ ⊂ R1+N be a nonspacelike h-rectifiable set.
We define the horizontal normal velocity vector field V at a differentiability point z of Σ as
V(z) :=

n1
0
|n1x|e
n1x
|n1x|e
if TzΣ is timelike,
V∞(z) if TzΣ is null.
(4.14)
The vector field V(t, ·) represents the normal velocity of the time slice
Σ(t) := Σ ∩ {z0 = t}
of Σ. Notice that
z ∈ Σ⇒ e0 + V(z) ∈ Tz(Σ),
since one checks directly that (ni, e0 + V) = 0 for any i ∈ {1, . . . , N + 1− h}.
Remark 4.5. At timelike points of Σ we have, using the definition of V and −(n01)2+|n1x|2e =
1,
(n01)
2 =
|V|2e
1− |V|2e
. (4.15)
Hence, from (3.4),
P 00 =
1
1− |V|2e
, (4.16)
and from (3.5)
P a0 = n
0
1n
a
1 = (1 + (n
0
1)
2)Va =
V
a
1− |V|2e
, a ∈ {1, . . . , N}. (4.17)
Note also that
|V|2e =
(n01)
2
|n1x|2e
=
(νt)
2
|νx|2e
=
1− |νx|2e
|νx|2e
.
Corollary 4.6. Let Σ ⊂ R1+N be a nonspacelike h-rectifiable set. For any Borel set B ⊂ Σ
we have ∫
B
dσh =
∫
B
√
1− |V|2e
1 + |V|2e
dHh =
∫
R
∫
B(t)
√
1− |V|2e dHh−1dt, (4.18)
where B(t) := B ∩ {x0 = t}.
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Proof. The first equality follows from (4.12) and
−(νt)2 + |νx|2e =
(
−(νt)
2
|νx|2e
+ 1
)
|νx|2e =
(−|V|2e + 1) |νx|2e = 1− |V|2e1 + |V|2e .
To prove the second equality in (4.18) we recall the coarea formula on an h-rectifiable set
[14]: ∫
Σ
f dHh =
∫
R
∫
Σ(t)
f
|∇Σp|e dH
h−1dt, (4.19)
where p : R1+N → R is defined as
p(t, x) := t, (t, x) ∈ R1+N , (4.20)
and ∇Σ denotes the euclidean tangential gradient to Σ. The assertion then follows taking
f =
1− |V|2e
1 + |V|2e
in (4.19), and observing8 that
|∇Σp|2e =
1
1 + |V|2e
. (4.21)
In the lorentzian setting we have the following integration by parts formula, which is at the
core of the definition of stationary varifold.
Theorem 4.7 (Gauss-Green Formula). Let Σ ⊂ R1+N be an h-dimensional timelike
embedded oriented submanifold without boundary of class C2. Let Y ∈ (C1c (Σ))N+1 be a
vector field which is tangential to Σ. Then∫
Σ
divτY dσ
h = 0. (4.22)
Therefore for any ψ ∈ C1c (R1+N ) and any Z ∈ (C1c (Σ))N+1∫
Σ
ψ divτZ dσ
h =
∫
Σ
ψ (HΣ, Z) dσ
h −
∫
Σ
〈dτψ,Z〉 dσh. (4.23)
Proof. Let Y ∈ C2(R1+N )N+1 be a smooth extension of Y . Let us observe that DY = PΣ dY,
where D is the covariant derivative. To show this, we observe that dη = 0, and in particular
PΣdη = 0. Hence, it is enough to prove [27, Theorem 3.3.1] that PΣd is torsion free, and this
can be proven as in [17, pag. 11]. Then (4.22) follows from [27, Theorem B.2.1, (B.2.26)].
We now set
Z⊤ := PΣZ, Z⊥ := Z − Z⊤ =
N+1−h∑
i=1
(Z,ni)ni.
8 If Xu1 is as in the proof of Theorem 4.2, we have that ∇Σp =
(
∇p,
Xu1
|Xu1 |e
)
e
Xu1 . Since Xu1 is parallel
to (1,− νtνx
|νx|2e
) = (1,V), formula (4.21) follows.
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Then, using also (4.5),
divτZ
⊥ =
N+1−h∑
i=1
divτ
(
(Z,ni)ni
)
=
N+1−h∑
i=1
(Z,ni)divτni = (HΣ, Z
⊥) = (HΣ, Z). (4.24)
Assertion (4.23) follows, using (4.22) (with ψZ⊤ replacing Y ) and (4.24).
Theorem 4.8 (First variation). Let Σ ⊂ R1+N be an h-dimensional timelike embedded
submanifold withouth boundary of class C1. Let Y ∈ (C1c (R1+N ))N+1, and let Ω ⊂ R1+N
be a bounded open set containing the support of Y . For any s ∈ R and z ∈ R1+N define
Φs(z) := z + sY (z). Then
d
ds
Sh(Ω ∩ Φs(Σ))∣∣s=0 =
∫
Σ
divτY dσ
h. (4.25)
Proof. It follows arguing as in [2], [25]9.
5 Lorentzian h-varifolds
The generalized manifolds we are interested in in this paper are the lorentzian h-varifolds
which, as we shall see in Definition 5.14, have a timelike part and a null part. Besides
nonsmoothness, also the presence of a null part is source of various difficulties. As we shall
see, the notion of lorentzian h-varifold is reminiscent of the generalized Young measures [12],
[1].
Denote by q−1 : Bh,N+1 = q(Th,N+1) → Th,N+1 the inverse of the map q introduced in
Definition 3.6, namely
q−1(Q) =
(
1 + (n01)
2
)
Q, Q = q (P (n1, . . . ,nN+1−h)) ∈ Bh,N+1. (5.1)
Given f ∈ C(R1+N × Th,N+1) we define the composition
fq−1 : R
1+N ×Bh,N+1 → R
of f via the inverse of (IdR1+N , q), furtherly divided by a positive factor, as follows.
Definition 5.1 (The map fq−1). Given any pair (z,Q) ∈ R1+N × Bh,N+1, where Q =
q(P (n1, . . . ,nN+1−h)) ∈ Bh,N+1, we set
fq−1(z,Q) :=
f(z, q−1(Q))
q−1(Q)00
=
f(z,
(
1 + (n01)
2)Q
)
1 + (n01)
2
. (5.2)
In the next definition we specify a class of admissible test functions.
9 In the case h = N formula (4.25) follows arguing for instance as in the proof of [8, Theorem 5.1] with the
choice ϕo(ξ∗) =
√
−(ξ∗t )
2 + |ξ∗x|2e (that part of the proof holds without assuming the convexity of ϕ
o), nϕ = n1
and νϕ = ηn1.
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Definition 5.2 (The space F). We let F be the vector space of all functions f ∈ C(R1+N ×
Th,N+1) such that fq−1 can be continuously extended to R
1+N×Bh,N+1, and such an extension
(still denoted by fq−1) has compact support.
From Definition 5.2 we have that a necessary condition satisfied by the elements of F is the
following: given f ∈ F there exists Λ ∈ [0,+∞) such that
|f(z, P )| ≤ ΛP 00 , (z, P ) ∈ R1+N × Th,N+1. (5.3)
Some sufficient conditions will be given in Lemma 5.6 below.
We endow F with the following convergence: a sequence {fn} ⊂ F converges to f ∈ F if
there exists a compact set K ⊂ R1+N containing the supports of all fn, and
lim
n→+∞ sup(z,P )∈K×Th,N+1
|fn(z, P )− f(z, P )|
P 00
= 0.
The following observation will be useful when considering the action on F of an element of
the dual of F , see Lemma 6.2 below.
Remark 5.3 (The isomorphism i). The space F is isomorphic to the space Cc
(
R
1+N ×
Bh,N+1
)
, via the linear isomorphism i : F → Cc
(
R
1+N ×Bh,N+1
)
defined by
i(f) := fq−1 , f ∈ F .
Definition 5.4 (Recession function). Given any f ∈ F we define the recession function
f∞ ∈ Cc(R1+N × ∂Bh,N+1) of f as
f∞(z,Q) := lim
P∈Th,N+1, q(P )→Q
f(z, P )
P 00
, (z,Q) ∈ R1+N × ∂Bh,N+1.
The following example, as well as the next lemma, will be useful in the sequel, since they
show that functions linear in P 00 are admissible.
Example 5.5. Let ϕ ∈ Cc(R1+N ). The function f defined by
f(z, P ) = ϕ(z)P 00 , (z, P ) ∈ R1+N × Th,N+1, (5.4)
belongs to F , and we have f∞ = ϕ. Note that the choice ϕ ≡ 1 on the whole of R1+N is not
allowed.
Other examples of functions belonging to F are given by the following result (see [1, Lemma
2.2] for a proof that can be adapted to our setting). Recall that MN+1 denotes the space of
all (N + 1)× (N + 1)-symmetric matrices.
Lemma 5.6. Let f ∈ C(R1+N ×MN+1) satisfy (5.3) and have support in K × Th,N+1, for
some compact K ⊂ R1+N . Then f|R1+N×Th,N+1 belongs to F in one of the following two cases:
- f is bounded. In this case we have f∞ = 0.
- f(z, ·) is positively one-homogeneous, that is
f(z, λP ) = λ f(z, P ), (z, P ) ∈ R1+N ×MN+1, λ ≥ 0.
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Taking into account also Remark 5.3, we are finally in a position to define a lorentzian varifold.
Definition 5.7 (Lorentzian h-varifolds). We say that V is a lorentzian h-varifold, and
we write
V ∈ LVh,
if V is a positive Radon measure on R1+N ×Bh,N+1.
Remark 5.8. Any element of LVh belongs to the dual Cc
(
R
1+N × Bh,N+1
)′
of the locally
convex space Cc
(
R
1+N×Bh,N+1
)
. In addition Cc
(
R
1+N ×Bh,N+1
)′
is isomorphic to the dual
F ′ of F via the map i′ : Cc
(
R
1+N ×Bh,N+1
)′ → F ′,
i′(V )(f) := V (i(f)), f ∈ F .
Hence to any V ∈ LVh we can uniquely associate i′(V ) ∈ F ′.
Warning: when we write V (f), for a given function f ∈ F and a measure V ∈ LVh, we will
always mean i′(V )(f).
Making use of Remark 5.8, the action of a varifold on a test function will be better specified
below, at the end of Section 6.
The notion of convergence for varifolds reads as follows.
Definition 5.9 (Varifolds convergence). Let V ∈ LVh and {Vj} ⊂ LVh. We write
Vj ⇀ V
if
lim
j→+∞
Vj(f) = V (f), f ∈ F . (5.5)
5.1 First variation and stationarity
Thanks to Lemma 5.6, if Y ∈ (C1c (R1+N ))N+1,
the function (z, P ) ∈ R1+N × Th,N+1 → tr (PdY (z)) belongs to F . (5.6)
Therefore, taking into account Theorem 4.7, similarly to the riemannian case [24] we can give
the following definition.
Definition 5.10 (First variation). Let V ∈ LVh. The first variation of V is the vector
distribution δV in R1+N defined as follows:
δV (Y ) := V (tr(PdY )), Y ∈ (C1c (R1+N))N+1. (5.7)
Also the following definition is the same as in the riemannian case.
Definition 5.11 (Stationarity). Let V ∈ LVh. We say that V is stationary10 if
δV (Y ) = 0, Y ∈ (C1c (R1+N))N+1.
10 More generally, we say that V has bounded first variation if δV is a Radon measure on R1+N , that is, if
there exists C > 0 such that δV (Y ) ≤ C maxR1+N |Y |e for any Y ∈
(
C1c (R
1+N
)
)N+1.
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Remark 5.12. When Σ is a smooth null manifold, there are not smooth compactly supported
variations Y normal to Σ, guaranteeing that the varied manifold remains either null, or partly
null and partly timelike. Therefore, we do not have any formula similar to (4.25) for null
smooth manifolds. Despite this fact, Definition 5.10 seems one of the simplest extensions
of the first variation concept to null manifolds. Definition 5.10 guarantees that the limit of
stationary varifolds is still stationary, as shown in the next observation.
Remark 5.13. Let {Vj} ⊂ LVh be a sequence converging to V ∈ LVh, and assume that
each Vj is stationary. Then
11 V is stationary. Indeed, by Definition 5.9 and (5.6), if Vj ⇀ V
then
δVj(Y )→ δV (Y ), Y ∈
(C1c (R1+N))N+1.
5.2 Splitting of V into V 0 and V ∞
A first decomposition of a varifold consists in taking its “timelike part” and its “null part”.
We denote by the restriction of a measure.
Definition 5.14 (The measures V 0 and V∞). Let V ∈ LVh. We define
V 0 := V
(
R
1+N ×Bh,N+1
)
,
V∞ := V
(
R
1+N × ∂Bh,N+1
)
.
A lorentzian h-varifold V ∈ LVh can be uniquely decomposed as
V = V 0 + V∞. (5.8)
We will see that in certain cases the measure V∞ is the part of the varifold which, roughly
speaking, takes into account the set of all points of the associated generalized manifold where
the tangent space is null.
In the expression of the action of a varifold on a test function, it is convenient to introduce
another measure V˜ 0 in the space R1+N × Th,N+1. To this purpose, recall that the map q is
defined in (3.6), and recall Definition 5.1 of q−1.
Definition 5.15 (The measure V˜ 0). Let V ∈ LVh. We define the Radon measure V˜ 0 on
R
1+N × Th,N+1 as follows: for any f ∈ F
V˜ 0(f) =
∫
R1+N×Th,N+1
f(z, P ) dV˜ 0(z, P ) :=
∫
R1+N×Bh,N+1
f(z, q−1(Q))
q−1(Q)00
dV 0(z,Q). (5.9)
The measure V˜ 0 is therefore the image of the measure V 0 through the map (idR1+N , q
−1),
furtherly divided by a positive factor.
11Similarly, if each Vj has bounded first variation, then V has bounded first variation.
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6 Disintegrations, barycenter and decompositions
Let V ∈ LVh. In what follows we need to suitably disintegrate the measures V 0, V∞ and V˜ 0.
In order to do this, we denote by
π : R1+N ×Bh,N+1 → R1+N
the projection on the first factor.
The fact that V is a Radon measure and the compactness of Bh,N+1 imply that
V (K ×MN+1) = V
(
K ×Bh,N+1
)
< +∞ for any compact set K ⊂ R1+N .
Hence we can apply Theorem 12.3 in the Appendix, so that there exists a disintegration of
V , namely
V = µV ⊗ Vz,
where
µV := π#V is a positive Radon measure on R
1+N ,
Vz is a probability measure on Bh,N+1 defined for µV -almost every z ∈ R1+N .
Similarly, there are disintegrations
V 0 =µV 0 ⊗ V 0z , µV 0 := π#V 0,
V∞ =µV∞ ⊗ V∞z , µV∞ := π#V∞,
V˜ 0 =µ
V˜ 0
⊗ V˜ 0z , µV˜ 0 := π˜#V˜ 0,
(6.1)
where π˜ : R1+N × Th,N+1 → R1+N is the projection on the first factor.
The measures µV , µV∞ and µV˜ 0 will be splitted in (6.12) below. Moreover, they will be
furtherly disintegrated in Section 8, see in particular formula (8.9), in connection with con-
servation laws. The measure µV˜ 0 is the generalization of the area σ
h to the varifold setting.
Remark 6.1. Despite the decomposition in (5.8), Vz cannot be equal to V
0
z + V
∞
z , since Vz,
V 0z and V
∞
z are probability measures. Notice however that projecting the equality µV ⊗Vz =
µV 0 ⊗ V 0z + µV∞ ⊗ V∞z on R1+N via the map π, and using the fact that V 0z and V∞z are
probability measures, gives
µV = µV 0 + µV∞ . (6.2)
Taking into account the above definitions, we can represent the action of V ∈ LVh on F as
follows:
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Lemma 6.2 (Action of a varifold). Let V ∈ LVh and f ∈ F . Then
V (f) =
∫
R1+N×Th,N+1
f(z, P ) dV˜ 0(z, P ) +
∫
R1+N×∂Bh,N+1
f∞(z,Q) dV ∞(z,Q)
=
∫
R1+N
(∫
Th,N+1
f(z, P ) dV˜ 0z (P )
)
dµ
V˜ 0
(z)
+
∫
R1+N
(∫
∂Bh,N+1
f∞(z,Q) dV ∞z (Q)
)
dµV∞(z) .
(6.3)
Proof. Using (5.8) and recalling Remark 5.8 and Definition 5.1, we have
V (f) =V (i(f)) = V 0(i(f)) + V∞(i(f))
=
∫
R1+N×Bh,N+1
f(z, q−1(Q))
q−1(Q)00
dV 0(z,Q)
+
∫
R1+N×∂Bh,N+1
f∞(z,Q) dV ∞(z,Q).
Hence, using Definition 5.15, the first equality in (6.3) follows. The second equality is a direct
consequence of the disintegrations (6.1).
Remark 6.3. Note carefully that the first addendum on the right hand side of (6.3) is an
integral over R1+N×Th,N+1, while the second addendum is an integral over R1+N×∂Bh,N+1.
Notice that Vj ⇀ V does not imply V
0
j ⇀ V
0 or V∞j ⇀ V
∞, and does not imply that
separately the projections converge: this can be seen by examples, such as Example 10.1,
where V∞j = 0, while V = V
∞ 6= 0.
Remark 6.4. We have
Vj ⇀ V ⇒ µVj ⇀ µV .
Indeed, let ϕ ∈ Cc(R1+N ), and take f as in (5.4). Then
Vj(f) =
∫
R1+N×Th,N+1
ϕ(z)P 00 dV˜
0
j z dµ˜V 0j
(z) +
∫
R1+N×∂Bh,N+1
ϕ(z) dV ∞j z(Q) dµV∞j (z)
=
∫
R1+N
ϕ dµV 0j
+
∫
R1+N
ϕ dµV∞j =
∫
R1+N
ϕ dµVj ,
where in the last equality we have used (6.2).
The following result will be used in Remark 7.2 and Theorem 9.10.
Proposition 6.5 (Compactness). Let {Vj} ⊂ LVh be a sequence of lorentzian h-varifolds
such that
sup
j
µVj(K) < +∞, K ⊂ R1+N compact. (6.4)
Then there exist V ∈ LVh and a subsequence {Vjk} of {Vj} such that Vjk ⇀ V as k → +∞.
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Proof. Since Vjz are probability measures, we have
Vj
(
K ×Bh,N+1
)
= µVj (K).
The assertion then follows from (6.4), and from De La Valle´e Poussin Compactness Theorem
(see [4, Cor. 1.60]).
Recalling the disintegration of V˜ 0 in (6.1), we can now give the following definition, which
will allow to take into account the oscillations of the tangent spaces.
Definition 6.6 (Barycenter). Let V ∈ LVh. We set
P (z) :=
∫
Th,N+1
P dV˜ 0z (P ) for µV˜ 0 − a.e. z ∈ R1+N .
Similarly, we set
Q(z) :=
∫
∂Bh,N+1
Q dV∞z (Q) for µV∞ − a.e. z ∈ R1+N .
Remark 6.7. For µ
V˜ 0
-almost every z ∈ R1+N we have the following assertions:
- the matrix P (z) is well defined by Lemma 5.6, since linear functions of the projections
can be integrated with respect to V˜ 0z and z is fixed;
- P (z) is not necessarily symmetric, while ηP (z) is symmetric;
- in general P (z) 6∈ Th,N+1, since Th,N+1 is not a convex set.
Similar properties (with obvious modifications) hold for Q.
For a lorentzian h-varifold, P (z) is not necessarily a projection on a timelike or null h-plane
in the sense described in Section 3. However, still its trace equals h. More interestingly, if
P (z) is a projection matrix, then the measure V˜ 0z is a Dirac delta. Precisely, we have the
following result.
Proposition 6.8 (Properties of P ). Let V ∈ LVh. Then
P (z)αα = h for µV˜ 0 − a.e. z ∈ R1+N . (6.5)
Moreover
P (z) ∈ Th,N+1 ⇒ V˜ 0z = δP (z). (6.6)
Proof. Assertion (6.5) follows from the fact that the trace is a linear operator, and Pαα = h
for all P ∈ Th,N+1.
Let us prove (6.6). Being z fixed, we write for simplicity P = P (z). Since P ∈ Th,N+1, we
can find a Lorentz transformation L such that L−1PL takes the form
L−1PL = diag(1, . . . , 1, 0, . . . , 0),
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where 1 appears h-times. Recalling (3.4), we have
1 ≤ (L−1PL)00, (6.7)
with equality if and only if
L−1PL =
(
1 (0, . . . , 0)
(0, . . . , 0)T R
)
, (6.8)
where (0, . . . , 0) ∈ RN , and R : RN → RN is a euclidean orthogonal projection onto an
(h − 1)-plane. Without loss of generality, we can assume that this (h − 1)-plane is spanned
by {e1, . . . , eh−1}. Integrating (6.7) on Th,N+1 with respect to the probability measure V˜ 0z ,
we get
1 ≤
∫
Th,N+1
(L−1PL)00 dV˜
0
z (P ) = (L
−1PL)00 = 1. (6.9)
This implies that the measure V˜ 0z is concentrated on the set S of matrices of the form (6.8),
namely V˜ 0z (Th,N+1 \ S) = 0. In particular, for such a matrix L−1PL ∈ S there holds
1 ≥ (L−1PL)aa = Raa, 1 ≤ a ≤ N, (6.10)
where we do not sum over a. Integrating now (6.10) on Th,N+1 with respect to V˜
0
z and using
(6.7), we obtain
1 ≥
∫
Th,N+1
(L−1PL)aa dV˜
0
z (P ) = (L
−1PL)aa = 1, 1 ≤ a ≤ h− 1, (6.11)
where again we do not sum over a. This and (6.9) imply P = P , hence V˜ 0z = δP (z).
We will see in Example 9.14 an interesting case of a varifold for which P is not the projection
on the tangent space.
Taking into account Lemma 6.2 and Definition 6.6 of P , we can write the first variation of
V in (5.7) as
δV (Y ) =
∫
R1+N×Th,N+1
tr (PdY ) dV˜ 0(z, P ) +
∫
R1+N×∂Bh,N+1
tr (QdY ) dV∞(z,Q)
=
∫
R1+N
tr
(
PdY
)
dµ
V˜ 0
(z) +
∫
R1+N
tr
(
QdY
)
dµV∞(z).
6.0.1 Radon-Nikody´m decompositions
Using the generalized Radon-Nikody´m theorem (Theorem 12.2 in the Appendix; recall that
Hh is not σ-finite) we can decompose the measures µV 0 and µV∞ in (6.1) into their absolutely
continuous, singular and diffuse parts respectively:
µV =µ
ac
V + µ
s
V + µ
d
V ,
µV 0 =µ
ac
V 0 + µ
s
V 0 + µ
d
V 0 ,
µV∞ =µ
ac
V∞ + µ
s
V∞ + µ
d
V∞ ,
µV˜ 0 =µ
ac
V˜ 0
+ µs
V˜ 0
+ µd
V˜ 0
,
(6.12)
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where
µacV << Hh, µacV 0 << Hh, µacV∞ << Hh, µacV˜ 0 << H
h.
Being µV a Radon measure, it follows that µ
ac
V , µ
s
V and µ
d
V are mutually singular. The same
property holds for the decompositions of µV 0 , µV∞ , and µV˜ 0 .
7 Proper, rectifiable and weakly rectifiable varifolds
We now introduce the notions of proper, rectifiable and weakly rectifiable varifold. Proper
rectifiable varifolds consist of timelike h-varifolds without singular or diffuse part, and essen-
tially have been considered in [7].
Definition 7.1 (Timelike and proper varifolds). Let V ∈ LVh. We say that V is timelike
if
V∞ = 0.
If in addition
µsV 0 = 0, µ
d
V 0 = 0,
then we say that V is proper.
As we shall see, even subrelativistic strings are not, in general, proper varifolds, and therefore
Definition 7.1 must be weakened. However, it may be useful to find sufficient conditions
ensuring that the limit of a sequence of proper varifolds is proper. For instance, the following
observation (that will be used in Example 11.2) holds.
Remark 7.2 (Criterion for being proper). Let {Vj} ⊂ LVh be a sequence satisfying the
bound (6.4) on µVj . Assume in addition that
for all ε > 0 and all compact K ⊂ R1+N there exists a compact T ⊂ Th,N+1
such that sup
j
(∫
K×(Th,N+1\T )
P 00 dV˜
0
j + µV∞j (K)
)
≤ ε. (7.1)
Then (using for instance the lower semicontinuity inequality on open sets as in [4, (1.9)]) the
limit varifold V given by Proposition 6.5 is proper. Condition (7.1) is verified for instance if
the varifolds Vj are proper and there exists p > 1 such that
∀ compact K ⊂ R1+N ∃C > 0 : sup
j
∫
K×Th,N+1
(
P 00
)p
dV˜ 0j ≤ C. (7.2)
7.1 Rectifiable and weakly rectifiable varifolds
As already discussed in the Introduction, in this work an important role is played by the
lorentzian varifolds that we will call weakly rectifiable.
To understand the next definitions, it is useful to keep in mind that, with any h-rectifiable
timelike set Σ ⊂ R1+N , we can associate in a natural way a varifold defined by(
σh Σ
)
⊗ δPΣ ,
where we recall that σh is defined in (4.13).
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Definition 7.3 (Rectifiable varifolds). Let V ∈ LVh. We say that V is rectifiable if the
following properties hold:
1. there exist a timelike h-rectifiable set Σ0 ⊂ R1+N and a positive multiplicity function
θ0 ∈ L1loc(Σ0, σh) such that
V˜ 0 = θ0
(
σh Σ0
)
⊗ δP
Σ0
, (7.3)
2. there exist a null h-rectifiable set Σ∞ ⊂ R1+N and a positive multiplicity function
θ∞ ∈ L1loc(Σ∞,Hh) such that
V∞ = θ∞
(
Hh Σ∞
)
⊗ δQΣ∞ . (7.4)
A rectifiable varifold12 is described by two h-rectifiable sets, one timelike and the other null,
each one equipped with a multiplicity function. The measure part of the varifold on the
grassmannian is concentrated on the orthogonal projection onto the tangent space to its
support. A rectifiable varifold is therefore a generalization of what we could call nonspacelike
h-rectifiable set, possibly endowed with a real positive multiplicity function.
Remark 7.4. Notice that in Definition 7.3, item 1, we use σh, while in item 2 we use Hh.
This is due to the fact that σh vanishes on null sets13.
We now define a class of varifolds which contains all the relevant examples of relativistic
strings considered in Section 9.
Definition 7.5 (Weakly rectifiable varifolds). Let V ∈ LVh. We say that V is weakly
rectifiable if the following properties hold:
1. there exist a timelike h-rectifiable set Σ0 and a positive multiplicity function θ0 ∈
L1loc(Σ
0, σh) such that:
1a. µac
V˜ 0
= θ0σh Σ0,
1b. µd
V˜ 0
= 0,
1c.
Range
(
PΣ0(z)
)
⊆ TzΣ0 for σh − a.e. z ∈ Σ0, (7.5)
2. there exist a null h-rectifiable set Σ∞ ⊂ R1+N and a positive multiplicity function
θ∞ ∈ L1loc(Σ∞,Hh), such that:
2a. µacV∞ = θ
∞Hh Σ∞,
2b. µdV∞ = 0,
2c. for Hh–almost every z ∈ Σ∞ we have V∞z = δQΣ∞(z).
12 When the multiplicity take values in the positive integer numbers, V is called integer, and the same for
Definition 7.5. We will not deepen the properties of integer varifolds in the present paper.
13Recall that for a rectifiable set, null means lightlike.
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Notice that
µacV 0 ⊥ µacV∞ .
Note also that no conditions on the singular parts are imposed for a weakly rectifiable varifold.
Remark 7.6. The difference between conditions 2a, 2b, 2c of Definition 7.5 and condition
2 of Definition 7.3 is that in Definition 7.5 we allow the presence of a singular part in µV∞ .
Example 9.15 shows that, in general, such a part does not vanish.
Condition 1c is reminiscent of the fact that the measure V˜ 0z has barycenter in the lorentzian
projection onto TzΣ
0, even if it is not necessarily concentrated on it. On the other hand,
condition 2c requires the measure to be concentrated on the lorentzian projection onto TzΣ
∞.
Remark 7.7. In Proposition 7.13 we show essentially that stationary weakly rectifiable 1-
varifolds are necessarily rectifiable. In Example 9.14 we exhibit a weakly rectifiable 2-varifold
which is not rectifiable.
The following result is a motivation for introducing conditions 1c and 2c in Definition 7.5.
Proposition 7.8. Let V ∈ LVh be a stationary varifold. Then conditions 1a, 1b, 2a and 2b
of Definition 7.5 imply conditions 1c and 2c.
Proof. If Y ∈ (C1c (R1+N))N+1, from the stationarity of V it follows∫
Σ0
θ0 tr
(
PdY
)
dσh +
∫
R1+N
tr
(
PdY
)
dµs
V˜ 0
+
∫
Σ∞
θ∞ tr
(
QdY
)
dHh +
∫
R1+N
tr
(
QdY
)
dµsV∞ = 0.
Choosing Y = ϕei for ϕ ∈ C1c (R1+N ) and using the arbitrariness of i ∈ {0, . . . , N}, it follows
the vector equality∫
Σ0
θ0Pdϕ dσh +
∫
R1+N
Pdϕ dµs
V˜ 0
+
∫
Σ∞
θ∞Qdϕ dHh +
∫
R1+N
Qdϕ dµsV∞ = 0. (7.6)
Let us now show that condition 1c holds. We follow the blow-up argument in [5, Theorem
3.8]. We take a point z ∈ Σ0 \Σ∞ where there exists TzΣ0, and such that the density of µsV
with respect to Hh is zero. Assume also that z ∈ Σ0 is a Lebesgue point both for θ0 and P .
Then a rescaling argument in (5.7) gives
P (z)
∫
TzΣ0
dϕ dHh = 0 , ϕ ∈ C1c (R1+N ).
Taking ϕ constant on TzΣ
0, multiplied by a suitable cut-off function with support invading
TzΣ
0, implies that P annihilates the normal covectors. Therefore, the image of P (z) (con-
sidered now as an operator taking vectors into vectors) is contained in Tz(Σ), and condition
1c holds.
A similar proof gives that for Hh-almost every z ∈ Σ∞ we have
Q(z)
∫
TzΣ∞
dϕ dHh = 0 , ϕ ∈ C1c (R1+N ). (7.7)
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To show that condition 2c holds, we have to prove that V∞z is a Dirac delta. From (7.7) and
arguing as above it follows that
Range
(
Q(z)
) ⊆ TzΣ∞. (7.8)
In particular, since any vector in TzΣ
∞ is not timelike, we deduce
Q(z)e0 is not timelike. (7.9)
On the other hand, considering the map m which associates with Q ∈ ∂Bh,N+1 the element
V∞ ∈ SN−1 given by (3.7), and setting
λ := m#V
∞
z ,
we have14
Q(z)e0 =
∫
∂Bh,N+1
Q(z)e0 dV
∞
z (Q)
=
∫
∂Bh,N+1
(1,m(Q)) dV∞z (Q) =
(
1,
∫
θ∈SN−1
θ dλ(θ)
)
.
(7.10)
Since | ∫θ∈SN−1 θ dλ(θ)|e ≤ 1, we deduce that the vector (1, ∫θ∈SN−1 θ dλ(θ)) is either timelike
or null. We conclude, using (7.9), that Q(z)(e0) is null, so that |
∫
θ∈SN−1 θ dλ(θ)|e = 1. From
this it follows that λ is a Dirac delta. This conclusion implies that also V∞z is a Dirac delta.
Finally, remembering (7.8), we have15 that V∞z in concentrated on QΣ∞(z).
7.2 Stationarity conditions for weakly rectifiable varifolds
Recall that if Σ is smooth and timelike, and if T is a (1, 1)-tensor field defined on Σ, the
tangential divergence divτT is defined in (4.6). Under smoothness assumptions, we can still
derive the necessary stationarity conditions for a stationary weakly rectifiable varifold.
Proposition 7.9 (Stationarity condition, I). Let θ0
(
σh Σ0
) ⊗ V 0z ∈ LVh be a proper
stationary weakly rectifiable varifold, and assume that Σ0 ⊂ R1+N is an h-dimensional em-
bedded manifold of class C2 without boundary. Then
PΣ0 dτθ
0 + θ0 divτPΣ0 = 0 on Σ
0 (7.11)
in the sense of distributions.
Proof. Let Y ∈ (C1c (R1+N))N+1. From the stationarity assumption we have
0 = δV (Y ) =
∫
Σ0
θ0 tr
(
PΣ0dY
)
dσh.
Observe now that
divτ (PΣ0Y ) =tr(PΣ0dPΣ0Y ) + tr(PΣ0PΣ0dY )
=〈divτPΣ0 , Y 〉+ tr(PΣ0dY ),
14Qe0 = −(1,V∞)⊗ η(1,V∞)e0 = (1,V∞)⊗ (1,−V∞)e0 = (1,V∞).
15Recall that there is only one null line contained in Tz(Σ
∞), and this is the one generated by (1,V∞(z)).
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where we used the fact that (7.5) implies PΣ0PΣ0 = PΣ0 . Integrating by parts (5.7) and
using (4.23), we obtain
0 =
∫
Σ0
θ0
(
divτ
(
PΣ0Y
)− 〈divτPΣ0 , Y 〉) dσh
= −
∫
Σ0
〈 PΣ0dτθ0 + θ0divτPΣ0 , Y 〉 dσh ,
which gives (7.11).
The stationarity condition (7.11) can be written, in an equivalent and more readable way, in
terms of the mean curvature of Σ0 and of the “defect PΣ0 − PΣ0 of being a projection” as
follows.
Remark 7.10 (Stationarity condition, II). Adding and subtracting divτPΣ0 to (7.11),
and recalling the relation (4.8) between the projection and the mean curvature, we have
0 =θ0divτ (PΣ0 − PΣ0)− θ0divτPΣ0 − PΣ0dτθ0
=θ0divτ (PΣ0 − PΣ0) + θ0ηHΣ0 − PΣ0dτθ0.
Splitting this equation into its normal and tangential components gives
θ0
(
HΣ0 +
(
η−1divτ (PΣ0 − PΣ0)
)⊥)
= 0
η−1PΣ0 dτθ
0 − θ0
(
η−1divτ (PΣ0 − PΣ0)
)⊤
= 0
on Σ0, (7.12)
in the sense of distributions.
The following result immediately follows from (7.12).
Proposition 7.11. Let θ0
(
σh Σ0
)⊗ δP
Σ0
∈ LVh be a proper stationary rectifiable varifold,
and assume that Σ0 ⊂ R1+N is an h-dimensional embedded oriented manifold of class C2
without boundary. Suppose also that θ0 > 0. Then θ0 is constant on Σ0, and Σ0 is a timelike
minimal surface, that is, it is a smooth solution to (1.1).
Proof. The hypotheses imply that PΣ0 = PΣ0 . Since by assumption θ
0 > 0, the first equation
in (7.12) implies HΣ0 = 0.
7.3 The one-dimensional case
In the one-dimensional case, for a weakly rectifiable varifold, PΣ0 is a projection, as we show
in the next proposition.
Proposition 7.12. Let V ∈ LV1 be weakly rectifiable, and assume that
µsV = 0. (7.13)
Then V is rectifiable.
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Proof. Fix z ∈ Σ0 such that (7.5) holds, and choose a Lorentz transformation L such that
Range(L−1P (z)L) = Re0. From (6.5) applied with h = 1 it follows that (L−1P (z)L)00 = 1.
Hence, reasoning as in the proof of Lemma 6.8 it follows L−1P (z)L = diag(1, 0, . . . , 0), which
proves that P is a projection, hence
P (z) = PΣ0(z).
This assertion, together with hypothesis (7.13), imply that V is rectifiable.
We point out that, due to the examples in [20], [6], the thesis of Proposition 7.12 is generally
not true for h > 1, see for instance Example 9.14. It would be interesting to investigate which
conditions are implied on the singular part µsV from the stationarity condition. In particular,
we now prove that µsV = 0 for stationary weakly rectifiable 1-varifolds, thus implying the
rectifiability.
Proposition 7.13. Let V ∈ LV1 be a stationary and weakly rectifiable varifold such that
∀I ⊆ R interval ∃ K ⊂ RN compact such that spt(µV ) ∩ (I × RN ) ⊆ I ×K. (7.14)
Then V is rectifiable.
Proof. In view of Proposition 7.12 it is enough to prove that µsV = 0. By Proposition 8.1
below we have
p#µV << L1,
where we recall that p : R1+N → R is defined in (4.20), and where L1 is the Lebesgue
measure. This implies in particular that p#µ
s
V << L1. Hence p#µsV = 0, which in turn
implies µsV = 0.
8 Conserved quantities
In this section we show that for stationary varifolds, despite their nonsmoothness, we can
still speak about various conserved quantities. These conservation laws will be useful in the
nonsmooth examples considered in Sections 9 and 10: see in particular Examples 9.15 and
10.2.
We need the following result, which is given in a time-localized form.
Proposition 8.1 (Absolute continuity of p#µV ). Let V ∈ LVh be a stationary varifold.
Assume that
∃I ⊆ R interval and ∃K ⊂ RN compact : spt(µV ) ∩ (I × RN ) ⊆ I ×K. (8.1)
Then
p#µV I << L1. (8.2)
Proof. Assumption (8.1) allows to apply Theorem 12.3 of the Appendix (with the choices
d = 1, m = N , π = p and ν = µV ). Therefore we can disintegrate µV as
µV = p#µV ⊗ λt.
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Observe now that µ
V˜ 0
and µV∞ are both absolutely continuous with respect to µV . Therefore,
also p#µV 0 and p#µV∞ are absolutely continuous with respect to p#µV . Hence we can write
µ
V˜ 0
= p#µV ⊗ µ̂V˜ 0t , µV∞ = p#µV ⊗ µ̂V∞t . (8.3)
We now use the hypothesis that V is stationary. Take
Y (t, x) = ϕ(t)ψ(x)e0,
with ϕ ∈ C1c (I) and ψ ∈ C1c (RN ), with ψ ≡ 1 in a neighbourhood of K. Then the stationarity
condition δV (Y ) = 0 implies
0 =
∫
I×RN
P
0
0(t, x)ϕ
′(t) dµ
V˜ 0
+
∫
I×RN
Q
0
0(t, x)ϕ
′(t) dµV∞ . (8.4)
Notice that Q00 = 1, so that passing to the mean value also
Q
0
0 = 1, (8.5)
and therefore (8.4) becomes
0 =
∫
I×RN
P
0
0(t, x)ϕ
′(t) dµ
V˜ 0
+
∫
I×RN
ϕ′(t) dµV∞ . (8.6)
Using (8.3) we can write (8.6) as
0 =
∫
I
ϕ′(t)f(t) dp#µV (t), (8.7)
where
f(t) :=
∫
RN
P
0
0(t, x)dµ̂V˜ 0t
(x) + µ̂V∞t (R
N ), p#µV − a.e. t ∈ I.
Observe that f ≥ 1, since P 00 ≥ 1 and (8.5) holds. It follows
f(t) =
∫
RN
P
0
0(t, x)dµ̂V˜ 0t
(x) + µ̂V∞t (R
N ) ≥ 1, p#µV − a.e. t ∈ I.
From (8.7) and Lemma 8.2 below, it follows that there exists a constant C ≥ 1 such that
f p#µV I = CL1. (8.8)
Being f ≥ 1, from (8.8) we deduce p#µV I << L1.
Lemma 8.2. Let µ be a positive Radon measure on R such that∫
R
ϕ′ dµ = 0, ϕ ∈ C1c (R).
Then there exists a constant C ≥ 0 such that µ = CL1. In particular µ << L1.
31
Proof. It is sufficient to prove that µ is translation invariant on open intervals. Therefore,
let a, b ∈ R, a < b, and τ ∈ R. We have to show that
µ((a, b)) = µ((a+ τ, b+ τ)).
Assume that b < a+ τ , the other cases being similar. Let ϕ ∈ Lipc(R) be defined as follows:
ϕ := 0 in (−∞, a] ∪ [b + τ,+∞), ϕ(t) := t − a in (a, b), ϕ(t) := b − a in (b, a + τ), and
ϕ(t) := −t+ b+ τ in (a + τ, b+ τ). For any positive ε sufficiently small let ϕε ∈ C1c (R) be a
function such that ϕε = ϕ in (−∞, a]∪(a+ε, b−ε)∪(b, a+τ)∪(a+τ+ε, b+τ−ε)∪[b+τ,+∞).
We can in addition suppose ϕε to be equi-Lipschitz with respect to ε. Then
0 =
∫
(a,a+ε)
ϕ′ε dµ +
∫
(b−ε,b)
ϕ′ε dµ+
∫
(a+τ,a+τ+ε)
ϕ′ε dµ +
∫
(b+τ−ε,b+τ)
ϕ′ε dµ
+ µ([a+ ε, b− ε]) − µ([a+ τ + ε, b+ τ − ε]).
Letting ε→ 0+ and using the equi-lipschitzianity of ϕε it follows that the first four terms on
the right hand side converge to zero as ε→ 0+. Hence
0 = lim
ε→0+
(
µ([a+ ε, b− ε])− µ([a+ τ + ε, b+ τ − ε])
)
,
and the assertion follows from the inner regularity [4] of µ.
Let V ∈ LVh be a stationary varifold and assume that (8.1) holds. Then using Proposition
7.11 we can disintegrate µ
V˜ 0
and µV∞ with respect to L1, so that we can give the following
Definition 8.3 (The measures µV˜ 0t
, µV∞t ). We set
µ
V˜ 0
= L1 ⊗ µ
V˜ 0t
, µV∞ = L1 ⊗ µV∞t . (8.9)
We are now in a position to give the following definitions.
Definition 8.4 (Energy-momenta). Let V ∈ LVh and assume that (8.1) holds. Then, for
L1-almost every t ∈ I, we define
- the energy momentum vector of V at time t as
E(t) :=
∫
RN
P
0
0(t, x) dµV˜ 0t
(x) + µV∞t (R
N ),
Pa(t) :=
∫
RN
P
a
0(t, x) dµV˜ 0t
(x) +
∫
RN
Q
a
0(t, x) dµV∞t (x), a ∈ {1, . . . , N};
(8.10)
- the angular momentum of V at time t as
Ωαβ(t) :=
∫
RN
(
xαP
β
0 (t, x)− xβPα0 (t, x)
)
dµ
V˜ 0t
(x)
+
∫
RN
(
xαQ
β
0 (t, x)− xβQα0 (t, x)
)
dµV∞t (x),
α, β ∈ {0, . . . , N}. (8.11)
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Remark 8.5. From (6.2) and (8.9) it follows that for t1, t2 ∈ I, t1 < t2,∫ t2
t1
E(t) dt = µV
(
(t1, t2)× RN
)
. (8.12)
Indeed, ∫ t2
t1
E(t) dt =
∫ t2
t1
∫
RN
P
0
0(t, x) dµV˜ 0t
(x) dt+
∫ t2
t1
µV∞t (R
N ) dt
=
∫
(t1,t2)×RN
P
0
0 dµV˜ 0 + µV∞((t1, t2)× R
N )
=
∫
(t1,t2)×RN
∫
Th,N+1
P 00 (z) dV˜
0
z (P ) dµV˜ 0(z) + µV∞((t1, t2)× R
N )
=µV 0((t1, t2)× RN ) + µV∞((t1, t2)× RN ) = µV ((t1, t2)× RN ),
where in the first equality of the last line we are using (8.1), namely we are localized in a
compact subset of R1+N .
For a rectifiable varifold, Definition 8.4 gives the usual definitions of relativistic energy and
momentum, as shown in the next observation.
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Remark 8.6 (E, Pa, Ωαβ for a rectifiable varifold). Let V ∈ LVh be a rectifiable varifold
satisfying (8.1), and let Σ0, θ0,Σ∞ and θ∞ be as in Definition 7.3. Set
Σ0(t) := Σ0 ∩ {x0 = t}, Σ∞(t) := Σ∞ ∩ {x0 = t}.
Then, from (7.3) and (4.18) we have
µ
V˜ 0
= θ0σh Σ0 = θ0 L1 ⊗
(√
1− |V(t, ·)|2e Hh−1 Σ0(t)
)
, (8.13)
and from (7.4),
µV∞ = θ
∞Hh Σ∞ = θ∞
√
2 L1 ⊗
(
Hh−1 Σ∞(t)
)
. (8.14)
Moreover, from (4.16) and (4.17) we have
P
0
0 = P
0
0 =
1
1− |V|2e
, P
a
0 = P
a
0 =
V
a
1− |V|2e
, a ∈ {1, . . . , N},
and from (3.9)
Q
0
0 = Q
0
0 = 1, Q
a
0 = Q
a
0 = V
a
∞, a ∈ {1, . . . , N}.
Hence, using (8.13) and (8.14), for L1-almost every t ∈ I and a,b ∈ {1, . . . , N}, we have
E(t) =
∫
Σ0(t)
θ0√
1− |V|2e
dHh−1 +
√
2
∫
Σ∞(t)
θ∞ dHh−1, (8.15)
Pa(t) =
∫
Σ0(t)
V
a√
1− |V|2e
θ0 dHh−1 +
√
2
∫
Σ∞(t)
V
a
∞ θ
∞ dHh−1, (8.16)
Ωab(t) =
∫
Σ0(t)
(
xaVb − xbVa√
1− |V|2e
)
θ0 dHh−1
+
√
2
∫
Σ∞(t)
(
xaVb∞ − xbVa∞
)
θ∞ dHh−1,
(8.17)
and
Ω0a(t) =
∫
Σ0(t)
(
tVa − xa√
1− |V|2e
)
θ0 dHh−1
+
√
2
∫
Σ∞(t)
(tVa∞ − xa) θ∞ dHh−1.
(8.18)
We now show that these quantities are conserved in time in the case of a stationary varifold.
Theorem 8.7 (Conserved quantities). Let V ∈ LVh be a stationary varifold and assume
that (8.1) holds. Then E, Pa, and Ωαβ do not depend on t.
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Proof. The constancy of E follows from (8.8) by noticing that
E = f dp#µV
dL1 = C, L
1 − a.e. in I,
where d
dL1 denotes the Radon-Nikody´m derivative with respect to L1.
The constancy of Pa can be proven arguing as in the proof of Proposition 8.1, by testing the
stationarity condition δ(V ) = 0 with Y (t, x) = ϕ(t)ψ(x)ea.
The constancy of Ωab can be proven by testing with Y (t, x) = ϕ(t)ψ(x)
(
xaeb − xbea
)
: in
this case (5.7) gives
0 =
∫
I
∫
RN
ϕ(t)tr
(
P (ea ⊗ eb − eb ⊗ ea)
)
dµ
V˜ 0t
dt
+
∫
I
∫
RN
ϕ(t)tr
(
Q(ea ⊗ eb − eb ⊗ ea)
)
dµV∞t dt
+
∫
I
∫
RN
ϕ′(t)tr
(
Pe0 ⊗ (xaeb − xbea)
)
dµ
V˜ 0t
dt
+
∫
I
∫
RN
ϕ′(t)tr
(
Qe0 ⊗ (xaeb − xbea)
)
dµV∞t dt
=−
∫
I
∫
RN
ϕ′(t)
(
xaP
b
0 − xbP a0
)
dµ
V˜ 0t
dt
−
∫
I
∫
RN
ϕ′(t)
(
xaQ
0
b − xbP 0a
)
dµV∞t dt,
where we used that P ba = P
a
b , P
a
0 = −P 0a , Qba = Qab and Qa0 = −Q0a. Then the assertion
follows again from Lemma 8.2.
Let us now consider Ω0a: testing (5.7) with Y (t, x) = ϕ(t)ψ(x) (tea + x
ae0) we obtain
0 =
∫
I
∫
RN
ϕ(t)tr
(
P (e0 ⊗ ea + ea ⊗ e0)
)
dµ
V˜ 0t
dt
+
∫
I
∫
RN
ϕ(t)tr
(
Q(e0 ⊗ ea + ea ⊗ e0)
)
dµV∞t dt
+
∫
I
∫
RN
ϕ′(t)tr
(
P (tea + x
ae0)
)
dµ
V˜ 0t
dt
+
∫
I
∫
RN
ϕ′(t)tr
(
Q(tea + x
ae0)
)
dµV∞t dt
=
∫
I
∫
RN
ϕ′(t)tr
(
Pe0(tea + x
ae0)
)
dµ
V˜ 0t
dt
+
∫
I
∫
RN
ϕ′(t)tr
(
Qe0(tea + x
ae0)
)
dµV∞t dt
=
∫
I
∫
RN
ϕ′(t)
(
tP
0
a + x
a
)
dµ
V˜ 0t
dt+
∫
I
∫
RN
ϕ′(t)
(
tQ
0
a + x
a
)
dµV∞t dt
=−
∫
I
∫
RN
ϕ′(t)
(
tP
a
0 − xaP 00
)
dµ
V˜ 0t
dt−
∫
I
∫
RN
ϕ′(t)
(
tQ
a
0 − xa
)
dµV∞t dt,
and the assertion follows as above from Lemma 8.2.
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We conclude this section by pointing out that condition (8.1) is fulfilled in all examples
considered in the present paper.
9 Closed relativistic and subrelativistic strings
We start now by considering the relevant examples which motivate our theory.
Let L > 0 and let a, b ∈ C2(R;RN ) be two L-periodic maps16 such that
|a′|e = |b′|e = 1 in R.
Define
γ(t, u) :=
a(u+ t) + b(u− t)
2
, (t, u) ∈ R2. (9.1)
Then γ ∈ C2(R2;RN ) is L-periodic both in t and in u, and satisfies the linear wave system
γtt = γuu in R
2, (9.2)
and the constraints
(γt, γu)e = 0, |γt|2e + |γu|2e = 1 in R2. (9.3)
In particular, when γu(t, u) = 0 we have |γt(t, u)|2e = 1, and hence γt(t, u) is a null vector.
Define the C2 map Φγ : R2 → R1+N as
Φγ(t, u) := (t, γ(t, u)), (t, u) ∈ R2. (9.4)
Set also
Sγ := {(t, u) ∈ R× [0, L) : γu(t, u) = 0}, Cγ := Φγ(Sγ),
and note that, using also the periodicity assumption, it follows that Cγ is closed.
If we assume that
L2(Sγ) = 0, (9.5)
then
H2(Cγ) = 0,
and Φγ(R
2)\Cγ is a lorentzian minimal surface (see for instance [26]), namely, in the relatively
open set Φγ(R
2) \ Cγ , its lorentzian mean curvature vanishes.
Remark 9.1. In general, Cγ may be nonempty, see for instance Example 9.13.
Definition 9.2 (Closed relativistic string). A map γ ∈ C2(R2;RN ) as in (9.1) and
satisfying (9.5) is called L-periodic (or also closed) relativistic string.
16Note that, for instance, b = 0 is not allowed, while it will be allowed in the definition of subrelativistic
string.
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Definition 9.3 (Varifold associated with a relativistic string). Let γ be an L-periodic
relativistic string, and set
Σ0γ := Φγ (R× [0, L)) ,
and
θ0γ(t, x) := #{u ∈ [0, L) : γ(t, u) = x}, (t, x) ∈ Σ0γ . (9.6)
We define the rectifiable varifold Vγ ∈ LV2 associated with γ as Vγ := V 0γ + V∞γ , where
V˜ 0γ := θ
0
γ
(
σ2 Σ0γ
)⊗ δP
Σ0γ
, (9.7)
V∞γ := 0. (9.8)
Notice that Σ0γ is 2-rectifiable; moreover, it is nonspacelike. Notice also that the multiplicity
θ0γ takes values in N ∪ {+∞}.
Remark 9.4. If γ is an L-periodic relativistic string, we have
µVγ = Φγ#
(
L2 (R× [0, L))
)
. (9.9)
Indeed, from the area formula we have, for any Borel set F ⊆ R1+N ,∫
F∩Σ0γ
θ0γ dH2 =
∫
Φ−1γ (F )
|det(∇ΦTγ∇Φγ)| dtdu, (9.10)
where ∇ denotes the gradient and T denotes tranposition. Now, the equality
γ⊥t := γt −
(
γt,
γu
|γu|e
)
e
γu
|γu|e = γt = V, (9.11)
and a direct computation using (9.3) give
|det(∇ΦTγ∇Φγ)| = |γu|e
√
1 + |γt|2e =
√
(1− |γt|2e)(1 + |γt|2e) =
√
1− |V|4e .
Formula (9.10) implies, using (4.18) and (4.16),
L2(Φ−1γ (F )) =
∫
F∩Σ0γ
θ0γ√
1− |V|4e
dH2 =
∫
F∩Σ0γ
θ0γ
1− |V|2e
dσ2 = µVγ(F ).
Remark 9.5. From (8.15) it follows that L is the energy of the varifold Vγ , even when γ is
not injective. Indeed, recalling (8.15), the equality V(t, γ(t, u)) = γt(t, u) for L2-almost every
(t, u) ∈ R2, and using (9.3), we have
E(t) =
∫
Σ0γ∩{x0=t}
θ0γ√
1− |V|2e
dH1 =
∫
[0,L)
1
|γu|e |γu|e du = L, t ∈ R. (9.12)
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One could think (observing for instance what happens in Example 9.13 below, where the
set Cγ consists of a discrete set of points) that a stationary Vγ may have some concentrated
measures at “null-like points”, the presence of which17 should contradict (9.8). Actually, this
is not the case, due essentially to condition (8.2). As shown in the next theorem, if we do
not impose (9.8), then Vγ is not stationary.
Theorem 9.6 (Stationarity of relativistic strings). Let γ be an L-periodic relativistic
string. Then the rectifiable varifold Vγ associated with γ is stationary.
Proof. Let Y ∈ (C1c (R1+N ))N+1. We have to prove that∫
Σγ
0
θ0γ tr
(
PΣγ
0
dY
)
dσ2 = 0. (9.13)
Recalling (4.4), and since H2(Cγ) = 0, we have∫
Σ0γ
θ0γ tr(PΣ0γdY ) dσ
2 =
∫
Σ0γ\Cγ
θ0γ divτY dσ
2. (9.14)
Write Y = (Y 0, Ŷ ) ∈ R× RN , and set (ψ,Ψ) = Y (Φγ), that is,
ψ(t, u) := Y 0(t, γ(t, u)), Ψ(t, u) := Ŷ (t, γ(t, u)), (t, u) ∈ R× [0, L). (9.15)
Let us compute divτY in terms of γ, ψ and Ψ. Define
ζ :=
(1, γt)
|γu|e , ξ :=
(0, γu)
|γu|e on R× [0, L) \ {γu = 0}.
Then ζ (resp. ξ) is a timelike (resp. spacelike) vector, (ζ, ζ) = −1 (resp. (ξ, ξ) = 1), and
(ζ, ξ)e = (ζ, ξ) = 0. We have
18, at the point (t, γ(t, u)), and supposing γu(t, u) 6= 0,
divτY = −(〈dY, ζ〉, ζ) + (〈dY, ξ〉, ξ). (9.16)
Now, differentiating (9.15) we obtain(
ψt ψu
Ψt Ψu
)
= d (Y (Φγ)) = dY (Φγ) dΦγ = dY (Φγ)
(
1 0
γt γu
)
.
In particular,
1
|γu|e
(
ψt ψu
Ψt Ψu
)(
1
0
)
=
1
|γu|e dY (Φγ)
(
1
γt
)
= dY (Φγ)(ζ),
and
1
|γu|e
(
ψt ψu
Ψt Ψu
)(
0
1
)
=
1
|γu|edY (Φγ)
(
0
γu
)
= dY (Φγ)(ξ),
17We need to use the quotations: indeed in Example 9.13 the tangent space to Σ0γ does not exist at the
points of Cγ .
18If T = T βα is a (1, 1)-tensor, we have tr(T ) = T
α
α = 〈T (e0), e
0〉 + 〈T (ea), e
a〉 = −(T (e0), e0) + (T (ea), ea).
Moreover tr(L−1TL) = tr(T ) for any Lorentz transformation L.
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where 0 = (0, . . . , 0) ∈ RN , 1 = (1, . . . , 1) ∈ RN . Hence, recalling (9.16),
divτY = −(〈dY, ζ〉, ζ) + (〈dY, ξ〉, ξ)
= −
(
1
|γu|e
(
ψt ψu
Ψt Ψu
)(
1
0
)
, ζ
)
+
(
1
|γu|e
(
ψt ψu
Ψt Ψu
)(
0
1
)
, ξ
)
=
(γu,Ψu)e − (γt,Ψt)e + ψt
|γu|2e
. (9.17)
Recall from (9.11) and (9.3) that
V(t, γ(t, u)) = γt(t, u),
√
1− |V(t, γ(t, u))|2e = |γu(t, u)|e. (9.18)
From the area formula and (4.18) we have∫
B
θ0γ dσ
2 =
∫
Φ−1γ (B)
|γu|2e dtdu, B ⊂ Σ0γ .
We choose T > 0 large enough so that Y has support contained in (−T, T ) × RN . Since Sγ
has zero Lebesgue measure, from (9.17) it follows∫
Σ0γ\Cγ
θ0γ divτY dσ
2
=
∫
(−T,T )×[0,L)\Sγ
[(γu,Ψu)e − (γt,Ψt)e + ψt] dudt
=
∫
(−T,T )×[0,L)
[(γu,Ψu)e − (γt,Ψt)e + ψt] dudt.
On the other hand, recalling our assumptions on the support of ψ, the validity of the linear
wave system (9.2) and integrating by parts, we get∫
(−T,T )×[0,L)
[(γu,Ψu)e − (γt,Ψt)e + ψt] dudt
=
∫
(−T,T )×[0,L)
[(γu,Ψu)e − (γt,Ψt)e] dudt = 0.
Hence Vγ is stationary.
9.1 Subrelativistic strings
As mentioned in the Introduction, the uniform closure of relativistic strings has been charac-
terized, see [10, 6]. In this section we want to show that to any subrelativistic string we can
associate a weakly rectifiable (not rectifiable in general) stationary varifold.
Definition 9.7 (Closed subrelativistic strings). We say that γ : R2 → RN is an L-
periodic (or closed) subrelativistic string if there exist L-periodic maps a, b ∈ Lip(R;RN )
such that
|a′|e ≤ 1, |b′|e ≤ 1, a.e. in R,
and
γ(t, u) :=
a(u+ t) + b(u− t)
2
, (t, u) ∈ R2. (9.19)
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If γ is an L-periodic subrelativistic string, then
|γ⊥t |2e + |γu|2e ≤ |γt|2e + |γu|2e ≤ 1 a.e. in R2. (9.20)
Remark 9.8. It is proven in [26, 6] that any L-periodic subrelativistic string is a uniform
limit of a sequence of L-periodic relativistic strings.
Remark 9.9. For any L-periodic subrelativistic string γ we can still define the Lipschitz
map
Φγ(t, u) := (t, γ(t, u)), (t, u) ∈ R2, (9.21)
and the sets Σ0γ := Φγ(R × [0, L)) (which is 2-rectifiable), Cγ := Φγ(Sγ), where19 Sγ :=
{(t, u) ∈ R × [0, L) : γ is differentiable w.r.t. u at (t, u), γu(t, u) = 0}. From (9.20) it follows
that
Σ0γ \ Cγ is timelike
and
H2(Cγ) = 0. (9.22)
Indeed,
{|γt|e = 1} ⊆ Sγ up to a set of zero Lebesgue measure,
and therefore (9.22) follows from the area formula.
Also in view of the examples considered in the sequel of the paper, we need to extend Theorem
9.6 to subrelativistic strings. This is the content of the next theorem: we point out that one
of the tools needed in the proof is the compactness of Bh,N+1. To better understand the
meaning of the result, it is useful to keep in mind formula (9.9).
Theorem 9.10 (Stationarity of subrelativistic strings). Let {γj} ⊂ C2(R2;RN ) be a
sequence of L-periodic relativistic strings uniformly converging to an L-periodic subrelativistic
string γ ∈ Lip(R2;RN ). Then there exist a subsequence {γjk} of {γj} and a stationary weakly
rectifiable varifold Vγ ∈ LV2 such that
Vγjk ⇀ Vγ as k → +∞,
µVγ = Φγ#
(L2 (R× [0, L)) ), (9.23)
and
µac
V˜ 0γ
= Θ0γ σ
2 Σ0γ ,
µacV∞γ = 0,
(9.24)
where Θ0γ is a real-valued multiplicity function satisfying
Θ0γ ≥ θ0γ ≥ 1. (9.25)
19Note that, differently with respect to a relativistic string, now Sγ is not necessarily closed.
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Proof. From Theorem 9.6 it follows that Vγj is stationary for any j ∈ N. Using Remark 9.5
and formula (8.12) we deduce that, if T > 0,
µVγj
((−T, T )× RN ) = 2TL.
Then, by Proposition 6.5 there exist a subsequence {γjk} of {γj} and a varifold Vγ ∈ LV2
such that
Vγj ⇀ Vγ
as k → +∞. In particular, from Remark 6.4, we have
µVγjk
⇀ µVγ as k → +∞.
Furthermore, from Remark 5.13 it follows that Vγ is stationary.
From (9.9) we have
µVγjk
= Φγjk#(L
2 (R × [0, L))).
Using the uniform convergence of {γjk} to γ, it follows that
µVγjk
= Φγjk#(L
2
R× [0, L)) ⇀ Φγ#(L2 (R × [0, L))) as k → +∞,
and (9.23) follows.
Then spt(µVγ ) = Σ
0
γ , where Σ
0
γ \Cγ is 2-rectifiable and timelike and H2(Cγ) = 0 by Remark
9.9.
We now claim that there exists Θ0γ satisfying (9.25) such that
µacV 0γ = Θ
0
γ (PΣ0γ )
0
0 σ
2 Σ0γ . (9.26)
Indeed, let θ0γ be as in (9.6), and set for notational simplicity
p :=
γu(Φ
−1
γ )
|γu(Φ−1γ )|e
.
Reasoning as in Remark 9.4, using (9.23) and the area formula, we have, for all Borel sets
F ⊆ R1+N ,
µacVγ (F ) =L2(Φ−1γ (F \ Cγ))
=
∫
F∩Σ0γ
θ0γ
|γu|e
√
1 + (
∑N
a,b=1 γ
a
t p
b − γbt pa)2
dH2
=
∫
F∩(Σ0γ\Cγ )
θ0γ
|γu|e
√
1 + (
∑N
a,b=1 γ
a
t p
b − γbt pa)2
dH2 = µacV 0γ (F ).
(9.27)
In particular, (9.27) implies the second equality in (9.24).
Recall now from (9.11) that V = γ⊥t . Notice that N∑
a,b=1
γat p
b − γbt pa
2 =
 N∑
a,b=1
γ⊥t
a
pb − γ⊥t
b
pa
2 = |γ⊥t |2e = |V|2e .
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Hence, using (4.18),
µacV 0γ (F ) =
∫
F∩Σ0γ
θ0γ
|γu|e
√
1 + |V|2e√
1− |V|2e
√
1 + |V|2e
dσ2
=
∫
F∩Σ0γ
θ0γ
|γu|e
1√
1− |V|2e
dσ2
=
∫
F∩Σ0γ
Θ0γ
1− |V|2e
dσ2,
(9.28)
where
Θ0γ := θ
0
γ
√
1− |V|2e
|γu|e .
Recalling (9.20) we obtain (9.25), and this concludes the proof of the claim. It follows from
(9.26) that the first equality in (9.24) holds.
From (9.23) and the definition of diffuse part of a measure (Section 12.0.1) it follows that
µdVγ = 0, (9.29)
since µVγ is a Radon measure concentrated on a h-rectifiable set. This concludes the proof
that Vγ is weakly rectifiable.
Remark 9.11. From (9.23), (9.24) and (9.29) it follows that
µsVγ = µ
s
V 0γ
+ µV∞γ = µ
s
V 0γ
+ µsV∞γ = Φγ#
(L2 Sγ) .
Remark 9.12. The sequence {µVγj } converges to µVγ , without passing to a subsequence
{jk}. Moreover µVγ is independent of {γj} (see (9.23)) and depends only on γ, while a priori
Vγ could depend on {γjk}.
9.2 Examples of varifolds associated with relativistic and subrelativistic
strings
A first example of stationary rectifiable varifold is the so-called kink. This example is not
completely trivial, since the set Cγ is not empty.
Example 9.13 (Kink). Let N = 2, h = 2, R > 0, and
γ(t, u) := R
(
cos(u/R), sin(u/R)
)
cos(t/R), (t, u) ∈ R2, (9.30)
be the kink. Note that Sγ is nonempty, precisely
Sγ =
{(
πR
2
+ kπR, 0
)
: k ∈ Z
}
,
which, being a discrete set of points, satisfies condition (9.5). Since it is immediate to check
the validity of the system (9.2), γ is therefore a 2π-periodic relativistic string. The associated
varifold Vγ ∈ LV2 defined by Vγ = V 0γ + V∞γ , where
V˜ 0γ =
(
σ2 Σ0γ
)⊗ δP
Σ0γ
, V∞γ = 0
is proper, rectifiable and stationary by Theorem 9.6.
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0t Σγ
γC
Figure 3: The set Σ0γ in Example 9.13.
Cylinders over any closed curve support a stationary weakly rectifiable varifold, as shown in
the following example.
Example 9.14 (Cylindrical strings). Let N = 2 and h = 2. We consider a particular class
of subrelativistic strings. Precisely, let a ∈ C2(R;R2) be a 1-periodic map, with |a′(s)| = 1
for all s ∈ R, and let
Σ0 = Σ := R× a(R) ⊂ R1+2
be the cylinder over a(R). From Definition 9.7 we have that the function
γ(t, u) :=
a(u+ t)
2
, (t, u) ∈ R2,
is a subrelativistic string with the corresponding Φγ parametrizing Σ.
Observe that γ is the uniform limit of the sequence {γn} of 1-periodic relativistic strings
γn(t, u) :=
a(u+ t) + 1na (n(u− t))
2
, (t, u) ∈ R2.
By Theorem 9.10 there exists a stationary weakly rectifiable varifold V ∈ LV2 such that
µV˜ 0 = σ
2 Σ
and V = limk→+∞ Vnk , where
V˜ 0n :=
(
σ2 Σn
)⊗ δPΣn , Σ0n = Σn := R× γn(R × [0, 1)).
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Since γu(t, u) 6= 0 for all (t, u) we have Sγ = ∅, hence by Remark 9.11 it follows that V is a
proper varifold. Moreover,
Range
(
PΣ(z)
) ⊂ TzΣ
(note the strict inclusion) and, recalling (6.5), also
tr
(
PΣ(z)
)
= 2. (9.31)
Furthermore, from the necessary stationarity condition (7.11), and the fact that Θ0γ = 1, we
have
div
(
PΣ(z)
)
= 0, for all z ∈ Σ. (9.32)
These conditions necessarily imply that
PΣ(z) = diag(2, 0, 0). (9.33)
Indeed, assuming without loss of generality nΣ = e2, from (9.31) we get
PΣ(z) = diag(1 + α, 1 − α, 0)
for some α ∈ R. As a consequence, we have div(PΣ(z)) = (1 − α)(0, 0,HΣ(z)). Recalling
(9.32) we then get α = 1, which implies (9.33).
Notice that, given a multiplicity function θ > 0 depending only on x, by (7.12) the varifold
θV is still stationary. This is a peculiar phenomenon of cylindrical strings and may be not
true for stationary rectifiable varifolds, that is, in general for relativistic strings.
Notice also that the lorentzian mean curvature of Σ is not zero everywhere, and therefore V
is not rectifiable.
The following example was originally considered in [6] in a classical parametrized setting.
Example 9.15 (Polyhedral string). Assume N = 2, h = 2, let L > 0 and let a : R→ R2
be a Lipschitz continuous E := 4L-periodic map, such that a|[0,4L] is the counterclock-wise
arc-length parametrization of the boundary of the square Q0 = [−L/2, L/2]2. Obviously
a|[0,4L] ∈ (C2([0, 4L] \ {0, L, 2L, 3L}))2 . We define the map
γ(t, u) :=
a(u+ t) + a(u− t)
2
, (t, u) ∈ R2,
and we let Φγ be as in (9.21). Recalling Definition 9.7, we have that γ is a 4L-periodic
subrelativistic string. Notice that γ(t, ·) is a Lipschitz parametrization of ∂Q(t), where Q(t)
is the square defined as
Q(t) := Q0 ∩
{
(x1, x2) ∈ R2 : |x1|+ |x2| ≤ L− |t|} , t ∈ [−L,L].
By [6, Theorem 3.1] γ is the uniform limit of a sequence {γj} ⊂ C2(R2;RN ) of 4L-periodic
relativistic strings with zero initial velocity (in particular, the strings γj have equibounded
energy). Let Vγ ∈ LV2 be the corresponding stationary weakly rectifiable varifold given by
Theorem 9.10.
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Referring also to Figure 1, observe that: Σ0γ = Φγ(R
2) is the support of µVγ ; moreover
µ
V˜ 0γ
= σ2 Σ
0
γ .
Indeed, as a consequence of the equality (γt, γu)e = 0 valid almost everywhere in R
2, we have,
from (9.28),
Θ0γ = 1.
Note also that by Remark 9.11
µV sγ = Φγ#(L2 Sγ).
For |t| ∈ [0, L/2) the set Q(t) is an octagon and µsVγ
(
(−L/2, L/2) × R2) = 0, that is, the
restriction of Vγ to (−L/2, L/2) × R2 ×B2,3 is a proper varifold.
For t ∈ [L/2, L), Q(t) is a square of sidelength √2(L−t), rotated of an angle π/2 with respect
to the initial square Q0, which shrinks to the point (0, 0) as t ↑ L. For t ∈ (L/2, L) the four
vertices of the rotated square Q(t) move at speed 1, and the edges move with normal velocity
equal to 1√
2
. Moreover we have
µsVγ = α(t)H1 ℓ,
where the singular set ℓ ⊂ R1+2 is the union of four line segments ℓ1, . . . , ℓ4, see Figure 1.
To find α(t), which turns out to be a linearly increasing function, we use the conservation of
energy given by Theorem 8.7. From (8.15) we have
E(t) = 8(L− t) + 4α(t) = 4L, t ∈ (L/2, L).
We get
α(t) = 2t− L, t ∈ (L/2, L).
We conclude by observing that we expect V∞γ to be concentrated on the singular set ℓ:
V∞γ = α(t)H1 ℓ⊗ δQγ ,
where Qγ(z) = −(1, vi(z)) ⊗ η(1, vi(z)) for z ∈ ℓi, i ∈ {1, . . . , 4}, and vi(z) ∈ R2 is such that
|vi(z)|e = 1 and (1, vi) is parallel to ℓi.
10 Further examples: null hyperplanes and collisions
A null hyperplane Σ ⊂ R1+N is not a minimal hypersurface in the classical sense, since the
vector n1 is not well defined (heuristically, it should be parallel to Σ and should have infinite
euclidean norm). Therefore it becomes meaningless computing the classical mean curvature
HΣ. However, we can interpret these planes as stationary varifolds.
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Example 10.1 (Null h-spaces as stationary varifolds). Given n ∈ N, let Σn = Σ0n be
an h-dimensional timelike subspace of R1+N , let θn = θ
0
n ∈ (0,+∞), and set
V˜ 0n = θn (σ
h Σn)⊗ δPn ∈ LVh
be the proper rectifiable h-varifold associated with Σn and θn, where Pn := PΣn . Recall from
(4.16) and (4.18) that
σh Σn =
(
(Pn)
0
0
)−1/2
(L1 ⊗Hh−1) Σn. (10.1)
Hence
µ
V˜ 0n
= θn σ
h Σn = θn
(
(Pn)
0
0
)−1/2
(L1 ⊗Hh−1) Σn.
Note that from (5.9) and (10.1) we have
Vn = V
0
n = θn (Pn)
0
0 σ
h Σn ⊗ δq(Pn) = θn
√
(Pn)
0
0 (L1 ⊗Hh−1) Σn ⊗ δq(Pn). (10.2)
Suppose now that
- Σn converge to a null h-plane Σ
∞ as n→ +∞,
- there exists the limit
lim
n→+∞ θn
√
(Pn)00 =: C ∈ (0,+∞). (10.3)
In particular
lim
n→+∞ θn = 0,
so that V˜ 0n ⇀ 0. Recalling (10.2) we have
Vn ⇀ C
(
L1 ⊗Hh−1
)
Σ∞ ⊗ δQΣ∞ =
C√
2
(Hh Σ∞)⊗ δQΣ∞ =: V.
Hence
V = V∞,
and V ∈ LVh is rectifiable. Finally, it follows from Remark 5.13 that
V is stationary.
Example 10.2 (Collisions and splittings). Let
N = 1, h = 1,
let be given angles α, β ∈ (π/4, π/2), and real multiplicities θi ∈ (0,+∞) for i ∈ {1, 2, 3}.
We consider the proper rectifiable varifold V = V 0 ∈ LV1, where
V˜ 0 =
3∑
i=1
θi
(
σ1 Σi
)⊗ δPΣi . (10.4)
We have indicated here by Σi = Σ
0
i the relatively open three half-lines depicted in Figure
2 meeting at the point p of the plane R1+1. The condition α, β > π/4 yields that Σ2 and
Σ3 are timelike. We are interested in the following problem: given the multiplicity θ1 on the
incoming half-line Σ1, find conditions on θ2, θ3, α and β which ensure that V˜
0 in (10.4) is
stationary.
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We regard each Σi as a one-dimensional manifold with boundary (the point p). We indicate
by τi the euclidean unit conormal vector at p pointing out of Σi:
τ1 = (1, 0), τ2 = (− sinα, cosα), τ3 = (− sin β,− cos β).
The stationarity requirement (Definition 5.11) reads as
0 =
3∑
i=1
θi
∫
Σi
divτY dσ
1, Y ∈ (C1c (R1+1))2. (10.5)
Following (4.24), and since the lorentzian (mean) curvature of each Σi vanishes, we have
divτY = divτ (PΣiY ) on Σi. (10.6)
Moreover if Z ∈ (C1(R1+1))2 is tangent to Σi we have
divτZ = div
e
τZ on Σi, (10.7)
where diveτ is the euclidean tangential divergence. Indeed, if Z is an extension of Z|Σi in an
open neighbourhood of Σi, constant along ni, we have divτZ = tr(dZ) = diveτZ.
Applying this observation to Z = PΣiY and using (10.6), we get
divτY = div
e
τ (PΣiY ) on Σi.
Set for notational simplicity
ni := n1Σi , νi := νΣi =
ηni
|ηni|e , i ∈ {1, 2, 3},
see (4.10). Observe that n1 ∈ {(0, 1), (0,−1)} (in particular n1 has the same direction of a
euclidean normal to Σ1), and we choose
n1 = (0, 1). (10.8)
Moreover, using (4.11) and choosing ν2 = (− cosα,− sinα), ν3 = (− cos β, sin β), we find
n2 =
1√
− cos2 α+ sin2 α
(cosα,− sinα), n3 = 1√− cos2 β + sin2 β (cos β, sin β) (10.9)
(recall that by definition the time component of ni are required to be nonnegative).
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From (10.5) and (10.7) we obtain, using also (4.12) and integrating by parts,
0 =
3∑
i=1
θi
∫
Σi
diveτ (PΣiY ) dσ
1 =
3∑
i=1
θi|νi|
∫
Σi
diveτ (PΣiY ) dH1
=
3∑
i=1
θi|νi|(PΣiY (p), τi)e =
3∑
i=1
θi|νi|(Y (p), PΣiτi)e = (Y (p),
3∑
i=1
θi|νi|PΣiτi)e.
(10.10)
Denote by Ri the matrix representing the euclidean rotation of angle π/2 such that Riνi = τi
(R1, R2 are counterclockwise, and R3 is clockwise). Then
R1n1 = (1, 0), R2n2 =
(− sinα, cosα)√
sin2 α− cos2 α
, R3n3 =
(− sin β,− cos β)√
sin2 β − cos2 β
.
We claim that
|νi|PΣiτi = Ri ni, i ∈ {1, 2, 3}. (10.11)
Indeed,
ηni ⊗ ni τi = ηni(ni, τi)e = ηni
(
νi
|η−1νi| , η
−1τi
)
e
=
νi
|νi|
(
νi
|νi| , η
−1τi
)
e
,
hence
|νi|PΣiτi =
|νi|2τi −
(
νi, η
−1τi
)
e
νi
|νi| = −
η−1τi
|νi| = Rini,
where the last equality follows from the fact that η−1Ri = −Riη−1. Therefore, (10.11) is
proven, and from (10.10) it the follows
(Y (p),
3∑
i=1
θiRini)e = 0,
which in turn implies
3∑
i=1
θiRini = 0 (10.12)
by the arbitrariness of Y . Equality (10.12), recalling (10.8), (10.9), is the solution to the
problem posed at the beginning of the example.
It is interesting to observe that (10.12) is in this example equivalent to the conservation of
energy and momentum. Indeed (10.12) becomes
θ1 =
sinα√
sin2 α− cos2 α
θ2 +
sin β√
sin2 β − cos2 β
θ3,
cosα√
sin2 α− cos2 α
θ2 =
cos β√
sin2 β − cos2 β
θ3.
(10.13)
Recalling Remark 8.6 let us check that the first equation in (10.13) is equivalent to the con-
servation of energy, and that the second one is equivalent to the conservation of momentum.
Indeed, from (8.10) we have
E(t) =
∫
∪3i=1Σi(t)
PΣi
0
0 θi dH0 =
3∑
i=1
PΣi
0
0 θi.
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Figure 4: We take θ1 = 4, and θ2 = θ3 = 1, and α = β as in Figure 2, which are determined by
equations (10.13): α = arctg( 2√
3
). The vertical vector is R1n1, the lower left one is R3n3 and the
lower right one is R2n2. Recall that n1, n2 and n3 have unit lorentzian length. For any i = 1, 2, 3 the
vector Rini is timelike, and is obtained from ni through a π/2-rotation. The vectors Rini satisfy the
weighted balance condition (10.12) at the triple junction.
Hence for t < 0
E(t) = θ1PΣ100 = θ1,
and for t > 0
E(t) = PΣ200 θ2 + PΣ300 θ3 =
θ2√
1− |V2|2e
+
θ3√
1− |V3|2e
= θ2
√
1 + (n02)
2 + θ2
√
1 + (n03)
2.
The conservation of energy then becomes
−θ1 + θ2
√
1 + (n02)
2 + θ3
√
1 + (n03)
2 = 0,
which is equivalent to the first equation in (10.13).
Furthermore, since V1 = 0,
P1(t) =
∫
∪3i=1Σi(t)
θiVi√
1− |Vi|2e
dH0 = −θ2n20 + θ3n30.
The conservation of momentun reads therefore as
−θ2n20 + θ3n30 = 0,
which is equivalent to the second equation in (10.13).
We conclude this example with some remarks. Concerning the solvability of (10.13): given
θi for i = 1, 2, 3, (10.13) has a unique solution in the variables α and β. Given only θ1, there
are infinitely many solutions θ2, θ3, α, β of (10.13). Given θ1 ∈ N \ {0}, there are only a finite
number of solutions α, β, and θ2, θ3 ∈ N \ {0}.
Notice that the image of this varifold through the time-reversing map t 7→ −t is also a
stationary rectifiable varifold.
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2/n−
−
x
t
2/n
1/n
1/(2n)
1/n
Figure 5: The Lipschitz curve Σn; the slopes are ±1, i.e., null slopes.
We now let the two exiting directions to converge to the null directions, i.e., we let
α, β → π/4,
keeping θ1 > 0 and Σ1 fixed. We get θ2, θ3 → 0, and the corresponding varifolds in (10.4)
tend to the limit varifold
V˜ 0 = θ1(σ
1 Σ1)⊗ δPΣ1 , V∞ =
θ1
2
√
2
3∑
i=2
(H1 Σi)⊗ δQΣi ,
where QΣi = (1, (−1)i)⊗ (1, (−1)i+1) ∈ ∂B1,2 are projections on null lines. Notice that V is
rectifiable and stationary, but no longer proper.
We conclude this example by observing that it refers to a local situation: indeed, other
stationary varifolds can be obtained by furtherly (and properly) splitting Σ2 and Σ3).
11 Some pathological examples
In the following elementary example we exhibit a non weakly rectifiable 1-varifold obtained
as a limit of rectifiable varifolds.
Example 11.1 (Limits of zig-zag null curves). Let N = 1, h = 1 and let Σn = Σ
∞
n ⊂
R
1+1 be the null Lipschitz curve defined as
Σn :=
{
(t, x) ∈ R1+1 : x = 1
n
∣∣∣∣nt− [nt]− 12
∣∣∣∣} , n ∈ N \ {0},
where [α] denotes the integer part of α ∈ R, see Figure 5. We can associate with Σn the
rectifiable 1-varifold
Vn = V
∞
n :=
(H1 Σn)⊗ δQΣn ,
consisting of a null part only. Notice that the varifolds Vn are not stationary. Indeed, the
lorentzian curvature vector of Σn is concentrated on the vertices of Σn, where it is a Dirac
delta multiplied by (0, 2) or (0,−2) (depending on whether the vertex belongs to the vertical
axis or not).
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As n→ +∞ we have
Vn ⇀ V =
√
2
(H1 Σ)⊗ Vz,
where
Σ :=
{
z = (t, x) ∈ R1+1 : x = 0} = Σ∞
is the vertical axis (see (6.1)) and (3.7)), and
Vz = V
∞
z =
δ(1,1)⊗(1,−1) + δ(1,−1)⊗(1,1)
2
.
In particular, V ∈ LV1 is not weakly rectifiable, since condition 2c in Definition 7.5 is not
satisfied. Notice also that V has multiplicity
√
2, even if all approximating vaifolds Vn have
multiplicity 1.
The next example shows a sequence of rectifiable stationary 2-varifolds the limit of which is
a proper 2-varifold having only singular part, and which is not rectifiable.
Example 11.2 (Limits of superpositions of kinks). Let N = 2 and h = 2. Given R > 0,
let γ = γR : R
2 → R1+2 be the kink solution (9.30) considered in Example 9.13, and let
VγR ∈ LV2 be the stationary rectifiable varifold associated with γR in the sense of Definition
9.3. Recall from (9.12) that the energy of VγR is equal to 2πR for any t ∈ R\
⋃
k∈Z
{
πR
2
+ kπR
}
.
For any n ∈ N \ {0} let
Vn := nVγ
1
n
.
The support of µVn is the superposition of n kinks of radius 1/n, centered at the origin. Note
that the uniform bound (6.4) on µVn is satisfied.
Recalling also the kink Example 9.13, we have that Vn is a stationary rectifiable 2-varifold
with multiplicity n and energy 2π at any time t ∈ R \
⋃
k∈Z,n∈N\{0}
{
π
2n
+
kπ
n
}
. As n→ +∞,
we have Vn ⇀ V , where V ∈ LV2 is a stationary weakly rectifiable varifold such that
µV = 2π σ
1 {(t, 0, 0) : t ∈ R},
where we have used Remark 9.5. In particular µV has only singular part, i.e.,
µV = µ
s
V ,
and therefore V is not rectifiable. Note that V is a 2-varifold, despite the fact that the
support of µV is one-dimensional.
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Let us now show that the varifolds Vn satisfy the uniform bound (7.2) guaranteeing that V
is proper. It is enough to check that there exists p > 1 such that
sup
n∈N
n
∫
[−T,T ]
∫
Σn(t)
(
1√
1− |V|2e
)p
dH1dt < +∞, (11.1)
where Σn := Σγ1/n = Φγn(R× [0, 2πR)) and Σn(t) = Σn ∩ {x0 = t} is the t-time slice of Σn.
From (9.30) it follows |V|e = | sin(nt)| on Σn(t), hence
n
∫
[−T,T ]
∫
Σn(t)
(
1√
1− |V|2e
)p
dH1dt = 2π
∫ T
−T
| cos(nt)|1−pdt = 2π
n
∫ nT
−nT
| cos τ |1−pdτ
If we choose p ∈ (1, 2) we have
sup
n∈N
2π
n
∫ nT
−nT
1/| cos τ |p−1dτ < +∞,
where we use also the periodicity of cos τ . Hence (11.1) holds, and we conclude from Remark
7.2 that V is a proper varifold.
We have seen in Example 11.2 that limits of stationary rectifiable varifolds can have only
singular part; in addition, in the next example we show that limits of stationary rectifiable
varifolds can have only diffuse part.
Example 11.3 (A diffuse limit varifold). Let γ = γR be the kink solution (9.30) consid-
ered in Example 9.13, and define
Vn :=
∑
i,j∈{0,...,n−1}
V( in ,
j
n)+γ1/n2
, n ∈ N \ {0}.
The support of µVn consists of n
2 disjoint kinks of radius 1/n2, uniformly distributed in the
unit square [0, 1]2. Then Vn is a stationary rectifiable 2-varifold with multiplicity one and
energy 2π at any time t ∈ R. As n → +∞, we have Vn ⇀ V , where V is a stationary
2-varifold such that
µV = 2π L3
(
R× [0, 1]2) .
In particular µV has only diffuse part and V is not weakly rectifiable. With a similar com-
putation as in Example 11.2, one can show that V is proper.
12 Appendix: measure theory
Let µ be a positive measure on Rm defined on Borel sets. We recall [4] that:
- the support of µ is the closure of the set of all points x ∈ X such that µ(U) > 0 for any
neighbourhood U of x;
- µ is said to be concentrated on S if S is µ-measurable and µ(X \ S) = 0;
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- µ is called a Radon measure if µ is finite on compact sets;
- if A is µ-measurable, µ A denotes the restriction of µ to A, defined as µ(E) :=
µ(E ∩A). If µ is a Radon measure, then µ A is a Radon measure;
- if p ≥ 1 and A is measurable, Lp(A,µ) (resp. Lploc(A,µ)) is the space of p-integrable
(resp. locally p-integrable) functions with respect to µ;
- if u : Rm → Rk is Borel-measurable, the push-forward measure (or image measure) u#µ
is the Borel measure on Rk defined by u#µ(B) := µ(u
−1(B)). We have
∫
Rk
f du#µ =∫
Rm
f ◦ udµ for any f summable with respect to u#µ.
We recall the following definition [15].
Definition 12.1. Let µ, ν be two measures on Rd defined on the Borel subsets of Rd.
- µ, ν are said to be mutually singular, and we write ν ⊥ µ, if there exists two disjoint
Borel sets Xµ,Xν ⊆ Rd such that Rd = Xµ ∪ Xν and for every Borel set E ⊆ Rd we
have
µ(E) = µ(E ∩Xµ), ν(E) = ν(E ∩Xν).
- ν is said to be absolutely continuous with respect to µ, and we write ν << µ if for every
Borel set E ⊆ Rd with µ(E) = 0 we have ν(E) = 0.
- ν is said to be diffuse with respect to µ if for every Borel set E ⊆ Rd with µ(E) < +∞
we have ν(E) = 0.
12.0.1 Absolutely continuous, singular and diffuse parts
Since we need to split a measure with respect to a Hausdorff measure Hh, which is not σ-
finite, we need the Radon-Nikody´m theorem in a generalized form [15], where a diffuse part
is present.
Let µ, ν be positive measures defined on the Borel subsets of Rd. Define, for every Borel set
E ⊆ Rd,
νac(E) := sup
{∫
E
udµ : u : Rd → [0,+∞] measurable,∫
E′
udµ ≤ ν(E′) for all Borel E′ ⊂ E
}
,
νs(E) := sup
{
ν(E′) : E′ ⊂ E,E′ Borel, µ(E′) = 0
}
,
νd(E) := sup
{
ν(E′) : E′ ⊂ E,E′ Borel such that
for all Borel E′′ ⊂ E′ with ν(E′′) > 0 we have µ(E′′) = +∞
}
.
Then the following result holds, see [15, Theorem 1.114].
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Theorem 12.2 (Generalized Radon-Nikody´m Theorem). Let µ, ν be two positive mea-
sures defined on the Borel subsets of Rd. Then νac, νs, νd are measures,
ν = νac + νs + νd,
with νac << µ and νd diffuse with respect to µ. Moreover, if ν is σ-finite, then νac, νs, νd
are mutually singular, and νs ⊥ µ;
If µ is σ-finite (which corresponds to the classical Radon-Nykoy´m Theorem) we have νd = 0.
The density of ν with respect to µ will be denoted by dνdµ .
12.0.2 Disintegration of Radon measures
Let µ be a positive Radon measure on Rd, and z → νz be a map which assigns to each z ∈ Rd
a finite Radon measure νz on R
m, such that the function z → νz(B) is µ-measurable for any
Borel set B ⊆ Rd.
We denote by
ν = µ⊗ νz
the Radon measure on Rd ×Rm defined by
µ⊗ νz(B) :=
∫
Rd
(∫
Rm
χB(z, y) dνz(y)
)
dµ(z)
for any Borel set B ⊆ K × Rm, where K ⊂ Rd is any compact set.
The following result is proven for instance in [4, Th. 2.28].
Theorem 12.3 (Disintegration). Let ν be a positive Radon measure on Rd × Rm, let
π : Rd × Rm → Rd be the projection on the first factor, and set
µ := π#ν.
Assume that µ is a Radon measure, namely that
ν(K × Rm) < +∞ for any compact set K ⊂ RN . (12.1)
Then there exist positive Radon measures νz in R
m such that
- for any Borel set B ⊆ Rm the function z → νz(B) is µ-measurable, and
νz(R
m) = 1 for µ− a.e. in z ∈ Rd,
- for any f ∈ L1(Rd × Rm, ν) we have
f(z, ·) ∈ L1(F, νz) for µ a.e. z ∈ Rd,
z →
∫
Rd
f(z, y) dνz(y) ∈ L1(Rd, µ), (12.2)
and ∫
Rd×Rm
f(z, y) dν(z, y) =
∫
Rd
(∫
Rm
f(z, y) dνz(y)
)
dµ(z). (12.3)
Hence we have the following disintegration of ν:
ν = µ⊗ νz. (12.4)
Moreover, if z → ν ′z is any other Radon measures-valued map such that the function z →
ν ′z(B) is µ-measurable for any Borel set B ⊆ Rd, and satisfying (12.2), (12.3) for every
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bounded Borel function with compact support and such that ν ′z(F ) ∈ L1loc(Rd, µ), then νz = ν ′z
for µ-almost every z ∈ Rd.
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