I propose a stochastic SIS and SIRS system to include a Poisson measure term to model anomalies in the dynamics. In particular, the positive integrand in the Poisson term is intended to model quarantine. Conditions are given for the stability of the disease free equilibrium for both systems.
Introduction
Many authors have considered continuous time stochastic epidemiological models [11, 15, 17] , however, none of these models taken into account anomalies that affect the system. Examples of these events are super-carriers, the amount of contacts of individuals in the stadium and in the bars during a sports event, quarantine, etc. A particular example is the three waves of influenza pandemic in 1918 [5] .
For a fixed population of size N , we consider the following SIS model:
S (t) = −βS(t)I(t) − µS(t) + µ + λI(t), I (t) = βS(t)I(t) − (λ + µ)I(t),
and the SIRS model:
S (t) = −βS(t)I(t) + δR(t), I (t) = βS(t)I(t) − λI(t), R (t) = λI(t) − δR(t).
Here, S(t), I(t), and R(t), denote the frequencies of the susceptible, infected, and removed respectively, where S(t) + I(t) + R(t) = 1. The constant µ represents the birth and death rate (newborns are assumed to be susceptible), λ is the recovery rate for the individuals that are infected, β represents the average number of contacts per day, and δ is the rate for which recovered individuals become susceptible.
For the SIS model, if β > µ + λ, then an epidemic will occur, and if β ≤ µ + λ then the process will converge to the disease-free equilibrium, which means that the disease has disappeared. In other words, if β ≤ µ + λ then point (1, 0) is globally asymptotically stable, and if β > µ + λ, the point µ + λ β , 1 − µ + λ β (the endemic equilibrium) is globally asymptotically stable.
Considering the SIRS model, when β ≤ λ the disease free equilibrium is globally asymptotically stable. If β > λ then the endemic equilibrium λ β , 1
is globally asymptotically stable.
We now define and give some intuition to the Poisson measure. Take X to be an R-valued Lévy process on (Ω, F, P ) with the filtration {F t } t∈R+ , where F 0 contains all of the null sets of F. For B ∈ B R d \{0} and a fixed
This random counting measure is known as the Poisson measure since, fixing B, the map t → N ω (t, B) is a Poisson process with intensity tν(B) := E N ω (t, B) . We call ν(·) the intensity measure and it is well known that it is a Lévy measure, hence, it is a Borel Measure with We are ready to stochastically perturb the systems above. Define W (t) as a standard Brownian motion and σ 2 as the variance of the contacts. Furthermore, take N (dt, dy) as a Poisson measure independent of W (t) and ν(·) as the intensity measure. We assume that ν is a Lévy measure and ν(R) < ∞. Lastly, take h(y) as the affect of random jumps in the population, where −1 < h(y) < 1 for every y ∈ R, and h(y) is continuously differentiable. For the SIS model, Equation (1) becomes the stochastic differential equation
For the SIRS dynamic, since the anomaly term captures the effects of quarantine, we will take a function similar to h(y), call it j(y), with the same assumptions, except that j(y) is assumed to be nonnegative. Equation (2) is now a stochastic differential equation of the form
In this paper, we will show that Equation (3) and Equation (4) are well-defined, and we give conditions for stability of the disease free equilibrium for both dynamics.
Given that the initial condition is in the interior of the simplex, we will show that for all finite time, Equations (3) and (4) are almost surely in the simplex. We will only show this property for the stochastic SIS, since the stochastic SIRS model may be shown in a similar manner. Define K(t) = S(t), I(t) , ∆ 2 = y ∈ R 2 : x 1 , x 2 > 0 and x 1 + x 2 = 1 , and [·, ·] as quadratic variation. For simplicity, we will define S c (t) and I c (t) as the continuous part of the process.
Proof. Consider the mapping on the simplex G(x) = x 1 + x 2 , and define U (t) = G L(t) . Itô's lemma yields
Finally, we show that L(t) does not hit or jump over the boundary in finite time. Define Ψ(x) = log(x 2 /x 1 ), τ as the first time L(t) leaves the open simplex (i.e., such that I(τ ) ≤ 0 or S(τ ) ≤ 0 ), and Z(t) := Ψ(L(t)) for t < τ . We will apply Theorem 2.1 in Meyn and Tweedie [10] to the process Z(t) in order to show this Z(t) does not explode in finite time, and thus P x τ = ∞ = 1. By Itô's lemma we have
I(t) − h(y)S(t−)I(t−) S(t) + h(y)S(t−)I(t−)
where
y . Now, defining B as the infinitesimal generator for Z(t) and V (x) = 1 + x 2 , we see that
Noting that Ψ
x ≤ 1, and log 1 − h(y)Ψ
, one can see that there exists positive constants K such that BV (x) ≤ KV (x). Therefore P x τ = ∞ = 1.
Since I(t) = 1 − S(t) we are able to just focus on S(t), which we are able to rewrite as
Define τ = inf t ≥ 0 :
Proof. We will follow the proof of Theorem 4.2 given in Imhof [6] . Take L as the infinitesimal generator for our process S(t) and define f (y) = e γ − e γx , where γ > 0. Now fix an arbitrarily small > 0. By Dynkin's formula we have that
We will now determine an appropriate upper bound for Lf S(t) . To adjust for the possibility of the process jumping out of the interval, we will consider a x ∈ [0, 1 − 2 ]. Hence
Noticing that x + h(y)x 1 − x is positive and recalling the inequality −e x ≤ −1 − x for x > 0, we find that
Finally, taking γ large enough so that βx + ν(R)
and therefore taking T → ∞, the bounded convergence theorem yields E x0 τ < ∞.
Theorem 2.1. Suppose that
Proof. In our proof we will employ the stochastic Lyapunov method. We will focus on S(t), defined by Equation(5). Define g(x) = 1 − x as our Lyapunov function. Taking L 0 as the infinitesimal generator for S(t), we see that
Therefore, Theorem 4 in [4] (page 325) tells us that for an > 0, there exists a neighborhood of (1, 0), say U , such that
for x ∈ U ∩ ∆ 2 . Now, take an arbitrary > 0 and x ∈ ∆ 2 , and define M = lim t→∞ K(t) = (1, 0) . The strong Markov property tells us that
Since was arbitrary, the theorem follows.
Remark 2.1. Theorem 4 in [4] is stated for a jump-diffusion with a compensated Poisson measure. However, since we assumed that ν R < ∞, we may rewrite Equation (1) as
dS(t) = − βS(t)I(t) − µS(t) + µ + λI(t) + R h(y)S(t−)I(t−)ν(dy) dt − σS(t)I(t)dW (t) + R h(y)S(t−)I(t−)Ñ (dt, dy), dI(t) = βS(t)I(t) − (λ + µ)I(t) − R h(y)S(t−)I(t−)ν(dy) dt + σS(t)I(t)dW (t) − R h(y)S(t−)I(t−)Ñ (dt, dy),
and thus we may apply this theorem. The generator remains unchanged.
Corollary 2.1. Suppose that h(y) nonnegative, and there exists 0 < ϕ < 1 such that β < µ + λ + ϕ R h(y)ν(dy). Then
Proof. Taking a neighborhood U = x ∈ ∆ 2 : x 1 > ϕ and g(x) as above, we have that
Theorem 4 in [4] and Remark 2 gives us, for x ∈ U ,
for some 0 . The rest of the proof follows as above Remark 2.2. The Remark 2 [4] holds for continuous processes. However, since the jumps are positive, this only helps the convergence of the sample paths to (1, 0). Therefore, we are able to use the result.
The computer simulations below agree with the conclusion of the theorems. Figure 1 shows for both cases that the disease free equilibrium is globally asymptotically stable. Figure 2 tell us that the process is recurrent and thus simulates an epidemic. 
Remark 2.3. If
R h(y)ν(dy) > 0 and the function j(y) was able to take both positive and negative values, we were not able to say anything about this case. A way to calculate the stability of a system of this type is to determine if and where S(t) leaves an arbitrary subinterval of [0, 1]. So, for any 0
, and π x1;x2 (x 0 ) = P S τ x1x2 (x 0 ) ≤ x 1 . The papers of [16] and [1] tell us that solving the integro-differential equation
with the initial conditions of u(x) = 1 for x ∈ [x 2 , 1] and u(x) = 0 for x ∈ [0, x 1 ], will give us π x2;x1 (x 0 ) (and accordingly for π x1;x2 (x 0 )). Taking x 0 → 0, and x 1 → 1 will tell us how this system evolves. This is similar to the method given in Gihman and Skorohod [4] .
Analysis of the SIRS Model
To analyze the SIRS model, we will use the stochastic Lyapunov method. For a bit of simplicity, we will define E(t) = S(t), I(t), R(t) .
Note 3.1. Looking closely at the process, one can see that the only stationary position is the point e 1 = (1, 0, 0).
Proof. The proof will follow the one given for the SIS model. For L the infinitesimal generator of the SIRS stochastic process, we see that
Take κ as a positive constant such that δ − β − 2κ > 0, (which exists by our assumption). Now, define the positive function f (x) = c 1
, where c 1 , c 2 , and c 3 are positive,
Organizing and simplifying yields
Lf (x) = 2 c 1 σ
Increasing the values of the positive numbers, we see that
Therefore, there exists a positive constant k, such that Lg ≤ −kg. Theorem 4 in [4] tells us that for an > 0, there exists a neighborhood of e 1 , say U , such that
Define τ as above, and fix an arbitrary > 0. We will show that E x τ < ∞, which will assert our theorem. To adjust for the process possibly jumping over the boundary of τ , we will define 1 − 0 = sup S τ , (where 0 = 1 if the set is empty). Since the process does not hit the boundary in finite time, we have that 0 > 0 a.s. Note that, for the function f above, Lf (x) ≤ α 1 − x 2 , for some α > 0. Now for x ∈ ∆ 3 , such that x 1 < 1 − , and 0 < t < ∞, Dynkin's formula yields
Thus E x τ < ∞, and therefore, following the proof of Theorem 1, P x lim t→∞ E(t) = e 1 = 1.
The simulations given below show globably asymptotic stability to the disease free equilibrium and an epidemic. 
