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EXTENSIONS OF OPERATOR ALGEBRAS I
DAVID P. BLECHER AND MAUREEN K. ROYCE
Abstract. We transcribe a portion of the theory of extensions of C∗-algebras
to general operator algebras. We also include several new general facts about
approximately unital ideals in operator algebras and the C∗-algebras which
they generate.
1. Introduction
By an operator algebra, we mean a closed, not necessarily selfadjoint, algebra of
operators on a Hilbert space. Our purpose here is to transcribe as much as possible
of the powerful and important C∗-algebraic theory of extensions, to general operator
algebras, where hopefully it will also play a role. Although there is no requirement
on our algebras to have any kind of identity or approximate identity, we assume for
specificity that all ideals of operator algebras in this paper, and therefore also the
‘first term’ in any extension, are have an approximate identity. This is often not the
most interesting case (for example, nontrivial ideals in the free semigroup operator
algebras which have been studied extensively recently, will generically have no kind
of identity). However, it is the case that is closest to the rich C∗-algebra theory of
extensions; it is of course no restriction at all in the case of extensions of operator
algebras by C∗-algebras. We remark that some of our results have variants valid
for Banach algebras which we also have not seen in the literature, which may lend
further justification for our endeavour. In addition to the theory of extensions, we
include several new general facts of interest.
We now describe the contents of the paper. In Section 2 we give several new
results about ideals in operator algebras, and about generated C∗-algebras, which
will be used in later sections, and which are independently interesting. In Section
3, we describe the basic theory of extensions of operator algebras, following in large
part the diagrammatic approach of Eilers, Loring, and Pedersen [13]. In parts of
this section, aspects which are very similar to the C∗-algebra or Banach algebra
case are described quite hastily; a more thorough exposition is given in the second
author’s thesis [29] (actually much of the contents of the paper is amplified there,
together with additional results). In Section 4, we discuss how extensions of opera-
tor algebras are related to extensions of containing C∗-algebras. In a sequel paper
we will apply the contents of this paper to notions such as semisplit extensions,
variants of the Ext semigroup (or group) bivariate functor, and exactness of opera-
tor algebras. Some further developments will also be contained in [29], for example
nonselfadjoint variants of some other results from [13, 26, 27].
An operator algebra may be thought of as a closed subalgebra of a C∗-algebra.
We refer the reader to [9, Chapter 2] for the basic facts and notations which we
shall need concerning operator algebras, such as the ones below. A few of these
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may also be found in [25]. An operator algebra is unital if it has an identity of
norm 1, and is approximately unital if it has a contractive two-sided approximate
identity (cai). All ideals are assumed to be two-sided and closed. By a morphism we
mean a linear completely contractive homomorphism θ : A→ B between operator
algebras. If θ(1) = 1 we say that θ is unital. If θ takes some cai for A to a cai for
B then we say that θ is proper. We write A1 for Meyer’s unitization of a nonunital
operator algebra (see [22] or [9, Section 2.1]). The multiplier algebra of A will be
denoted as M(A) (see [9, Section 2.6]), and Q(A) will denote the corona algebra
M(A)/A of A, which is a unital operator algebra (it is (0) if A is unital). We write
πA for the canonical mapM(A)→ Q(A). If A is an ideal in B, then the canonical
morphism from B into M(A) will be denoted by σ. To say that A is an essential
ideal in B is to say that σ is one-to-one. A proper morphism α : A → B extends
canonically to a unital morphism α¯ : M(A) → M(B), and this induces a unital
morphism α˜ : Q(A) → Q(B). Moreover α¯ is completely isometric if and only if α
is completely isometric, and implies that α˜ is completely isometric (see Corollary
2.3). A C∗-cover of an operator algebra B is a pair (E , j) consisting of a completely
isometric homomorphism j from B into a C∗-algebra E , such that E is generated as
a C∗-algebra by j(B). If B has a cai (et), then it follows that (j(et)) is a cai for E .
There exists a natural ordering and equivalence of C∗-covers of B, and a maximal
and minimal equivalence class, C∗max(B) and C
∗
e (B) respectively. The latter is the
C∗-envelope of B, and it is a quotient of any other C∗-cover of B. The former,
C∗max(B), is characterized by its universal property: every completely contractive
homomorphism π : B → D into a C∗-algebra D extends to a ∗-homomorphism
C∗max(B) → D. We note that the maximal and minimal C
∗-covers of B may
be defined to be the C∗-algebra generated by B inside the same C∗-cover of the
unitization B1. Although these are only needed in the sequel paper, we will also
consider the minimal and maximal tensor products, ⊗min (which we sometimes
write as ⊗) and ⊗max, of operator algebras (see e.g. [9, Chapter 6]).
In this paper we will work with two main categories. The first is the category
OA of all operator algebras, with morphisms the completely contractive homomor-
phisms. The second is the subcategory AUOA of approximately unital operator
algebras, with the same morphisms. On one or two occasions one needs stronger hy-
potheses for the smaller category (for example the pullback construction in AUOA
needs additional restrictions in order to reside in the same category). In any case, in
both categories we will need to assume that the first term in any extension (defined
below) is approximately unital. Most parts of the paper can be read twice, once
for each of the above two categories. Often we will only state the AUOA case of
our results; and leave the other case to the reader. Actually, many of the results
of this paper have variants in eight categories, the other six being: the variants of
OA and AUOA where the morphisms are contractive homomorphisms, and then
the ‘up to constants’ variants of the last four categories, where in the description
of the morphisms we change the word ‘contractive’ to ‘bounded’, and replace ‘cais’
by ‘bais’ (bounded approximate identities). Indeed, many of our results have ob-
vious variants valid for (preferably, Arens regular) Banach algebras which we have
not seen in the Banach algebras literature (which focuses on quite different direc-
tions, see e.g. [4]). We will not usually take the time to state these other cases and
variants, we leave this to the reader (see also [29]), and for specificity restrict our
attention to the one closest to the C∗-algebra case. In any case, we will use the
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terms morphism, subobject, quotient, etc, in the obvious way. Thus, for example, a
subobject in OA is a closed subalgebra, whereas in AUOA it is an approximately
unital closed subalgebra.
We write K,B for the compact and bounded operators on a separable Hilbert
space. We say that an operator algebra B is stable if B ∼= B ⊗ K completely
isometrically isomorphically.
2. Ideals and C∗-covers
It is of enormous importance in C∗-algebra theory, that a ∗-homomorphism (or
equivalently, a contractive homomorphism) on a C∗-algebra has closed range, and
is a complete quotient map onto its range. For nonselfadjoint algebras, this is not
at all the case. To see this, recall that contractive Banach space maps need not have
closed range, and even if they do, they need not induce isometries after quotienting
by their kernel. These facts, combined with the U(X) construction from 2.2.10–
2.2.11 of [9], then implies the same facts for contractive or completely contractive
homomorphisms between operator algebras. Nonetheless, the following results in
this direction will be useful:
Lemma 2.1. Suppose that θ : E → F is a morphism between operator algebras
(that is, a morphism in OA), which is also a complete quotient map. Suppose that
B is a closed subalgebra of E, and there is a cai for Ker(θ) which either (a) lies in B,
or (b) has a weak* limit point in B⊥⊥. Then θ(B) is closed, and θ|B is a complete
quotient map onto θ(B). Indeed, θ(Ball(B)) = Ball(θ(B)), and similarly at all
matrix levels. We have θ(B) ∼= B/Ker(θ|B) ⊂ E/Ker(θ) completely isometrically
isomorphically.
Proof. Hypotheses (a) and (b) are equivalent (this follows from a seemingly deep
result in [18, 8]). Let C = θ(B),D = Ker(θ) and A = Ker(θ|B), these are ideals in
E and B respectively, and they have a common cai. Let p be a weak* limit of the
cai in the second dual; clearly p ∈ B⊥⊥ and p is the (central) support projection of
D in E∗∗, and also is the support projection of A in B∗∗ ∼= B⊥⊥ ⊂ E∗∗. Writing 1
for the identity of a unital operator algebra containing E , we have E∗∗(1−p) ⊂ E∗∗.
Indeed the map η 7→ η(1 − p) = η − ηp is a completely contractive projection on
E∗∗, which is a homomorphism, and its kernel is D⊥⊥. We deduce that
D∗∗ ∼= D⊥⊥ = E∗∗p, F∗∗ ∼= E∗∗/D⊥⊥ ∼= E∗∗(1− p),
and so
E∗∗ = E∗∗p⊕∞ E∗∗(1− p) ∼= D∗∗ ⊕∞ F∗∗.
Similarly,
A∗∗ ∼= A⊥⊥ = B⊥⊥p, (B/A)∗∗ ∼= B⊥⊥/B⊥⊥p ∼= B⊥⊥(1− p).
The composition of the canonical complete contractions B/A→ E/D → E∗∗(1−p),
agrees with the composition of the canonical complete isometries B/A→ B⊥⊥(1−
p) → E∗∗(1 − p). Thus the map from B/A to E/D is a complete isometry. Com-
posing it with the complete isometry E/D → F , we obtain a complete isometry
B/A→ F . It is easy to see that this coincides with the composition of the canoni-
cal map θ˜|B : B/A→ C induced by θ|B, and the inclusion map C →֒ F . It follows
that θ˜|B is a complete isometry and has closed range, so that θ|B is a complete
quotient map with closed range. The assertion that θ(Ball(B)) = Ball(Ran(θ))
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follows from the fact that approximately unital ideals in (we may assume, unital)
operator algebras are M -ideals, and hence are proximinal (see e.g. [9, Section 4.8]
and [17]). A similar assertion holds at all matrix levels. 
Lemma 2.2. Suppose that B is a closed subalgebra of an operator algebra E, that
D, A are ideals in E , B respectively, with A ⊂ D, and suppose that there is a common
cai for D and A. Then B/A ⊂ E/D completely isometrically isomorphically.
Proof. Just as in the proof of the last result. 
Remark. There is a ‘one-sided’ version of the last results and their proofs,
where e.g. we have right ideals and left cai. Again we get B/A →֒ E/D completely
isometrically. Similarly, B/A →֒ E/D in the Banach algebra variant.
Corollary 2.3. If A is a closed subalgebra of an operator algebra B, and if they
have a common cai, then Q(A) ⊂ Q(B) completely isometrically, via the map α˜
described in the introduction, taking α : A→ B to be the inclusion.
Lemma 2.4. If A is a closed approximately unital ideal in a closed subalgebra B
of a C∗-algebra E, then the C∗-subalgebra of E generated by A is a two-sided ideal
in the C∗-subalgebra of E generated by B.
Proof. By 2.1.6 in [9], if (et) is a cai in A then for b ∈ B, a ∈ A we have ba
∗ =
limt beta
∗ ∈ AA∗. Similarly, b∗a, ab∗, a∗b lie in the C∗-subalgebra generated by A,
from which the result is clear. 
Lemma 2.5. If A is a closed approximately unital ideal in an operator algebra B,
then C∗e (A) is a closed approximately unital ideal in C
∗
e (B). More specifically, the
C∗-subalgebra of C∗e (B) generated by A is a C
∗-envelope of A.
Proof. We can assume that B is unital, since if not, C∗e (B) is the C
∗-algebra gen-
erated by B in C∗e (B
1) (see [9, Section 4.3]). First suppose that A = Bp for a
central projection p ∈ B, then it is easy to see that C∗e (B)p is a C
∗-envelope of A.
In the general case we go to the second duals. If (D, j) is a C∗-envelope of B∗∗,
then its C∗-subalgebra C generated by j(B) is a C∗-envelope of B by [8, Lemma
5.3]. If p is the support projection of A in B∗∗, then by the first line of the proof,
Dj(p) is a C∗-envelope of A∗∗ ∼= A⊥⊥ = B∗∗p. Thus by [8, Lemma 5.3] again, the
C∗-subalgebra J of Dj(p) generated by j(A) is a C∗-envelope of A. Just as in the
proof of the last result, J is clearly an ideal in C. 
Remark. Although we shall not use this, the following interesting fact follows
from the last result. If A,B are as in that result, with A,B both approximately
unital, then I(A) may be viewed as a subalgebra of I(B). In fact there is a projec-
tion p ∈ I(B) with I(A) = pI(B)p. To see this, apply the last result, the fact that
I(C∗e (·)) = I(·), and [16, Theorem 6.5].
A two-sided ideal A in B is essential if the canonical map σ : B →M(A) is one-
to-one. We say that the ideal is completely essential if σ is completely isometric.
Later we will characterize these properties in terms of the Busby invariant. Here
we give the following characterization along the lines of [19]:
Proposition 2.6. If A is a closed approximately unital two-sided ideal in an op-
erator algebra B, then the following are equivalent:
(i) A is a completely essential ideal in B.
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(ii) Any complete contraction with domain B is completely isometric iff its
restriction to A is completely isometric.
(iii) There is a C∗-cover E of B such that the C∗-subalgebra J of E generated
by A is an essential ideal in E.
(iv) Same as (iii), but with E = C∗e (B).
(v) If j : B → I(B) is the canonical map into the injective envelope of B, then
(I(B), j|A) is an injective envelope of A.
If B is nonunital, these are equivalent to
(vi) A is a completely essential ideal in the unitization B1.
Proof. We begin by showing that (i) is equivalent to (vi) if B is not unital. In this
case, (vi) ⇒ (i) is trivial. Conversely, if σ : B → M(A) is completely isometric,
then by Meyer’s unitization theorem (see [9, Corollary 2.1.15]) it follows that the
canonical map B1 →M(A) is completely isometric, giving (vi).
(ii) ⇒ (i) This follows from the fact that the restriction of σ : B →M(A) to A
is completely isometric. That (iv) ⇒ (iii) is obvious.
(iii)⇒ (i) The canonical map E →M(J) is a one-to-one ∗-homomorphism, and
hence completely isometric. Thus the restriction ρ to B is completely isometric.
Now J and A have a common cai (et). By the proof of (2.23) in [9], we have
‖[bij ]‖ = ‖[ρ(bij)]‖ = sup
t
‖[bijet]‖ = ‖[σ(bij)]‖, [bij ] ∈Mn(B).
(i) ⇒ (iv) We are supposing σ : B → M(A) is completely isometric. View
C∗e (A) ⊂ C
∗
e (B) as in Lemma 2.5, and consider the canonical ∗-homomorphism
σ′ : C∗e (B) → M(C
∗
e (A)). Since C
∗
e (A) and A have a common cai (et), the last
centered equation in the last paragraph, shows in the current setting that the
restriction ρ of σ′ to B is completely isometric. By the ‘essential property’ of the
C∗-envelope (see e.g. 4.3.6 in [9]), σ′ is completely isometric.
(v) ⇒ (ii) Given a complete contraction T : B → B(H) whose restriction to
A is completely isometric, extend T to a complete contraction Tˆ : I(B) = I(A)→
B(H). By the ‘essential property’ of I(A) (see e.g. [9, Section 4.2]), Tˆ is completely
isometric, and hence also T .
(iv)⇒ (v) We may assume that B is approximately unital, since in the contrary
case one may appeal to (vi), and also use the fact that C∗e (B) is the C
∗-algebra
generated by B in C∗e (B
1) (see [9, Section 4.3]). Then this follows from the C∗-
algebraic case of (i) ⇒ (v) from [19], together with the fact that I(A) = I(C∗e (A))
(and similarly for B). 
Remark. The proof shows that the conditions are also equivalent to B being
A-A-essential (resp. A-C-essential) in the sense of [19].
Lemma 2.7. If A is approximately unital, and is an ideal in an operator algebra
B, define D to be the C∗-subalgebra of C∗max(B) generated by A. Then D (resp.
C∗max(B)/D) is a maximal C
∗-cover of A (resp. of B/A). That is, C∗max(A) = D
and C∗max(B/A) = C
∗
max(B)/D.
Proof. We first prove thatD above has the universal property characterizingC∗max(A).
If π : A → B(H) is a nondegenerate completely contractive homomorphism, then
by 2.6.13 of [9], π extends to a completely contractive homomorphism B1 → B(H),
and hence to a ∗-homomorphism from C∗max(B
1) → B(H). The restriction of the
latter to D is a nondegenerate ∗-homomorphism extending π. Thus D = C∗max(A).
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By Lemma 2.2, B/A ⊂ C∗max(B)/D completely isometrically, and it is easy to see
that C = B/A generates the latter C∗-algebra, and so this C∗-algebra is a C∗-cover
of C. The fact that it is the maximal one follows by showing that it has the uni-
versal property characterizing C∗max(C): a nondegenerate completely contractive
homomorphism π : C → B(H) induces a homomorphism B → B(H) which anni-
hilates A, which in turn extends to a ∗-homomorphism C∗max(B) → B(H) which
annihilates D. This induces a ∗-homomorphism on C∗max(B)/D, and it is easy to
check that this ‘extends’ π. 
The following results, which are needed in the sequel paper, use the language of
operator algebra tensor products (see e.g. [9, Section 6.1]):
Lemma 2.8. If B is any C∗-algebra, and if A is any approximately unital operator
algebra, then C∗max(B ⊗max A) = B ⊗max C
∗
max(A). If B is in addition a nuclear
C∗-algebra, then C∗max(B ⊗min A) = B ⊗min C
∗
max(A).
Proof. By (6.3) in [9], we have B ⊗max A ⊂ B ⊗max C
∗
max(A). Clearly B ⊗ A
generates the latter C∗-algebra. We show that B ⊗max C
∗
max(A) has the universal
property of C∗max(B⊗maxA). Let θ : B⊗maxA→ B(H) be a completely contractive
homomorphism. By [9, Corollary 6.1.7], there are two completely contractive ho-
momorphisms π : B → B(H) and ρ : A→ B(H) with commuting ranges such that
θ(b ⊗ a) = π(b)ρ(a). Now π is forced to be a ∗-homomorphism by [9, Proposition
1.2.4], and hence the range of the canonical extension ρ˜ of ρ to C∗max(A) commutes
with π(B). Hence we obtain a ∗-homomorphism θ˜ : B⊗maxC
∗
max(A)→ B(H) with
θ˜(b⊗ a) = π(b)ρ˜(a) = π(b)ρ(a) = θ(b⊗ a), a ∈ A, b ∈ B,
proving the result. 
Lemma 2.9. If A,B are approximately unital operator algebras then B ⊗min A is
a completely essential ideal in B1 ⊗min A
1. Here A1 is the unitization, set equal to
A if A is already unital, and similarly for B1.
Proof. Let σ : B1 ⊗min A
1 → M(B ⊗min A) be the canonical morphism. Assume
A and B are nondegenerately represented on Hilbert spaces K and H respectively.
Then B1 ⊗min A
1 may be regarded as a unital subalgebra of B(H ⊗ K). For
u ∈ B1 ⊗min A
1 and ζ ∈ Ball(H ⊗K), we have
‖σ(u)‖ ≥ ‖u(fs ⊗ es)‖ ≥ ‖u(fs ⊗ es)ζ‖.
Taking a limit gives ‖σ(u)‖ ≥ ‖uζ‖, so that ‖σ(u)‖ ≥ ‖u‖. So σ is an isometry,
and similarly it is a complete isometry. 
Theorem 2.10. If A and B are two operator systems, or two approximately unital
operator algebra, then C∗e (B ⊗min A) = C
∗
e (B)⊗min C
∗
e (A).
Proof. First assume that A,B are unital. In this case, one may assume below that
A,B are operator systems if one likes, by replacing A by A + A∗, and similarly
for B. Then the result is proved in [16, Theorem 6.8]. We include a more modern
proof for the readers convenience. Let Φ : A → B(H) be a completely isometric
unital boundary representation in the sense of [12] (this paper is simplified in [3],
where these maps are said to have the unique extension property). Then Φ extends
to a unital ∗-monomorphism from C∗e (A) into B(H), by definition of a boundary
representation, and the ‘essential’ property of C∗e (A). So we may identify A as
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a subspace of B(H) such that the C∗-algebra it generates inside B(H) is C∗e (A).
Similarly, we may assume that B ⊂ C∗e (B) ⊂ B(K) for a Hilbert space K, with
the inclusion map being a boundary representation. We may view B ⊗min A as a
subspace of B(K ⊗H), and C∗e (B) ⊗min C
∗
e (A) is the C
∗-subalgebra it generates,
in B(K ⊗ H). The injective envelope I(B ⊗min A) may be viewed as a subspace
of B(K ⊗H), and so the canonical map π : C∗e (B) ⊗min C
∗
e (A) → C
∗
e (B ⊗min A)
may be viewed as a completely positive unital map into B(K ⊗H). It suffices to
show that π is one-to-one. Let θ(y) = π(1 ⊗ y), a completely positive unital map
C∗e (A)→ B(K⊗H) extending IK⊗IA. The map y → IK⊗y on C
∗
e (A) is a boundary
representation too, since any ‘multiple’ of a boundary representation is easily seen to
be a boundary representation (using [9, Proposition 4.1.12] if necessary). It follows
that θ(y) = IK⊗y for all y ∈ C
∗
e (A). Similarly, π(x⊗1) = x⊗IH for all x ∈ C
∗
e (B).
Because of the latter, it follows by 1.3.12 in [9] that π(x⊗y) = (x⊗1)π(1⊗y) for all
x ∈ C∗e (B), y ∈ C
∗
e (A). Thus π is the ‘identity map’, and is completely isometric.
Next, suppose that A,B have cais (et), (fs) respectively. Let J be a boundary
ideal (see e.g. [1] and p. 99 in [9]) for B ⊗min A in C
∗
e (B) ⊗min C
∗
e (A). Then J
is also an ideal in C∗e (B)
1 ⊗min C
∗
e (A)
1. Let θ : B1 ⊗min A
1 → (C∗e (B)
1 ⊗min
C∗e (A)
1)/J be the canonical completely contractive morphism factoring through
C∗e (B)
1⊗minC
∗
e (A)
1. The restriction of θ to B⊗minA is completely isometric, being
the composition of the canonical morphism B ⊗min A → (C
∗
e (B) ⊗min C
∗
e (A))/J ,
and the ‘inclusion’ (C∗e (B) ⊗min C
∗
e (A))/J → (C
∗
e (B)
1 ⊗min C
∗
e (A)
1)/J . It follows
from Proposition 2.6 and Lemma 2.9 that θ is completely isometric. Hence J = (0),
proving our result. 
If we define the cone and suspension of a nonselfadjoint operator algebra just as
one does in the C∗-literature (we will not take the time to review this; but remark
there is a unitized and nonunitized version of these constructions, both of which
work for our purposes in the sequel paper), it follows from the last two results that:
Corollary 2.11. The cone and suspension operations both commute with both of
C∗e and C
∗
max, at least for approximately unital operator algebras.
3. Theory of extensions
3.1. The pullback. Given three objects A,B,C in a category, and morphisms
α : A → C, β : B → C, the pullback A ⊕C B of A and B (along α and β), is the
object which, together with two fixed morphisms γ, δ from this object to A and B
respectively, satisfies the universal property/diagram
A
α
 



C A⊕C B
γ
ccHHHHHHHHH
δ
{{vv
vv
vv
vv
v
D
µ
iiSSSSSSSSSSSSSSSSSSS
ν
uukkk
kkk
kkk
kkk
kkk
kkk
kpi
oo_ _ _
B
β
__????????
That is, for any object D and morphisms µ : D → A, ν : D → B with αµ = βν,
there exists a unique morphism π : D → A⊕C B such that the diagram commutes.
By an obvious variant of the usual argument, the pullback is unique up to the
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appropriate completely isometric isomorphism. Indeed, in our setting, concretely
A⊕C B = {(a, b) ∈ A⊕
∞ B : α(a) = β(b)},
and the morphisms γ, δ are just the projections onto the two coordinates of the set
in the last displayed equation. The map π takes d ∈ D to (µ(d), ν(d)), of course.
It is easy to see that the pullback is closed (complete). In the category of
approximately unital operator algebras, it is not true in general that the pullback
is approximately unital. However, in Subsection 3.4 we will give a condition under
which it always will be.
The pushforward construction in the category AUOA works just as in the C∗-
algebra case. Many results in the rest of this paper can be phrased in terms of
pushforwards, just as in [13, 26] etc., and we leave this to the reader (see [29] for
more details).
3.2. Extensions. If A,C are nontrivial operator algebras, with A approximately
unital, then an extension of C by A is an exact sequence
0 −→ A
α
−→ B
β
−→ C −→ 0
where B is an operator algebra, and α, β are completely contractive homomor-
phisms, with α completely isometric, and β a complete quotient map. Some of our
results will have variants valid with a weaker assumption on A (cf. the annihilator
ideal assumptions in [24, Theorem 1.2.11]), but for specificity we will not consider
this here. If we are working in the category AUOA we will also want to assume
that B,C are approximately unital too, of course. Actually, it usually causes no
trouble if we assume that A ⊂ B, and α is the inclusion map. Thus in future, we
will sometimes silently be assuming this.
The canonical example of an extension is the corona extension
0 // A //M(A) // Q(A) // 0
This is the largest essential extension with first term A (see [26, 29] for more details).
It is also what we call a unital extension, namely an extension whose middle term
is unital.
Proposition 3.1. Given an extension
0 −→ A
α
−→ B
β
−→ C −→ 0
in the above sense, C is approximately unital iff B is approximately unital.
Proof. The one direction is obvious. For the other, we may suppose without loss
of generality that A ⊂ B ⊂ D, where D is a unital operator algebra with identity
which is the 1 appearing below, and C = B/A. Suppose that p is the (central)
support projection for A in B∗∗ = B⊥⊥. As in the proof of Lemma 2.1 we have
A⊥⊥ = B∗∗p , B∗∗/A⊥⊥ ∼= B∗∗(1− p) ∼= C∗∗.
Thus B∗∗(1 − p) is unital, and hence so is B∗∗ = B∗∗p⊕∞ B∗∗(1 − p). Thus B is
approximately unital (see [9, Proposition 2.5.8]). 
Remarks. 1) Note that if B is a C∗-algebra then A,C are also C∗-algebras.
Conversely, if A,C are C∗-algebras, then B is a C∗-algebra. To see this note that
B∗∗ ∼= A∗∗ ⊕∞ C∗∗, and one may appeal to [9, Lemma 7.1.6].
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2) An extension of the complex numbers by A, with the middle algebra B unital,
is exactly the same thing as a unitization of A.
3.3. Morphisms between extensions. Given two extensions of C by A, it is of
interest to find a dotted arrow (namely, find a completely contractive homomor-
phism) making the following diagram commutative:
0 // A // B1 //



 C
// 0
0 // A // B2 // C // 0
If such a morphism exists, then it is unique (as we shall say again later in a more
general setting). We may regard the existence of this morphism as giving a partial
ordering on the set of extensions of C by A. If the dotted arrow is also a surjective
complete isometry then we say that the two extensions are strongly isomorphic. We
writeExt(C,A) for the set of equivalence classes with respect to strong isomorphism
of extensions of C by A. This is easily seen to be a ‘bi-functor’. Indeed any
morphism θ : C1 → C2 gives a map Ext(C2, A) → Ext(C1, A) by what we call
‘Diagram I’ below. We remark that Diagrams I, II, III, IV of [13] work in our
setting essentially just as in that paper. Any proper morphism A1 → A2 gives a
map Ext(C,A1) → Ext(C,A2), by ‘Diagram III’. If the morphism is not proper
then the functoriality is much deeper (see the sequel to this paper).
As usual there is a notion of split extension, namely that there exists a morphism,
γ : C → B such that βγ = IC . These include, but usually do not coincide with, the
extensions strongly isomorphic to the trivial extension (the one with B = A⊕∞ C,
and α, β the obvious maps). See [11]. A split extension is strongly unital if γ above
is also unital. Note that the second dual of any extension is, by the proof of Lemma
2.1, an extension which is strongly isomorphic to the trivial extension. Along those
lines we remark that a short exact sequence is an extension in the sense of our
paper iff its second dual is an extension.
More generally, given two extensions in Ext(C1, A1) and Ext(C2, A2), a mor-
phism from the first to the second is a commutative diagram:
0 // A1 //

B1 //

C1

// 0
0 // A2 // B2 // C2 // 0
We will see in Theorem 3.4 that if the left vertical arrow is proper, then the vertical
arrow in the middle is uniquely determined by the other two vertical arrows, and
we also list there a criterion for its existence. Two extensions of C by A are weakly
equivalent if there exists a morphism from one onto the other, in the latter sense,
with all three vertical arrow surjective complete isometries. There are other notions
of equivalence which we consider in the sequel to this paper and [29].
We state a variant of the ‘five lemma’ from algebra:
Lemma 3.2. Given a morphism between extensions as in the above diagram: if
the outer vertical arrows are complete isometries (resp. complete quotient maps),
then so is the middle vertical arrow.
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Proof. Taking second duals of all algebras and morphisms in the diagram, we may
assume that both rows in the diagram are trivial extensions. It then is easy algebra
to see that the middle map is of the form ρ((a, c)) = (µ(a) + δ(c), ν(c)), for a
morphism δ, where µ, ν are the outer vertical arrows. Since ρ(1, 0) = ρ(1, 0)ρ(1, c),
it follows that the projection µ(1) is orthogonal to the range of δ. Thus if µ, ν are
complete quotient maps, then δ = 0, and ρ is then easily seen a complete quotient
map. We also have ‖ρ((a, c))‖ = max{‖µ(a)‖, ‖δ(c)‖, ‖ν(c)‖}, and similarly for
matrices, from which the complete isometry case follows. 
3.4. Diagram I. The next tool we mention is what is called Diagram I in [13, 26]:
0 // ◦ //___



 ◦
//___



 C
′
γ

// 0
0 // A
α // B
β
// C // 0
That is, given an extension of operator algebras (the bottom row), and a completely
contractive homomorphism γ from an operator algebra C′ as shown (C is approx-
imately unital of course, if we are working in AUOA), then we can complete the
first row to an extension of operator algebras, and find vertical morphisms so that
the diagram commutes. In fact, one completion of the diagram is as follows
0 // A
α˜ //___ B ⊕C C
′
q2
//___
q1



 C
′
γ

// 0
0 // A
α // B
β
// C // 0
Here B ⊕C C
′ = {(b, c′) ∈ B ⊕∞ C′ : β(b) = γ(c′)} is a pullback. The maps
q1, q2 in the diagram are the canonical projection onto B and C
′ respectively. It is
easy to see that q2 is a complete quotient map, and further details are just as in
[24, Theorem 1.2.10]. Note that it follows from Proposition 3.1 that the pullback
B ⊕C C
′ is approximately unital if C′ is.
This ‘completion’ of Diagram I is the universal one. That is, given any other
extension constituting the top row of a commuting Diagram I, this extension factors
through the one in the last paragraph, just as in [13].
As we remarked earlier, Diagrams II, III, IV of [13] also work in our setting just
as in that paper, and we will use these tools without comment. Similarly for their
notion of corona extendibility, which we shall not study here.
3.5. The Busby invariant. Given any extension
E : 0→ A
α
−→ B
β
−→ C → 0
of C by A, there is a morphism τ : C → Q(A) defined by τ(c) = σ(b) + A,
where σ : B → M(A) is the canonical map (namely, σ(b)(a) = α−1(bα(a)), for
a ∈ A, b ∈ B), and β(b) = c. We call τ the Busby invariant of the extension
E. The Banach algebra variant may be found in [24, Theorem 1.2.11], which we
now explain briefly in our context. If β˜ : B/α(A) → C is the surjective complete
isometry induced by the complete quotient map β, and if σ˜ : B/α(A) →M(A)/A
is the complete contraction induced from σ : B →M(A), then τ = σ˜ ◦ β˜−1. This
shows that τ is well defined and completely contractive.
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Given two operator algebras A,C, with at least A approximately unital, and a
completely contractive homomorphism γ : C → Q(A), the Diagram I tool above
gives an extension of C by A:
0 // A
ι˜ //____ PB
q2
//____
q1



 C
γ

// 0
0 // A
ι //M(A)
piA // Q(A) // 0
Here PB is the pullback M(A) ⊕Q(A) C. We call this the pullback extension con-
structed from γ. As usual, the Busby invariant of the latter extension is exactly γ.
Conversely, any extension
E : 0 −→ A
α
−→ B
β
−→ C −→ 0
is strongly isomorphic to the pullback extension constructed from τ as in the last
paragraph, taking τ to be the Busby invariant of the extension E. That is, there
is a completely isometric surjective morphism ϕ making the following commute:
0 // A
α // B
β
//
ϕ

C // 0
0 // A
ι˜ // PB
q2
// C // 0
where PB is the pullback M(A) ⊕Q(A) C along πA and τ . Indeed, by definition
of the pullback there is a canonical completely contractive morphism ϕ : B →
M(A) ⊕Q(A) C, given by ϕ(b) = (σ(b), β(b)), for b ∈ B. That ϕ is completely
isometric and surjective, follows from Lemma 3.2.
As usual, the trivial extension (the one with B = A⊕∞ C), has Busby invariant
the zero map, and we also have (see [24, Theorem 1.2.11]):
Theorem 3.3. There is a bijection between Ext(C,A) and Mor(C,Q(A)), the
space of completely contractive homomorphisms τ : C → Q(A). There is a (non-
bijective) correspondence between the equivalence classes of split extensions and
Mor(C,M(A)). In fact, an extension is split precisely when its Busby invariant
equals πA◦η for some η ∈Mor(C,M(A)). If C is unital the bijection above restricts
to a bijection between the unital extensions (that is, those with middle term a unital
algebra), and unital morphisms (those taking 1 to 1).
Thus we often refer to an element of Mor(C,Q(A)) as an extension of C by A.
Recall that given two extensions in Ext(C1, A1) and Ext(C2, A2), a morphism
from the first to the second is a commutative diagram:
0 // A1 //
µ

B1 //
ρ

C1
ν

// 0
0 // A2 // B2 // C2 // 0
If µ is a proper morphism, then µ extends to a map M(A1) → M(A2), which in
turn induces a map µ˜ : Q(A1)→ Q(A2). This notation is used in the following:
Theorem 3.4. Given two extensions as above, and morphisms µ : A1 → A2 and
ν : C1 → C2, with µ proper, then there exists a (necessarily unique) morphism
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ρ : B1 → B2 so that the diagram above commutes if and only if we have µ˜◦τ1 = τ2◦ν,
in the notation above. Here τ1, τ2 are the Busby invariants of the two sequences.
Proof. See [13, Lemma 2.1 and Theorem 2.2] for details of the proof. 
Remark. The result [13, Theorem 2.4], which is technically important in that
paper, also easily carries over to nonselfadjoint algebras, as well as many of its
consequences. See [29] for details.
An extension will be called essential if α(A) is an essential ideal in B in the
sense that the canonical map σ : B → M(A) is one-to-one; this turns out to be
equivalent to the associated Busby invariant τ being one-to-one. We say that an
extension is completely essential if σ is completely isometric.
Lemma 3.5. An extension is completely essential iff the associated Busby invariant
is completely isometric.
Proof. The definition of the Busby invariant τ gives a morphism of extensions:
0 // A
α // B
β
//
σ

C
τ

// 0
0 // A //M(A)
pi // Q(A) // 0
By Lemma 3.2, if τ is completely isometric then so is σ. Conversely, if σ is com-
pletely isometric, then it is easy to see using Lemma 2.2 that so is the map σ˜ that
we used in the definition of the Busby invariant, and hence τ is completely isometric
by the formula τ = σ˜ ◦ β˜−1 given in that place. 
3.6. Subextensions. A subextension of an extension
0→ D
α
−→ E
β
−→ F → 0,
consists of closed subalgebras A,B,C of D, E , and F respectively, such that we
have an extension
0 −→ A
α|A
−→ B
β|B
−→ C −→ 0.
Of course this forces C = β(B), and A = α−1(B). To see this, note that clearly
A ⊂ α−1(B). On the other hand, the canonical isomorphism B/α(A) → C is
the composition of the canonical map B/(B ∩ α(D)) → C, and the canonical map
B/α(A) → B/(B ∩ α(D)). Thus the latter map is one-to-one, which implies that
B ∩ α(D) = α(A). Hence A = α−1(B).
Proposition 3.6. Given an extension
E : 0→ D
α
−→ E
β
−→ F → 0,
and a nontrivial subobject B of E, then there exists a subextension of E with ‘middle
term’ B if and only if α(D) ∩ B is approximately unital, and β|B is a complete
quotient map. If B contains a cai for α(D) then the last condition (that β|B is a
complete quotient map) is automatically true.
Proof. One direction is obvious from the discussion above. For the other, if α(D)∩B
is approximately unital, let C = β(B) and A = α−1(B) = α−1(B ∩ α(D)). If
β(b) = 0 then b = α(d) for some d ∈ D. Clearly, d ∈ A. Thus Ker(β|B) = α(A),
and so B is an extension of C by A if β|B is a complete quotient map. The last
assertion follows from Lemma 2.1. 
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We just saw that the middle algebra B in a subextension as above determines
A and C. We now discuss how A or C determines the others. An approximately
unital closed subalgebra C of F gives a subextension
0 −→ D −→ β−1(C) −→ C −→ 0
of the original extension. However there will in general be many other subextensions
with last term C. In fact, the reader could check that the one just mentioned is
just the ‘universal completion’ extension discussed in the section on ‘Diagram I’.
Indeed, there may be many different subalgebras of E which give subextensions
with first term A and last term C. So A and C do not determine B uniquely.
We next suppose that we are given an approximately unital closed subalgebra A
of D. By the previous result, the subextensions with first term A are in bijective
correspondence with the subobjects B of E such that B ∩ D = A. If one would
prefer to characterize subextensions starting with A in terms of C rather than B
then the situation seems much more complicated. However, in the case that A
contains a cai for D, there is such a characterization of subextensions which is
fairly straightforward. We remark that this ‘common cai’ condition is probably the
most interesting case of subextensions. For example, very often D is a C∗-algebra
generated by A, so that by [9, Lemma 2.1.7] they share a common cai.
Theorem 3.7. Given an extension
0→ D
α
−→ E
β
−→ F → 0,
and a closed subalgebra A of D which contains a cai for D, then the subextensions
beginning with A are in bijective correspondence with the nontrivial subobjects C of
G
def
= {c ∈ F : ∃b ∈ E with bA+Ab ⊂ A such that β(b) = c}.
The middle term in the ensuing subextension is unique and given by the formula
B = {b ∈ β−1(C) : bA+Ab ⊂ A}.
Moreover, the Busby invariant τ ′ for the subextension is related to the Busby in-
variant τ for the original extension by the formula j(τ ′(c)) = τ(c) for any c ∈ C, or
equivalently τ ′ = j−1 ◦ τ|C, where j is the canonical completely isometric morphism
Q(A)→ Q(D) from Corollary 2.3.
Proof. Given any subextension with terms A,B,C, then C is clearly a closed sub-
algebra of G, and B ⊂ {b ∈ β−1(C) : bA+Ab ⊂ A}. Conversely, if b ∈ β−1(C) with
bA + Ab ⊂ A, then there exists b1 ∈ B with b − b1 ∈ Ker(β), so that b − b1 ∈ D.
If d = b − b1 then dA + Ad ⊂ A. Thus d = lim etd ∈ A, where (et) is the common
cai, so that b = d+ b1 ∈ B.
Conversely, given a subobject C of G, we will show that A,B,C constitute a
subextension. Clearly B is closed. Suppose that b ∈ D satisfies bA+Ab ⊂ A. Then
bet ∈ A, where (et) is a common cai for A and D, so that b ∈ A. This shows that
A,B,C constitutes an exact sequence, and by Lemma 2.1 we have a subextension.
To see the last assertion, let c ∈ C, b ∈ B, β(b) = c. Then τ ′(c) = σ′(b)+A, τ(c) =
σ(b) + D, and so the result boils down to showing that the canonical embedding
ι :M(A) ⊂M(D) takes σ′(b) to σ(b). Here σ, σ′ are the canonical maps from B, E
into M(A),M(D) respectively. However for b ∈ B, d ∈ D,
ι(σ′(b))(d) = lim
t
σ′(b)(et)d = lim
t
betd = bd,
and σ(b)(d) = bd. 
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Remarks. 1) The set G above is a subalgebra of F . If we are working in the
category OA then clearly there is a largest subextension with first term A, namely
0→ A
α
−→ {b ∈ E : bA+Ab ⊂ A}
β
−→ G → 0.
If we are working in the category AUOA then the same is true if G above has a
cai, which happens for example if E is unital.
2) If A = D then the above all follows from ‘Diagram I’.
If A is a C∗-algebra, and if we have an extension
0→ A
α
−→ B
β
−→ C → 0,
then there is a canonical C∗-algebra subextension. Note that by 2.1.2 in [9] the
diagonal ∆(B) = B ∩ B∗ contains α(A). If the diagonal ∆(C) = C ∩ C∗ is a
nontrivial subobject of C, then by Theorem 3.7 we get a subextension with first
term A, last term ∆(C), and middle term β−1(C). The latter contains ∆(B) clearly
(by 2.1.2 in [9] again), and hence equals ∆(B) by the remark after Proposition 3.1.
Thus we have a C∗-algebra subextension
0→ A
α
−→ ∆(B)
β|∆(B)
−→ ∆(C)→ 0.
Examples. 1. Every extension of the upper triangular matrix algebra Tn by
K is split. To see this, suppose that we have an extension
0→ A
α
−→ B
β
−→ Tn → 0,
where A is a C∗-algebra. It follows that α(A) ⊂ ∆(B) = B ∩ B∗. By the remark
after Theorem 3.7 we get a subextension
0→ A
α
−→ ∆(B)
β
−→ Dn → 0,
where Dn = ∆(Tn). If A = K, then this is just an extension of ℓ
∞
n by K, and we
can lift the n minimal projections in Dn to n mutually orthogonal projections pi
in ∆(B) (see e.g. [10]). Pick contractions Ti ∈ B with β(Ti) = ei,i+1. By replacing
Ti by piTipi+1, we may assume that Ti = piTipi+1. Let bij = TiTi+1 · · ·Tj−1,
for i < j, bii = pi. The map [αij ] ∈ Tn 7→
∑
ij αijbij ∈ B is a completely
contractive homomorphism, by a result of McAsey and Muhly (see [21]), and is
clearly a splitting for the extension.
2) Every unital extension of the disk algebra, or more generally of Popescu’s
noncommutative disk algebra An (see [28]), has a strongly unital splitting. This
follows by the associated noncommutative von Neumann inequality. For example,
unital morphisms on the disk algebra are in bijective correspondence with contrac-
tions in the algebra that the morphism maps into; and if the latter algebra is a
quotient algebra then we can lift the contraction and hence can lift the morphism
too. By a similar argument, every nonunital extension of An by K splits. For the
bidisk algebra A(D2), we can follow the obvious argument for the disk algebra to
see that the splitting of unital extensions of A(D2) by the compacts say, amounts to
lifting commuting pairs of contractions in B /K to commuting pairs of contractions
in B, and Ando’s theorem for such pairs (see e.g. 2.4.13 in [9]). It is known that
some such pairs do lift, while others do not (see e.g. [5]), and so there are quite
nontrivial extensions in this case. In the sequel paper we will see that Ext in this
simple case already brings up interesting operator theoretic topics. However for
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the tridisk algebra A(D3), and for algebras of analytic functions on other classical
domains, the argument above based on von Neumann inequalities fails, although it
is clear that one will usually get non-split unital extensions.
We will not treat the subject of corona extendibility [13] here, but will give a
very simple, but very common, example of it. Namely, given an extension
0→ A −→ B −→ C → 0
in the categoryOA, suppose that C is nonunital, and C1 is the Meyer unitization of
C. By Meyer’s theorem [22, 9], the Busby invariant τ extends to a unital morphism
τ1 : C1 → Q(A). We leave it as an exercise that this gives the ‘superextension’:
0 −→ A −→ B1 −→ C1 −→ 0.
We call this the unitization extension. The original extension is a subextension of
this one. Conversely, any unital extension of C1 by A is the unitization extension
of an extension of C by A. We leave this as an exercise in diagram chasing, using
Theorem 3.3 and Meyer’s theorem.
4. Covering extensions
In this section we start with an extension
E : 0 −→ A
α
−→ B
β
−→ C −→ 0,
and construct another extension containing E as a subextension. Note that given
any operator algebra A′ containing A with a common cai, by Diagram III we obtain
a smallest (or universal) ‘superextension’ with first term A′, namely
0 // A
α //
 _

B

β
// C // 0
0 // A′ // B′ // C // 0
By Lemma 3.2, the middle arrow is a complete isometry, so that the new extension
contains E as a subextension.
We are, however, more interested in superextensions consisting of C∗-algebras.
If each of these C∗-algebras is a C∗-cover of the operator algebra in the matching
place in the sequence E, then we call the C∗-algebra extension a covering extension
of E. We now discuss these. For simplicity of exposition we will occasionally assume
that A ⊂ B and C = B/A.
If we have a covering extension
0 // A //
µ

B
j

// C //
ν

0
0 // D // E // F // 0
where µ, j, ν are the canonical maps from A,B,C respectively into the given C∗-
covers, then the Busby invariant τ∗ of the covering extension is related to the Busby
invariant τ of the original extension by the formula
(1) µ˜ ◦ τ = τ∗ ◦ ν = τ∗|C ,
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by Corollary 3.4, where we are viewing C ⊂ F via ν. Since µ˜ is completely isometric
by Corollary 2.3, we have
(2) τ = µ˜−1 ◦ (τ∗)|C .
Remark. An extension is completely essential iff there is an essential covering
extension with first two terms C∗-envelopes, and iff there exists some covering
extension which is essential. This follows from Proposition 2.6 (and the proof of
Lemma 2.5).
As was the case for subextensions (see Proposition 3.6), we have:
Proposition 4.1. Given an approximately unital ideal in an operator algebra B,
the equivalence classes (with respect to strong isomorphism) of covering extensions
of an extension
0→ A −→ B −→ C → 0,
are in an bijective correspondence with the equivalence classes of C∗-covers (E , j)
of B.
Proof. Note that such E gives a covering extension: set D = C∗E(j(A)), and set
F = E/D. By Lemma 2.4, D is a two-sided ideal in E . There is a canonical
completely isometric homomorphism ν : C = B/A → F (see Lemma 2.2). It is
easy to see that (F , ν) is a C∗-cover of C. With µ = j|A : A → D we have a
commutative diagram
0 // A //
µ

B
j

// C //
ν

0
0 // D // E // F // 0
with all vertical arrows completely isometric homomorphisms. 
Remark. An interesting consequence of this, is that it follows that the equiv-
alence classes of covering extensions of a given extension are in a bijective order
reversing correspondence with the open sets in a certain topology, by p. 99 of [9].
Lemma 4.2. In the definition above of a covering extension, it is not necessary
to assume that E is a C∗-cover of B. This is automatically implied by the other
hypotheses.
Proof. Let G be the C∗-subalgebra of E generated by B. The image (resp. inverse
image) of G in F (resp. D) is a C∗-algebra, and hence must equal F (resp. D) since
the latter is generated by C (resp. A). By the five lemma the inclusion map G → E
is surjective. That is, G = E . 
Lemma 4.3. Given an extension
0 −→ A −→ B −→ C −→ 0
as above, consider the two canonical maps from the proof of Proposition 4.1, from
the set of C∗-covers of B to the set of C∗-covers of A, and to the set of C∗-covers
of C. These two maps preserve the natural ordering of C∗-covers. The first of these
maps is surjective.
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Proof. We leave the first assertion as an exercise in diagram chasing. To see the
second, note that for any C∗-cover D of A, we have Q(A) ⊂ Q(D) completely
isometrically via the map µ˜ above, by Corollary 2.3. The map µ˜ ◦ τ on C extends
to a ∗-homomorphism τ∗ : C∗max(C) → Q(D), which is the Busby invariant for an
extension of C∗max(C) by D. Since µ˜ ◦ τ = τ
∗
|C , we see by Theorem 3.4 that we have
a morphism of extensions, the middle vertical arrow being completely isometric by
Lemma 3.2. By Lemma 4.2 we have constructed a covering extension with first
term D. 
Remarks. Neither of the two maps in the last lemma are one-to-one in general.
The second map need not be onto, even if the extension is completely essential. An
example showing this may easily be constructed in the case that A = K and C is
the upper triangular 2 × 2 matrices. In this case one may easily construct (as in
the next result) an extension with Busby invariant τ : C → B /K, such that τ has
no extension to a ∗-homomorphism from C∗e (A) into B /K. We can even ensure
that the extension is completely essential and trivial. For example, choose in B
a projection p, and a partial isometry u with u = pup⊥, but uu∗ − p /∈ K and
u∗u − p⊥ /∈ K. Let p˙, u˙ be the corresponding elements of B /K. Then it is easy to
see that using e.g. [9, Corollary 2.2.12], that the map
τ : C → B /K :
[
a b
0 c
]
7→ ap˙+ bu˙+ c(1− p˙),
corresponds to a completely essential trivial extension, but does not extend to a
∗-homomorphism on Mn. Hence there is no covering extension of this extension
with third term C∗e (A). Note this is also an example in which C
∗
e (B)/C
∗
e (A) is not
isomorphic to C∗e (B/A).
Proposition 4.4. Given an extension
E : 0→ A −→ B −→ C → 0,
as above, and C∗-covers (D, µ) and (F , ν) of A and C respectively, then up to strong
isomorphism there exists at most one covering extension of E with first and third
terms D and F . In fact there will exist one of these if and only if the canonical
map µ˜ ◦ τ ◦ ν−1 : ν(C)→ Q(D) extends to a ∗-homomorphism F → Q(D).
Proof. This essentially follows from Equation (1). If µ˜ ◦ τ ◦ ν−1 extends to a ∗-
homomorphism τ∗ : F → Q(D), then the latter is the Busby invariant of a C∗-
algebraic extension of F by D. By Theorem 3.4 and Lemmas 3.2 and 4.2, it is easy
to see that this is a covering extension.
Because ν(C) generates F , ∗-homomorphisms on F are determined uniquely by
their restrictions to ν(C). Thus there is at most one ∗-homomorphism τ∗ : F →
Q(D) satisfying µ˜ ◦ τ = τ∗|C . 
Remark. There may exist no covering extension of the type mentioned in the
last result, as is pointed out in the last Remark.
Proposition 4.5. For any separable operator algebra C, and stable approximately
unital operator algebra A, there exists an essential split extension of C by A. The
middle term in this extension may be chosen to be nonunital if we wish, or to be
unital if C is unital.
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Proof. Let π : C∗max(C)→ B(ℓ
2) be a faithful ∗-representation: this is possible since
C∗max(C) is separable. Furthermore, we can assume that π(C
∗
max(C))∩K = (0), by
replacing π by π⊕π⊕ · · · (unital case) or by 0⊕π⊕π⊕ · · · (nonunital case). Now
B(ℓ2) =M(K) ⊂M(A⊗K) ∼=M(A),
and so we obtain a faithful completely contractive representation θ : C∗max(C) →
M(A) for which it is easy to see that θ(C∗max(C)) ∩ A = (0). Consider the maps
C∗max(C)→M(A)→ Q(A)→ Q(C
∗
max(A)).
These compose to a ∗-homomorphism, by [9, Proposition 1.2.4]. Note that if θ(x) ∈
C∗max(A), then
θ(x) ∈ M(A) ∩C∗max(A) ⊂ A
⊥⊥ ∩C∗max(A) = A,
by [9, Lemma A.2.3 (4)], so that θ(x) = 0. Thus the composition of the maps
in the last centered sequence is faithful, and so completely isometric. Hence the
associated morphisms C∗max(C) → Q(A) and C → Q(A) are completely isometric,
and they factor through M(A). 
Corollary 4.6. If we have a completely essential extension
E : 0→ A −→ B −→ C → 0,
and a C∗-cover (D, µ) of A, then there exists a ‘smallest’ or universal covering
extension
Emin : 0 −→ D −→ E −→ F −→ 0
with first term D. More particularly, Emin is a quotient extension of any other
covering extension of E with first term D. Also, Emin is essential.
Proof. We have a complete isometry κ = µ˜ ◦ τ : C → Q(A) → Q(D). The C∗-
algebra F generated by κ(C) is a C∗-cover of C. By Proposition 4.4, the inclusion
map F → Q(D) is the Busby invariant of a covering extension Emin with first
and third terms D and F . Given any other covering extension of E with first
term D and last term G say, there is a ∗-homomorphism π : G → Q(D) such that
π(C) = µ˜(τ(C)) ⊂ F . It follows that π : G → F . The conditions of Theorem 3.4
are met, so that Emin is a quotient extension of the extension of G. 
Remark. As in [13], the above universal covering extension may be described
as a pushout.
Proposition 4.7. With notation as in Proposition 4.4, if D and F are C∗-envelopes
(resp. maximal C∗-covers), and if a covering extension of E does exist with D and
F as first and third terms, then the middle term E is also a C∗-envelope (resp. a
maximal C∗-cover).
Proof. To see the first claim, note that if this middle term is E , which dominates
C∗e (B), then by the fact in Lemma 4.3 about the two maps being order preserving,
we see that there exists a covering extension with middle term C∗e (B), and other
two terms dominated by, and hence equal to, C∗e (A) and C
∗
e (C) respectively. By
the remark at the start of the paragraph, E = C∗e (B). We leave the second as an
exercise, using a similar idea. 
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A covering extension of the type in the last Proposition with all terms C∗-
envelopes, if it exists, will be called a C∗-enveloping extension, and the extension
itself (of C by A) will be called a C∗-enveloped extension. If the Busby invariant τ of
an extension of C by a C∗-algebra A extends to a ∗-representation C∗e (C)→ Q(A),
then the extension E is C∗-enveloped. In particular, any nonselfadjoint operator
algebra extension of a C∗-algebra is C∗-enveloped.
Example. There are many very interesting and topical examples ofC∗-enveloped
extensions, for example coming from the generalizations of Gelu Popescu’s noncom-
mutative disk algebra An which have attracted much interest lately. The way in
which these are usually obtained is one finds a ‘Toeplitz-like’ C∗-algebra E with a
quotient ‘Cuntz-like’ C∗-algebra F , which in turn is generated by a nonselfadjoint
operator algebra A. In Popescu’s original setting [28] the picture is:
0 // K // C∗(S1, · · · , Sn) // On // 0
0 // K // ◦ //
?
OO
An //
?
OO
0
(When n = 1, An is just the disk algebra, and the top row is just the Toeplitz
extension by the compacts.) In any such setting, by our earlier theory (e.g. Theorem
3.7), there is a unique completion of the diagram to a subextension. Indeed, in the
example above, the missing term in the diagram is the inverse image under the top
right arrow β : C∗(S1, · · · , Sn)→ On of the bottom right algebra An, which is the
closure in C∗(S1, · · · , Sn) of K+An. If one can show that the top right C
∗-algebra
(F in language above) is a C∗-envelope of the bottom right algebra, and doing this
is currently quite an industry (initiated by Muhly and Solel, see e.g. [23, 20]), then
it follows from Proposition 4.7, that the covering extension is C∗-enveloping.
Remark. We give another proof of Lemma 2.5: If A is a closed approximately
unital ideal in an operator algebra B, then by the proof of Lemma 4.3 we have a
covering extension
0 −→ C∗e (A)→ E −→ C
∗
max(C) −→ 0.
On the other hand, by Proposition 4.1, there is another covering extension with
middle term C∗e (B). Since the latter is dominated by E in the ordering of C
∗-
covers, it follows from Lemma 4.3 that the first term in the last covering extension
is dominated by, and hence equals, C∗e (A). Thus C
∗
e (A) is an ideal in C
∗
e (B).
Similar reasoning gives another proof of Lemma 2.7. That is:
Lemma 4.8. If the middle C∗-algebra in a covering extension is a maximal C∗-
cover, then all the C∗-algebras in the covering extension are maximal C∗-covers.
If A is an approximately unital operator algebra, then since Q(A) ⊂ Q(C∗max(A))
by Corollary 2.3, any morphism C → Q(A) extends uniquely to a ∗-homomorphism
C∗max(C)→ Q(C
∗
max(A)). By the Busby correspondence, we see that this defines a
one-to-one map from Ext(C,A) into Ext(C∗max(C), C
∗
max(A)). This map is not in
general surjective. However it will be if A is a C∗-algebra:
Corollary 4.9. Let D be a C∗-algebra. There is a canonical bijection from Ext(C,D)
onto Ext(C∗max(C),D), taking the split extensions onto the split extensions.
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Proof. The first assertion is clear from the discussion above, since any morphism
C∗max(C) → Q(D) uniquely extends a morphism C → Q(D), by the universal
property of C∗max. We leave the last assertion to the reader (see also [29]). 
In particular, Ext(C) = Ext(C∗max(C)), where as usual Ext(·) means extensions
by K. We study the associated semigroup/group in the sequel paper, which turns
out to have very many of the important properties that one has in the C∗-algebra
case. It is rarely a group; if one wants a group one can look at the invertible elements
of Ext(C), or at the variant of Ext corresponding to C∗-enveloping extensions.
References
[1] W. B. Arveson, Subalgebras of C∗-algebras, Acta Math. 123 (1969), 141–224.
[2] W. B. Arveson, Notes on extensions of C
∗
-algebras, Duke Math. J. 44 (1977), 329–355.
[3] W. B. Arveson, Notes on the unique extension property, Unpublished note (2003), available
from www.math.berkeley.edu/∼arveson.
[4] W. G. Bade, H. G. Dales, and Z. A. Lykova, Algebraic and strong splittings of extensions of
Banach algebras, Mem. Amer. Math. Soc. 137 (1999), no. 656.
[5] I. D. Berg and C. L. Olsen, A note on almost-commuting operators, Proc. Roy. Irish Acad.
Sect. A 81 (1981), 43–47.
[6] B. Blackadar, K-theory for operator algebras, Second edition, Math. Sci. Res. Inst. Pub, 5,
Cambridge University Press, Cambridge, 1998.
[7] B. Blackadar, Operator algebras. Theory of C∗-algebras and von Neumann algebras, Ency-
clopaedia of Mathematical Sciences, 122, Springer-Verlag, Berlin, 2006.
[8] D. P. Blecher, D. M. Hay, and M. Neal, Hereditary subalgebras of operator algebras, To
appear Journal of Operator Theory, math.OA/0512417.
[9] D. P. Blecher and C. Le Merdy, Operator algebras and their modules—an operator space
approach, Oxford Univ. Press, Oxford (2004).
[10] L. G. Brown, R. G. Douglas, P. A. Fillmore, Extensions of C∗-algebras and K-homology,
Ann. of Math. 105 (1977), 265–324.
[11] R. C. Busby, Double centralizers and extensions of C∗-algebras. Trans. Amer. Math. Soc.
132 (1968), 79–99.
[12] M. Dritschel and S. McCullouch, Boundary representations for families of representations of
operator algebras and spaces, J. Operator Theory 53 (2005), 159–167.
[13] S. Eilers, T. A. Loring, and G. K. Pedersen, Morphisms of extensions of C∗-algebras: pushing
forward the Busby invariant, Adv. Math. 147 (1999), 74–109.
[14] M. Hamana, Injective envelopes of operator systems, Publ. R.I.M.S. Kyoto Univ. 15 (1979),
773–785.
[15] M. Hamana, Triple envelopes and Silov boundaries of operator spaces, Math. J. Toyama
University 22 (1999), 77–93.
[16] M. Hamana, Tensor products for monotone complete C∗-algebras. I, Japan. J. Math. (N.S.)
8 (1982), 259–283.
[17] P. Harmand, D. Werner, and W. Werner, M-ideals in Banach spaces and Banach algebras,
Lecture Notes in Math., 1547, Springer-Verlag, Berlin–New York, 1993.
[18] D. M. Hay, Closed projections and peak interpolation for operator algebras, to appear J. of
Integral Eq. Oper. Th, math.OA/0512353.
[19] M. Kaneda and V. I. Paulsen, Characterizations of essential ideals as operator modules over
C∗-algebras, J. Operator Theory 49 (2003), 245–262.
[20] D. W. Kribs and E. Katsoulis, Tensor algebras of C∗-correspondences and their C∗-envelopes,
J. Funct. Anal. 234 (2006), 226-233.
[21] M. J. McAsey and P. S. Muhly, Representations of nonselfadjoint crossed products, Proc.
London Math. Soc. 47 (1983), 128–144.
[22] R. Meyer, Adjoining a unit to an operator algebra, J. Operator Theory 46 (2001), 281–288.
[23] P. S. Muhly and B. Solel, Tensor algebras over C∗-correspondences: representations, dilations,
and C∗-envelopes, J. Funct. Anal. 158 (1998), 389–457.
EXTENSIONS OF OPERATOR ALGEBRAS I 21
[24] T. W. Palmer, Banach algebras and the general theory of ∗-algebras, Vol. I. Algebras and
Banach algebras, Encyclopedia of Math. and its Appl., 49, Cambridge University Press,
Cambridge, 1994.
[25] V. I. Paulsen, Completely bounded maps and operator algebras, Cambridge Studies in Ad-
vanced Math., 78, Cambridge University Press, Cambridge, 2002.
[26] G. K. Pedersen, Extensions of C∗-algebras, In Operator algebras and quantum field theory
(Rome, 1996), 1–35, Int. Press, Cambridge, MA, 1997.
[27] G. K. Pedersen, Pullback and pushout constructions in C∗-algebra theory, J. Funct. Anal.
167 (1999), 243–344.
[28] G. Popescu, Von Neumann inequality for (B(H)n)1, Math. Scand. 68 (1991), 292–304.
[29] M. K. Royce, Ph. D. dissertation, University of Houston, in preparation.
Department of Mathematics, University of Houston, Houston, TX 77204-3008
E-mail address, David P. Blecher: dblecher@math.uh.edu
Department of Mathematics, University of Houston, Houston, TX 77204-3008
E-mail address, Maureen Royce: royce@math.uh.edu
