We give explicit criteria that imply the resurgence of a self-radical ideal in a regular ring is strictly smaller than its codimension, which in turn implies that the stable version of Harbourne's conjecture holds for such ideals. This criterion is used to give several explicit families of such ideals, including the defining ideals of space monomial curves. Other results generalize known theorems concerning when the third symbolic power is in the square of an ideal, and a strong resurgence bound for some classes of space monomial curves.
Introduction
In this paper we build off of recent work by the first author [Gri] , which studied what is called the stable Harbourne conjecture. A full discussion of this conjecture is contained in that paper; here we highlight some of the relevant facts. The original conjecture of Harbourne states the following:
Conjecture 1.1. [BRH + 09, HH13] (Harbourne). Let I be a self-radical ideal of big height c in a regular ring R. Then for all n 1,
In the above conjecture, I (n) denotes the n-th symbolic power of the ideal I which is defined by I (n) = p∈Ass(I) (I n R P ∩ R). The big height of a radical ideal is the largest height (or codimension) of any minimal prime of the ideal. For example, the height or codimension of the ideal (xy, xz) = (x) ∩ (y, z) in a polynomial ring in three variables x, y, z is one, while its big height is two. Of course, if the ideal is prime, or more generally equidimensional, then the big height is equal to the height.
The motivation for this conjecture and ensuing work on the comparison of symbolic powers and usual powers comes from the fact that for regular rings, I (cn) ⊆ I n for every self-radical ideal of big height c due to [ELS01] , [HH02] , and [MS17] . In fact, the value suggested by Harbourne's conjecture is very natural. Hochster and Huneke's proof [HH02] that I (cn) ⊆ I n for regular rings containing a field uses the fact that in prime characteristic p, I (cq−c+1) ⊆ I [q] whenever q = p e . In particular, I (cq−c+1) ⊆ I q for all such q. However, Conjecture 1.1 can fail; Dumnicki, Szemberg and Tutaj-Gasińska [DSTG13] found the first counterexample to I (3) I 2 for certain configurations of points in projective space P 2 . Their ideal I is a self-radical ideal of big height 2.
However, many nice classes of ideals verify Harbourne's Conjecture: those defining general points in P 2 [HH13] and P 3 [Dum15] , squarefree monomial ideals, or more generally ideals defining F-pure rings in characteristic p, or defining rings of dense F-pure type in equicharacteristic 0 [GH17] . This last class contains ideals defining Veronese rings, locally acyclic cluster algebras [BMRS15] , or certain ladder determinantal varieties [GS95] , among others. In fact, ideals defining F-pure rings verify Harbourne's Conjecture in more generality, over Gorenstein F-finite rings provided that their projective dimension is finite, as shown in upcoming work by the first author, Linquan Ma, and Karl Schwede.
Moreover, as discussed in [Gri] , there are no counterexamples known to the stable version of Harbourne's conjecture, namely whether I (cn−c+1) ⊆ I n must hold for all n sufficiently large. In fact, this stable version of Harbourne's Conjecture holds for very general and generic point configurations in P n [TX19, Theorem 2.2 and Remark 2.3], and more general sufficient conditions for the stable Harbourne Conjecture are given in [Gri] . An important invariant in the comparison of symbolic and usual powers was introduced by Bocci and Harbourne:
Definition 1.2 (Bocci-Harbourne [BH10a] ). The resurgence of an ideal I is given by
Notice that in particular, if m > ρ(I) · r, then one is guaranteed that I (m) ⊆ I r . The resurgence of an ideal can be bounded by other invariants [BH10a, Theorem 1.2.1], and it has been explicitly computed for certain ideals [BH10b, DHN + 15, BDRH + 16]. Related invariants have also been studied, such as the asymptotic resurgence [GHVT13] , which can be computed via integral closures [DFMS18] .
Grifo [Gri, Remark 2 .5] observed that if the resurgence of I is strictly less than its big height, then the stable Harbourne conjecture is true. Our work in this paper is directed at providing criteria for the resurgence of I to be less than its big height. We also observe in Proposition 2.11 that even if the potentially weaker condition that the asymptotic resurgence of an ideal is strictly less than its big height, then the stable Harbourne conjecture is true. In Section 2 we develop our criterion. Our main result in this section is Corollary 2.8, which states that if the symbolic powers coincide with the saturations with respect to the maximal ideal, and if one can improve the theorem of [ELS01, HH02, MS17] to include coefficients in a sufficiently deep power of the maximal ideal, then the resurgence is strictly less than the big height.
In Section 3 we give some classes of ideals to which the criterion of the previous section apply. One surprising result is that if Harbourne's conjecture can be verified for a single value n to say that I (cn−c+1) ⊆ mI n , then the resurgence is less than the big height and consequently the stable Harbourne conjecture is true.
In Section 4 we apply the results of the previous sections to the case of space monomial curves. We prove in general that their resurgence is strictly smaller than their codimension, and consequently all of them satisfy the stable Harbourne conjecture. Grifo had previously proved that P (3) ⊆ P 2 for the defining ideals for space monomial curves [Gri, Theorem 4.1]. In Section 5 we generalize this latter fact to ideals defined by the 2 × 2 minors of a 2 × 3 matrix in a regular ring such that the ideal of entries of the matrix is generated by at most 5 elements. This result is based on work of Seceleanu [Sec15, Theorem 3.3] as extended by Grifo [Gri, Theorem 3.12 ].
Section 6 computes a strong bound for the resurgence of certain self-linked space monomial curves of 4 3 . Since there are example of such curves with P (4) P 3 , this bound is in general sharp.
Criteria for Expected Resurgence
In this section we develop a criterion which forces the resurgence of an ideal to be strictly less than its big height. The main result is Corollary 2.8, which we will then apply in the next sections. In [BH10a, Cor. 1.1.1], Bocci and Harbourne gave infinite sequences of examples that show that if one takes the supremum of ρ(I) over all homogeneous radical ideals of a fixed codimension c, then in fact that supremum is exactly c. However, this does not preclude the very real possibility that no one ideal I can have resurgence equal to its codimension. We say that the resurgence of I is expected if it is strictly less than the big height of I.
Remark 2.2. If ρ(I) < c, then I (cn−c+1) ⊆ I n for n ≫ 0; more generally, given any d > 0, Our first lemma gives what turns out to be a useful result to bound the resurgence away from the codimension. We prove this lemma in the more general context in which the symbolic powers of an ideal I are cofinal with the usual powers. In this case Swanson [Swa97, HKV09] proved that the symbolic powers of I are linearly related to the powers of I: there exists a constant s such that I (sn) ⊆ I n for all n 1. We codify this constant in the next definition.
Definition 2.4. For a radical ideal I in a Noetherian ring R, we define the Swanson's constant of I to be the least s such that I (sn) ⊆ I n for all n 1, provided that the symbolic and adic topologies of I are the same.
We refer to [Swa97, HKV09] for more on the study of Swanson's constants. If the ring is regular, [ELS01, HH02, MS17] show that s c, the big height of I. First, we claim that if (m, l) ∈ L then m l < s. Indeed, if m and l are positive integers with m l s, then I (m) ⊆ I (sl) ⊆ I l . If L is finite, then ρ(I) = m l for some (m, l) ∈ L, and thus ρ(I) < s. So assume that L is infinite. Then we can chose sequences of positive integers {m i } i and {l i } i such that {m i } i is strictly increasing, (m i , l i ) ∈ L for all i, and m i l i → ρ(I). For each i, consider integers n i , u i 0 such that m i = tsn i +u i and u i < ts. By assumption,
where the last containment follows from the hypothesis.
Since
Note that since m i → ∞, we must have n i → ∞. As a consequence, we obtain
Therefore,
To apply Lemma 2.5, we first give sufficient conditions for the hypothesis in terms of the saturations of certain ideals. Recall the saturation of an ideal I in a local ring (R, m), denoted I sat , is equal to I : m ∞ := ∪ n I : m n .
Theorem 2.6. Let I be an ideal in a analytically unramified Noetherian local ring (R, m). Assume that there exists an integer s and an α > 0 such that
Then (I tsn ) sat ⊆ I rn for some fixed t < r and all n ≫ 0.
Proof. By [Swa97, Main Theorem], there exists a constant l, not depending on n, and mprimary ideals Q n such that I n = (I n : m ∞ ) ∩ Q n and m ln ⊆ Q n for all n. Therefore,
Also, by [SH06, Theorem 9.1.2], there exists k, depending on I, 1 such that I n+k ⊆ I n for all n 0.
(2.4) 1 We use the analytically unramified condition on the ring R to assure the existence of an integer k, depending on I, such that I n+k ⊆ I n for all n 0. In [Hun92, Theorem 4.13], it was shown that an uniform integer k, not depending on I, can also be obtained when R is a reduced Noetherian ring satisfying one of the following conditions:
(1) R is essentially of finite type over an excellent Noetherian local ring (2) R is of characteristic p and R 1/p is module finite over R (3) R is essentially of finite type over Z If R is a regular ring, then k can also be chosen to be dim R [LS81].
Thus it is enough to show that (I tsn ) sat ⊆ I rn+k for some fixed t < r and all n ≫ 0. For all b > 0, t 2 and n ≫ 0, our assumption that (I sn ) sat ⊆ m ⌊ n α ⌋ I n guarantees that
Applying (2.3), we obtain
for any t 2 and n ≫ 0. Now choose an integer r 3 such that r 1+γk 1−γ , where γ = b+1 b+s . Thus
Pick any integer t such that
For all n 1, we have
Equation 2.7 can also be reduced to
Remark 2.7. In the proof of the above theorem, the choice of b can be sharpened to satisfy b lsα + 1. But the reasoning takes a couple of steps longer and does not make any significant improvements to the proof. Proof. Since I (n) p = I n p for every prime ideal p = m, we have I (cn) = (I cn ) sat . By Theorem 2.6, there exists integers r, t with t < r and I (ctn) ⊆ I rn . Lemma 2.5 finishes the proof.
Remark 2.9. Corollary 2.8 shows that one of the conjectures made in [HH13] implies the stable Harbourne property. Namely, in [HH13, Conjecture 2.1] the authors conjectured that if I is the ideal of a finite set of points in projective N-space, and m is the homogeneous maximal ideal, then I (rN ) ⊆ m r(N −1) I r holds for all r 1. Such ideals have codimension N and clearly verify the hypothesis of the corollary. Thus, if this conjecture is true, all such ideals satisfy the stable Harbourne conjecture.
Remark 2.10. The condition in Lemma 2.5 is closely related to the definition of asymptotic resurgence. We recall that this invariant is defined as follows: The asymptotic resurgence of an ideal I is given by
In our next Proposition we prove that if the asymptotic resurgence of an ideal is strictly less than its big height then the stable Harbourne conjecture holds, generalizing Grifo's observation [Gri, Remark 2.7]. Potentially, this invariant could be used to improve some of the results in our paper. However, we found that using the resurgence gives us stronger results using the methods in this paper.
Proposition 2.11. Let I be a radical ideal of big height c 2 in either a regular local ring (R, m) containing a field, or a quasi-homogeneous radical ideal of big height c 2 in a polynomial ring over a field with irrelevant maximal ideal m. If ρ a (I) < c, then
Proof. Set d equal to the dimension of R and D = dc + c − 1. Assume n > D c−ρa(I) . It follows that cn−D n > ρ a (I). By definition of asymptotic resurgence, this means that for infinitely many t, we must have that I ((cn−D)t) ⊆ I nt . In particular, (I (cn−D) ) t ⊆ (I n ) t , from which it follows that I (cn−D) is in the integral closure of I n . By the Briançon-Skoda theorem, we obtain that I (cn−D) ⊆ I n−d . But then I (cn−dc−c+1) ⊆ I n−d . Replacing n − d by N, we have for all large N that I (cN −c+1) ⊆ I N .
Ideals with Expected Resurgence
In this section we apply the various criteria of the previous section to give classes of ideals with expected resurgence. All such ideals will satisfy the stable Harbourne conjecture, as shown by Grifo [Gri] . We chiefly use Corollary 2.8. In the homogeneous case, it turns that if the degrees of the generators are small compared to the codimension, then the condition of the corollary is satisfied.
Theorem 3.1. Let k be a field and R = k[x 1 , . . . , x d ] be a polynomial ring of dimension d and char R = 0. Let I be an ideal of big height c 2 such that I P is a complete intersection for primes P = m = (x 1 , ..., x d ), and such that I is generated by forms of degree a < c. Then ρ(I) < c. In particular, all such ideals satisfy the stable Harbourne conjecture.
Proof. By repeated use of Euler's formula, we can show that I (cn) ⊆ mI (cn−1) ⊆ · · · ⊆ m cn−1 I. Since I is generated by forms of degree a, we have m cn−1 I ⊆ m cn−1+a . Thus
We can now apply Corollary 2.8 with α = 1 to finish the proof.
For square free monomial ideals I, [HT19, Corollary 3.6] or [DFMS18, Theorem 3.17] shows that the resurgence is bounded above by the maximal degree of a minimal generating set of the ideal I.
Recall that if the resurgence is expected, then the stable version of Harbourne's conjecture must hold. It is natural to ask if Harbourne's conjecture holds for a single value, does it hold in general? [Gri] Remarkably, the next theorems come close to this statement: By assumption, I (ct−c+1) ⊆ mI t , and thus
Theorem 3.3. Let I be a radical ideal of big height c 2 in a regular local ring (R, m) containing a field, or a quasi-homogeneous radical ideal of big height c 2 in a polynomial ring over a field with irrelevant maximal ideal m. If
and if I p has the property that I (n) p = I n p for all p = m and for all n, then ρ(I) < c. Proof. The hypothesis give that the symbolic powers of I coincide with the saturations of the powers of I. We now can combine Theorem 3.2 with Corollary 2.8 to give the result.
Space monomial curves
A rich source of examples concerning the behavior of symbolic powers are the monomial space curves:
Let k be a field, R = k[x, y, z], and consider the the ideal defining P of the monomial curve k[t a , t b , t c ]. More precisely, P is the kernel of the map sending x → t a , y → t b , and z → t c . By [Her70] , P is generated by the 2 × 2 minors of a matrix of the form
which we will write as I = (F, G, H), where
Due in part to this explicit presentation of these ideals, calculations are feasible. However, the symbolic powers of such ideals are still quite mysterious. There are even examples in which the symbolic power algebra ⊕P (n) is not Noetherian. For example, Goto, Nishida, and Watanabe [GNW94] showed that for n 4 the defining ideal of k[t 7n−3 , t (5n−2)n , t 8n−3 ] does not have a finitely generated symbolic Rees algebra if k is a field of characteristic 0. If k has characteristic p and none of a, b, c are squares, then Cutkosky [Cut91, Theorem 1] characterized when the symbolic power Rees algebras are Noetherian in terms of the existence of elements of certain degrees in specificed symbolic powers. Remarkably, even the stable Harbourne conjecture is not known for these primes, although Grifo [Gri] proved that P (3) ⊆ P 2 for every prime P defining a monomial curve. In this section we use a fairly explicit description of the third symbolic power to prove that in fact P (3) ⊆ mP 2 for all such P , and then use our work in the previous sections to prove that the resurgence is strictly less than 2, the codimension of such primes. This then implies the stable Harbourne conjecture holds for space monomial primes.
We begin by observing that a(a 1 + a 2 ) = bb 1 + cc 2 (4.2)
so that F, G, H are homogeneous when we consider R with the grading given by deg x = a, deg y = b, and deg z = c generated by the quasi-homogeneous elements F, G, H. In what follows, we will assume that P is not a complete intersection, meaning that (F, G, H) form a minimal generating set for P . Moreover, that also implies that a 1 , a 2 , b 1 , b 2 , c 1 , c 2 > 0. As a consequence, [Hun86, Corollary 2.5] guarantees that P (n) = P n for all n 2.
By [Sch88] , P (2) = P 2 , ∆ 1 , where ∆ 1 denotes the determinant of the matrix
We include the main results of [KSZ92] used in this section for the convenience of the reader. Our method to prove that P (3) ⊆ mP 2 for all such P is a brute force calculation of the degrees of each generator of the third symbolic power (these ideals are quasi-homogeneous) to show that no such generator can also be a minimal generator of P 2 . Since Grifo [Gri] proved that P (3) ⊆ P 2 , this degree calculation suffices.
Theorem 4.1 (Theorems 2.1, 2.2 and 2.3 in [KSZ92] ).
Case 1: Assume a 1 a 2 , b 1 b 2 , c 1 c 2 and write
(a) If α = 0, then there exists ∆ 21 such that
(b) If β = 0, then there is an element ∆ 22 such that
(c) In all other case, i.e., α > 0, β > 0,there are elements ∆ 231 , ∆ 232 such that
Case 2: Assume a 1 > a 2 , b 1 > b 2 , c 1 > c 2 and let
(a) Assume char k = 2. Then there are quasi-homogeneous elements ∆ 21 , ∆ 22 , ∆ 23 ∈ P (3) such that the following relations hold
(b) Assume char k = 2. Then there exists an element ∆ 2 ∈ P (3) such that
The following result uses and improves [Gri, Theorem 4.1]. Proof. By 4.1, P (3) /(P 2 +∆ 1 P ) is generated by at most three quasi-homogeneous generators, where ∆ 1 is the generator of P (2) as above. In order to show that P (3) ⊆ mP 2 , it is enough to show that these three (or less) generators all have degrees strictly larger than any minimal quasi-homogeneous generator of P 2 , since P (3) ⊆ P 2 by [Gri, Theorem 4.1]. We will use the relations given by [KSZ92, Theorems (2.1), (2.2) and (2.3)] described above to determine the degrees of the new generators to conclude that P (3) ⊆ mP 2 . Recall that we consider the grading on R given by deg x = a, deg y = b and deg z = c. We will follow the cases in [KSZ92, Theorems (2.1), (2.2) and (2.3)], as in Theorem 4.1.
• Case 1 a) in [KSZ92, Theorem (2.1)]: There is only one more generator of P (3) , ∆ 21 , which verifies the following condition: Since by assumption 2a 1 a 1 + a 2 = deg H, we also have
Finally, note that ∆ 21 also verifies
All 6 minimal generators of P 2 have degree at most deg(F 2 ), deg(G 2 ) or deg(H 2 ), and thus ∆ 21 ∈ mP 2 . • Case 1 b) in [KSZ92, Theorem (2.1)]: There is only one generator to worry about, ∆ 2 = ∆ 22 . Note also that a 1 a 2 , b 1 b 2 , and c 1 c 2 . Also,
and since deg(G) > deg(x a 2 ) and by assumption a 1 a 2 ,
Finally, c 1 c 2 by assumption, so that deg(F ) > deg(z c 2 ) deg(z c 2 ). Then
• Case c) in [KSZ92, Theorem (2.1)] There are two more generators of P (3) we need to worry about, ∆ 2 and ∆ 3 , and • Finally, when the characteristic is 2, the generators ∆ 21 , ∆ 22 , ∆ 23 from above can be replaced by one generator ∆ 2 , where
If 2a 2 a 1 , then α = 0 and ∆ 2 = ∆ 21 ∈ mP 2 . Similarly if β = 0 or γ = 0, so we might as well assume that α = 2a 2 − a 1 , β = 2b 2 − b 1 , γ = 2c 2 − c 1 > 0. Then
z c 1 −c 2 ∆ 2 = ∆ 23 and P (3) = (P 3 , ∆ 1 P, ∆ 2 ). 
Note
Our main result of this section follows quickly:
Theorem 4.3. Let k be a field of characteristic not 3, R = k[x, y, z] and P be the ideal defining the monomial curve k[t a , t b , t c ]. Then ρ(I) < 2, and in particular P (2n−1) ⊆ P n for all n ≫ 0.
Proof. It is enough to show that P verifies the conditions of Corollary 2.8. On the one hand, P is a complete intersection on the punctured spectrum; on the other hand, Theorem 4.2 gives the base case to apply Theorem 3.2, which in turn gives the remaining condition we need in order to apply Corollary 2.8.
5.
A sufficient condition for I (3) ⊆ I 2 for 3-generated ideals in dimension 3
In the last section we were able to prove that I (3) ⊆ mI 2 whenever I is the defining ideal of a space monomial curve, which in turn allowed us to prove that the resurgence of I is strictly less than 2. All such ideals are defined by the 2 × 2 minors of a 2 × 3 matrix such that the ideal generated by the entries is a complete intersection, defined by powers of x, y, and z. In this section we generalize this to ideals defined by the 2 × 2 minors of a 2 × 3 matrix such that the ideal generated by the entries has at most 5 generators, although we can only prove that I (3) ⊆ I 2 . This does provide new evidence that this containment holds for all prime ideals of codimension two in a power series ring over an algebraically closed field. Our result uses the techniques of Seceleanu as extended by Grifo.
Theorem 5.1. Let R = k[x, y, z] or k x, y, z , where k is a field of characteristic not 3. Let a 1 , a 2 , a 3 , b 1 , b 2 , b 3 ∈ R, and
If (a 1 , a 2 , a 3 , b 1 , b 2 , b 3 ) can be generated by 5 elements or less, I (3) ⊆ I 2 .
Proof. 
Without loss of generality, we may assume that b 3 ∈ (a 1 , a 2 , a 3 , b 1 , b 2 ), and write b 3 = x 1 a 1 + x 2 a 2 + x 3 a 3 + x 4 b 1 + x 5 b 2 for some x i ∈ R.
To see that v ∈ im A, we claim that v = Aw, where w = (2x 1 a 2 , 2x 2 a 2 +x 3 a 3 , x 3 a 2 +b 2 , −(2x 2 a 1 +2x 5 b 1 ), b 1 −x 3 a 1 , 0, 2x 4 a 2 , 2x 5 a 2 −a 3 , 2a 2 , 0, 0, 0). On the other hand, the condition that I 1 (M) is sufficient but not necessary for I (3) ⊆ I 2 . In fact, we can simply reorder the entries in M above to obtain a matrix N such that J = I 2 (N) does verify J (3) ⊆ J 2 : J = I 2 x 2 xz z 3 yz y 2 xy .
In fact, in this case f 3 = x 2 yz − y 2 x 3 is a multiple of b 3 = xy, and the containment I (3) ⊆ I 2 is an easy application of [Gri, Theorem 3.12]. 6. Self-Linked Monomial Curves whose symbolic Rees algebras are generated in degree two
In this section we focus on a special class of monomial curves, proving that their resurgence is not only strictly less than 2, but proving in fact that the resurgence is at most 4 3 . We also give an example in which the resurgence is at least 4 3 , proving that this value is sharp in general.
Theorem 6.1. 1 Suppose R be a three dimensional regular local ring and P be a height two ideal. Suppose (1) the symbolic Rees algebra of P is generated in degree 2;
(2) there exists ideal J such that (a) P (2) ⊆ JP , and (b) JP (2) ⊆ P 2 . Then ρ(P ) 4 3 .
Proof. Suppose by way of contradiction that ρ(P ) > 4 3 . By definition this implies that there exists integers m, s such that P (m) is not contained in P s , and such that m s > 4 3 , i.e., 3m > 4s. We write m = 4n + i, where 0 i 3. We claim that if i = 0, then P (m) ⊆ P 3n . Indeed, P (m) = P (4n) = (P (2) ) 2n = (P (2) ) n (P (2) ) n ⊆ J n P n (P (2) ) n ⊆ P n (JP (2) ) n ⊆ P 3n .
It follows that s 3n + 1. Hence if i 1, then m s 4n+1 3n+1 4 3 . Therefore, i 2. Consider the case in which i = 2. Then P (m) = P (4n+2) = P (2(2n+1)) = (P (2) ) 2n+1 = (P (2) ) n (P (2) ) n+1 = (JP ) n (P (2) ) n P (2) ⊆ P n P 2n P (2) ⊆ P 3n+1 .
It follows that s 3n + 2. Therefore if 2 i 3, m s 4n+2 3n+2 < 4 3 . Thus i = 3. Consider the case in which i = 3. We have that P (m) = P (4n+3)) = (P (2) ) 2n+1 P (2) = (P (2) ) n (P (2) ) n+2 = (JP ) n (P (2) ) n (P (2) ) 2 ⊆ P n P 2n (P (2) ) 2 ⊆ P 3n+2 .
It follows that s 3n + 3, and therefore m s 4n+3 3n+3 < 4 3 .
Corollary 6.2. Suppose P is the defining ideal of the monomial curve k[t a , t b , t c ] in the polynomial ring k[x, y, z]. If P is a self linked ideal whose presentation matrix is as in (4.1) satisfy b 1 = b 2 or a 1 = a 2 , c 1 = c 2 , then ρ(P ) 4 3 . Proof. Let ϕ is a presentation matrix of P . Condition (1) in the previous theorem is satisfied due to [HU90, Corollary 2.12] (see also [GNS91, Corollary 4 .3]). Condition (2)(a) is satisfied due to [EM97, Corollary 5] and condition (2)(b) is satisfied due to [Hun86, Corollary 2.10] with J = I 1 (ϕ). The conclusion now follows from the previous theorem. Example 6.3. Let P be the defining ideal of the monomial curve k[t 18 , t 19 , t 231 ] in the ring k[x, y, z], k a field. Consider a presentation matrix ϕ =
x 3 y z 12 z 3 x 13 y of P . This presentation shows that the ideal P is self-linked [HU90, Theorem 1.1]. Macaulay2 computations show that P (4) ⊆ P 3 . This shows that the bound in Corollary 6.2 is sharp.
