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An additive variant of Tsallis generalized entropy
M. P. Almeida
∗
Departamento de Físia, Universidade Federal do Ceará,
Caixa Postal 6030, 60455-900, Fortaleza, Ceará, Brazil
This is an analysis of the additivity of the entropy of thermodynamial systems with nite heat
baths. It is presented an expression for the physial entropy of weakly interating ergodi systems,
and it is shown that it is valid for both the miroanonial (onstant energy), the Boltzmann-Gibbs
anonial (innite heat bath) and the Tsallis (nite heat bath) ensembles. This physial entropy
may be written as a variant of Tsallis entropy. It beomes an additive funtion after a suitable
hoie of additive onstants, in a proedure reminisent to the solution presented by Gibbs to the
paradox bearing his name.
PACS numbers: 05.20.-y, 05.70.Ce
I. INTRODUCTION
The non-extensivity is one of the major features of Tsallis entropy and perhaps the reason for most of the ritiism
it reeives. This property was reognized in the very rst paper [1℄ where the generalized entropy has been proposed
in its disrete form
Sq(X) =
1−
∑N
i=1[p(X = xi)]
q
q − 1
, (1)
where q is a real onstant and p(X = xi) is the probability distribution of a disrete random variable X that takes
value on {x1, . . . , xN}. Tsallis [1℄ obtained the non-extensive (non-additive) relation
Sq(X,Y ) = Sq(X) + Sq(Y )− (q − 1)Sq(X)Sq(Y ) (2)
omputing the entropy of the joint distribution of two independently distributed random variables X and Y . Sine
then, the words extensive and additive have been loosely used as synonymous in the literature about Tsallis
statistis [2℄. However, following Touhette's [2℄ guidelines for the usage of these terms, the property expressed by
Eq. (2) is alled here non-additivity.
In a reent paper, Abe [3℄ has shown that, for omposite systems resulting from the joint observation of two
independently distributed sub-systems, the "physial entropy" is additive at the marosopi level, even in the ontext
of Tsallis statistis, where by physial entropy he means the funtion (Rényi entropy)
S∗ =
ln(1 + (1 − q)Sq)
1− q
=
ln(
∑N
i=1[p(X = xi)]
q)
1− q
, (3)
where Sq is the Tsallis entropy.
Power-law (Tsallis) anonial distributions have been onneted to the nitude of the dimension of the phase spae
of the heat bath in [4℄, [5℄ and [9℄.
The issue of additivity within Tsallis statistis has been addressed in the sienti literature up to now assuming the
joint observation of independent random variables as done in the derivation of Eq. (2). Regardless of the validity of
this rule for non-interating systems and for weakly interating systems in the thermodynami limit, the same an
not be generally applied for nite thermodynami systems. We say that two systems are in weak interation when the
Hamiltonian of the omposite system is just the sum of the Hamiltonians of its sub-omponents, H1+2 = H1+H2. As
a onsequene, the internal energy (U =
∫
Hρdqdp) of suh a system in an equilibrium state ρ is an additive variable.
Consider, for instane, the observation of the energy. When one joins (through weak interation) two independent
sub-systems, A1 and A2, the distribution of the energy of the omposite system A, (EA = EA1 + EA2), is given
by the onvolution of the sub-omponent's distributions, ρ(EA) = ρ(EA1) ⊗ ρ(EA2), whih is generally dierent
∗
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2from the distribution of the joint observation of EA1 and EA2 , ρ(EA1 , EA2) = ρ(EA1)ρ(EA2). In other words, when
observing EA, it is not neessary to know how muh of it omes from system A1 or A2, but only that the sum of
these ontributions adds up to the observed quantity. In addition to this, even the range of the energy value of
eah sub-system hanges upon the omposition: If eah separate sub-system initially has internal energy equal to E0,
after their merging the omposite system will have energy equal to 2E0 and the energy of eah sub-system will now
utuate in the interval [0, 2E0]. Therefore, the joint distribution of the simultaneous observation of two independent
systems A1 and A2 does not represent the omposite thermodynami system A1 + A2. Sine the distribution of a
sum of independent random variables is a onvolution of the distributions of the omponent variables, the additivity
of the energy implies that the orret distribution for the omposite system shall be obtained through a onvolution
operation. Only in the thermodynami limit, when the sub-systems beome innite, the resulting distribution will
fator into the produt of the omponent distributions. Moreover, it an be rigorously proof that for systems in weak
interation the Boltzmann-Gibbs anonial distribution (exponential) is the only one for whih the onvolution of the
omponents equals their produt.
We will derive a physial entropy funtion S that is additive at the equilibrium distribution even for nite systems.
For a given system A resulting from a weak ombination of two sub-systems A1 and A2, (all of them in equilibrium),
the entropy funtion S satises the additive rule S(A) = S(A1) + S(A2). We will expliitly evaluate S for anonial
ergodi systems. This analysis will be based on the anonial ensemble theory of ergodi systems as presented by
Kinhin [6℄, whose basi elements we reollet in Setion II. The present work is a follow up of the study started in [5℄
where it was presented a one-to-one onnetion between the anonial distribution and the form of the entropy, and
the Tsallis entropy was derived from rst priniples. This alternative approah for Tsallis statistis has been already
used by Andrade et al. [7℄ to formulate a moleular dynamis sheme for Hamiltonian systems exhibiting power-law
distributions, generalizing the extended Hamiltonian approah presented by Nosé [8℄. This setup was also used by
Adib et al. [9℄ to analyse the statistial behavior of systems with homogenous Hamiltonians.
II. ERGODIC SYSTEMS
For a generi system with Hamiltonian H = H(q,p) and phase spae Ξ, let V (E) denote the volume of the region
of Ξ where H(q,p) ≤ E, Ω(E) = ∂V (E)/∂E be the struture funtion [6℄, and β(E) be the funtion
β(E) =
d
dE
lnΩ(E). (4)
The distribution on the surfae of onstant energy (Σ(E)) that is invariant under the motion of the system is alled
miroanonial and has density given by (see Chapter II of [6℄)
ρ(m)(q,p) =
1
Ω(E)||∇H(q,p)||
, (5)
where ||∇H(q,p)|| is the norm of the gradient of the Hamiltonian H(q,p).
For a system A whih is the weak ombination of two sub-systems A1 and A2 (denoted by A = A1 ⊎ A2), we have
that H(q,p) = H1(q1,p1) + H2(q2,p2) with no interation term between A1 and A2 in the Hamiltonian, i.e., the
energies of the sub-systems are additive. In that ase the anonial distribution in Ξ1, when the total energy of the
omposite system A is equal to E, is given by the density funtion [6℄
ρ1(q,p) =
Ω2(E −H1(q,p))
Ω(E)
. (6)
The struture funtion of A satises the onvolution relation
Ω(E) =
∫ E
0
Ω1(ξ)Ω2(E − ξ)dξ. (7)
Observe that the miroanonial distribution on Σ1(E1) is the onditional distribution of ρ1 obtained by xing the
value of H1(q,p) = E1, whih results in
ρ
(m)
1 (q,p) =
1
Ω1(E1)||∇H1(q,p)||
. (8)
3It has been shown in [5℄ that the form of the anonial ρ1 depends on the value of the parameter q2, whih is related
to β2(E) through the expression
d
dE
(
1
β2(E)
)
= q2 − 1. (9)
When q2 = 1, ρ1 is an exponential (Boltzmann-Gibbs) and, when q2 6= 1, ρ1 is a power-law (Tsallis) distribution.
Identifying system A2 with the heat bath B and integrating Eq. (9) with the initial ondition Ω2(0) = 0 we get that
Ω2(E) = C0E
1/(q2−1), (10)
where C0 is a onstant, and onsequently
β2(E) =
1
(q2 − 1)E
. (11)
We are going to onsider that the elementary systems appearing from now on have struture funtions in the form
Ω(E) = CE1/(q−1), with spei onstants C and q for eah one. The parameter q, whih is a signature of the
system's phase spae geometry, may vary from system to system. Indeed, Almeida et al. [10℄ have showed that the
weak omposition of two systems O and B, with parameters qO and qB, respetively, results in a system A with
parameter qA given by
qA
qA − 1
=
qO
qO − 1
+
qB
qB − 1
, (12)
and that the temperature denition obeying the theorem of equipartition of energy leads to the expressions
kT =
(
qA − 1
qA
)
EA (13)
=
(
qO − 1
qO
)
< HO > (14)
=
(
qB − 1
qB
)
< HB > . (15)
Let's onsider a weak ombination of independent anonial sub-systems Ai, eah one having an observable sub-
system Oi = O(Ai) and a heat bath Bi = B(Ai). The observable and the heat bath of the omposite system A
are, respetively, the weak ombinations of the observables and of the heat baths of the sub-systems, i.e., A = ⊎iAi,
O(A) = ⊎iO(Ai), and B(A) = ⊎iB(Ai). Identifying the observable part O(= O(A)) and the heat bath B(= B(A)),
respetively, with the systems A1 and A2 in Eq. (6), we write the anonial distribution of A as
ρO(HO) =
ΩB(EA −HO)
ΩA(EA)
, (16)
where EA is the total energy of A , HO is the energy of its observable sub-system, and ΩA and ΩB are the struture
funtions of the total system A and of its heat bath B, respetively. Writing ρO in the usual Tsallis density form
ρ(HO) = ρO(HO) = ρ0 [1− (qB − 1)βHO]
1/(qB−1) , (17)
we have that
ρ0 =
ΩB(EA)
ΩA(EA)
(18)
and
β = βB(EA) =
1
(qB − 1)EA
. (19)
Moreover, the equivalent to Eq. (12) reads as
qA
qA − 1
=
qO
qO − 1
+
qB
qB − 1
, (20)
4where qA, qO and qB are the parameters q of A, O and B, respetively.
Applying Eq. (12) reursively to A, O and B we get the relations
qA
qA − 1
=
∑
i
qAi
qAi − 1
(21)
qO
qO − 1
=
∑
i
qOi
qOi − 1
(22)
and
qB
qB − 1
=
∑
i
qBi
qBi − 1
. (23)
III. PHYSICAL ENTROPY
For a system with Hamiltonian H and probability density funtion ρ let U be the internal energy, W be the work
of the external fores and Q be the heat supplied to the system. In terms of the mirosopi funtions we have that
U =
∫
Ξ
Hρdqdp. (24)
The rst law of thermodynamis states that
δU = δW + δQ. (25)
Computing the variation δU from its mirosopi denition, Eq. (24), we get that
δU =
∫
Ξ
(δH)ρdqdp+
∫
Ξ
H(δρ)dqdp. (26)
The rst term on the right hand side of this equation is the variation of the work δW and so we get that
δQ =
∫
Ξ
H(δρ)dqdp. (27)
The seond law of thermodynamis states that there are an exat dierential funtions S, alled entropies, suh that
δS =
1
T
δQ, (28)
where T , the integrating fator, is a temperature sale.
As pointed out in a previous work [5℄, the funtional form of the physial entropy is determined by the anonial
distribution: Given a anonial density funtion in Ξ, ρ = f(H), with a non-negative monotoni funtion f(x) dened
for x ≥ 0, the funtions (entropies) that satisfy the seond law of thermodynamis are given by
S(ρ) =
∫
Ξ
F (ρ)dqdp (29)
with
F (ρ) =
1
T
∫ ρ
0
f−1(ξ)dξ + ψρ, (30)
where ψ is an arbitrary onstant. As will be seen later, it is onvenient to hoose ψ = −k, where k is the Boltzmann
onstant.
Applying the above proedure to the Tsallis density funtion
ρ(H) = ρ0[1− (qB − 1)βH ]
1/(qB−1), (31)
5where (qB − 1)β = 1/E is the inverse of the total energy of the system, onsidering that
ρ0 = ρ(0) =
{∫
Ξ
[1− (qB − 1)βH ]
1/(qB−1)dqdp
}−1
, (32)
is onstant, we get the funtion
E(ρ) =
1
T (qB − 1)β
[
1−
ρ0
qB
∫
Ξ
(
ρ
ρ0
)qB
dqdp
]
− k, (33)
whih is not the entropy yet, beause of the imposed ondition that ρ0 be onstant. Colleting and rearranging terms
we get the alternative expression
E(ρ) = 1qBTβ
{
ρ0
qB−1
∫
Ξ
[(
ρ
ρ0
)
−
(
ρ
ρ0
)qB]
dqdp
}
+
(
1
qBTβ
− k
)
. (34)
This expression may be written also as
E(ρ) =
(
1
qBTβ
)
ρ0 STS (ρ/ρ0) +
(
1
qBTβ
− k
)
, (35)
where
S
TS
(ρ/ρ0) =
1
qB − 1
∫
Ξ
[(
ρ
ρ0
)
−
(
ρ
ρ0
)qB]
dqdp (36)
is the Tsallis entropy evaluated at the ratio ρ/ρ0. Observe in Eq. (35) the splitting of the roles played by the density
funtion form, ρ/ρ0, and by the normalization value ρ0.
Now, onsidering that both ρ and ρ0 vary along the proess, the evaluation of δE will produe the sought expression
for the entropy. From Eq. (33) we have that
δE = 1T (qB−1)β
[
−
∫
Ξ
(
ρ
ρ0
)qB−1
(δρ)dqdp +
(δρ0)
qB−1
qB
∫
Ξ
(
ρ
ρ0
)qB
dqdp
]
. (37)
Substituting the expressions for ρ and ρ0, and onsidering the temperature expressions Eqs. (13)-(15) we get that
δE =
1
T
∫
Ξ
H(δρ)dqdp+ kδ(ln ρ0) =
1
T
δQ + kδ(ln ρ0), (38)
and from it we onlude that
δS =
1
T
δQ = δE − kδ(ln ρ0), (39)
and so the generi entropies are
S(ρ) = E(ρ)− k ln ρ0 + C, (40)
where C is an arbitrary onstant.
For a xed value of D = qBTβ, the maximization of S(ρ) under the onditions∫
ρdqdp = 1, (41)∫
Hρdqdp = U, (42)
and
ρ0 = ρ(0), (43)
results in the Tsallis density funtion ρ(H) given by Eqs. (31) and (32).
6A. Additivity of E
Let's ompute the expliit value of EA(ρ) for a system A(= O ⊎ B) whose anonial distribution on ΞO, ρ(HO), is
given in Eq. (17). From a diret integration we get
ρ0
∫
ΞO
(
ρ
ρ0
)qB
dqdp =
[
1−
< HO >
EA
]
, (44)
where we adopt the notation < f >=
∫
ΞO
fρdqdp for the average of a generi funtion f .
From Eqs. (19) and (13) we get that
1
T (qB − 1)β
= k
(
qA
qA − 1
)
. (45)
Substituting Eqs. (44) and (45) in Eq. (33) and using Eq. (20) one gets that
EA(ρ) = k
(
qO
qO − 1
)
. (46)
Using the ombination rule for the qO's, Eq. (22), we observe that under weak ombination of sub-systems the funtion
EA is additive. In general, if A is a (weak) ombination of N sub-systems Ai, i = 1, . . . , N , (A = A1 ⊎A2 ⊎ . . .⊎AN ),
all at the same temperature T , then
EA(ρ) =
N∑
i=1
EAi(ρi). (47)
Notie that EA(ρ) does not depend on the parameter qB, hene Eq. (46) is valid in the limit ase qB → 1 (Boltzmann-
Gibbs), whih an be also veried through a diret evaluation of Eq. (56) with ρ = ρ0 exp(−βH). Observe that Eq. (14)
together with Eq. (46) leads to the relation between EA, the internal energy U =< HO > and the temperature T ,
EA(ρ) =
U
T
. (48)
Substituting the alternative forms of E(ρ) into Eq. (40) we obtain
S(ρ) = k
(
qO
qO − 1
)
− k ln ρ0 + C (49)
and
S(ρ) =
U
T
− k ln ρ0 + C. (50)
This last expression was also obtained through a dierent route by Potiguar and Costa [11℄.
Notie that the onstants qB and β appearing in Eq. (34) are assoiated with the heat bath and that
1
qBTβ
= k
(
qA
qA − 1
)(
qB − 1
qB
)
(51)
= k
(
qO
qO − 1
)(
qB − 1
qB
)
+ k (52)
is determined by the onstants qO and qB. From this last equation, we see that the ommonly used relation kTβ = 1
is valid only in the limit qB → 1, i.e., in the Boltzmann-Gibbs statistis. This fat has been overseen by some authors
who inadvertently adopted kT = 1/β within Tsallis statistis, whih might have led to misleading results.
B. Miroanonial ensemble
The miroanonial ensemble is represented by a onstant energy HO and its density funtion in this surfae ΣO is
ρ(m)(HO) =
1
ΩO(HO)||∇HO||
. (53)
7Hene, we may onsider that in Eq. (53) ρ0 = (ΩO)
−1
and obtain from Eq. (49) that
S(ρ(m)) = k ln [ΩO(HO)] +
[
k
(
qO
qO − 1
)
+ C
]
, (54)
whih is the Boltzmann entropy for the miroanonial ensemble plus onstants.
C. Boltzmann-Gibbs anonial ensemble
The Boltzmann-Gibbs anonial ensemble onsiders an innite heat bath, whih is represented by the limit ondition
qB → 1 keeping β xed. Taking this limit in Eq. (17) and in either of the Eqs. (33) or (34) we arrive at
ρ(HO) = ρ0 exp(−βHO) (55)
and
E(ρ) =
1
Tβ
{
1−
∫
Ξ
ρ ln(ρ)dqdp+ ln(ρ0)
}
− k, (56)
from whih, onsidering also that in the limit qB → 1 we have 1/(Tβ) = k (see Eq. (52) below), we get that
S = E(ρ)− k ln(ρ0) + C = −k
∫
Ξ
ρ ln(ρ)dqdp+ C (57)
is the Boltzmann-Gibbs-Shannon entropy plus an arbitrary onstant C.
D. Additivity of k ln ρ0
Let's onsider that the system A is the weak ombination of n idential sub-systems Ai, i = 1, . . . , n, whih by their
turn are the weak ombination of an observable Oi and a heat bath Bi. Let q, q1 and q2 be the q-parameters of the
Ai, Oi and Bi, respetively. Therefore, we have that the parameters for the system A, its observable part O, and its
heat bath B are respetively qA, qO and qB, and they satisfy the relations of Eqs. (21)-(23), i.e.,
qA
qA − 1
=
∑
i
qAi
qAi − 1
= n
q
q − 1
(58)
qO
qO − 1
=
∑
i
qOi
qOi − 1
= n
q1
q1 − 1
(59)
and
qB
qB − 1
=
∑
i
qBi
qBi − 1
= n
q2
q2 − 1
. (60)
Computing the struture funtion of the system A using Eq. (7) we obtain
ΩA(EA) = ΩO(EA)ΩB(EA)EA
Γ
(
qO
qO−1
)
Γ
(
qB
qB−1
)
Γ
(
qA
qA−1
)
(61)
Therefore,
ρ0 =
ΩB(EA)
ΩA(EA)
=
Γ
(
qA
qA−1
)
ΩO(EA)EAΓ
(
qO
qO−1
)
Γ
(
qB
qB−1
)
(62)
Reursively applying Eq. (7) to ompute ΩO(EA) we get that
ΩO(EA)EAΓ
(
qO
qO − 1
)
=
[
C0Γ
(
q1
q1 − 1
)
E
q1
q1−1
A
]n
, (63)
8where C0 is the multipliative onstant appearing in the struture funtions ΩOi . Plugging (63) into (62) we obtain
ρ0 =
Γ
(
qA
qA−1
)
Γ
(
qB
qB−1
)
[
C0Γ
(
q1
q1 − 1
)
E
q1
q1−1
A
]−n
. (64)
>From Eq. (13) the total energy EA in terms of the temperature and q is
EA = kT
(
qA
qA − 1
)
= nkT
(
q
q − 1
)
, (65)
>From these two last equations we get that
− k ln ρ0 = k ln

Γ
(
nq2
q2−1
)
Γ
(
nq
q−1
)


(66)
+kn
(
q1
q1 − 1
)
ln[n] (67)
+kn
(
q1
q1 − 1
)
ln
[
kT
(
q
q − 1
)]
(68)
+kn ln
[
C0Γ
(
q1
q1 − 1
)]
. (69)
The terms in Eqs. (68) and (69) are additive sine they are linear in n, but the terms in (66) and (67) are non-additive.
We an eliminate this non-additivity by taking the onstant C appearing on Eq. (40) equal to the negative of the
sum of all terms on the right hand side of Eqs. (66)- (69) that depend, besides of n, only on the parameters related
to the smallest system sub-omponents, viz., q, q1, q2 and C0. This adequate hoie of the onstant C is analogous to
the solution presented by Gibbs to the paradox bearing his name. In this way, we are left solely with the only term
depending on T ,
−k ln ρ0 + C = kn
(
q1
q1 − 1
)
ln[T ] = k
(
qO
qO − 1
)
ln[T ]. (70)
Combining Eqs. (40), (46) and (70) the resulting entropy funtion beomes
S = k
(
qO
qO − 1
)
[1 + ln[T ]] =
U
T
[1 + ln[T ]] . (71)
Sine the temperature T is an intensive variable and the internal energy is additive, this entropy form is additive.
IV. CONCLUSIONS
We have seen that both the miroanonial and the lassial anonial (Boltzmann-Gibbs) distributions an be
obtained from the Tsallis distribution. We have obtained also an expression for the physial entropy of weak-
interation systems with nite heat baths (qB 6= 1) and showed that, for systems with onstant energy, it yields
the lassial miroanonial Boltzmann entropy and that when the heat bath gets innite (qH → 1), it beomes
the lassial Boltzmann-Gibbs-Shannon entropy. Moreover, we saw that this physial entropy may be written as a
variant of Tsallis entropy plus the produt of the Boltzmann onstant and the logarithm of the partition funtion.
In addition to this, we saw that it may be turned into an additive variable by adding appropriate onstants in a
proedure reminisent to what was done by Gibbs to overome the Gibbs paradox of the miroanonial entropy for
ideal gases.
Our results strength the physial meaning of the generalized entropy by showing that the generalized thermostatistis
lls the gap between the miroanonial and the Boltzmann-Gibbs anonial ensembles. These results are summarized
in the following frame:
Ensemble miroanonial Tsallis BG anonial
heat bath  nite innite
onstraint HO = onstant qB 6= 1 qB → 1
density ρ ρ0[||∇H ||]
−1 ρ0[1− (qB − 1)βHO]
1/(qB−1) ρ0 exp(−βHO)
Entropy S = k
(
qO
qO−1
)
− k ln[ρ0]
9The analysis presented here aimed at the additivity of the entropy within thermodynami systems and it was
not intended to ontest the validity of Eq. (2), whih is appliable for the original Tsallis entropy S
TS
under joint
observation of independent random variables. It was also seen that when weakly ombining systems the parameter q
varies with the dimensionality of the system's phase spae following the additive rule for weak interations (Eq. (12)).
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