Abstract. Let {Xn} be a sequence of i.i.d. random vectors with values in a separable Banach space. Moderate deviation principles for trajectories of sums of {Xn} are proved, which generalize related results of Borovkov and Mogulskii (1980) and Deshayes and Picard (1979) . As an application, functional laws of the iterated logarithm are given. The paper also contains concluding remarks, with examples, on extending results for partial sums to corresponding ones for trajectory setting.
Introduction and main results
Let {X n } be a sequence of i.i.d. R d -valued random variables, satisfying EX 1 = 0 and Var(X 1 ) < +∞. Let S n be the trajectories of sums of {X n }, that is, S n (t) = [19] have studied moderate deviations (MDs) for S n in C[0, 1], which generalized corresponding results obtained by Borovkov [10] and Mogulskii [30] . Borovkov and Mogulskii [12] extended Deshayes and Picard's [19] results to independent, identically distributed (i.i.d.) random vectors {X n } with values in a complete locally convex Hausdorff topological vector space, under the crucial assumption that
That is, the law L 1
X i converges weakly to a non-degenerate normal distribution. For more related results, see Borovkov and Mogulskii [12] and the references therein. However, the CLT for i.i.d. random vectors {X n } is not easily satisfied when {X n } take values in a general Banach space. Motivated by the observation above, in the present paper, we shall investigate the moderate deviation principle (MDP) for the trajectories, S n , of sums of i.i.d. random vectors {X n } with values in a separable Banach space, and aim at removing the assumption employed by
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Borovkov and Mogulskii [12] , µ = L(X 1 ) ∈ CLT. As an application, the functional laws of the iterated logarithm are given. Now, we turn to describing our main results in detail. Let N be the set of positive integers. For x ∈ R, [x] denotes the greatest integer k ≤ x. Throughout this paper, (E, · ) will denote a separable Banach space and E * its dual space. For N ∈ N, we endow the product space E N with the product topology, Let {X n } be a sequence of independent Evalued random vectors with common distribution µ such that µ ∈ W M 2 0 , that is, Ef (X 1 ) = 0 and Ef 2 (X 1 ) < ∞ for every f ∈ E * . Let (H, · H ) be the reproducing kernel Hilbert space associated to µ (see Goodman, Kuelbs and Zinn [22] ). A good example, which reveals the structure, is the Wiener measure µ on E = C[0, 1] with the supremum norm. Then the associated reproducing kernel Hilbert space is the so-called Cameron-Martin space. Let S n = n i=1 X i , S 0 = 0. We denote by S n the trajectories of sums of {X n }. In other words,
Denote by S n (·) the piecewise constant functions of sums of {X n }, that is, 
. Given a set A, let A c andĀ stand for the complement and the closure of A, respectively. Define a function Λ :
and define a mapping Λ :
Throughout this paper, for random vectors {Y n }, we will write
Throughout this paper, let {b(n); n ≥ 1} be a positive sequence such that
The following conditions are assumed to be satisfied.
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It is well-known that under conditions (1.4) and (1.5), Sn b (n) in E satisfies an MDP with speed n b 2 (n) and the rate function Λ, defined by (1.1). By this we mean that, for every closed set F ⊂ E, (1.6) and for every open set G ⊂ E, [26] and Jiang [24] .
It should be mentioned that recently Arcones [7] gave necessary and sufficient conditions for MDP for
in the real-valued case. The main results of this paper are following. 
where and rate function Λ defined by (1.2) , that is, for every [12] and Deshayes and Picard [19] . 
So does
1 b(n) S n (t 1 ), · · ·, S n (t N ) in E Nclosed set F and open set G of C([0, 1], E), lim sup n→∞ n b 2 (n) log P S n b(n) ∈ F ≤ − inf f ∈F Λ(f ), lim inf n→∞ n b 2 (n) log P S n b(n) ∈ G ≥ − inf g∈G Λ(g).
Sn(·) b(n) in D([0, 1],If E is of type p (1 < p < 2), then condition E X 1 p < ∞ implies
2).
It should be mentioned that the large deviation principles (LDPs) for { S n ; n ≥ 1} have been studied extensively, see Varadhan [32] , Borovkov [10] , Mogulskii [30] , Deshayes and Picard [19] , Borovkov and Mogulskii [12] , Schuette [31] , Dembo and Zajic [16] , Hu [23] and the references therein. LDPs for sample paths of vectorvalued Lévy processes have also been proved by de Acosta [3] . Arcones [7] gave necessary and sufficient conditions for LDPs and MDPs for {S n (·); n ≥ 1} in the real-valued case.
The projective-limit method has been developed to successfully treat many problems. For a nice account of the theory, see, for example, Dembo and Zeitouni [18] . We do not see how to prove our result by the projective-limit method. A method of subsequences is devised to establish the MDP upper bound. The lower bound is proved by an interesting calculation which is rather explicit. Both upper and lower bounds are presented in Section 2. Our method is also different from that of Borovkov and Mogulskii [12] . It would be interesting to see our problem worked out along the line of the projective-limit method; comparison of the two approaches should be instructive. On the other hand, it should also be interesting to look on the MDPs for stochastic processes in general, see Arcones [7] for corresponding results in real-valued case in this direction.
The Functional Laws of the Iterated Logarithm will be considered in Section 3. In Section 4, some remarks will be given.
The proofs of main results
We begin with several lemmas, which are important for proving the main results.
Lemma 2.1. Given ε > 0, 0 < δ ≤ 1, under condition (1.5) , for all sufficiently large n, we have
Proof. We will prove only the first inequality, for the second can be treated similarly. By Ottaviani's inequality (see also Araujo and Gine, [6, pp. 110-111]), for every A > 0 and every integer M ≥ 1,
. By (1.5), we can steadily prove that for sufficiently large n,
which implies the desired result. Lemma 2.1 is proved.
Lemma 2.2. Under condition (1.4),
and
where β > 0 is as in (1.4), from which the exponential equivalence of
follows. Lemma 2.2 is proved. 
where 
Then
has the same distribution as S n k and hence
has the same distribution as
. From (1.5) and Lemma 2.1 it follows that and rate function I π given by to the continuous one-to-one map (
from the MDP for the sequence
and rate function defined by the equality (1.8). Lemma 2.2 implies that the sequences 
Proof of Theorem 1.2. The compactness of level sets of Λ will be proved in Appendix B.
Upper bound. We first show that for every f ∈ C([0, 1], E), and every > 0, there exists a ball of f, B(f, ρ)
To this end, given f ∈ C([0, 1], E) and ε > 0, we first consider the case where
where B ρ (x) = {y ∈ E; x − y < ρ} for x ∈ E, and I π (·) is as in (1.8). We can choose partition π such that
By the lower semicontinuity of I π , we can choose
So (2.2) follows from (2.3)-(2.5). If Λ(f ) = +∞, then we can similarly prove that (2.2) is still true. Keeping (2.2) in mind, by a well-known standard argument we know that the upper bound holds for compact sets. Therefore, in order to complete the upper bound, it suffices to prove that
is exponentially tight, that is, for every
We will adapt Dembo and Zajic [16] 's argument to prove (2.6). However, a much more delicate estimate is needed when we prove (2.7) below.
By Theorem A in the Appendix A it suffices to prove (i) For each rational t ∈ [0, 1],
is exponentially tight, that is, for each α > 0, there exists a compact set
To this end. (i) follows from Lemma 2.4 and Lynch and Sethuraman [28, Lemma 2.6].
To prove (2.7). Noting Lemma 2.2, it is enough to prove
In fact, fix ρ > 0, for n ≥ 1 and δ > 0,
For 0 < δ ≤ 1, let l = l(δ) ≥ 2 be the unique integer satisfying 1/l < δ ≤ 1/(l − 1). Then n < ([nδ] + 1)l for sufficiently large n. For such a large n, suppose 
The second possibility is that
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by (2.9), (2.10) and Lemma 2.1,
By (2.11), (1.4), Lemma 2.4 and Chebyshev's inequality, for all 0 < δ ≤ 1,
Note that for x ∈ H,
(See Goodman, Kuebls and Zinn [22] .) Taking limit δ → 0 in (2.12) implies (2.8).
The upper bound is established.
Lower bound. To prove the lower bound, it suffices to prove that for each piecewise linear function f ∈ C([0, 1], E), and each ρ > 0,
(See also Schuette [31] , Hu [23] , etc.)
This can be easily reduced to proving for the case of a linear function f : t → tx, t ∈ [0, 1], x ∈ E (see also Borovkov and Mogulskii [12] ). So, we now focus on the case f (t) = tx, t ∈ [0, 1], where x ∈ E is arbitrarily fixed.
For
Since the MDP for the partial sums
, in order to prove (2.14), it suffices to prove lim sup
for a certain θ > 0.
A little thought reveals that all sufficiently small θ > 0 will do. Since N θ (x)\ B(f, ρ) is a closed set, we apply the upper bound result and estimate 
Functional LILs
Throughout this section, let β(n) = √ 2n log log n, n ≥ 3. Based on Theorem 1.2 and Remark 1.2, we can conclude the Functional Laws of the Iterated Logarithm for the piecewise constant and piecewise linear functions, {S n (·); n ≥ 1} and S n (·); n ≥ 1 , respectively.
Theorem 3.1. Suppose that (1.4) and the following condition
hold. Then with probability 1, the following sequence
], E), and the set of its limit points, L(ω), is precisely the compact set
K = f ∈ D([0, 1], E); 2 Λ(f ) ≤ 1 .
The same result holds for
. 
Proof

Concluding remarks
We have viewed the trajectory problem as consisting of two major issues. First, what is the MDP for partial sums? For this we found good results in the literature, see, for instance, Chen [13, 15] , Ledoux [26] . Second, how to pass a result from the partial sum to the whole trajectory, now that the result holds for partial sums? The latter issue is treated carefully in Section 2.
We have traced all the proofs and seen that, once the MDP for partial sums is assumed, the original assumption (1.4) is rarely quoted in settling the second issue. This, among other things, suggests that any partial sum result may well remain true for the corresponding trajectory process. Let us illustrate use of such an idea by extending a partial sum result to the trajectory setting, the results in Proposition 4.1 and Proposition 4.2 below. In the proof, we will list all occasions of quoting the original assumption, (1.4). It should be pointed out that (1.5) is a necessary condition for (1.6) to hold.
. Suppose that (1.5) and 
for δ > 0, where β is as in (1.4) . The inequality above ensures the desired estimate
for each δ > 0. Therefore, all that remains is to show that (4.1) is valid under the new assumption, weaker than (1.4). Indeed, for each δ > 0, by Chebyshev's inequality,
which implies (4.1). Proof is completed. g(t) ). Let {a(n)} be a positive sequence satisfying a(n) → 0 as n → ∞.
A sequence of probability measures {µ n ; n ≥ 1} on Y is said to be exponentially tight with speed {a(n)} if for every L > 0, there exists a compact set
where K Proof. This is essentially the Lemma A.2 of Dembo and Zajic [16] . 
Proof. Given g ∈K a , for each k > 0, it follows from the Cauchy-Schwartz inequality that 
Lemma B.2 (Lower semicontinuity of Λ). If
Proof. It suffices to consider lim inf n→∞ Λ(ϕ n ) = b < ∞. By passing to a subsequence, we may and will assume that lim
We shall show that ϕ is · H -absolutely continuous: that is, for every ε > 0,
To prove (B.3).
Given ε > 0, by Lemma B.1, there exists δ = δ(ε) > 0 such that for all n, A g n H dλ < ε whenever λ(A) < δ. In particular, if s i < t i and
Taking account of (B.4), the lower semicontinuity of Λ and ϕ n − ϕ ∞ → 0, we can obtain 
Because ϕ is · H -absolutely continuous, it is of · H -bounded variation; that is, there exists a positive constant M < ∞, such that if n ∈ N and 0 ≤ t 0 < t 1 < · · · < t n ≤ 1, then 
Using the lower semicontinuity of Λ, we obtain
for any partition Π, where ϕ Π is defined as follows ϕ Π (t) = 
