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Defining the roughness sublayer and its turbulence statistics
Emma Florens • Olivier Eiff • Fre´de´ric Moulin
Abstract The roughness sublayer in a turbulent open-
channel flow over a very rough wall is investigated
experimentally both within the canopy and above using
particle image velocimetry by gaining complete optical
access with new methodologies without disturbing the
flow. This enabled reliable estimates of the double-aver-
aged mean and turbulence profiles to be obtained by min-
imizing and quantifying the usual errors introduced by
limited temporal and spatial sampling. It is shown, for
example, that poor spatial sampling can lead to erroneous
vertical profiles in the roughness sublayer. Then, in order to
better define and determine the roughness sublayer height,
a methodology based on the measured spatial dispersion is
proposed which takes into account temporal sampling
errors. The results reveal values well below the usual more
ad hoc estimates for all statistics. Finally, the double-
averaged mean and turbulence statistics in the roughness
sublayer are discussed.
1 Introduction
While turbulent flows over smooth walls are now relatively
well understood, those occurring over rough walls are still
the center of many studies in the fields of meteorology,
river hydraulics and engineering applications. Fundamen-
tally, the effects of the roughness elements on the outer
layer and the logarithmic law of the turbulent boundary
layer have been questioned with diverging conclusions
(e.g., Jime´nez 2004; Flack et al. 2005; Antonia and Djenidi
2010; Amir and Castro 2011; Birch and Morrison 2011).
The roughness sublayer in particular has received most
attention in the context of urban or plant canopies in the
atmospheric boundary layer in relation to the flow structure
above or simply to investigate the impact of the flow in
terms of heat and mass transfers (e.g., Coceal and Belcher
2004; Poggi et al. 2004a).
In these studies, knowledge of the flow around and
above the roughness elements is required to elaborate 1D
vertical profiles, for instance to apply mixing-layer theory
(Finnigan 2000). Such 1D profiles are obtained by hori-
zontally averaging the time-averaged flow quantities, fol-
lowing the method of Raupach and Shaw (1982) and
Raupach et al. (1991), leading to the double-averaged
Navier–Stokes equations.
In open-channel flows, the issues are similar and in
addition, the roughness height can be high relative to the
water depth, thus confining the boundary-layer flow. Yet,
studies of the flow near the roughness elements and
application of the double-averaging method are more
recent see, e.g., Nikora et al. (2001, 2007).
The roughness sublayer is usually defined as the region
where the flow is influenced by the individual roughness
elements as reflected by the spatial inhomogeneity of the
mean flow, for example, Bottema (1996), Cheng and
Castro (2002), Britter and Hanna (2003) and Amir and
Castro (2011) in the atmospheric context and Manes et al.
(2007) and Pokrajac et al. (2007) in the hydraulic context.
While most authors use this definition, its translation into
quantitative estimations is vague and not well defined. This
translates into a wide range of estimated roughness sub-
layer heights, likely to be beyond the effect of the different
flow and roughness configurations. For example, in their
review, Raupach et al. (1991) give roughness sublayer
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heights ranging from 2h to 5h, where h is the roughness
element height. These particular values are often taken as
estimates of the roughness sublayer height in subsequent
studies (e.g., Rotach 1999; Nikora et al. 2001; Jime´nez
2004; Poggi et al. 2004a; Flack et al. 2005). Other authors
give their own estimates of the roughness sublayer heights.
For instance, Cheng and Castro (2002) estimate the
roughness sublayer height by observing the scatter of the
time-averaged profiles due to the presence of the roughness
elements. Pokrajac et al. (2007), using double-averaged
flow quantities, applied a method based on the form-
induced standard deviation of the mean streamwise
velocity, with a threshold level of 5 %. Rotach (2001), on
the other hand, in the case of atmospheric-type turbulent
boundary layers, argues that the height at which the Rey-
nolds shear stress is maximum is a good estimation of the
roughness sublayer height. In all these relatively recent
studies, the roughness sublayer height was found to be
closer to 2h rather than 5h.
Under these wide-ranging estimations of the roughness
sublayer height, it is difficult to establish what it depends
on. Since it is well accepted that the effect of the roughness
elements is hydrodynamic (e.g., Jime´nez 2004), Bradshaw
(2000) and Flack et al. (2005) propose to use the equivalent
roughness length ks rather than h to scale the roughness
sublayer height. This is also suggested by the results of
Pokrajac et al. (2007). For turbulent open-channel flows
over two-dimensional roughnesses, they found that the
roughness sublayer height seemed to depend not only on
the roughness geometry but also on the water depth, as
might be expected. It thus appears that the flow dependence
in addition to the ambiguity in the definition and deter-
mination of the roughness sublayer height contributes to
the scatter reviewed by Raupach et al. (1991).
Part of the ambiguity in the determination of the
roughness sublayer height appears to be related to the
difficulties in characterizing 1D vertical profiles and
the spatial dispersion of the spatially varying flow in the
vicinity of the roughness elements. One difficulty resides in
the spatial sampling necessary to converge to representa-
tive 1D double-averaged mean and turbulent stress profiles.
This question is hardly addressed in the literature, likely
due to the difficulty in performing turbulence measure-
ments close to the roughness elements, and also simply due
the tediousness and cost of measuring at a large number of
locations. For example, Mignot et al. (2009), in their study
on the turbulent kinetic energy (TKE) budget in gravel bed
flows, assume that 45 time-averaged profiles taken along
the channel center axis are representative and sufficient to
estimate correctly the double-averaged quantities; Manes
et al. (2007), who performed their experiments on low
relative-submergence flows over spheres, only used two
streamwise-aligned vertical particle image velocimetry
(PIV) planes. Cheng and Castro (2002) are, to our knowl-
edge, the only authors who address the problem of the
spatial convergence. They conclude, based on laser
Doppler anemometry (LDA) measurements in a wind
tunnel, that estimates via four profiles ‘‘are very similar to’’
estimates obtained with 25 profiles. However, significant
differences might be hidden within the experimental scat-
ter, especially for the turbulent shear-stress profile.
Within the canopy there appear to be even fewer
experimental studies sufficiently resolving or even
attempting to resolve the spatial structure of the roughness
sublayer, particularly below the canopy top. While 2D-PIV
offers instantaneous spatial measurements in one plane of
the flow, due to the obstruction of the foreground rough-
ness in the field of view of the camera only very limited
zones within the canopy are usually accessible. To cir-
cumvent the problem, Pokrajac et al. (2007) used trans-
verse 2D obstacles, Reynolds and Castro (2008) used 3D
obstacles in a wind tunnel experiment but with an aligned
configuration giving partial access along the open alleys,
and Hong et al. (2011) in a closed water channel used
optical index matching with a high-concentration sodium-
iodide solution. The optical-access difficulties probably
explain the relative lack of studies and knowledge of the
flow structure and turbulence statistics within the canopy as
well as of the representativeness of the currently available
1D double-averaged profiles (e.g., Macdonald 2000).
Finally, the measured statistics within the roughness
sublayer do not always appear to obey the expected
behavior as predicted by the double-averaged Navier–
Stokes equations. For example, if the dispersive stresses are
indeed negligible as often assumed, the turbulent shear
stress should increase linearly in a 2D constant pressure-
gradient-driven flow as the roughness elements are
approached. Yet, this is not observed in the literature (e.g.,
Cheng and Castro 2002; Mignot et al. 2009; Tomas et al.
2011; Hong et al. 2011). Incorrect estimations of the shear-
stress behavior, especially near the top of the roughness
elements, in turn lead to erroneous estimations of the
friction velocity.
To help resolve these issues, a representative double-
averaged description of the flow in the roughness sublayer
is needed, including the flow between the roughness ele-
ments. To this end, high-resolution PIV data were acquired
in a turbulent open-channel flow over cubic elements
arranged in a square configuration. The measurements were
performed simultaneously above as well as inside the entire
canopy using special optical-access arrangements which
are presented in Sect. 2. The time and spatial convergence
of the data and the uncertainties they induce on the double-
averaged profile estimations are evaluated in Sect. 3.
A method to evaluate more precisely the spatial dispersion
induced by the roughness elements is given in Sect. 4,
leading to robust estimates of the roughness sublayer
height. The turbulence statistics in the roughness sublayer
are discussed in Sect. 5. Conclusion is drawn in the last
section.
2 Experimental setup
2.1 Flow generation
The experiments were performed in a 20-m-long, 1.1-m-
wide and 0.5-m-deep horizontal open channel (see Fig. 1),
with a 12-m-long section made entirely out of glass. The
water discharge Q ranges from 10 to 150 L.s-1, with a
sluice gate controlling the water depth D. In the tranquil-
ization section of the channel, the flow passes through a
series of mesh pads and grids, after which the turbulence is
reduced to less than 0.5 % (Florens 2010). The origin of
the coordinate system (see Fig. 1) is taken at the end of the
tranquilization section, 1.2 m behind the last grid, in the
center and bottom of the channel, with x the streamwise
coordinate, y the transverse coordinate, z the vertical
coordinate and u = [u, v, w] the associated velocity
components.
The rough bed was placed between x = 2 m and
x = 15.2 m, its front edge being 3.2 m downstream of the
last grid in order to reduce the free-stream turbulence
intensity to about 0.2 % while limiting the growth of the
approaching laminar boundary layer to less than the height
of the roughness elements (h = 2 cm). This assures that
the boundary-layer turbulence is created entirely by the
rough wall. The measurements were made at x = 12.7 m,
that is, 10.7 m downstream of the front edge of the rough
bed, where the boundary layer is fully developed for the
water depth used, D = 13.5 cm (Florens 2010). Also, for
this water depth, side wall effects are negligible over a
width of about 3D around the center of channel (see Nezu
and Rodi 1985).
The rough bed was composed of 20 mm PVC cubes
arranged periodically and symmetrically with respect to the
channel in a squared configuration with a frontal density
(frontal area, Af, to pattern area, Ap) of kf = 0.19 (see
Fig. 2). Cubes are used in many experimental and numer-
ical studies (e.g., Macdonald 2000; Cheng and Castro
2002; Coceal and Belcher 2004; Coceal et al. 2006) with
the advantage of having only one length scale. The cubes
(about 7,000) were machine-cut and manually deburred,
rather than molded, in order to obtain even and sharp
edges, thus limiting a possible Reynolds-number depen-
dence of the flow around the cubes.
The flow was studied with a bulk velocity Ub of 26.5 cm
s-1. With a water depth D of 13.5 cm, the Froude number
Fr ¼ Ub=
ffiffiffiffiffiffi
gD
p
was 0.23 and the relative roughness
h/D was 0.15. The roughness Reynolds number (ks
?
= ks
u*/m) based on the measurements presented later was 460
which is in the fully rough regime (ks
?
[ 80), as desired.
2.2 Measurement setup
In order to estimate double-averaged quantities, good
spatial sampling is required in all three directions in one
periodic roughness pattern volume. To achieve this,
2D-PIV offers an efficient possibility to resolve two
dimensions simultaneously with very good spatial resolu-
tion. Here, streamwise vertical planes were chosen such
that the vertical gradients are well resolved. To have access
to the same spatial resolution in the third (transverse)
direction, a very large number of vertical plane measure-
ments would be necessary. Although this is technically
feasible, the acquisition and processing time becomes
prohibitive. Therefore, measurements were performed in
only three different vertical planes at y = 0 mm (plane A),
11.25 mm (plane B) and 22.5 mm (plane C) with a laser-
sheet thickness of 2.5 mm (solid green lines in Fig. 2),
chosen to yield two additional planes by symmetry at
Fig. 1 Sketch of the open-channel facility (not to scale). The rough
bed starts at x = 2 m, 3.2 m behind the last grid. The measurements
were performed at xM = 12.7 m
Fig. 2 Roughness pattern configuration (top view, measurement
area). The roughness elements are cubes of size h = 20 mm. The
positions of the measured 2D-PIV vertical planes [y = 0 mm (A),
11.25 mm (B) and 22.5 mm (C)] are shown by solid green lines. The
green dashed lines designate the vertical planes obtained by
symmetry. The red portions of the (A)-plane designate the zones
where direct optical access (camera A) is hindered by the presence of
the foreground cubes. The black dotted lines designate a periodic
roughness pattern of area Ap = 45 mm 9 45 mm
y = -11.25 mm (plane B’) and 33.75 mm (plane B’’)
(dashed green lines in Fig. 2). The five planes are equi-
spaced, and a representative periodic roughness pattern
area (45 mm 9 45 mm) is shown with the dotted square in
Fig. 2. To ascertain the representativeness of these five
planes, 2D-PIV measurements were also performed in four
horizontal planes at z/h = (1, 4/3, 5/3, 2). The methods
to obtain these vertical and horizontal measurements in an
open-channel configuration within and above the canopy
are discussed next.
To measure in the vertical planes while avoiding intru-
sive solutions like placing a transparent plate on the free
surface, the laser sheet enters the flow from below, as
shown in Fig. 3a. The laser sheet is generated by a double-
cavity pulsed 30 mJ Nd-Yag laser (Quantel Twin) emitting
at 532 nm. To generate the 2.5-mm-thick and 15-cm-wide
laser sheet in the measurement zone, the thickness of the
beam is reduced with a converging lens and the converging
beam is then expanded into a sheet via a cylindrical
diverging lens. While the optical path of the laser sheet for
planes (A) and (B) passes only through the glass bottom of
the channel, plane (C) passes through the cubes. Thus, a
streamwise row of four transparent Plexiglas cubes was
placed in the measurement area. Shadows emanating
upward from the edges of the cubes in the direction of the
propagating laser light were limited to about 1 mm by the
sharpness of the edges and by the almost parallel light sheet
obtained with a large-diameter converging lens below the
channel (not shown).
Yet, part of the flow within the canopy in plane (A) is
obscured by the foreground obstacles (see Figs. 2, 3a). To
optically access this portion of the canopy flow, ‘‘spy’’
cubes were built with a first-surface mirror embedded at
45° (see insert in Fig. 4) which permits the obscured can-
opy flow to be viewed by a second camera placed below
(camera B in Fig. 3a). Thus, it was possible to access
Fig. 3 PIV measurement
method diagram for a the
vertical planes using spy cubes
and a second camera to access
the hidden flow inside the
canopy and b the horizontal
planes using a bi-telecentric
lens and BK7 glass cubes to
access the flow from below. Not
to scale
simultaneously the hidden and visible parts of the flow by
using two cameras. Camera A was a high-resolution
(2,048 9 2,048 pixels) 14-bit CCD camera (PCO 2000)
and camera B a 1,280 9 1,024 pixels 12-bit CCD camera
(PCO Pixelfly). The flow resolution of camera A is
0.072 mm/pixel, and the one of camera B is slightly higher
at 0.058 mm/pixel (here the square pixel dimension is
taken as a length scale). With common reference points in
both images, the field viewed by camera B is interpolated
via bi-cubic splines and resized to the same resolution as
camera A and patched. A typical instantaneous velocity
vector-fluctuation field (zoom around the canopy) is shown
in Fig. 4 with the superimposed instantaneous spanwise
vorticity. It can be seen that the turbulent structures are
well captured by this matching method without introducing
artificial vorticity.
For the horizontal planes, the camera and laser positions
need to be inverted, that is, the camera needs to be placed
below the channel and the laser to enter from the sides. To
measure the flow above the canopy, the cubes in the flow
field need to be (very) transparent. Also, parallax effects
with conventional lenses lead to large deformations or
shadows for the diverging viewing rays passing through the
sides of the cubes, a problem especially for off-centered
cubes. The choice was thus made to use a 180-mm-
diameter bi-telecentric lens which has parallel viewing
rays (Opto-Engineering TC4M 120). In conjunction with
a high-resolution PCO 2000 camera, it permits a
10.5 9 10.5 cm2 square field with a depth of field of
5.6 cm and less than 0.1 % distortion. However, one dis-
advantage of bi-telecentric lenses is the high fixed aperture.
Here, the working f-number is 16, implying very little light
passing through to the sensor, therefore requiring higher
laser energy and high optical transparency for the cubes.
Therefore, BK7 glass cubes with very high optical trans-
mission were glued in the measurement area, and the laser
used was a 200 mJ double-cavity pulsed Nd–Yag laser
(Quantel CFR200), see Fig. 3b, with a thickness of about
3 mm in the measurement zone. A typical example of an
image obtained is displayed in Fig. 5, revealing that the
particles over the entire pattern are well illuminated except
for thin lines along the edges of the cubes.
The flow was seeded with 10-lm micro-glass beads with
a density of 1,100 kg m-3. In the case of the vertical
planes, the beads were injected locally and upstream of the
flow to reduce the optical transparency of the light path of
camera A, permitting higher-quality images and conse-
quently a higher spatial resolution. All image-pair acqui-
sitions were performed at 1 Hz for a total of 1,000 pairs.
Each image pair is processed using the direct spatial cross-
correlation techniques by Fincham and Spedding (1997)
with peak-locking reduction algorithms developed by
Fincham and Delerce (2000). The correlation box size is
15 9 15 pixels in both planes (i.e., about 1 mm 9 1 mm),
with an overlap of 50 %. The peak-locking error is reduced
to an approximate uncertainty on the particle displacement
of about 0.05 pixels (i.e., about 3.5 lm), required to obtain
non-biased turbulent statistics (e.g., Christensen 2004). For
the vertical planes, the PIV-processed area is 13.5 cm wide
throughout the water depth D with a uniform grid spacing
ðDx;DzÞ of 0.56 mm. This width corresponds to three
roughness patterns and was chosen to analyze the flow
structures. However, for the purposes of this paper, only
the flow field encompassing one periodic pattern was
analyzed. For the horizontal planes the processed area
is one periodic pattern with a uniform grid spacing
of 0.51 mm. Each vertical plane thus yields 80 vertical
profiles along one periodic roughness pattern in the
Fig. 4 Typical zoom in the roughness sublayer of the instantaneous
velocity fluctuation ðu0;w0Þ field and the superimposed instantaneous
transverse vorticity (xy) in the vertical plane (A) obtained with the
setup shown in Fig. 3a. The dashed red line marks the contours of the
cubes in the back and foreground. The results inside the contours are
obtained with camera B via a spy cube
Fig. 5 Image in the horizontal plane at z/h = 1 obtained with BK7
cubes and a bi-telecentric lens to avoid parallax. (Gray levels are
reversed : in white = water, in black = particles)
streamwise direction and 236 levels in the vertical direc-
tion. Each horizontal plane yields 88 9 88 measurement
points inside one periodic roughness pattern. While some
authors consider the grid spacing to be the smallest mea-
sured scale, a more realistic estimate with overlap lies
somewhere between the correlation box size and the grid
spacing, here about 0.75 mm with 50 % overlap. The
smallest spectrally resolved length scale is therefore about
2 mm (2.5 times the smallest filtered measured scale). This
corresponds to about 15 Kolmogorov scales (g), using the
same estimation method based on the mean shear as Coceal
et al. (2006), and is close to the laser-sheet thickness.
3 Double-average estimations
In this section, the aim is to establish the errors of the
double-averaging method based on finite temporal time
series and finite spatial sampling of the 2D-PIV
measurements.
3.1 Definition
The double-average is defined as the temporal and hori-
zontal spatial average in a representative volume. The time
average follows the standard Reynolds decomposition
uðx; tÞ ¼ uðxÞ þ u0ðx; tÞ, where u is the total signal, u its
time average, and u0 the temporal fluctuation. The spatial
average, noted with angle brackets h i, is performed on thin
horizontal slices of fluid of thickness Dz and wet area Sf(z).
Thus, over representative volumes SfðzÞDz occupied by the
fluid, the double-average is defined by
hui zð Þ ¼ 1
SfðzÞDz
Z Z
SfðzÞ
ZzþDz=2
zÿDz=2
u x; y; zð Þ dxdydz: ð1Þ
yielding a new spatial decomposition of the time-averaged
signal
u x; y; zð Þ ¼ hui zð Þ þ ~u x; y; zð Þ; ð2Þ
where ~u is the spatial fluctuation. The double-averaging
applied to the Reynolds equations yields the double-aver-
aged Navier–Stokes equations which permit a purely ver-
tical description of the flow with new dispersive terms such
as the dispersive shear stress h~u~wi (e.g., Nikora et al.
2007).
3.2 Time convergence
For the PIV measurements, 1,000 image pairs were
acquired at 1 Hz. The frequency is low enough such that
each sample can be considered independent. This was
verified by ðu0u0Þ-autocorrelation coefficients which drop to
less than 10 % in the acquisition period of 1 second, at all
heights, implying largely uncorrelated measurements. The
convergence errors due to the finite sample size can be
estimated with the confidence statements of the mean and
variance of the velocity signals (e.g., Bendat and Piersol
1971, p. 86), taken here with 95 % confidence. These error
estimations, which depend linearly on the standard devia-
tion (RMS) for the mean quantities and on the variance
itself for the variances, are shown normalized in Fig. 6
(solid lines) as a function of z/D. The normalizations are
based on reference values obtained with three repeated
Fig. 6 Normalized time convergence errors based on 95 % confi-
dence statements. þ is represented by solid lines and ÿ by dashed
lines (confounded for mean quantities). The normalizations are based
on reference values obtained with three repeated time series, each of
1,000 samples, by taking the average of the final 500 values of the
running mean of the assembled time series
time series, each of 1,000 samples, by taking the average of
the final 500 values of the running mean of the assembled
time series. The results show that the relative errors of the
mean velocities are highest in the canopy (up to ±5 % for
u and ±2 % for w), and decreasing above the roughness
elements. The errors of the variances and covariance are
roughly constant with height, even in the canopy. All are
about ±12 %. To obtain variance errors of less than 1 %,
over 75,000 independent samples would be needed (about
21 h of acquisition at a maximum frequency of 1 Hz to
acquire independent samples).
3.3 Spatial convergence
Few studies give details of the method used to obtain
representative spatial averages. Macdonald (2000) does not
use the term ‘‘double-average’’ but nevertheless performs a
weighted spatial average to estimate the mean 1D-longi-
tudinal velocity profiles in a urban-type canopy. Using
pulsed wire anemometry measurements, he performs an
average of five vertical profiles taken along the transverse
direction at 0.5h behind the nearest upwind row, assuming
that the recirculation behind the cubes is captured and well-
enough resolved. Castro et al. (2006), using LDA mea-
surements, perform spatial averages of four time-averaged
profiles equidistributed in a periodic pattern of an urban-
type canopy. Based on the conclusion of Cheng and Castro
(2002) that four profiles are sufficient above the canopy,
they select the position of four profiles within the canopy,
in their words, intuitively, as being representative of the
different regions of flow. Poggi et al. (2004b), who studied
open-channel flow over vegetation-like thin cylinders with
a LDA technique, acquired vertical profiles at eleven non-
uniformly spaced locations. A horizontal weighted average
is used in which the weighting is chosen based on an
implicit linear interpolation between the time-averaged
profiles. In all these studies, the applicability of linear
interpolation with (very) low spatial sampling is simply
assumed.
As presented in Sect. 2.2, the vertical plane PIV
measurements were performed at three positions, yielding
access to five vertical planes by symmetry (Fig. 2). With
80 vertical profiles per measurement plane from the PIV
processing, the total number of time-averaged vertical
profiles in a periodic pattern is 400. Yet, given the rela-
tively low transverse resolution, the error induced
by subsampling in the transverse direction needs to be
evaluated and the optimum weighting needs to be
verified.
In the following, each value of a time-averaged vertical
field uðx; zÞ lying in a plane yj, where j = 1 to m are the
indices of five planes (Fig. 7), is weighted by a horizontal
fluid weighting surface area Sij ¼ dijDx where
Xn
i¼1
Xm
j¼1
Sij ¼ SfðzÞ ð3Þ
and dij is the width of surface areas. The estimate of the
double-averaged value at zk, using a discrete weighted
average, can be written as :
huieðzkÞ ¼
1
SfðzÞ
1
nm
Xn¼80
i¼1
Xm¼5
j¼1
dijDxuðxi; yj; zkÞ: ð4Þ
These estimates correspond to volume averages in thin
slices of thickness Dz given by the vertical resolution of the
PIV measurements. This vertical resolution is the grid
spacing, equal to 0.56 mm such that Dz  4g (see Eq. 1).
To determine the error induced by subsampling in five
vertical planes and to verify the applicability of linear
interpolation, the four horizontal-plane velocity fields at
z/h = [1, 4/3, 5/3, 2] are used, in particular the mean
streamwise velocity field uðx; yÞ and the streamwise
velocity variance u02ðx; yÞ. The uniform horizontal resolu-
tion in these planes of about 4g can be considered to yield
converged spatial averages which can thus be used as
reference values. The weighting in the double-averaged
value huie given by Eq. (4) is determined by the five values
of dij (Fig. 7), but only one is independent since the spacing
between the vertical planes is uniform (=Dy), implying that
di1 = di3/2 = di5 and di2 = di4. The weighting is therefore
analyzed by subsampling the four uðx; yÞ and u02ðx; yÞ
horizontal-plane fields at the intersections of the five ver-
tical planes for di1=Dy ratios varying between 0 and 1 and
computing the error between the subsample averages huie
and the full-plane average hui. The weighting error E, for
each of the four horizontal fields, is defined by
Fig. 7 Vertical PIV planes with definition of weighting areas and
subsampling positions: (red dots), vertical plane positions yj (j = 1–5)
with 80 measuring points per plane. (black spaced dash), definition of
the width of corresponding weighting areas (dij); (green plus),
positions of 4-point subsampling; (blue times), positions of 25-point
subsampling
E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hui ÿ huieð Þ2
hui2
s
; ð5Þ
and is plotted in Fig. 8a, b for u and u02, respectively, as a
function of di1=Dy for the four z/h planes. The mean error
of the four planes is also shown (solid line). For a linear
interpolation for which di1=Dy ¼ 0:5, the weighting errors
are low, 0.7 % for huie and 0.5 % for hu02ie. Departure
from linear interpolation yields larger errors for hu02ie than
for huie, in particular near the canopy top at z/h = 1, with
errors as high as 4 % when only the A and C planes are
linearly interpolated and averaged ðdi1=Dy ¼ 0Þ or when
only the B planes are averaged ðdi1=Dy ¼ 1Þ. For
huie; di1=Dy ¼ 0:6 yields slightly lower errors than at 0.5,
yet the average error of the four planes remains essentially
constant in the range [0.5; 0.8]. Departure outside this
range leads to maximum errors at z/h = 1 of 2.5 % when
both the A and C planes are averaged or 1 % with only the
B planes, but even those errors are small. It can therefore
be concluded that a linear interpolation with di1=Dy = 0.5 is
perfectly acceptable for z/h C 1. Measurements to confirm
this inside the canopy were not performed, but since the
errors of a linear interpolation at z/h = 1 where the mean
flow is expected to be strongly three-dimensional are still
negligible, it can be assumed that linear interpolation with
the current resolution also provides reasonably accurate
double-average estimations within the canopy. In the fol-
lowing, a linear weighting average is thus applied to the
five vertical planes inside and above the canopy and will be
denoted h i for simplicity.
Finally, the low errors for the mean and turbulence
statistics obtained with a linear interpolation (less than
1 %) imply that the 400 profiles are spatially converged
within this error. In the following, the 400-profile statistics
can therefore be considered to be spatially converged.
The errors obtained by subsampling the time-averaged
flow in the streamwise as well as in the transverse direc-
tions with less than 400 profiles, as is often done by
necessity, were also examined. In particular, the vertical
plane measurements were subsampled with four and 25
evenly distributed time-averaged profiles (see Fig. 7), the
number and distribution of profiles used by Cheng and
Castro (2002). The resulting double-averaged estimates of
the turbulence statistics (with equal weighting of each
profile) are compared in Fig. 9a–f to the 400-profile dou-
ble-averaged quantities (obtained with the five vertical
planes and Eq. 4). All statistics are normalized with the
friction velocity u* obtained by the maximum total shear
stress of the 400-profile average.
It can be seen in Fig. 9a–f that the three estimations of all
statistics overlap for large z/h values above the canopy. This
is expected since the time-averaged flow should only depend
on z above the roughness sublayer. Differences between the
estimations begin to appear around z/h = 2 for the mean
vertical velocity hwi=u as well as the turbulent and dis-
persive stresses ÿhu0w0i=u2 and ÿh~u~wi=u2 and around z/
h = 1 for the longitudinal mean velocity hui=u as well the
variances hu02i=u2 and hw02i=u2. These differences with
respect to the number of samples are clearly related to the
mean spatial inhomogeneity of the roughness sublayer, as
measured directly by the nonzero dispersive stress values for
z/h [ 2 (Fig. 9d). The differences between the 4- or 25-
profile statistics and the 400-profile statistics for low z val-
ues indicate that the 4- and 25-profile subsampling leads to
erroneous dispersive stress estimations in the roughness
sublayer even above the canopy top. Such erroneous
(a) (b)Fig. 8 Relative errors E (in %),
calculated with Eq. 5, at
different z/h for a the double-
averaged longitudinal velocity
hui and b the variance hu02i
estimations help explain the observation of Cheng and
Castro (2002), on the basis of a 4-profile average, that the
dispersive stresses are almost zero above the canopy. Our
results suggest that at the location of their first measurement
point, that is, at z/h & 1.15, the spatially converged value
(given by the 400-profile average) is eight times greater than
the value inferred from a 4-profile average.
Similarly, while the 25- and 400-profile averages for the
Reynolds stresses ÿhu0w0i=u2 (Fig. 9c) show a linear
decrease for z/h[ 1 as expected for a pressure-driven flow,
the 4-profile average leads to a region of almost constant
values above the canopy, up until z/h& 2. Such undersam-
pling might explain the frequent observation of almost con-
stant turbulent shear-stress layers in pressure-driven flows
just above the canopy top (e.g., Cheng and Castro 2002;
Mignot et al. 2009; Tomas et al. 2011; Hong et al. 2011).
Finally, it should be noted that the double-averaged
continuity equation and the no-slip condition on the
bottom wall impose that hwi be equal to zero at all z for a
developed boundary layer in a uniform flow. In the three
estimations shown in Fig. 9b, hwi=u remains close to
zero except near the canopy top and near the bed where
the 4- and 25-profile averages yield nonzero values of
about 5 % of the double-averaged longitudinal velocity.
The 400-profile average, however, is far closer to zero at
all heights. The weak ‘‘S’’ shape of the three profiles in the
outer layer might indicate a secondary current of low
intensity.
It can be concluded that 4- or 25-profile averages are not
sufficient to converge to a representative double-averaged
profile within and above the canopy up to z/h& 2, at least
for this roughness pattern. However, the 5-plane 400-pro-
file average (with linear interpolation) yields sufficiently
low convergence errors (less than 1 %) and therefore gives
reasonable estimates of the double-averaged turbulence
statistics at all z values.
(a) (b)
(c) (d)
(e) (f)
Fig. 9 Double-averaged
profiles for different turbulence
statistics with four time-
averaged profiles (green plus),
25 time-averaged profiles (blue
times) and 400 time-averaged
profiles (red solid line). The
positions of the profiles are
given in Fig. 7
4 Estimation of the roughness sublayer extent
As revealed by the sensitivity to the number of spatial
profiles used in the spatial average, the roughness sublayer
can conceptually be defined as the region of the mean flow
with spatial inhomogeneity induced by the roughness ele-
ments. Yet, as seen in the time-averaged profiles of Cheng
and Castro (2002), the spatial inhomogeneity appears to
persist in the outer layer beyond the expected roughness
sublayer. Here, the measured dispersion will be examined
closely with the intent to clearly define and estimate the
roughness sublayer extent.
The spatial dispersion of a time-averaged quantity u
based on the double-average decomposition (Eq. 2) is
given by
Dt uðzÞð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h~u2ðzÞi
p
; ð6Þ
where u is taken to be u;w; u02;w02 or u0w0. It corresponds
to the standard deviation or error of the spatial variation
of the various u quantities. Fig. 10a–e shows twice
the measured dispersion errors 2DtðuðzÞÞ for u ¼
½u;w; u02;w02; u0w0, respectively, superimposed with the
corresponding time convergence errors u of the time-
averaged profiles. All errors are normalized by the local
corresponding double-averaged quantity to compare the
dispersion with the underlying statistical quantity. It can be
seen that for large z/h and all quantities, the measured
dispersion errors 2Dt do not tend toward zero in the outer
layer as should be expected, but rather to the time
convergence errors u, that is,
2Dt uðzÞð Þjz=h[[ 1¼ u: ð7Þ
This suggests that the estimates of u are random vari-
ables because of the time convergence error, introducing a
bias in the estimation of the spatial dispersion. The factor
of 2 (1.96 exactly) is necessary since the time convergence
error u is given with 95 % confidence.
Given that the measured spatial dispersion is biased by
the time convergence errors, a better estimate of the actual
spatial dispersion throughout the water column, which will
be denoted by 2Ds, is given by
2Ds uðzÞð Þ ¼ 2Dt uðzÞð Þ ÿ u: ð8Þ
Figure 11a–e shows the profiles of the spatial dispersion
errors computed with Eq. 8 for all the measured statistical
quantities extending inside the canopy. The spatial
dispersion can be seen to tend toward zero above z/
h = 1.5 for all statistics, roughly defining the roughness
sublayer height. To define the height more precisely, two
threshold levels, 1 and 5 %, of the normalized spatial
dispersion 2Ds were used for each of the five statistics. The
normalized results, zRS/h, are summarized in Table 1 and
shown on the spatial dispersion profiles in Fig. 11a–e with
circles (s) and squares (h) for the 1 and 5 % threshold
levels, respectively. For both threshold levels, all statistics
except the longitudinal RMS velocity in the 1 % case yield
very close roughness sublayer heights, zRS/h & 1.4–1.5 at
1 % and zRS/h & 1.1–1.2 at 5 %. These qualitative
roughness sublayer heights are significantly lower than
previous estimates over similar beds, for example, Cheng
and Castro (2002) (zRS/h & 2), but also much lower than
(a) (b) (c) (d) (e)
Fig. 10 Comparison of the measured dispersion errors 2DtðuðzÞÞ
(black dots) and the time convergence errors u (red solid and dashed
lines), both with 95 % confidence. All errors are normalized by the
local corresponding double-averaged quantity. For clarity, the profiles
are shown only above the canopy and are cropped at z/h = 3.5
general estimates ranging from 2 to 5, even with a
threshold value as low as 1 %. The maximum dispersion
levels are also noteworthy. 2DsðuÞ=hui reaches 40 % at the
canopy top—far from being negligible as sometimes
assumed—and 280 % within. The other maximum
normalized spatial dispersion statistics are up to an order
of magnitude lower but are still high.
5 Mean and turbulence profiles in the roughness
sublayer
The spatially converged double-averaged measurements
are now used to examine the mean and turbulence profiles
within the roughness sublayer.
Figure 12a shows the double-averaged mean velocity
profiles huðzÞi=u; hvðzÞi=u and hwðzÞi=u. As expected,
both the vertical and the transverse mean velocities are
negligible compared to the longitudinal one. Near the
canopy top, huðzÞi=u exhibits an inflexion point, as
observed for plant canopies in atmospheric or aquatic
boundary layers (e.g., Finnigan 2000 or Nepf and Vivoni
2000, respectively) and in support of the mixing-layer
analogy proposed by Finnigan (2000). However, the
velocity profile inside the canopy is not exponential in
contrast to numerous studies on urban canopies (e.g.,
Macdonald 2000; Raupach et al. 1991) but in agreement
with Castro et al. (2006), in spite of their under-resolved
spatial average. Here, with the multi-plane resolution in the
canopy region, huðzÞi=u exhibits an essentially linear
behavior over most of the canopy depth.
Figure 12b shows the viscous shear stress ðmohuðzÞi=ozÞ,
the dispersive shear stress ðÿh~u~wðzÞiÞ, the Reynolds shear
stress ðÿhu0w0ðzÞiÞ and the total shear stress (hs(z)i/q),
which is defined as the sum of the three previous shear
stresses and appears in the double-averaged Navier–Stokes
equations (e.g., Nikora et al. 2007). The contribution of the
viscous shear stress to the total shear stress is always
negligible, even at the canopy top where it reaches its
maximal value. The Reynolds shear-stress profile takes a
rounded shape near the canopy top, yielding a maximum
near zRS with the 5 % threshold. This 5 % threshold is
therefore in good agreement with Rotach (2001) who
proposed to take the top of the roughness sublayer height
where the Reynolds stress is maximum. The total shear-
stress profile, on the other hand, is linear down to the
(a) (b) (c) (d) (e)
Fig. 11 Corrected spatial dispersion errors 2Ds uðzÞð Þ ¼ 2Dt uðzÞð Þ ÿ
u (with 95 % confidence). All errors are normalized by the local
corresponding double-averaged quantity. Here, the profiles are also
shown inside the canopy. Red open circles and squares, respectively,
indicate the roughness layer heights determined by 1 and 5 %
threshold levels of the normalized dispersion 2Ds, given in Table 1
Table 1 Normalized roughness sublayer heights (zRS/h) determined
by thresholding the normalized spatial dispersion 2DsðuðzÞÞ shown in
Fig. 11 at 1 and 5 %
u zRS/h
1 % 5 %
u 1.50 1.20
w 1.45 1.10
u02 1.10 1.10
w02 1.50 1.25
ÿu0w0 1.40 1.25
canopy top, as expected for pressure-gradient-driven 2D
flow. The dispersive shear stress is not negligible as is often
assumed but compensates for the loss of turbulent shear
stress as the canopy top is approached. Inside the canopy,
the total shear stress decreases essentially linearly while the
dispersive shear stress changes sign, as observed by Coceal
et al. (2006) with DNS simulations for a squared configu-
ration of cube-type roughness and by Poggi et al. (2004a)
for open-channel flow over thin rigid cylinders.
Figure 12c shows the three normal stresses as well as
the turbulent kinetic energy, hu02i ðzÞi=2, all normalized by
u*
2. The transverse normal stress hv02ðzÞi=u2 is less than the
longitudinal one and greater than the vertical one as
observed for open-channel flows over rough walls (Nezu
and Nakagawa 1993; Mignot et al. 2009). The turbulent
kinetic energy, although only a few data points are avail-
able, appears to reach a maximum value above the canopy
in the roughness sublayer. This is in agreement with
observations made by Coceal et al. (2006) and Reynolds
and Castro (2008). The roughness sublayer above the
canopy is a zone where sweep events are dominant, the
shear stress is very strong and the turbulent production is
maximum, leading to high values of TKE.
6 Summary and conclusion
PIV experiments with specially developed optical
arrangements were conducted in a wide glass-walled open
channel to investigate the roughness sublayer over a very
rough surface without interfering with the flow, including
within the canopy. The principal aim was to determine the
roughness sublayer height and its double-averaged statis-
tics. The inherent errors in the double-average estimations
based on spatially and temporally limited sets of data were
examined by analyzing the temporal and spatial conver-
gence errors and optimizing the spatial averaging proce-
dure. The data were then used to determine the roughness
sublayer height by extracting the relevant spatial dispersion
from the total measured dispersion which is shown to
include artificial dispersive effects due to time convergence
errors.
The time convergence errors were estimated using
Gaussian statistics. For the mean flow, the error is highest
within the canopy, but still less than 5 % with 95 % con-
fidence (i.e., twice the standard error) for an independent
sample size of 1,000. The errors of the turbulent stresses
are less sensitive to the vertical position in the flow and, as
expected, higher (about 12 % with 95 % confidence).
Unfortunately for the latter, the independent sample size
would have to be unrealistically increased for a marked
decrease in error. It should be noted that in many studies,
for example, in Pokrajac et al. (2007), the sampling rate is
likely to be significantly higher than the large-scale struc-
ture advection rate, such that the effective number of
independent number of samples is less than the nominal
one. Here, the independence was verified with temporal
correlations.
Using well-resolved horizontal-plane measurements as a
reference, the optimal weighting for double-averaging a
limited number of vertical plane PIV measurements (five)
was investigated. It is shown that a linear interpolation
between the planes is a good compromise for the different
heights and statistics tested ðhuiÞ; hu02iÞ with very low
errors of about 0.5 %. At the extremes of nonlinear
weighting, equivalent to neglecting two or three measure-
ment planes, the error increases up to a few percent. More
significant, however, is the effect of abandoning the lon-
gitudinal resolution that the PIV measurements give. It was
found that subsampling the typical roughness area with
(a) (b) (c)
Fig. 12 Double-averaged mean velocities (a), shear stresses (b) and
normal stresses as well as TKE profiles (c) in the roughness sublayer.
Symbols represent values obtained from the spatial average of the
horizontal PIV fields and lines the spatial average of the vertical PIV
fields, except for the TKE profile which is estimated using both
four or 25 vertical profiles (typical of LDV or hot-wire
measurements) has a significant impact on the double-
averaged profiles in the roughness sublayer. Clearly, this is
due to the spatial inhomogeneities as revealed by the spa-
tial dispersion estimates which are not negligible as
sometimes assumed, at least for the current configuration.
On the basis of the converged and validated double-
averages, it was possible to define more rigorously the
roughness sublayer extent or height. It was shown that the
total measured dispersion overestimates the physically
relevant spatial dispersion due to remaining time conver-
gence errors, for all mean and turbulence statistics. The
roughness sublayer height obtained with the physically
relevant and normalized spatial dispersion, in the range of
zRS/h = 1.1–1.2 with a 5 % threshold level, is significantly
lower than the usual estimates (2h and above). Even a
lower threshold level of 1 % does not raise the roughness
sublayer height above zRS/h = 1.5.
An example of the implication of previous roughness
sublayer height estimates based on the total measured
dispersion of u can be seen when comparing the present
results with those of Raupach et al. (1980), who examined
a roughness element arrangement with a frontal density
k = 0.18 (case F), close to the one studied here (k = 0.19).
Their roughness elements (cylinders) also have the same
aspect ratio (1:1), implying only one length scale. Yet, the
height of the ‘‘layer of inhomogeneity’’ (zh) determined is
much higher, zh/h & 3.4. While their threshold criterion is
also based on a normalized dispersion error of u (at 1 %), it
is based on the total measured dispersion (equivalent to
DtðuÞ=hui, but without the factor 2 for 95 % confidence)
and is therefore sensitive to the offset and vertical behavior
of the underlying measurement dispersion errors, as can be
inferred from Fig. 10a. Here, using DtðuÞ=hui at 1 %
would yield a height of zRS/h & 1.8, not quite as high as
Raupach et al. (1980)’s estimate where the measurement
dispersion errors are higher, but the tendency to overesti-
mate is clear.
Yet, in particular Raupach et al. (1980, 1991) do not
define the roughness sublayer height via the roughness-
induced spatial inhomogeneity since they observed the
logarithmic layer to extend lower than the ‘‘layer of inho-
mogeneity.’’ In accordance, Jime´nez (2004) defines the
roughness sublayer as the region with ‘‘direct effect of the
roughness elements,’’ meaning the destruction of the mean
flow as compared to the smooth-wall equivalent flow (at the
same Reynolds number). Indeed, for fully rough flow, when
kþs J80, this implies an at least partial destruction of the
smooth-wall logarithmic law, valid for zþJ30. In other
words, in this view, for fully rough flow, the top of rough-
ness sublayer corresponds to the lower bound of the loga-
rithmic layer. Implicitly, both definitions are usually taken
to be equivalent, with the exception of, notably, Raupach
et al. (1980, 1991) who distinguish the two: the ‘‘horizontal
inhomogeneity effect’’ height (zh), defined by the method
discussed above, and a ‘‘wake diffusion effect’’ height (zw).
Using spanwise-averaged mean velocity profiles—not sin-
gle time-averaged profiles—for five different roughnesses,
zw is determined by eye as the deviation from the estimated
log-law slope and shown to be lower (2[ zw[ 3) than the
estimates of zh (3[ zh[ 10) and is therefore taken as the
upper limit of the roughness sublayer. Unfortunately, the
determination of zw (and zh) is based only on a small number
of spatially distributed mean vertical profiles (between 1
and 5 and only in one direction), and the estimates are
therefore not necessarily converged. On the other hand,
Cheng and Castro (2002), Castro (2007) and Amir and
Castro (2011), while also distinguishing the two views, still
define the roughness sublayer as the layer where the flow is
spatially inhomogeneous even though Cheng and Castro
(2002) and Castro (2007) similarly conclude that a loga-
rithmic law can be observed in the spatially inhomogeneous
region—if the velocity profile is double-averaged. Indeed,
individual time-averaged velocity profiles do not neces-
sarily obey a logarithmic law.
The latter observation suggests that both views can be
reconciled if the non-destruction of the logarithmic law is
taken to be spatially independent (in the horizontal sense).
Indeed, no ‘‘direct effect’’ should also imply that spatial
averaging is not necessary, rendering the two views in
principal equivalent—if spatial inhomogeneity is used as
the criterion. Observing a double-averaged logarithmic law
in the roughness sublayer is indeed consistent if the
roughness sublayer is considered as an equivalent rough-
wall inner layer, that is, a layer dependent on the length
scales of the roughness elements, rather than (only) a rough-
wall equivalent buffer layer (e.g., Flores and Jime´nez 2006).
Spatial inhomogeneity, whether measured directly as done
here or indirectly via departures of the logarithmic law on
single profiles, is a direct consequence of the length-scale
dependency and is therefore a pertinent definition of the
roughness sublayer. Yet, it may not be excluded that par-
ticular single profiles may still have a logarithmic law
behavior in the roughness sublayer defined by spatial
inhomogeneity, making departures of the logarithmic law of
single (time-averaged) profiles a poor indicator of the
roughness sublayer. A more detailed investigation of this
issue and the persistence of the logarithmic law in the
roughness sublayer will be presented elsewhere.
Surprisingly, even the lower ‘‘wake diffusion height’’
(zw) criterion used by Raupach et al. (1980) to define the
roughness sublayer height is still significantly higher for
their comparable case F (zw/h & 2.2) than our estimate
(zRS/h = 1.5 at 1 %). It can only be surmised then that the
differences are due to the lack of spatial sampling in their
study and it is likely that the estimates for other roughness
are also overestimated. Overestimating the roughness
sublayer height can have important consequences. For
example, in the evaluation of the argument for outer-layer
universality, Jime´nez (2004) admits roughness sublayer
heights of about 2–3 h. Arguing that the destruction should
not exceed say 50 % of the logarithmic-layer depth to
retain universality, the boundary-layer depth to roughness
obstacle height should be higher than about 40. Lowering
the estimate of the roughness sublayer height lowers the
minimum ratio. This may help explain the results of Castro
(2007), who concluded that the mean flow is universal for
ratios as low as 5. Roughness layer heights also have sig-
nificant repercussion on particle dispersion in an urban-
type boundary layer (Rotach 2001).
Finally, the measurements and double-averaging pro-
cedure also allowed the 1D mean and turbulence profiles to
be determined in the entire water column. While the
Reynolds stresses curves in as the top of the canopy is
approached, the total shear stress remains linear as
expected up to canopy top, implying that the actual max-
imum shear stress can be obtained by extrapolating the
Reynolds stress in the outer layer to z/h = 1 if spatially
resolved data are not available in the roughness sublayer.
However, the dispersive stress near the top of the canopy is
not negligible as is often assumed. Indeed, only the total
stress, that is, including the dispersive stress, is linear
above the canopy in this pressure-driven flow. While an
inflection point in the mean longitudinal velocity profile is
observed at the canopy top, within the canopy the
improved spatial resolution reveals a linear mean longitu-
dinal flow behavior rather than an exponential one.
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