Waves of action-potential bursts propagate across the ganglion-cell surface of isolated developing retinas. It has been suggested that the rise of extracellular potassium concentration following a burst of action potentials in a cell may underlie these waves by depolarizing neighbor cells. This suggestion is sensible for developing tissues, since their glial system is immature. We tested whether this extracellularpotassium suggestion is feasible. For this purpose, we built a realistic biophysical model of the ganglion-cell layer of the developing retina. Simulations with this model show that increases of extracellular potassium are sufficiently high (about fourfold) to mediate the waves consistently with experimental physiological and pharmacological data. Even if another mechanism mediates the waves, these simulations indicate that extracellular potassium should significantly modulate the waves' properties.
Introduction
Recent multielectrode and optical-recording studies provided evidence that waves of bursts of activity propagate across the ganglion-cell surface (Meister et al. 1991) and inner plexiform layer (IPL) of the developing retina (Wong et al. 1992) , correlating the activity of neighbor cells (Maffei and Galli-Resta 1990) . Although the role of these waves has not yet been assessed, their possible contribution to forming layers of ocular dominance in the lateral geniculate nucleus (LGN) as well as in the refinement of a topographic map between retina and LGN has been hypothesized (Jeffery 1989; Meister et al. 1991) .
What is the mechanism underlying these waves of bursts of activity? Because the waves propagate slowly (approximately 200 msec delay between neighbor ganglion cells in mammals), Meister et d . (1991) argued that it is unlikely that the waves are mediated by a fast synaptic mechanism or gap junctions. Further evidence against a gap-junction mechanism came from the preliminary evidence that octanol and dopamine, gap-junction blockers, have no significant effect on the correlation of firing between neighbor ganglion cells (Semagor and Grzywacz 1993a, 1994) . Below we discuss more evidence that synaptic transmission is not likely to be the sole mechanism for wave propagation in mammals. Instead of synaptic and gap-junction mechanisms, Meister et al. (1991) hypothesized that an extracellular agent, such as K+, might underlie the waves. Under this hypothesis, the ejection of K+ by a cell's action potentials increases this ion's concentration in the extracellular space ([K+],,,) and thus excites the neighbor cells. The significant reduction of correlation of firing between neighbor cells and the increase of interspike intervals when one blocks K+ conductances with Cs+ and tetraethylammonium (TEA) (Semagor and Grzywacz 1993a) are consistent with (although do not prove) this hypothesis. Moreover, it is quite plausible that
[K+],,, increases more in developing retinas than in adult retinas where waves of bursts do not occur (Masland 1977; Meister et al. 1991) . The reason is that uptake of K+ from extracellular space by Miiller cells (see Dowling 1987 for a textbook treatment) might be slower in developing retinas (Semagor and Grzywacz, personal communication) . This immaturity of the retinal glial-cell system at early stages of development has already been reported (Rager 1979) .
The aim of this paper is to build a realistic neural network model of the ganglion-cell layer of the developing retina to test whether modulation of (K+],,, could in principle mediate the waves (comparison of anatomical-McArdle et al. 1977; Maslim and Stone 1986; Horsburgh and Sefton 1987; -and physiological-Masland 1977; Maffei and Galli-Resta 1990; Meister et al. 1991-data shows that the correlated burst activity does not require other retinal cells). This model includes voltage-and calcium-dependent conductances, extracellular space, and synaptic inputs. Constraints to this model came from several studies in a variety of species during embryonic or postnatal periods. By using these constraints, we could build a model that is at least qualitatively consistent with the data from all species where correlated bursts have been studied. Above, we described speed-propagation and some pharmacological constraints. Other studies obtained values for the silent interval between bursts, rate of action potential inside bursts, and burst duration (Maffei and Galli-Resta 1990; Meister et al. 1991; Sernagor and Grzywacz, unpublished data) . In turtle, the burst duration increases upon application of Cs+ and TEA (Sernagor and Grzywacz 1993a) . Furthermore, a dramatic reduction of activity with low Ca2+ and high Mg2+ (or in the presence of Co2+, a calcium channel blocker) and the increase in activity with neostigmine (a cholinesterase inhibitor) suggested a synaptic role, at least partially cholinergic, for the propagation of waves in turtles (Sernagor and Grzywacz 1993a) . A caveat is that such a cholinergic mechanism may not be mediated by conventional synapses (Zucker and Yazulla 1982; Lipton 1988) . In any event, synaptic transmission is not likely to be the sole mechanism for wave propagation in mammals, as correlated activity occurs in the embryonic rat's retina (Maffei and Galli-Resta 1990) , despite the absence of conventional synapses in the IPL (Horsburgh and Sefton 1987) . Similarly, in cat, waves appear on or before embryonic day 52 (E52) (Meister et al. 1991) , whereas the first conventional synapses onto ganglion cells appear on E56 (Maslim and Stone 1986) . Moreover, waves still exist under low Ca2+ without (Meister et al. 1991) and with (R. 0. L. Wong, personal communication) high Mg2+, and thus in the absence of conventional synaptic transmission. Although synapses might not be the main mechanism for wave propagation early in mammalian development, it has been suggested that they play a role in mammalian waves (Wong et al. 1992) , perhaps later in development.
The new biophysical model is first presented in Section 2 and then described in mathematical detail in Section 3. The model's behavior has been studied by computer simulations of whxh wave-propaga tion results are presented in Section 4 (simulations of pharmacological results will be presented elsewhere- Burgi and Grzywacz 1994) . The general discussion in Section 5 includes, among other things, a discussion on the choice of parameters and alternative models evaluated in terms of biological constraints. The material described in this paper appeared in abstract form elsewhere (Burgi and Grzywacz 1993a,b) .
Description of the Model
In our model, K+ is extruded from a ganglion-cell soma during actionpotential activity. This extrusion increases [K+Iout, leading to the depolarization of neighbor cells. Consequently, excitation propagates from cell to cell in a wave-like manner. The wave is prevented from propagating backwards by the activation of a K+ conductance in the ganglion cells' dendrites. This K+ conductance increases as intracellular Ca2+ builds up during a burst. Muller cells remove K+ from the extracellular space to reset the retina.
Our goal was not to build a model that included all the intricacies of the developing retina, as, for example, all ionic channels and the detailed description of the dendrites. For instance, we did not use the detailed model for adult amphibian ganglion cells of Fohlmeister, Coleman, and Miller (1990) , which uses five distinct channels in the soma alone (but no dendrite). This model predicts action-potential trains with high accuracy. But it is unclear whether this model's five channels exist in developing retinas and whether other channels are expressed in developing, but not adult retinas. Thus, rather than using an overly intricate model with elements unknown to exist in the developing retinas, we used a simple model that included only the elements necessary to account for the experimental behavior on correlated spontaneous activity. Nevertheless, we modeled these elements as realistically as possible to test the feasibility of whether ejection of K+ into the extracellular space within the vicinity of ganglion cells may underlie the wave of bursts of action potentials. The circles delimit the area in which the cell is located, not the cell's size; the closest membrane-to-membrane distance between two neighbor cells is 12 pm. Wave initiation occurs at random border cells, shown in dark gray, where an external current is injected at times randomly drawn from a Poisson distribution. The three "electrodes" show cells whose spike activity is presented in Figure 2 . Excitation propagates from cell to cell via extracellular K f .
We built a hexagonal-geometry network of ganglion cells (Fig. l) , whose somas had Hodgkin-Huxley-like Na+ and K+ conductances, besides leak conductance and capacitance. This network approximates one layer of the three-dimensional ganglion cell architecture. Such approximation assumes that during a wave's propagation [K+] ,,, is equal in all the layers and thus there is no diffusion of K+ from layer to layer. The assumption would fail near the extreme layers where loss of Kf would slow down wave propagation.
The mechanism used to prevent waves from propagating backward is a calcium-activated potassium conductance (gAHp), known to be slowly activated and sensitive to intracellular calcium concentrations ( [Ca2' 1, ") in the range of 0.1-1 1rM (Blatz and Magleby 1986) . (This range of concentrations has been observed in dendrites of nerve cells-Regehr et a/. 1989.) Support for such a mechanism comes from the elongation in burst duration during application of Cs+ and TEA (Sernagor and Grzywacz 1993a) and by the elevation of [Ca2+Ii, during a burst (Wong et al. 1992) . However, neither the effect of Cs+ and TEA nor the elevation of [Ca2+Iin is direct evidence to g A H P . Furthermore, only few papers reported the presence of calcium-activated potassium currents in ganglion cells (Lukasiewicz and Werblin 1988; Fohlmeister et al. 1990) . Therefore, our confidence in the role of gAHP in waves is small. We only used this conductance because its slow kinetics is consistent with the long interval between bursts. Instead, other slow conductances might mediate bursts' stoppage. In a subsequent paper (Burgi and Grzywacz 1994) modeling the effects of various pharmacological agents, we will address the likelihood of a calcium-dependent potassium conductance. In our model, Ca2+ entrance into the intracellular space is mediated through a fast Ca2+ conductance k~,), activated by cell depolarization (Borg-Graham 1991) . This Ca2+-dependent K+ conductance mechanism is also consistent with the effects of neostigmine, as an increase in cell's excitability by this drug should shorten the interspike interval, resulting in a faster increase in [Ca2+Iin and, thus, a shorter burst duration.
Using the same substance (K+) for mediating excitation and inhibition may appear contradictory. We solved this contradiction by spatially separating the two processes. Ejection of K+ resulting from depolarization of the cell is confined to the extracellular space around the soma, whereas ejection of K+ resulting from g A H P (and the associated Ca2+ conductance) occurs around the dendrite. At present, there is no evidence for the confinement of AHP and Ca2+ conductances to the dendrite. Exploratory computer simulations showed that if the K+ ejected from the soma were to affect the reversal potential of g A H p , then it would be harder, although still possible under limited conditions, to stop the bursts. This result provides a computational justification for our choice of the confinement of AHP and Ca2+ conductances to the dendrite.
Finally, the dendrite also receives an excitatory synaptic input (at least partially cholinergic) from amacrine cells to account for the low Ca2+ (or high Co2+) and neostigmine effects in turtles (Sernagor and Grzywacz 1993a) . (This input may not involve conventional synapses- Zucker and Yazulla 1982; Lipton 1988.) Although the model uses only one type of synapse, it is conceivable that other synapses, including possibly inhibitory ones, modulate the activity in the IPL. Hence, a limitation of our model may be the exclusion of other synapses involved directly or indirectly in the modulation of the waves' properties.
Methods
Each ganglion cell was modeled using two compartments, representing the dendrite and soma, connected by an axial conductance. Action potentials at the soma were determined by integrating the general membrane equation where V is somatic voltage, C is membrane capacitance, Iaxial is axial current flowing from the dendrite, INa and IK are currents generated by the Na+ and K+ voltage-dependent conductances respectively, IIK is the portion of the soma's leak current dependent on K+, I I~K is the portion of the soma's leak current not dependent on K+, and Ibder is a current injected into cells situated at the retinal border to initiate a wave (see below). The currents IN^ and IK were determined by using a minimal biophysical model that condenses Hodgkin-Huxley equations (Av-Ron et al. 1991-see Appendix).
Current Iaxial was given by the contribution of the conductances and Nernst potentials at the dendrite. After eliminating the dendritic voltage from the Kirchhoff equations, one gets where is, is (constant) synaptic current and gt = C, gj
where g A W is calcium-dependent potassium conductance, gca is transient voltage-dependent Ca2+ conductance, and gd is leak membrane conductance at the dendrite. (The assumption of constant synaptic current may be a limitation of the model, as introduction of stochastic current might modulate some of the bursts' properties.) The g A H p was expressed as a function of the fraction of a gating particle in the open state w(t) as follows: 
where F is the Faraday constant, the factor of 2 is for Ca2+ valence, v d is dendritic volume, 7Ca is a decay time constant, and [Ca2+Imt is resting concentration in the dendrite. The calcium current that flows into the dendrite (negative by convention) was determined by using a two-state gate model (Borg-Graham 1991), which is described in the Appendix. Extracellular K+ is critical for the wave propagation in the model. This ion's extracellular concentration was considered homogeneous within the extracellular space between every three ganglion cells, that is, we neglected diffusion within each such spaces. We justify this simplification We modeled active uptake of K+ from the extracellular space by retinal Miiller cells (Karwoski and Proenza 1980) by the following secondorder removal differential equation:
where uo is extracellular volume between every three cells, IK is potassium current that flows into each of the six extracellular spaces surrounding the soma (except at the retinal border where K+ flowing outward from the retina is assumed to be dissipated and not to contribute to the waves), TK is a decay time constant, KK is a constant, and [K+Imt is resting extracellular potassium concentration. Evidence that K+ uptake may be present concomitantly with waves of action potentials in developing retinas comes from recordings of b-waves in the turtle's electroretinogram (Semagor and Grzywacz, unpublished data).
Variations in [K+Iout change the Nemst potential EK, which affects the delayed rectifier current (IK) and the portion of soma leak current (IIK) that is dependent on K+. Expression of the total soma leak current I1 = IIK + I1-K as a function of EK is given by (3.7)
where gl = g~~+ g l -~, and gu< and ~I -K refer to the leak conductances whose Nernst potentials are K+ dependent and independent, respectively.
A limitation in building our model is that no information is currently available on how waves begin. We assumed that cells are more excitable near the retinal border. In normal physiological conditions, this is probable, as neurogenesis occurs at the border (Polley et al. 1989 ), creating cells with small somata, and small or no dendrites, and thus cells that have high input resistance. Moreover, in experimental conditions, possible cuttings of dendritic trees at the border would depolarize cells. Therefore, we modeled border cells by reducing by half the dendritic volume and conductances. Waves were initiated by injecting a current Iborder over a period of time Tborder into a randomly chosen border-cell pair at times determined by a Poisson distribution.
A numerical method based on exponential prediction (as described in Ekeberg et al. 1991 ) was used to solve all differential equations. The computer simulations were performed on a SUN SPARC 2 using an object oriented language (C++). A network composed of 241 ganglion cells was simulated over a period of 200 sec. Over this period of time, the average spike frequency, [K+Iout, and the l A~p current were recorded in all cells over successive 0.5 sec intervals. Furthermore, [K+IOut, IAHF, and soma potential were also recorded over successive 0.2 msec intervals for three neighbor cells situated in the middle of the network (shown in Fig. 1 ).
The parameters used in the present simulations appear in the Appendix.
Other simulations with a wide range of parameters and networks up to 1921 cells were also performed for exploratory purposes, obtaining results similar to those reported in this paper.
Results
The activity of single cells during wave propagation is shown in Figure 2 . Figure 2A shows the burst activity of three neighbor cells resulting from seven sweeping waves. Although the activity of these three cells is correlated, the firing order can change from one burst to the next as the waves can start at different locations. This is apparent when comparing for instance the activity resulting from the first and second waves. The first wave hits the upper-trace cell first, then propagates to the middletrace cell, and finally reaches the bottom-trace cell. The second wave hits these cells in reversed order. Moreover, because of differing propagation directions, the delay separating the activation of two neighbor cells can vary. The trace with extended time scale in Figure 2B shows individual spikes, within a burst resulting from the first wave, whose front propagated almost perpendicularly to the line connecting the three cells. This case yielded a delay from cell to cell of about 500 msec in our model. This speed is about a factor of 2.5 lower than that observed in cat and ferret (Meister et al. 1991) . This discrepancy could be due to our choice of parameters to fit bursts' properties in the turtle retina. This cold-blooded tissue is less excitable than mammalian retinas, resulting in slower interspike intervals and thus, in our model, slower waves.
Variations of the interspike interval within a burst can also be seen in Figure 2B . The initial decrease in this interval is explained by the depolarization resulting from the ejection of K+ from neighbor cells. This depolarization is apparent as an approximately 8 mV envelope on which the action potentials ride. Triggering of IAHp-mediated self-inhibition by calcium accumulation counteracts this positive feedback, making the interspike interval increase again until the cell stops firing. (Despite the K + -dependent inhibition at the end of the bursts, the voltage is not hyperpolarized, because the high [K+],,, causes compensatory depolarization.) Overall, with the present simulation parameters, the average interspike interval and burst duration were 190 and 2300 msec, respectively. These values are well within the experimentally observed range.
The interplay between [K+Iout, firing frequency, and AHP current is illustrated in Figure 3 . In this figure, the activity of a cell situated in the center of the network, and the variations in Kt concentration of an .7 mM, the cell becomes so depolarized that a spike is generated. This spike, and the following ones, contribute to further (K+],,, elevation, which can be about The overall spatiotemporal pattern of the network activity corresponding to the first wave is presented in Figure 4 where [K+Iout, average spike frequency (in 500 msec windows), and AHP current are shown over successive 1 sec for a period of 15 sec. The wave, triggered in the left bottom corner of the network, started propagating with a circular wave front. After the front reached the upper border of the network, the wave (Fig. 1) . Successive frames show [K+Iout (top row), average firing rate (middle row), and logarithm of I A~ (lower row) over successive 1 sec intervals covering the time interval from 1 to 15 sec; the serial number of the first frame of each row is indicated in the left column. Gray level scale is shown on the left and corresponds to the ranges 0-10 mM for [K+],,t, 0-10 Hz for firing rate, and log(O.l)-log(35) pA for IAW. The [K+],t wave precedes (causes) the action-potential firing wave, which in turn precedes (is terminated by) the AHP wave.
front became linear because of higher wave speed at the border cells due to their higher excitability. The degree of linearization is probably much higher than what one would predict for the real retina, since the number of cells in our simulations is relatively small, making the wave front more sensitive to border effects. These results suggest what would happen to the wave front if waves began in the center of the retina. The wave front would be circular until it reached the borders. Spatial anisotropies due to the refractory periods from previous waves would rarely affect the wave front, because the interwave interval is very long. Therefore, the simulation variables would be essentially reset from wave to wave.
Also visible in this figure is the wave order: extracellular potassium wave leads the spike frequency wave (indicating that potassium triggers excitation), whereas the AHP wave lags spike frequency (indicating the refractory role of the calcium-dependent potassium conductances). Are the model parameters determining [K+] ,,, reasonable? This concentration depends on the somatic K+ currents, extracellular volume, and mechanism for K+ removal. The parameters for the Hodgkin-Huxley K+ channels (as well as for all other channels) were adapted from those of other preparations, as they are not currently available for the embryonic retina, except for sodium channel in dissociated ganglion cells (Skaliora et al. 1993) . In this adaptation, the total value of each conductance and capacitance has been reduced by 3-fold to take into account the small soma diameter of embryonic neurons (Ramoa et al. 1988) and their reduced channel density (McCormick and Prince 1987) . The only exception was gc, for which dendritic values were not available and thus had to be adjusted to give [Ca2+Ii, in the range of gAHp operation. As such, these conductances and capacitance are reasonable.
To estimate the extracellular volume, we used an 8 pm soma diameter (Ramoa et al. 1988) , which occupies a volume of 2.7 x liters. What fraction of the total volume is extracellular space? In postnatal developing neocortex, the volume fraction was estimated to range between 20 and 40% according to the animal's age (Lehmenkiihler et al. 1993) . (In adult cerebellum, the extracellular volume fraction is in average 2 0 % - Van Harreveld 1972; Nicholson et al. 1979) . In our simulations, we used an extracellular volume fraction of 30%, a value in the middle of the cortical postnatal range. Let us assume that the volume occupied by the extracellular matrix and the Miiller cells is negligible. (This assumption is validated, since gliogenesis appears to be the major factor in reduction of extracellular volume fraction during development-Lehmenkiler et al. 1993-and since Muller cells are not well developed at the stage when waves occur.) Hence, the volume is shared by ganglion cells and extracellular space. From the 30% fraction, one gets 1.16 x liters for the extracellular space associated to one cell. Because the K+ current is ejected into 6 extracellular spaces in our model, the volume of each space is 1.9 x liters. Finally, parameters of K+ removal must be considered. In the central nervous system of adult mammals, [K+] ,,, rarely rises above 4 mM under physiological conditions (Somjen 1979) . Concentrations of 10 mM extracellular potassium and higher have been recorded in preparations following repetitive activity (Somjen 1979) . To take into account the immaturity of the glial system in developing retinas and the repetitive actionpotential activity during bursts, we allowed a conservative elevation in [K+lOut up to 10 mM in control condition. Also, it has been suggested that a possible mechanism for K+ active uptake into glial cells is the Na+-K+-ATPase exchanger (Hertz 1990 ). The Na+-K+-ATPase exchanger requires two K+ molecules and thus, consistently with our model (equation 3.6), has a second-order stoichiometry. (In exploratory simulations, removal of the second-order term resulted in such a large increase of [K+] ,,, that cells underwent inactivation.) An active uptake mechanism based on the Na+-K+-ATPase exchanger is consistent with studies on the cerebral cortex of rat during early postnatal development (Medzihradsky et al. 1972) where it has been shown that this exchanger in glial cells is immature during the initial stages of development.
How do the extracellular volume and K+ removal change during development? There are no direct data on these issues for developing retinas. However, in rat neocortex the extracellular volume fraction appears to decrease during development possibly as a consequence of the emergence of glial cells (Lehmenkiihler et al. 1993) . Because in the retina, glial (Muller) cells also emerge relatively late in development (Polley et al. 1989) , one might expect a similar reduction of extracellular volume fraction in the retina as in the neocortex. Reduction in volume would make a [K+],,, mechanism for waves more efficient. On the other hand, an increase in the number of mature Muller cells would tend to compensate for the effect of reduction of volume. If our model is correct, one should expect the effect of increased K+ buffering by Muller cells to dominate the effect of change in extracellular volume, since waves disappear at later stages of development.
Possible Role of Waves in the Refinement of Topographic Maps.
Synchronization is much more localized in developing retinas than in other tissues where bursty activity has been observed, such as in the pancreas (Santos et al. 1991) , heart (Winfree 1990) , and in aggregates of cultured cortical neurons (Murphy et al. 1992) . The reason for this difference is probably qualitative, rather than quantitative: Because pharmacology performed on developing retinas of turtles (Sernagor and Grzywacz 1993a) suggested that gap junctions are not required to synchronize the activity of neighbor ganglion cells, we did not include such connections in our model. This is probably the main difference to previous models of cell synchronization in the heart and pancreas where coupling is appar-ently done through gap junctions (Chay and Kang 1988; Sherman and Rinzel 1991; Wmslow el al. 1993) . In those models, coupling is so fast that a global synchronization of the network is reached, in the sense that all cells fire simultaneously at some point. This global synchronization contrasts to the locality of developing retinas where the slow propagation of the activity restricts synchronization to a small portion of the network.
Local synchronization is essential in developing retinas if its role is to refine a topographic map between retina and LGN (Jeffery 1989; Meister et al. 1991; Wong et al. 1993) . Imagine that immature ganglion-cell axons sprout over a relatively large area and connect random LGN neurons (with a bell-shaped spatial distribution), forming a rough topographic map. Then, simultaneous activity in neighbor ganglion cells coupled to a Hebbian mechanism in the LGN would tend to reinforce connections to common, nearby LGN neurons, while weakening connections in the fringes of the axonal sprouting. This process would refine the receptive fields in LGN and, consequently, refine the topographic continuity of the retina-LGN map. The refinement would be limited by the wave's spread. Hence, if waves were too broad, causing global synchronization, there would be no topographic refinement.
5.3
Alternative Models. Our model and the models for other tissues emphasize two main requirements for waves: (1) local lateral excitation, which allows wave propagation and (2) inhibition, which prevents waves from propagating backward (refractory period).
Figure 5 displays three possible alternative mechanisms for inhibition. The first, self-inhibition (for example, via gAHP), has been used in our and other models (Fig. 5A) . The second is a neurotransmitter that is depleted or a receptor that is desensitized following strong activity (Fig. 5B) . The third, feedforward inhibition, is a delayed lateral synaptic inhibition between neighbor units (Fig. 5C ). We argue that the second alternative, namely depletion or desensitization, is unlikely to be the main refractory mechanism stopping the bursts in developing retinas. These mechanisms take place at synapses and thus require that lateral excitatory synapses mediate wave propagation. However, in mammals, correlated activity and waves have been recorded in retinas so young that they did not have synapses onto ganglion cells yet (Maslim and Stone 1986; Horsburgh and Sefton 1987; Maffei and Galli-Resta 1990; Meister et al. 1991) . Furthermore, the requirement that lateral excitatory synapses mediate wave propagation raises serious difficulties to explain the Cs+ and TEA result in turtle. Removing the inhibitory effect of K+ would tend to increase excitation and prolong spikes, and thus should cause faster transmitter depletion or receptor desensitization. Hence, these inhibitory mechanisms would cause shorter burst duration, contrary to experimental evidence (Sernagor and Grzywacz 1993a) . We argue that not only depletion and desensitization are unlikely but also feedforward inhibition (Fig. 5C ). In mammals, the IPL synaptic circuitry is not developed Figure 5 : Three computational models for waves of activity. In all the models, there are excitatory (not necessarily synaptic) couplings between neighboring cells. Delayed activity suppression, critical to the waves' refractory period, can be accomplished by using (A) self-inhibition (for example, through IAHP), where the cell's activity determines its own level of inhibition, (B) attenuation of excitatory synaptic transmission through transmitter depletion or receptor desensitization, or (C) feedfonvard connections through an inhibitory interneuron.
at the time where synchronous burst firing first occurs. In turtles, there is a serious time constraint, as synaptic inhibition onset would have to be at least as slow as the slowest burst duration, that is, about 20 sec (Semagor and Grzywacz, unpublished data).
In our model, we chose [K+],,, to mediate lateral excitation, but two alternative mechanisms, gap junctions and synapses, cannot be completely ruled out. Although Grzywacz's (1993a, 1994 ) studies provide evidence against gap junctions, it is possible that the gap junction blockers used in these studies, namely octanol and dopamine, are not ap-propriate in developing retinas. The evidence against the involvement of synapses as a mechanism for wave propagation in mammals is strong. Anatomical studies performed in postnatal rat show that IPL conventional synapses are first observed on postnatal day 11 (P11) (Horsburgh and Sefton 1987), whereas spontaneous synchronized discharges can be recorded before birth (Maffei and Galli-Resta 1990) . Moreover, in cat, conventional synapses onto ganglion cells first appear on E56 (Maslim and Stone 1986) , while waves have been recorded from an E52 retina (Meister et al. 1991) . In cats and ferrets, activity and the synchronization remained In view of the strong evidence against synaptic mediation of waves, the result of Wong et al. (1992) who found that waves activate both ganglion and amacrine cells of developing retinas is surprising. One way to interpret our model to explain this result is to postulate that K+ waves simultaneously propagate across amacrine and ganglion cells. However, if this is the case, then the inhibitory mechanism preventing the waves from propagating backwards might not be IAHP, since its effectiveness would be reduced by the increase in [K+],,,. Another K+-independent self-inhibition process might be used instead.
5.4 Synapses. In contrast to mammals, there is direct evidence in turtles for a role of synapses in correlated burst activity. Neostigmine, an anticholinesterase, increases burst activity, indicating release of acetylcholine (Ach) and the functionality of Ach receptors in the IPL (Semagor and Grzywacz 1993a). In addition, there is a large reduction of activity in low Ca2+ and high Mg2+ (or in presence of Co2+) (Sernagor and Grzywacz 1993a) . Although Co2+ or neostigmine experiments have not as yet been performed in mammals, it is possible that results similar to those of turtles would be found at late stages of development. (As mentioned above, in early stages of mammalian development waves have been recorded in the absence of conventional synapses.)
The role of synapses might actually be to transmit excitation laterally to mediate propagation itself. Alternatively, our model suggests that the role of synapses might be of neuromodulation of speed or spatial spread of waves. A potential function of such neuromodulation could be the regulation of spatial interaction during development. For instance, increases in ganglion cell excitability due to strengthening of excitatory synapses might compensate for the decrease in [K+],,, resulting from the development of Muller cells, as it was discussed above.
Synapses might not only modulate wave propagation, but also might be modulated by it. Because of the Wong et al. 's (1992) evidence that at some point during development waves propagate simultaneously in the IPL and ganglion cells, waves might modify amacrine-ganglion synaptic strength in a Hebbian manner (Borg-Graham and Grzywacz 1992) to form the experimentally observed prenatal orientation selectivity of turtles (Semagor and Grzywacz, 1993b ) and pre-eye-opening directional selectivity of rabbits (Masland 1977) . This idea is similar to that proposed by Linsker (1986) and Miller (1994) to explain the emergence of cortical orientational selectivity from random spontaneous activity.
Conclusions
Modulations in extracellular K+ concentration might be sufficiently high to carry the spontaneous waves of action potentials in developing retinas. Even if another mechanism underlies the waves, these modulations are so large that they would affect the waves' properties. We argue that the refractory mechanism preventing the waves from propagating backward is unlikely to be neurotransmitter depletion, receptor desensitization, or feedforward synaptic inhibition. Rather, this mechanism might be selfinhibition, such as mediated by an AHP or another slow conductance. Finally, it is proposed that excitatory synapses might have a neuromodulatory role in the shaping of waves' properties.
Current ka at the dendrite (given the dendritic membrane potential Vd), is described by a two-state gate model (Borg-Graham 1991): Ica = gcay2(1 -w4)(vd -Eta) 64.7) where gca is maximal membrane conductance, Eca is reversal potential, and the gating particles y and 1 -w represent activation and inactivation, respectively. The general equations for these gating particles (hereinbelow denoted by where V is the membrane potential, 2, CYO, /30, y, and V1/2 are parameters of the channel, and K = 25 mV at 20°C.
All parameters used in the simulations described in this paper are adapted from Yamada et al. (1989) , Borg-Graham (1991) , and Ekeberg et al. (1991) . This adaptation takes into account the small size of the cells and relatively low channel density in immature neurons. For the synaptic current, its value is comparable to external currents injected into dissociated fetal retinal ganglion cells (Skaliora et al. 1993) . The parameters are summarized in Tables 1 and 2. Table 1 describes parameters related to somatic and dendritic conductances. Table 2 describes parameters related to intra-and extracellular concentrations, as well as other miscellaneous parameters. 
