Abstract. An equivariant map queer Lie superalgebra is the Lie superalgebra of regular maps from an algebraic variety (or scheme) X to a queer Lie superalgebra q that are equivariant with respect to the action of a finite group Γ acting on X and q. In this paper, we classify all irreducible finitedimensional representations of the equivariant map queer Lie superalgebras under the assumption that Γ is abelian and acts freely on X. We show that such representations are parameterized by a certain set of Γ-equivariant finitely supported maps from X to the set of isomorphism classes of irreducible finite-dimensional representations of q. In the special case where X is the torus, we obtain a classification of the irreducible finite-dimensional representations of the twisted loop queer superalgebra.
Introduction
Equivariant map algebras can be viewed as a generalization of (twisted) current algebras and loop algebras. Namely, let X be an algebraic variety (or, more generally, a scheme) and let g be a finite-dimensional Lie algebra, both defined over the field of complex numbers. Furthermore, suppose that a finite group Γ acts on both X and g by automorphisms. Then the equivariant map algebra M (X, g) Γ is defined to be the Lie algebra of Γ-equivariant regular maps from X to g. Equivalently, consider the induced action of Γ on the coordinate ring A of X. Then M (X, g) Γ is isomorphic to (g⊗A) Γ , the Lie algebra of fixed points of the diagonal action of Γ on g⊗A. Recently, the representation theory of equivariant map algebras, either in full generality or in special cases, has been the subject of much research. We refer the reader to the survey [NS13] for an overview.
Lie superalgebras are generalizations of Lie algebras and are an important tool for physicists in the study of supersymmetries. The finite-dimensional simple complex Lie superalgebras were classified by Victor Kac in [Kac77] , and the irreducible finite-dimensional representations of the socalled basic classical Lie superalgebras were classified in [Kac77] and [Kac78] . It is thus natural to consider equivariant map superalgebras, where the target Lie algebra g mentioned above is replaced by a finite-dimensional Lie superalgebra. In [Sav14] , the third author classified the irreducible finite-dimensional representations of M (X, g) Γ when g is a basic classical Lie superalgebra, X has a finitely-generated coordinate ring, and Γ is an abelian group acting freely on the set of rational points of X. These assumptions make much of the theory parallel to the non-super setting. The goal of the current paper is to move beyond the setting of basic classical Lie superalgebras. In particular, we address the case where g is the so-called queer Lie superalgebra. In this case, almost nothing is known about the representation theory of the equivariant map Lie superalgebra, even when Γ is trivial or X is the affine plane or torus (the current and loop cases, respectively).
The queer Lie superalgebra q(n) was introduced by Victor Kac in [Kac77] . It is a simple subquotient of the Lie superalegbra of endomorphisms of C n|n that commute with an odd involution (see Remark 2.15). It is closely related to the Lie algebra sl(n + 1), in the sense that q(n) is a direct sum of one even and one odd copy of sl(n + 1). Although the queer Lie superalgebra is classical, its properties are quite different from those of the other classical Lie superalgebras. In particular, the Cartan subalgebra of q(n) is not abelian. (Here, and throughout the paper, we use the term subalgebra even in the super setting, and avoid the use of the cumbersome term subsuperalgebra.) For this reason, the corresponding theory of weight modules is much more complicated. The theory requires Clifford algebra methods, since the highest weight space of an irreducible highest weight q(n)-module has a Clifford module structure. Nevertheless, the theory of finite-dimensional q(n)-modules is well developed (see, for example, [Pen86, PS97, Gor06] ). It is the fact that the queer Lie superalgebra is similar to the Lie algebra gl n in some ways while, on the other hand, having very different structure and representation theory that explains the special attention this Lie superalgebra has received.
To investigate the representation theory of the Lie superalgebra q(n) ⊗ A, where A is a commutative unital associative algebra, the first step is understanding the irreducible finite-dimensional representations of its Cartan subalgebra h ⊗ A, where h is the standard Cartan subalgebra of q(n). Therefore, in the current paper, we first give a characterization of the irreducible finite-dimensional h ⊗ A-modules (Theorem 4.3). Next, we give a characterization of quasifinite irreducible highest weight q(n) ⊗ A-modules in Theorem 5.6. Such modules generalize finite-dimensional modules. Using these results, we are able to give a complete classification of the irreducible finite-dimensional representations of the equivariant map queer Lie superalgebra in the case that the algebra A is finitely generated and the group Γ is abelian and acts freely on MaxSpec(A). Our main result, Theorem 7.3, is that the irreducible finite-dimensional modules are parameterized by a certain set of Γ-equivariant finitely supported maps defined on MaxSpec(A). In the special cases that X is the torus or affine line, our results yield a classification of the irreducible finite-dimensional representations of the twisted loop queer Lie superalgebra and twisted current queer Lie superalgebra, respectively. This paper is organized as follows. In Section 2, we review some results on commutative algebras, associative superalgebras (in particular Clifford algebras) and Lie superalgebras (especially the queer Lie superalgebra). We introduce the equivariant map Lie superalgebras in Section 3. In Section 4, we give a characterization of the irreducible finite-dimensional representations of the Lie superalgebra h ⊗ A. In Section 5, we define quasifinite and highest weight modules and we give a characterization of the quasifinite modules. In Section 6, we introduce evaluation representations and their irreducible products. These play a key role in our classification. Finally, in Section 7, we classify all the irreducible finite-dimensional modules of q(n) ⊗ A and (q(n) ⊗ A) Γ .
Notation. We let Z be the ring of integers, N be the set of nonnegative integers and Z 2 = {0,1} be the quotient ring Z/2Z. Vector spaces, algebras, tensor products, etc. are defined over the field of complex numbers C unless otherwise stated. Whenever we refer to the dimension of an algebra or ideal, we refer to its dimension over C.
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2. Preliminaries 2.1. Associative superalgebras. We collect here some results that will be used in the sequel. Let A denote a commutative associative unital algebra and let MaxSpec(A) be the set of all maximal ideals of A. Now let V = V0 ⊕ V1 be a Z 2 -graded vector space. The parity of a homogeneous element v ∈ V i will be denoted by |v| = i, i ∈ Z 2 . An element in V0 is called even, while an element in V1 is called
We denote by C m|n the vector space C m ⊕ C n , where the first summand is even and the second is odd.
An associative superalgebra A is a Z 2 -graded vector space A = A0 ⊕ A1 equipped with a bilinear associative multiplication (with unit element) such that A i A j ⊆ A i+j , for i, j ∈ Z 2 . A homomorphism between two superalgebras A and B is a map g : A → B which is a homomorphism between the underlying algebras, and, in addition, g(A i ) ⊆ B i for i ∈ Z 2 . The tensor product A ⊗ B is the superalgebra whose vector space is the tensor product of the vector spaces of A and B, with the induced Z 2 -grading and multiplication defined by (a 1 ⊗ b 1 )(a 2 ⊗ b 2 ) = (−1) |a 2 ||b 1 | a 1 a 2 ⊗ b 1 b 2 , for homogeneous elements a i ∈ A, and b i ∈ B. An A-module M is always understood in the Z 2 -graded sense, that is, M = M0 ⊕ M1 such that A i M j ⊆ M i+j , for i, j ∈ Z 2 . Subalgebras and ideals of superalgebras are Z 2 -graded subalgebras and ideals. A superalgebra that has no nontrivial ideal is called simple. A homomorphism between A-modules M and N is a linear map f :
We denote by M (m|n) the superalgebra of complex matrices in m|n-block form
whose even subspace consists of the matrices with B = 0 and C = 0, and whose odd subspace consists of the matrices with A = 0 and D = 0. If V = V0 ⊕ V1 is a Z 2 -graded vector space with dim V0 = m and dim V1 = n, then the endomorphism superalgebra End(V ) is the associative superalgebra of endomorphisms of V , where
Note that fixing ordered bases for V0 and V1 gives an isomorphism between End(V ) and M (m|n).
For m ≥ 1, let P ∈ M (m|m) be the matrix Then the unique irreducible finite-dimensional module, up to isomorphism, of M (m|n) (resp. Q(m)) is C m|n (resp. C m|m ).
For an associative superalgebra A, we shall denote by |A| the underlying (i.e. ungraded) algebra. Denote by Z(|A|) the center of |A|. Note that
Theorem 2.4 ([CW12, Th. 3.1]). Let A be a finite-dimensional simple associative superalgebra.
(a) If Z(|A|)1 = 0, then A is isomorphic to M (m|n), for some m and n.
Definition 2.5 (Clifford algebra). Let V be a finite-dimensional vector space and f : V × V → C be a symmetric bilinear form. We call the pair (V, f ) a quadratic pair. Let J be the ideal of the tensor algebra T (V ) generated by the elements 
where A is a unital algebra, there exists a unique algebra homomorphism u ′ :
Clifford algebras also have a natural superalgebra structure. Indeed, T (V ) possesses a Z 2 -grading (by even and odd tensor powers) such that J is homogeneous, so the grading descends to C(V, f ). Thus, the resulting superalgebra C(V, f ) is sometimes called the Clifford superalgebra.
Lemma 2.7 ([Mus12, Th. A.3.6]). Let (V, f ) be a quadratic pair with f nondegenerate. Then C(V, f ) is a simple associative superalgebra.
Remark 2.8. It follows from Lemma 2.7, together with Theorems 2.3 and 2.4, that any Clifford superalgebra associated to a nondegenerate pair (i.e. the symmetric bilinear form associated to this pair is nondegenerate) has only one irreducible finite-dimensional module up to isomorphism.
Lie superalgebras.
Definition 2.9 (Lie superalgebra). A Lie superalgebra is a Z 2 graded vector space g = g0 ⊕ g1 with bilinear multiplication [·, ·] satisfying the following axioms:
(a) The multiplication respects the grading:
, for all homogeneous elements a, b ∈ g. Example 2.10. Let A = A0 ⊕ A1 be an associative superalgebra. We can make A into a Lie superalgebra by letting [a, b] := ab − (−1) |a||b| ba, for all homogeneous a, b ∈ A, and extending [·, ·] by linearity. We call this the Lie superalgebra associated to A. The Lie superalgebra associated to End(V ) (resp. M (m|n)) is called the general linear Lie superalgebra and is denoted by gl(V ) (resp gl(m|n)).
Just as for Lie algebras, a finite-dimensional Lie superalgebra g is said to be solvable if g (n) = 0 for some n ≥ 0, where we define inductively g (0) = g and g (n) = [g (n−1) , g (n−1) ] for n ≥ 1.
Lemma 2.12 ([Sav14, Lem. 2.6]). Suppose g is a Lie superalgebra and V is an irreducible g-module such that Jv = 0 for some ideal J of g and nonzero vector v ∈ V . Then JV = 0.
The next two results are super versions of well-known results in representation theory. Namely, the Poincar-Birkhoff-Witt Theorem (or PBW Theorem) and Schur's Lemma, respectively.
Lemma 2.13 ([Mus12, Th. 6.1.1]). Let g = g0 ⊕ g1 be a Lie superalgebra and let B 0 , B 1 be totally ordered bases for g0 and g1, respectively. Then the monomials
form a basis of the universal enveloping superalgebra U (g). In particular, if g is finite-dimensional and g0 = 0, then U (g) is finite-dimensional.
Lemma 2.14 ([Kac77, Schur's Lemma, p. 18]). Let g be a Lie superalgebra and V be an irreducible
2.3. The queer Lie superalgebra. Recall the superalgebra Q(m) defined in Section 2.1. If m = n + 1, then the Lie superalgebra associated to Q(m) will be denoted byq(n). The derived subalgebraq(n) = [q(n),q(n)] consists of matrices of the form (2.1), where the trace of B is zero. Note thatq(n) has a one-dimensional center spanned by the identity matrix I 2n+2 . The queer Lie superalgebra is defined to be the quotient superalgebra
By abuse of notation, we denote the image in q(n) of a matrix X ∈q(n) again by X. The Lie superalgebra q(n) has even part isomorphic to sl(n + 1) and odd part isomorphic (as a module over the even part) to the adjoint module. One can show that q(n) is simple for n ≥ 2 (see [Mus12, §2.4 .2]). From now on, q = q(n) where n ≥ 2.
Remark 2.15. Some references refer toq(n) as the queer Lie superalegbra. However, in the current paper, we reserve this name for the simple Lie superalgebra q(n). Denote by N − , H, N + the subset of strictly lower triangular, diagonal, and strictly upper triangular matrices in sl(n + 1), respectively. We define
We have a vector space decomposition
such that n ± and h are graded subalgebras of q ,with n ± nilpotent. The subalgebra h is called the standard Cartan subalgebra of q.
We now describe the roots of q with respect to h0.
where h is the diagonal matrix with entries (a 1 , . . . , a n+1 ). For 1 ≤ i, j ≤ n + 1, we let E i,j denote the (n + 1) × (n + 1) matrix with a 1 in position (i, j) and zeros elsewhere, and we set
and e
We call α a root if α = 0 and q α = 0. Let ∆ denote the set of all roots. Note that q 0 = h and, for α = ǫ i − ǫ j , 1 ≤ i = j ≤ n + 1, we have
A root is called positive (resp. negative) if q α ∩ n + = 0 (resp. q α ∩ n − = 0). We denote by ∆ + (resp. ∆ − ) the subset of positive (resp. negative) roots. A positive root α is called simple if it cannot be expressed as a sum of two positive roots. We denote by Π the set of simple roots. Thus,
It follows that
The subalgebra b = h ⊕ n + is called the standard Borel subalgebra of q. Notice that, since n ≥ 2, we have [h1, h1] = h0. Indeed, for all i, j ∈ {1, . . . , n + 1} with i = j, we can choose k ∈ {1, . . . , n + 1} such that k = i, k = j, and then
. Thus, the results follows from the fact that elements of the form e i,i − e j,j , for i, j ∈ {1, . . . , n + 1} and i = j, generate h0.
2.4.
Irreducible finite-dimensional q-modules.
be the µ-weight space of V . Since h0 is an abelian Lie algebra and the dimension of V is finite, we have V µ = 0 for some µ ∈ h * 0 . We also have q α V µ ⊆ V µ+α , for all α ∈ ∆. Then, by the simplicity of V , we have the weight space decomposition
Since V has finite dimension, there exists λ ∈ h * 0 such that V λ = 0 and
by Lemma 2.17. Now, the irreducibility of V together with the PBW Theorem (Lemma 2.13), implies that
In particular, this shows that any irreducible finite-dimensional q-module is a highest weight module, where the highest weight space is an irreducible h-module. On the other hand, given an irreducible finite-dimensional h-module W (λ), we can consider the Verma type module associated to it. Namely, regard W (λ) as a b-module, where n + W (λ) = 0, and consider the induced q-module
. This module has a unique proper maximal submodule which we denote by N (λ).
is an irreducible q-module and every weight of V (λ) is of the form
We will fix the partial order on P (λ) given by µ 1 ≥ µ 2 if and only if µ 1 − µ 2 ∈ Q + , where Q + := α∈Π Nα denotes the positive root lattice of q.
Equivariant map queer Lie superalgebras
In this section we introduce our main objects of study: the equivariant map queer Lie superalgebras. Henceforth, we let A denote a commutative associative unital algebra and q = q(n), with n ≥ 2.
Consider the Lie superalgebra q ⊗ A where the Z 2 -grading is given by (q ⊗ A) j = q j ⊗ A, j ∈ Z 2 , and the bracket is determined by
We will refer to a Lie superalgebra of this form as a map queer Lie superalgebra, inspired by the case where A is the ring of regular functions on an algebraic variety.
Definition 3.1 (Equivariant map queer Lie superalgebra). Let Γ be a group acting on A and on q by automorphisms. Then Γ acts diagonally on q ⊗ A. We define
to be the Lie subalgebra of q ⊗ A of points fixed under the action of Γ. We call (q ⊗ A) Γ an equivariant map queer Lie superalgebra. Note that if Γ is the trivial group, then (q ⊗ A) Γ = q ⊗ A. 
An action of Γ on q is equivalent to a choice of commuting automorphisms σ i of q such that σ
be the algebra of Laurent polynomials in k variables and let X = Spec(A) (in other words, X is the k-torus (C × ) k ). For each i = 1, . . . , k, let ξ i ∈ C be a primitive m i -th root of unity, and define an action of Γ on X by
This induces an action on A and we call
Γ the (twisted) multiloop queer superalgebra relative to (σ 1 , . . . , σ k ) and (m 1 , . . . , m k ). If Γ is trivial, we call it an untwisted multiloop queer superalgebra. If n = 1, then M (q, σ 1 , m 1 ) is called a (twisted or untwisted) loop queer superalgebra.
We define Ann A (V ) to be the sum of all Γ-invariant ideals I ⊆ A, such that (q ⊗ I) Γ V = 0. If ρ is the associated representation, we set Ann A (ρ) := Ann A (V ). We define the support of V to be the support of Ann A (V ) (see Definition 2.1). We say that V has reduced support if Ann A (V ) is a radical ideal.
Irreducible finite-dimensional representations of the Cartan subalgebra
In this section we study irreducible finite-dimensional h ⊗ A-modules. The goal is to show that, for each such module, there exists a finite-codimensional ideal I ⊆ A, such that I is maximal with respect to the property (h ⊗ I)V = 0. Once this is done, we can proceed using similar arguments to those used in the study of irreducible finite-dimensional h-modules (see [Mus12, Prop. 8 Proof. Let ρ be the associated representation of h ⊗ A on V . We must prove that ρ(h1 ⊗ I) = 0. Note that
Thus, ρ(h1 ⊗ I) ⊆ End h⊗A (V )1. Suppose that ρ(z) = 0 for some z ∈ h1 ⊗ I. Then, possibly after multiplying z by a nonzero scalar, we may assume, by Schur's Lemma (Lemma 2.14), that ρ(z) 2 = − id. But then we obtain the contradiction
where the last equality follows from the fact that [z, z] ∈ h0 ⊗ I. Proof. Suppose V is an irreducible finite-dimensional h ⊗ A-module, and let ρ be the associated representation. Let I be the kernel of the linear map
Since V is finite-dimensional, I is a linear subspace of A of finite-codimension. We claim that I is an ideal of A. Indeed, if r ∈ A, a ∈ I and v ∈ V , then we have
Thus ϕ(ra)(V ⊗ h0) = 0 for all r ∈ A, a ∈ I, or equivalently, ρ(h0 ⊗ AI) = 0. In particular,
which implies that ρ(h1 ⊗ AI) ⊆ End h⊗A (V )1. Suppose now that ϕ(ra)(v ⊗ h) = 0 for some v ∈ V and h ∈ h1. Then ρ(h ⊗ ra) = 0, with h ⊗ ra ∈ h1 ⊗ AI. Thus, as in the proof of Lemma 4.1, we are lead to the contradiction (possibly after rescaling h ⊗ ra):
where, in the last equality, we used that ρ(h0 ⊗ AI) = 0. Since V ⊗ h1 is spanned by simple tensors of the form v ⊗ h, v ∈ V , h ∈ h1, it follows that ϕ(ra)(V ⊗ h1) = 0, and so ra ∈ I. Thus I is a finite-codimensional ideal of A such that (h ⊗ I)V = 0. Conversely, suppose that (h ⊗ I)V = 0 for some ideal I ⊆ A of finite codimension. Then V factors to an irreducible h ⊗ A/I-module with (h0 ⊗ A/I)v ⊆ Cv for all v ∈ V by Schur's Lemma (Lemma 2.14). On the other hand, let {x 1 , . . . , x k } be a basis of h1 ⊗ A/I. Since V is irreducible, the PBW Theorem (Lemma 2.13) implies that
* | ψ(h0 ⊗ I) = 0, for some finite-codimensional ideal I ⊆ A} and let R(h ⊗ A) denote the set of isomorphism classes of irreducible finite-dimensional h ⊗ Amodules. If ψ ∈ L(h ⊗ A) and S = {I ⊆ A | I is an ideal, and ψ(h0 ⊗ I) = 0}, we set I ψ = I∈S I.
Theorem 4.3. For any ψ ∈ L(h ⊗ A), there exists a unique, up to isomorphism, irreducible finitedimensional h⊗A-module H(ψ) such that xv = ψ(x)v, for all x ∈ h0⊗A and v ∈ H(ψ). Conversely, any irreducible finite-dimensional h ⊗ A-module is isomorphic to H(ψ), for some ψ ∈ L(h ⊗ A). In other words, the map
Proof. Assume first that V is an irreducible finite-dimensional h ⊗ A-module and that xv = 0 for all x ∈ h0 ⊗ A and v ∈ V . Then, by Lemma 4.1, we have (h ⊗ A)V = 0. So we take H(0) to be the trivial module.
Assume now ψ ∈ L(h ⊗ A) and ψ = 0. Define a symmetric bilinear form f ψ on h ψ := h1 ⊗ A/I ψ by
Let h ⊥ ψ = {x ∈ h ψ | f ψ (x, h ψ ) = 0} denote the radical of f ψ , and set
We can regard ψ as a linear functional on (c ψ )0. Since ψ = 0, and dim((c ψ )0) = 1, there exists a unique z ∈ (c ψ )0 such that ψ(z) = 1. Define the factor algebra A ψ := U (c ψ )/(z − 1). Consider the natural linear maps i : (c ψ )1 ֒→ T ((c ψ )1) and p : T ((c ψ )1) ։ A ψ . It is straightforward to check, via the universal property of Clifford algebras (see Remark 2.6), that the pair (A ψ , p • i) is isomorphic to the Clifford algebra of ((c ψ )1, 1 2 f ψ ). By Remark 2.8, this Clifford algebra admits only one, up to isomorphism, irreducible finite-dimensional module. Let H(ψ) denote such a module. We can consider an action of h ⊗ A on H(ψ) via the map
Note that H(ψ) is an irreducible U (c ψ )-module (and thus an irreducible c ψ -module). Therefore, H(ψ) is an irreducible finite-dimensional h ⊗ A-module. In particular we have that xv = ψ(x)v, for all x ∈ h0 ⊗ A and v ∈ H(ψ).
It remains to prove the converse statement in the lemma. Let V be any irreducible finitedimensional h ⊗ A-module with associated representation ρ. Since h0 ⊗ A is central in h ⊗ A, there exists ψ ∈ (h0 ⊗ A) * such that xv = ψ(x)v, for all x ∈ h0 ⊗ A, v ∈ V . On the other hand, by Proposition 4.2, there exists an ideal I of A of finite-codimension such that (h ⊗ I)V = 0. In particular, we have that ψ(h0 ⊗ I) = 0, so ψ ∈ L(h ⊗ A), and that V factors to an irreducible h ⊗ A/I ψ -module. If h ⊥ ψ is defined to be the radical of the bilinear form (4.1), then ρ(h ⊥ ψ ) ⊆ gl(V ) is central. Since ρ is irreducible and ρ(h ⊥ ψ ) consists of odd elements, it follows that ρ(h ⊥ ψ ) = 0. Hence, V is an irreducible finite-dimensional C((c ψ )1, 1 2 f ψ )-module, and so V ∼ = H(ψ).
Highest weight modules
In [Sav14] , the category of irreducible finite-dimensional modules of an equivariant map Lie superalgebra was investigated in the case that the target Lie superalgebra is basic classical. In particular, it was proved that such modules are either generalized evaluation modules or quotients of analogues of Kac modules of some evaluation modules for a reductive Lie algebra. It was heavily used that the highest weight space of any irreducible finite-dimensional module is one-dimensional, and also that tensor products of irreducible modules with disjoint supports are again irreducible modules.
In Section 4, we saw that irreducible finite-dimensional modules for the Cartan superalgebra h ⊗ A are irreducible modules for certain Clifford algebras. In particular, the dimension of such modules is not necessarily equal to one. In addition, it is not true, in general, that the tensor product of irreducible modules with disjoint supports is irreducible (see Example 6.1). Thus, the arguments used in [Sav14] require modification.
From now on, we consider q ⊆ q ⊗ A as a Lie subalgebra via the natural isomorphism q ∼ = q ⊗ C. We also fix the triangular decomposition of q given in (2.2).
Definition 5.1 (Weight module). Let V be a q ⊗ A-module. We say V is a weight module if it is a sum of its weight spaces, i.e.,
is called a weight of V and the nonzero elements of V λ are called weight vectors of weight λ. We call v a highest weight vector.
Proposition 5.4. If V is an irreducible finite-dimensional q⊗A-module, then V is a highest weight module. Moreover, the weight space associated to the highest weight is an irreducible h ⊗ A-module.
Proof. Since h0 is an abelian Lie algebra and the dimension of V is finite, V µ = 0 for some µ ∈ h * 0 . Also note that (q α ⊗ A)V µ ⊆ V µ+α , for all α ∈ ∆. Then, by the simplicity of V , it is a weight module. Since V is finite-dimensional, there exists a maximal weight λ ∈ h * 0 , such that V λ = 0. It follows immediately that (n + ⊗ A)V λ = 0.
Considering V λ as an h ⊗ A-module, we can choose an irreducible h ⊗ A-submodule H(ψ) ⊆ V λ . Thus U (h0 ⊗ A)v ⊆ Cv, for all v ∈ H(ψ). Now by the simplicity of V , we have U (q ⊗ A)v = V for any v ∈ H(ψ). In particular, the PBW Theorem (Lemma 2.13) implies that V λ = H(ψ).
Fix ψ ∈ L(h ⊗ A) and define an action of b ⊗ A on H(ψ) by declaring n + ⊗ A to act by zero. Consider the induced moduleV
This is a highest weight module, and a submodule ofV (ψ) is proper if and only if its intersection with H(ψ) is zero. Moreover any q ⊗ A-submodule of a weight module is also a weight module.
where λ = ψ| h0 . ThereforeV (ψ) has a unique maximal proper submodule N (ψ) and
is an irreducible highest weight q ⊗ A-module.
By Proposition 5.4, every irreducible finite-dimensional q ⊗ A-module is isomorphic to V (ψ) for some ψ ∈ L(h ⊗ A). Notice also that the highest weight space of V (ψ) is isomorphic, as an h ⊗ A-module, to H(ψ).
Lemma 5.5. Let ψ ∈ L(h ⊗ A) and let I be an ideal of A. Then ψ(h0 ⊗ I) = 0 if and only if (q ⊗ I)V (ψ) = 0 Proof. Suppose that ψ(h0 ⊗ I) = 0 and set λ = ψ| h0 . We know that V (ψ) λ ∼ = H(ψ) as h ⊗ Amodules, and, by Lemma 4.1, we have that (h ⊗ I)V (ψ) λ = 0. Now, let v be a nonzero vector in V (ψ) λ . By Lemma 2.12, to prove that (q ⊗ I)V (ψ) = 0, it is enough to prove that (q ⊗ I)v = 0. It is clear that (h ⊗ I)v = 0 and, since v is a highest weight vector, we also have that (n + ⊗ I)v = 0. It remains to show that (n − ⊗ I)v = 0.
For α = n i=1 a i α i , with a i ∈ N and where the α i are the simple roots of q, we define the height of α to be
By induction on the height of α, we will show that (q −α ⊗ I)v = 0. We already have the result for ht(α) = 0 (since q 0 = h). Suppose that, for some m ≥ 0, the results holds whenever ht(α) ≤ m. Fix α ∈ ∆ + with ht(α) = m + 1. Then
where the last equality follows from the induction hypothesis, since any element of [n + , q −α ] is either an element of q −γ , with ht(γ) < ht(α), or an element of n + . Now suppose that there exists a nonzero vector w ∈ (q −α ⊗ I)v ⊆ V λ−α . By (5.2), we have (n + ⊗ A)w = 0, and, since V is irreducible, we have V = U (q ⊗ A)w. But, by the PBW Theorem (Lemma 2.13), this implies that V (ψ) λ = 0, which is a contradiction. This completes the proof of the forward implication. The reverse implication is obvious. 
Since V (ψ) is quasifinite, I α is a linear subspace of A of finite-codimension. We claim that I α is, in fact, an ideal of A. Indeed, since α = 0, we can choose h ∈ h0 such that α(h) = 0. Then, for all g ∈ A, f ∈ I α , v ∈ V (ψ) λ and u ∈ q −α , we have
Since (h ⊗ g)v ∈ V (ψ) λ and f ∈ I α , the last term above is zero. Since we also have α(h) = 0, this implies that (u ⊗ gf )v = 0. As this holds for all v ∈ V (ψ) λ and u ∈ q −α , we have gf ∈ I α . Hence I α is an ideal of A. Let I be the intersection of all the I α . Since q is finite-dimensional (and thus has a finite number of positive roots), this intersection is finite and thus I is also an ideal of A of finite-codimension. We then have (n − ⊗I)V (ψ) λ = 0. Since λ is the highest weight of V (ψ), we also have (n + ⊗I)V (ψ) λ = 0. 
and V (ψ) λ is finite-dimensional. Another standard application of the PBW Theorem completes the proof. Now suppose A is finitely generated. We prove that (b) ⇔ (d). By definition, Supp A (V (ψ)) = Supp(Ann A (V (ψ))), where Ann A (V (ψ)) is the largest ideal of A such that (q ⊗ I)V (ψ) = 0. Thus (b) is true if and only of Ann A (V (ψ)) is of finite-codimension. Since A is finitely generated, Ann A (V (ψ)) is of finite-codimension if and only if it has finite support (see Lemma 2.2, parts (a) and (b)).
Corollary 5.7. Let V be an irreducible finite-dimensional q ⊗ A-module. Then, there exists an ideal I of A of finite-codimension such that (q ⊗ I)V = 0.
Proof. Since finite-dimensional modules are clearly quasifinite, the result follows from Theorem 5.6.
Evaluation representations and their irreducible products
If R and S are associative unital algebras, all irreducible finite-dimensional modules for R ⊗ S are of the form V R ⊗ V S , where V R and V S are irreducible finite-dimensional modules for R and S, respectively. Furthermore, all such modules are irreducible. When R and S are allowed to be superalgebras, the situation is somewhat different. In particular, V R ⊗ V S is not necessarily irreducible, as seen in the next example.
Example 6.1. By Remark 2.8, the unique irreducible finite-dimensional Q(1)-module is C 1|1 . However, C 1|1 ⊗ C 1|1 is not an irreducible Q(1) ⊗ Q(1)-module, since Q(1) ⊗ Q(1) ∼ = M (1|1) as associative superalgebras and, again by Remark 2.8, the unique irreducible finite-dimensional M (1|1)-module is also C 1|1 .
In
In [Che95, Prop. 8.4], it is proved that every irreducible finite-dimensional g 1 ⊕ g 2 -module is isomorphic to a module of the form V 1 ⊗V 2 , where V i is an irreducible finite-dimensional g i -module for i = 1, 2. If ρ i denotes the representation associated to the g i -module V i , then ρ 1 ⊗ρ 2 will denote the representation associated to the g 1 ⊕ g 2 -module V 1 ⊗V 2 . Inductively, we define the
with associated representation denoted by ρ 1 ⊗ · · · ⊗ρ k . We will call ⊗ the irreducible product. As the next lemma shows, it is associative, up to isomorphism.
Lemma 6.2. For i = 1, 2, 3, let g i be a Lie superalgebra and let V i be an irreducible finite-
Proof. By [Che95, Prop. 8.4], the unique, up to isomorphism, irreducible finite-dimensional
On the other hand, the unique irreducible finite-dimensional (
Proposition 6.3. Let V (ψ 1 ) and V (ψ 2 ), for ψ 1 , ψ 2 ∈ L(h⊗A), be two irreducible finite-dimensional g ⊗ A-modules with disjoint supports. Then
Proof. Let I i = Ann A (V (ψ i )) and let ρ i be the representation corresponding to V (ψ i ), for i = 1, 2. Then the representation ρ 1 ⊗ ρ 2 factors through the composition
where ∆ is the diagonal embedding and the second map is the obvious projection on each summand. By Lemma 2.2(c), we have that I 1 ∩ I 2 = I 1 I 2 , since the supports of I 1 and I 2 are disjoint. Thus A = I 1 + I 2 , and so A/I 1 I 2 ∼ = (A/I 1 ) ⊕ (A/I 2 ). We therefore have the following commutative diagram:
It follows that the composition (6.2) is surjective. However, as a (
is an irreducible (q⊗A/I 1 )⊕(q⊗A/I 2 )-module. Then the result follows from the fact that V (ψ 1 )⊗V (ψ 2 ), and hence V ⊕ V , is generated by vectors on which h ⊗ A acts by ψ 1 + ψ 2 .
Note that if V (ψ 1 ) and V (ψ) satisfy the hypothesis of Proposition 6.3, then
In general, the following result follows by induction.
Corollary 6.4. Suppose that V (ψ 1 ), . . . , V (ψ k ) are q ⊗ A-modules with pairwise disjoint supports. Then
Now assume Γ is a finite abelian group acting on both q and A by automorphisms. We also assume that A is finitely generated and that Γ acts freely on MaxSpec(A). 
We let ev Γ 
is denoted by 
Then, by [Che95, Prop. 8.4], there exist irreducible finite-dimensional representations ρ i of q⊗A/m i , i = 1, . . . , k, such that
Thus ρ is isomorphic to a representation of the form (6.3). This completes the proof of the reverse implication.
Definition 6.8 (X * ). Let X * denote the set of finite subsets M ⊆ MaxSpec(A) having the property that m ′ / ∈ Γm for distinct m, m ′ ∈ M.
Lemma 6.9 ([Sav14, Lem. 5.6]). If {m 1 , . . . , m k } ∈ X * , then the map ev
Let R(q) denote the set of isomorphism classes of irreducible finite-dimensional representations of q. Then Γ acts on R(q) by
where [ρ] ∈ R(q) denotes the isomorphism class of a representation ρ of q. If ρ and ρ ′ are isomorphic representations of q, then the representations ev m (ρ) and ev m (ρ ′ ) are also isomorphic, for any m ∈ MaxSpec A. Therefore, for [ρ] ∈ R(q), we can define ev m [ρ] to be the isomorphism class of ev m (ρ), and this is independent of the representative ρ. For Ψ ∈ E(q, A) such that Supp(Ψ) = {m 1 , . . . , m k }, we define ev Ψ to be the isomorphism class of ev m 1 ,...,m k (Ψ(m 1 ), . . . , Ψ(m k )), which is well-defined by the above comments and Remark 6.6. If Ψ is the map that is identically 0 on MaxSpec(A), then, by definition, ev Ψ is the isomorphism class of the trivial (one-dimensional) representation of q ⊗ A.
Lemma 6.11. Let Ψ ∈ E(q, A) Γ and m ∈ MaxSpec(A). Then, for all γ ∈ Γ, ev m (Ψ(m)) = ev γm (γΨ(m)) = ev γm (Ψ(γm)).
Proof. The proof is the same of that in [NSS12, Lem. 4.13], where q is replaced by a finitedimensional Lie algebra. 
Note that a = q ⊗ I is a Lie subalgebra of q ⊗ A such that ev m (a) ∼ = q and ev m j (a) = 0 for j = 2, . . . , k.
Suppose that ev Ψ ∼ = ev Ψ ′ , and define
with associated modules V and V ′ , respectively. Then ρ(a) = ρ ′ (a) = 0. We divide the proof into three cases. For the first case, assume that we have isomorphisms of q ⊗ A-modules
whereρ andρ ′ are subrepresentations of ev m 1 (Ψ(m 1 ))⊗ρ and ev m 1 (Ψ ′ (m 1 ))⊗ρ ′ , respectively. Since ev Ψ ∼ = ev Ψ ′ , we must haveρ ∼ =ρ ′ , and so
where the first isomorphism follows from the fact that ρ(a) = 0 and the last follows from the fact that ρ ′ (a) = 0. But this is a contradiction, since Ψ(m 1 ) = Ψ ′ (m 1 ). For the second case, assume
So again we have a contradiction. The remaining case, when both ev m 1 (Ψ ′ (m 1 )) ⊗ ρ ′ and ev m 1 (Ψ(m 1 )) ⊗ ρ are irreducible q ⊗ Amodules, is similar.
Corollary 6.14. For all Ψ ∈ E(q, A) Γ , we have that ev Γ Ψ is the isomorphism class of an irreducible finite-dimensional representation. Furthermore, the map Ψ → ev Γ Ψ from E(q, A) Γ to the set of isomorphism classes of irreducible finite-dimensional representations of (q ⊗ A) Γ is injective.
Proof. The first statement follows from Lemma 6.9 and the definition of the irreducible product. Suppose Ψ, Ψ ′ ∈ E(q, A) Γ such that ev Remark 6.15. If the target Lie superalgebra q is replaced by a Lie algebra or a basic classical Lie superalgebra g, then the tensor product of irreducible finite-dimensional representations with disjoint supports is always irreducible (see [NSS12, Prop. 4 .9] for Lie algebras and [Sav14, Prop. 4.12] for basic classical Lie superalgebras). In particular, the evaluation representation ev Ψ is an irreducible finite-dimensional representation for all Ψ ∈ E(g, A), where ev Ψ is defined by replacing the irreducible product by the tensor product in the definition of ev Ψ .
Classification of finite-dimensional representations
In this section we present our main result: the classification of the irreducible finite-dimensional q ⊗ A-modules and (q ⊗ A) Γ -modules. We assume that A is finitely generated. Proof. By Proposition 6.13, it is enough to show that all irreducible finite-dimensional representations of q ⊗ A are of the form (6.3). Thus, it suffices, by Proposition 6.7, to show that, for every irreducible finite-dimensional q ⊗ A-module V , we have (q ⊗ J)V = 0 for some radical ideal J ⊆ A of finite-codimension. By Corollary 5.7, we have that (q ⊗ I)V = 0 for some ideal I of A of finite codimension. Let J = √ I be the radical of I. To prove that (q ⊗ J)V = 0, it suffices, by Lemma 2.12, to show that (q ⊗ J)v = 0 for some nonzero vector v ∈ V .
Consider now V as a q ⊗ A/I-module. We will show that (q ⊗ (J/I))v = 0 for some nonzero v ∈ V . Since A is finitely generated, and hence Noetherian, we have J k ⊆ I for some k ∈ N, by Lemma 2.2(d). Hence, (q ⊗ (J/I)) (k) = q (k) ⊗ (J k /I) = 0, and so q ⊗ (J/I) is solvable. On the other hand, since q0 is a simple Lie algebra, we have Then, by Lemma 2.11, there exists a one-dimensional q ⊗ (J/I)-submodule of V . Thus, we have a nonzero vector v ∈ V and θ ∈ (q ⊗ J) * , such that µv = θ(µ)v, for all µ ∈ q ⊗ J.
We want to prove that θ = 0. If µ ∈ n ± ⊗ J, then θ(µ) m v = µ m v = 0 for m sufficiently large, since V is finite dimensional and hence has a finite number of nonzero weight spaces. Thus θ(n ± ⊗J) = 0. It remains to show that θ(h ⊗ J) = 0. Denote by θ ′ the restriction of θ to q0 ⊗ J. Then θ ′ defines a one-dimensional representation of the Lie algebra q0 ⊗ J, and hence the kernel of θ ′ must be an ideal of q0 ⊗ J of codimension at most one. Because q0 is a simple finite-dimensional Lie algebra, it is easy to see that this kernel must be all of q0 ⊗ J, and hence θ ′ = 0. Since h0 ⊆ q0, we also have that θ(h0 ⊗ J) = 0. Therefore, Lemma 4.1 implies that (h ⊗ J)v = 0. Now assume Γ is a finite abelian group acting on both q and A by automorphisms. We also assume that Γ acts freely on MaxSpec(A).
Proposition 7.2. Every finite-dimensional (q ⊗ A) Γ -module V is the restriction of a q ⊗ A-module V ′ whose support is an element of X * . Furthermore, V is irreducible if and only if V ′ is.
Proof. The proof is the same as the proof of [Sav14, Prop. 8.5]. Although that reference assumes that the target Lie superalgebra g is basic classical, the proof of this result only requires g to be a simple finite-dimensional Lie superalgebra. Note also that the statement of [Sav14, Prop. 8.5] does not include the fact that the support of V ′ is an element of X * . However, this property is demonstrated in the proof. Proof. The map (7.2) is surjective by Proposition 7.2, while injectivity follows from Corollary 6.14.
