This paper demonstrates that the classical Leibniz rule for the derivative of the product of two functions DNuv =Y\ DN~kuDkv k-Q \kj has the integral analog D"uv = J ^ ^jDa-"uD"v da. The derivatives occurring are "fractional derivatives." Various generalizations of the integral are given, and their relationship to Parseval's formula from the theory of Fourier integrals is revealed. Finally, several definite integrals are evaluated using our results.
Introduction.
The derivative of the function f(z) with respect to g(z) of arbitrary (real or complex) order a is denoted by D"U)/(z), and called a "fractional derivative". It is a generalization of the familiar derivative d"f(z)/(dg(z))a to values of a which are not natural numbers. In previous papers (see [3] - [9] ), the author discussed extensions to fractional derivatives of certain rules and formulas for ordinary derivatives familiar from the elementary calculus. This paper continues the previous study and presents integral analogs of the familiar Leibniz rule for the derivative of a product where (") = T(a + l)/r(a: -co + l)T(co + 1), and a is any real or complex number. Notice that we integrate over the order of the derivatives. Case 2. (1.1) can be generalized to the case where we differentiate with respect to an arbitrary function g(z), and co is replaced by w + y, where 7 is arbitrary (real or complex). and where 0(j"; z) = (g(f) -g(z))c7(f). The three previous integrals are all special cases of (1.4). The author's series form of the Leibniz rule [7] (1.5) d:iz)f(z,z) = £ Kan)a suggests the validity of (1.4) by letting a -* 0 (in which case a becomes dw, an becomes co, and ^2 becomes J). If /(£, g~\0)) = 0, (1.4) assumes the simpler form In previous papers [5], [7] , [8] , the author demonstrated that formulas familiar from Fourier analysis are closely related to formulas involving fractional derivatives. In this paper, we show that the familiar Parseval's integral formula [11, p. 50] is, in a certain sense, a special case of our integral analog of the Leibniz rule (1.4) .
A proof of (1.4) is presented, and the region in the z-plane in which the integral converges is revealed.
Finally, several examples of (1.4) are given for specific functions /(£, f), g(z) and q{l). A table of definite integrals (Table 5 .2) emerges.
Fractional Derivatives.
In a previous paper [3] , the author explored the definitions of the fractional derivatives of a function in detail. In this section, we merely review the definitions so as to make the paper self-contained. We assume that the reader is familiar with the motivation provided in [3] .
The most common definition for the fractional derivative of order a found in the literature is the "Riemann-Liouville integral" d:m = r(-«r1 f /(0(z -ty-1 dt, Jo where Re(a) < 0. The concept of a fractional derivative with respect to an arbitrary function g(z), Z)"U)/(z), was apparently introduced for the first time in the author's paper [3] , while the idea appeared earlier for certain specific functions. The most convenient form of the definition for our purposes is given through a generalization of Cauchy's integral formula.
Definition 2.1. Let /(z) be analytic in the simply connected region R. Let g(z) be regular and Univalent on R, and let g" '(0) be an interior or boundary point of R. Assume also that Jc /(z)g'(z) dz = 0 for any simple closed contour C in R KJ {g_I(0)} through g~ '(0). Then if a is not a negative integer, and z is in R, we define the fractional derivative of order a of the function /(z) with respect to g(z) to be T(a + 1) fu + ) /(f)gXf) <tf
For nonintegral a, the integrand has a branch line which begins at f = z and passes through f = g~ '(0). The limits of integration imply that the contour of integration starts at g~'(0), encloses z once in the positive sense, and returns to g~'(0) without cutting the branch line or leaving R KJ |g-1(0)}. If a is a negative integer -N, Y(a + 1) = co while the integral in (2.1) vanishes. If we interpret (2.1) as the limit as a approaches -N, it then defines the derivative of order -N, or perhaps we should say the "Mh iterated integral of /(z) with respect to g(z)".
It is important to notice that with the restrictions on g(z) as given in Definition 2.1, the substitution w = g(z) maintains the equality Dlj{w) = D"(2)/(g(z)).
It is particularly interesting to set g(z) = z -a, for we find that
While ordinary derivatives with respect to z and z -a are equal, (2.2) shows that this is not the case for fractional derivatives, since the value of the contour integral depends on the point f = a at which the contour crosses the branch line. We also require fractional partial derivatives. Definition 2.2. Let /(z, w) be an analytic function of two variables for z and w in the simply connected region R. Let g(z) be regular and Univalent on R, and let g~ \0) be an interior or boundary point of R. Assume also that fc j(z, w)g'(w) dw = 0 and /c Dß^w)f(z, vv)g'(z) dz = 0 for any simple closed contour C in R U lg_1(0)( through g~ J(0). Then if a and ß are not negative integers, and z and w are in R we write
Note. The expression (g(f) -g(z))a + 1 = exp[(a + 1) ln(g(f) -g(z))] appearing in the above definitions is in general a multiple-valued function. To remove this uncertainty, select a branch cut which starts at £ = z and passes through f = g~ '(0) in the f-plane. Then let ln(g(f) -g(z)) assume values which are continuous and single-valued on the cut f-plane and let ln(g(f) -g(z)) be real when g(f) -g(z) is positive.
3. Connection with Fourier Analysis. In this section, we show that the special case of our integral analog of the Leibniz rule (1.1) is formally a generalization of the Parseval's formula [11, p. 50] familiar from the study of Fourier integrals.
Consider the definition of fractional derivatives (2.2), with a = 0. Take the contour of integration to be the circle parametrized by the variable
We obtain at once Using the notation is (in a sense similar to that above) a special case of the generalized Taylor's series [5] "rr" T(an +7+1) We now leave our discussion of Fourier analysis, and present a rigorous derivation of our integral analog of the Leibniz rule.
Rigorous Derivations.
In the previous section, we saw that our integral analog of the Leibniz rule is formally related to the integral form of Parseval's relation from the theory of Fourier transforms. It would seem natural then that a rigorous derivation would follow from known results on Fourier integrals. While this is easily achieved for functions /(z, w) of a particular class, a derivation by this method sufficient to cover all /(z, w) of interest has escaped the author. It appears our integral form of the Leibniz rule is more difficult to prove than the series form (1.5). In particular, it is necessary to restrict /(z, w) in the following Theorem 4.1 (see (i)) to a narrower class of functions than was necessary for the series form of the Leibniz rule in which only the growth of / at the origin was restricted by |/(z, w)\ :£ M\z\p \z\Q, for P, Q, and P + Q in the interval (-1, ») [9] . is, in general, undefined when a is a negative integer. In this case, dividing both sides of (4.1) by T(a + 1) produces a valid expression.
Proof. The C(z) are the curves in the complex f-plane which pass through the origin, over which the amplitude of 0(c:; z) is constant. For example, if 0(f; z) = f -z, then C(z) is the circle centered at f = z passing through the origin. By restricting z to S (described in (iv)), we insure that the curves C(z) are contained in the region R on which /(£, f) is sufficiently regular for the manipulations which follow.
Using Substituting the series for SF, (4.5), into this last integral, we can then integrate termwise since we have a uniformly convergent series times an integrable factor. We get It is well known that [6, p. 647] and, thus, we get Thus, the theorem is proved as soon as we verify the term by term integration in (4.8) .
We know that (4.8) is correct provided Since by hypothesis, -1 < P + Q, we know that 1 < r. From (4.11) and (4.12), we have |<3(« + m)\ £ Z//(J3+1,(-co, oo) and |#(co -n)\ £ z//(Q + 1'(-°° , oo ).
Thus, we may apply Holder's inequality [10, p. 382 ] and obtain f |G(co + m)H(po -n)\ dw If, in addition, we have (v) g-\0)) = 0, then (4.15) can be simplified to d:^z,z) = f ( l (4.16) Having completed our rigorous analysis, we now turn to the evaluation of definite integrals which are obtained from (4.15).
Examples.
In this section, we give several examples of definite integrals obtained from (1.4) by selecting specific functions for /(£, f), q({), g{z) and specifying the parameters a and y. Table 5 .1 lists our choices for /, q, g, a, y and Table 5 .2 shows the resulting definite integrals. In computing the fractional derivatives in (1.4) , use was made of the extensive table of Riemann-Liouville integrals found in [1, Vol. 2, . The notation used for the special functions is that of Erdelyi et al. [1] .
Attention is called to the various restrictions appearing in Table 5 .2. These are sometimes too strong. For example, it is well known that integral 8 requires only 3 < Re(A + B + C + D). The other two restrictions are not needed for the validity of the integral. They emerge from item (i) of the hypothesis of Theorem 4.1 in which we require -1 < Re(F) and -1 < Re(ß) so that Z>° ;£/(£, f) is defined. Since Table  5 .2 is provided to illustrate our integral form of the Leibniz rule, all restrictions emerging from the theorems of this paper are listed.
From the series form of the Leibniz rule (1.5), we see that in each integral in Table 5 .2 we can replace 'V by "an" and • • • du>" by "Er.-» ' •-fl" t0 obtain a valid expression. Series forms of integrals 1 through 13 were given in [7] . 
