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In the study of toroidal plasmas, especially non-
axisymmetric helical plasmas, it is essential to describe
the behavior of plasmas with its distribution in multi-
dimensional real space and velocity space taken into ac-
count. Various theoretical and computational progresses
have been made in understanding the physics of LHD
plasmas. For instance, the heating profile and the heat-
ing efficiency have been calculated for the analysis of
LHD heating experiments. Study of complicated par-
ticle orbit has also given a guideline of experiments to
demonstrate the suppression of neoclassical transport.
In order to proceed the theoretical and computa-
tional studies in improving the performance of the LHD
plasma, a lot of precise and large-scale computations are
required. In addition, there are many physics processes
that influence the plasma confinement; particle orbit,
MHD stability, evolution of global mode, high energy
particle heating, RF wave physics, turbulence, turbu-
lence driven transport etc. Each of these important pro-
cesses are investigated by researchers wide-spread over
Japan (and world). Therefore it is an urgent task to de-
velop a systematic method to incorporate these studies
on elementary processes into integrated analyses of the
LHD plasma.
We are developing computer clusters connected by
network and parallel processing numerical codes run-
ning on them. The clusters in Kyoto University, Kyushu
University and Yamaguchi University have more than 8
CPUs and the computers in the cluster are connected by
the gigabit Ethernet switching hub. An example of the
benchmark test of parallel processing within a cluster is
shown in Table 1. The result of the Himeno benchmark
test shows that the performance increases with the in-
crease of the number of CPUs and a cluster composed
of 32 CPUs has capability comparable to the vector pro-
cessing super computer VPP5000.
The three-dimensional full wave code TASK/WM has
a capability of distributed-memory parallel processing
using the MPI (Message Passing Interface) library. Since
many toroidal and poloidal Fourier modes are required
in the analysis of ICRF fast wave in the toroidal-helical
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plasma, the code requires a lot of memory. The size of
main memory available on one computer is limited by
the width of address bus and the number of memory
slots. Using a computer cluster, we can expand the size
of available memory. We have developed several kinds of
matrix solvers and compared them from the view points
of convergence, computation time and its scaling on the
number of CPUs. Fig. 1 shows an example of the poloidal
wave structure of ICRF waves in a LHD plasma.
We have also adapted a nonlinear fluid turbulence
code to computer cluster environment. The performance
of the 8 CPU cluster of Intel Xeon 1.7GHz is about 46
% of the VPP5000. With the increase of data size, the
optimum number of CPUs for highest performance de-
creases probably due to the increase of data transfer and
saturation of data cash.
The hyper-threading technology which efficiently uses
the processing units by executing two threads simultane-
ously on one CPU was introduced in a two-dimensional
particle-in-cell simulation. On Intel Xeon dual CPU
computer, 20-25% speed up was observed in the par-
ticle pushing stage. Further optimization for high per-
formance computing in under way.
Table I. Performance of Himeno benchmark code
(unit = MFLOPS)
CPU Xeon Xeon PPC G4 VPP5000
1.7GHz 2.2 GHz 667MHz
1 593 676 95 4173
2 1112 1198 201 8235
4 1936 1781 383 15668
8 2608 2584 22157
16 3241
32 4896
Fig. 1. Contour of the poloidal component of the wave
electric field on the poloidal cross sections at four
different toroidal angles.
