This paper considers the problem of online informative motion planning for a network of heterogeneous mobile sensing agents, each subject to dynamic constraints, environmental constraints, and sensor limitations. Previous work has not yielded algorithms that are amenable to such general constraint characterizations. In this paper, the information-rich rapidly-exploring random tree algorithm is proposed as a solution to the constrained informative motion planning problem that embeds metrics on uncertainty reduction at both the tree growth and path selection levels. The proposed algorithm possesses a number of beneficial properties, chief among them being the ability to quickly find dynamically feasible, informative paths, even subject to the aforementioned constraints. The utility of the proposed algorithm in efficiently localizing stationary targets is demonstrated in a progression of simulation results with both single-agent and multiagent networks. These results show that the information-rich rapidly-exploring random tree algorithm can be used online and in real-time to generate and execute information-rich paths in tightly constrained environments.
I. Introduction T HIS paper considers the problem of online informative motion planning for a network of heterogeneous mobile sensing agents, each subject to dynamic constraints, environmental constraints, and sensor limitations. Mobile sensing agents often serve a crucial role in seeking out and gathering information for uncertainty reduction in intelligence, surveillance, and reconnaissance missions. Provided that mobile sensing incurs resource costs to the operator, one typically seeks to both maximize the informativeness and minimize the cost of agent plans. This motivation is central to the informative motion planning problem [1] [2] [3] [4] [5] , in which plans consist of trajectories for dynamically constrained sensing agents. The vehicle platforms used by mobile agents to traverse the operating space are typically subject to nonholonomic and/or differential dynamic constraints. Obstacles in the operating space can both constrain the vehicle motion and occlude observations. Finally, the limitations inherent in the available sensing mechanism (e.g., narrow field of view) can further limit the informativeness of agent plans.
Incorporating all of these types of constraints in the informative motion planning problem has not been addressed in previous work. Prior research has either relied on simple, heuristic path shapes that are known to be optimal in unconstrained settings [6, 7] or have formulated recedinghorizon optimization-based techniques for short-term path or motion plans [8] [9] [10] . These existing frameworks typically rely on relaxing inherent constraints, at the potential loss of prediction accuracy when assessing performance of candidate motion plans. For example, if fundamentally differential vehicle dynamics are assumed by the planner to be kinematic, then candidate motion plans may not actually be executable. Furthermore, ignoring limitations of the sensing platform, or features of the environment model, leads to the selection of motion plans for which the observation sequences may be less informative during execution (i.e., upon realizing the observations) than was anticipated. It is not clear how to extend the existing receding-horizon approaches for solving problems with more realistic constraint characterizations. Conversely, formulations based on the partially observable Markov decision process (POMDP) framework (such as the target tracking scenario in [11] ) -while having very general constraint characterizations -are currently intractable for realistic vehicle models with complex and/or nonholonomic dynamics.
This paper presents the information-rich rapidly-exploring random tree (IRRT) algorithm as an online solution method that by construction accommodates very general constraint characterizations for the informative motion planning problem. IRRT extends the rapidly-exploring random tree (RRT) algorithm [12] [13] [14] by embedding information collection, as predicted using Fisher information matrices [15] , at the tree expansion and path selection levels, thereby modifying the structure of the growing feasible plan collection and biasing selection toward information-rich paths. As the IRRT is a sampling-based motion planner, feasible solutions can easily be generated online and in real time, and the number of discovered feasible solutions scales well with the available computational resources [12, 14, 16] . That it extends the RRT algorithm is central to the breadth of constraints under which the IRRT can operate. Furthermore, the IRRT may be used in decentralized settings for multiple sensing agents to cooperatively generate efficient, informative motion plans that are consistent with respect to locally held beliefs. Simulated results have demonstrated that the IRRT can generate and execute informative, dynamically feasible, motion plans in what would otherwise be considered prohibitively constrained settings. IRRT produces complex target localization behaviors from a simple model of the tradeoff between information collection and resource consumption.
The flexibility to generate informative motion plans online, in real time, and under general feasibility constraints distinguishes the IRRT from the related prior research, which is surveyed in Sec. II. The remainder of the paper is structured as follows. Section III states the informative motion planning problem, and Sec. IV motivates the use of sampling-based planners. The IRRTalgorithm and its multiagent extension are then presented in Sec. V. A progression of simulation results in Sec. VI demonstrates the utility of the IRRT for constrained sensor networks, culminating with multiple Dubins car agents cooperatively and efficiently maneuvering to localize targets in a cluttered environment.
III. Problem Statement
Consider a bounded, open set X ⊂ R d x partitioned into an obstacle region X obs ⊂ X and an obstacle-free region X free X \ X obs . The obstacle map comprising X obs is assumed to be available for use from either existing maps or a separate, offline mapping algorithm [29, 30] , as it is not the focus of this work. Points in X obs are said to be in collision, while those in X free are said to be collision free. Given an initial collision-free state x init ∈ X free and a goal region X goal ⊂ X free , the feasible motion planning problem is to find a path σ∶ 0; T → X free that is collision free at all points and that satisfies the specified initial state σ0 x init and terminal state σT ∈ X goal constraints, for some T ∈ R >0 . When many feasible paths exist, one is often concerned with finding the minimum-cost feasible path, where the cost function is assumed to be known; examples include Euclidean distance, control effort, elapsed time, and combinations thereof.
The obstacle-free region is traversable by a connected network Q of heterogeneous mobile sensing agents, where each agent q ∈ Q is assumed to have a fully observable state x q , carry a set of sensors S q , and have a known model of resource consumption rates (i.e., cost function) for actions it can execute. The sensing platforms are subject to various dynamic and environmental constraints, and the individual sensors s ∈ S q are characterized by a set of limitations (e.g., narrow field of view). In addition to constraining vehicle motion, the obstacles comprising X obs may occlude observability of measurements.
Suppose also the existence of a known number of independent features, each of which has a partially observable, continuous state
We take a Bayesian perspective and model y i as the realization of a random vector y i ∈ Y, for which we instantiate a prior belief p y i ·. It is assumed that the set of features fy i ji ∈ Ig is independent from the parameterization of X obs . Given p y i · and likelihood function L·; Z ≜ p zjy i Zj · for a realized set of observations Z, the posterior belief p y i jz · jZ may be computed using Bayes' rule. It is assumed that, during the online estimation of y i , all beliefs b y i · can be approximated by K i -component Gaussian mixture models [31] , i.e.,
where μ i;k and Λ i;k are the mean vector and covariance matrix, respectively, of the kth mixture component when estimating y i . For such Gaussian mixture models, the mixture mean μ i and covariance Λ i are, respectively,
For concreteness, we will refer in the remainder of this section and throughout this paper to the example problem of stationary target localization, in which a partially observable state y i ∈ Y represents the location of target i in physical space. However, the solution strategy proposed by this paper is extensible to other, more general uncertainty reduction problems. (The use of our algorithms for planning to track nonstationary targets with linearizable-Gaussian dynamics is discussed in Appendix A.)
The objective for agent q is to safely arrive at its goal region X and the γ i > 0 known. These competing objectives necessitate a tradeoff between information collection and timely goal arrival. For the constrained sensor problems of interest, the optimal solution is unlikely to be found, and the objective becomes identifying the least suboptimal feasible solution. Furthermore, for such problems, feasibility of sensor platform configurations is paramount. Our solution strategy is predicated on rapidly and continually identifying a collection of feasible paths while executing the minimum-cost feasible path from that collection.
IV. Motion Planning with Rapidly-Exploring Random Trees
Before presenting the solution to the informative motion planning problem, this section highlights several properties of path planning algorithms used within this work. For the general motion planning problem, it has been shown that sampling-based methods, which seek to approximate connectivity in X free by randomly sampling configurations and checking feasibility with respect to X obs , have several particularly desirable properties for complex planning problems [32, 33] . By construction, sampling-based methods avoid issues of discretization granularity and are amenable to planning in high-dimensional state spaces. Furthermore, the performance of sampling-based methods scales well with the available computational resources. Finally, the trajectorywise constraint satisfaction afforded by sampling-based methods leads to a significant reduction in computational complexity over that of standard optimization routines [32, 33] .
Within the class of sampling-based methods, the probabilistic roadmap [16] and rapidly-exploring random tree [12, 13] algorithms have been used extensively in the motion planning literature. The latter is especially effective for planning on nonholonomic and/or differentially constrained vehicles. Because the dynamics of sensor platforms are typically nontrivial, we build on the RRT as a baseline algorithm that is amenable to general vehicle constraints in the informative motion planning problem.
The RRT retains a tree-structured graph T of nodes emanating from a root node n root and attempting to connect the collision-free space X free . Each node n ∈ T is a tuple n hT n ; σ n ; v n i, where T n ∈ R >0 is the node duration, σ∶ 0; T n → X is the node state trajectory mapping instants in time to points in the state space X, and v n σ n T n ∈ X is the terminal state, or waypoint.
A. Tree Expansion
Let ρ∶ X × X → R ≥0 be a distance metric comparing two states in X, Sample· be a function that generates random samples x samp ∼ Sample· in the environment, § and Nearest: X × 2 T → 2 T be a function that returns a subset of nodes N near ⊂ T that are nearest to a specified state x samp as measured by ρ. Expansion of the tree T proceeds by generating x samp ∼ Sample·, computing N near ≔ Nearestx samp ; T , and attempting to "connect" nodes in N near to x samp using an as-yet-unspecified function Steer. For ease of discussion, this paper focuses on the attempt to steer from one node n near ∈ N near toward x samp , considering v n near as the waypoint for this near node.
In open-loop RRT [12] (denoted here as OL-RRT), Steerv n near ; x samp ; T samples input profiles u∶ 0; T → U from an input space U over some finite duration T ∈ R >0 , simulates the resulting state sequences σ u ∶ 0; T → X, and selects from them the feasible sequence σ∶ 0; T → X free that terminates nearest to x samp as measured by ρ. A new node n hT; σ; vi is then instantiated, with v : σT, and added to the tree, i.e., T : T ∪ fng. § The proviso for an admissible function Sample· is that X is uniformly sampled with positive probability.
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For dynamical systems with closed-loop control, open-loop RRT generates paths that may not be executable. In closed-loop RRT (CL-RRT) [14, 34] , the state vector can be thought of as a concatenation of the dynamic and reference states of the vehicle. Instead of sampling open-loop input profiles, the reference states between v n near and x samp are connected (often by a simple guidance law), and the full closed-loop response σ of the vehicle and controller in response to the reference is generated. The termination criterion is that the projection of the reference state onto X is within some distance of its counterpart at the sampled location. As before, if σ∶ 0; T → X free for its duration T ∈ R >0 , a node is instantiated and added to the tree. In addition to its executability properties, closed-loop RRT affords a notably accurate prediction of the state trajectory resulting from following a reference path [35] , making it well suited as a baseline algorithm for informative motion planning, where the measurement poses along paths must be predicted accurately.
Though we extend CL-RRT rather than OL-RRT, the two differ most fundamentally in the tree expansion phase. In the remainder of this work, we will maintain an agnostic view of RRTs and use the generic function Steer∶ x; x 0 0 ; Δt ↦ x 0 to denote the forward simulation from state x toward x 0 0 over time interval Δt, resulting in state x 0 ; we further use Reachedx; x 0 0 ; t ∈ f0; 1g as an indicator function denoting whether x and x 0 0 meet closeness criteria or, alternatively, whether t ∈ R >0 exceeds some threshold.
B. Path Selection
In describing the path selection process used in RRTs, it is useful to define several operators on nodes in the tree. Let the root operator root∶ T ↦ n root return the root node. Due to the tree structure of the graph T , the path connecting n root to any other node n ∈ T is unique. Therefore, let the parent operator pa∶ T → T map a node to its parent, with pan root ≔ n root . By telescoping, let the ancestor operator anc∶ T → 2 T map a node to the set of its ancestors (i.e., all parents of parents back to n root ). Likewise, one can define a children operator chi∶ T → 2 T , fng ↦ fn 0 ∈ T jpan 0 ng mapping a node to the set of nodes for which it is a parent. Finally, let the path operator P∶ T → 2 T , fng ↦ ancn ∪ fng return the union of any particular node with its ancestors. The set of all paths contained in the tree is defined as P ≜ fPnjn ∈ T g.
The cost function c∶ P → R ≥0 assigns nonnegative real-valued costs to all paths in the tree. The best path is denoted by P ≜ Pn , with n ≔ arg min n∈T cPn. Often, the cost of a path Pn is composed of individual costs for each node n 0 ∈ Pn, as captured by the nodal path cost function ψ∶ T → R ≥0 and a cost-to-go term of reaching X goal from the terminal waypoint v n .
V. Information-Rich Rapidly-Exploring Random Trees
Suppose that, by traversing a path σ, a set of observations Z σ are stochastically generated according to the true observation model p zjy i · jy i . One would wish to assess the informativeness of σ via metrics on the posterior belief p y i jz · jZ σ . However, one cannot anticipate the exact realized observation sequence that will result from future traversal of a candidate path. The objective of informative motion planning then is to quantify the potential uncertainty reduction of the measurement configuration set M σ and to embed such information metrics in the planning problem, either as constraints or cost components.
This section presents the information-rich RRT (IRRT) algorithm [36, 37] , an extension of the CL-RRT that constructs dynamically feasible paths for sensing platforms and predicts uncertainty reduction via the Fisher information of measurement configuration sets along such paths.
One of the strengths of this approach is its natural extension to decentralized, multiagent settings. Suppose each agent q in a connected network Q is described by a tuple q hT q ; P q ; S q i with a tree of collision-free nodes T q , a selected path P q that it executes, and a set of sensors S q . It is assumed that each sensor has a specified measurement interarrival time, ¶ from which the observation times within each node may be anticipated. There also exists for each sensor s ∈ S q an indicator function o s ∶ X × Y → f0; 1g that captures whether s can generate an observation given a measurement pose x ∈ X and target state y ∈ Y. Note that this observability indicator function subsumes a variety of possible sensor limitations, e.g., narrow field of view (FOV), limited range, and occlusions due to the presence of obstacles in X obs .
A. Measurement Pose Prediction
To quantify the informativeness of paths in tree T q , the measurement pose sequence for each node is first predicted. Consider a single node n, which is described by a state trajectory σ n ∶ 0; T n → X of duration T n ∈ R >0 . The measurement interarrival times and temporal offsets [due to measurement in pan] of sensors in S q are used to generate a set M n of measurement configuration tuples. Each element m ∈ M n is a tuple m ht m ; x m ; s m i composed of the intranode measurement time t m ∈ 0; T n , the measurement pose x m σ n t m ∈ X, and the utilized sensor s m ∈ S q . In subsequent discussion, the process of anticipating a measurement pose sequence will be referred to by the generic function MeasurementPosesσ; S.
B. Information Quantification
We now wish to quantify the informativeness of a node given its measurement pose sequence. Many information-theoretic measures exist for such a quantification [38] ; we use the Fisher information metric [15] 
for its connection to the Cramér-Rao lower bound on the error covariance of unbiased estimators [39] . Indeed, the Cramér-Rao matrix is exactly the inverse of the Fisher information matrix. In general, the update for the approximate Fisher information J n ŷ i of target i across a node n is a function of the FIM at the parent node J pan , the measurement pose sequence M n , and the current belief b y i , i.e.,
Hereafter, this paper specializes to the case where the targets are stationary, beliefs have a K i -mode Gaussian mixture model distribution, and the observation model is linearizable-Gaussian for each target, i.e.,
where h·; · is the vector-valued observation function with local linearization H·; ·, which we refer to as the linearized measurement matrix. ¶ More generally, one might consider that, for each sensor, a known schedule dictates when that sensor may make observations.
Ideally, we would minimize the lower bound of the mixture covariance Λ i in Eq. (3). However, the second term in Eq. (3) is the sum of positive semidefinite matrices that depend on the realized data, which cannot be anticipated in advance. Therefore, we use the first term
as a matrix lower bound on Λ i , and we seek to minimize some scalar function of matrix Λ i . Since Λ i is the weighted sum of modal covariance matrices, which are themselves lower bounded by modal Fisher information matrices (via the Cramér-Rao bound), the strategy will be to maintain separate FIMs for each mode of target i and fuse them together in computing an uncertainty-based cost. Therefore, we consider y i;k ∼ N μ i;k ; Λ i;k for the ith target's kth mode and note that the update for the FIM across node n is [5] 
then recursion Eq. (8) initiates in the single-agent case at the root node n root with J n root ŷ i;k ≔ J 0 ŷ i;k , an exact relationship that arises from the Gaussianity of y i;k .
Fisher information is generally a matrix quantity, so one further requires a scalar cost function to operate on Fisher information matrices J; many such cost functions exist [40] . For computational and geometric reasons [41] , we choose to use the A-optimality criterion traceJ −1 to assign cost to uncertain states, thereby rewarding uncertainty reduction. The information error with respect to y i at the terminus of node n is defined as
where the relative modal weights w i;k are exactly those maintained by the estimator running online. The overall information error for node n is a convex combination
of the errors for each target i, where the coefficients γ i may denote the relative importance of each target in the mission.
C. Multiagent Information-Rich Rapidly-Exploring Random Tree
Due to the additivity of Eq. (8), the extension of the IRRT to the multiagent case, which accounts for the information content of paths selected by other agents in a connected network, is straightforward. The multiagent IRRT is a decentralized algorithm in the sense that no centralized communication or computation architectures are assumed, and each sensing agent in Q plans its own path with respect to the announced plans of other agents. Token passing may be used as an announcement deconfliction mechanism [42] . For reasons of both communication bandwidth and belief consistency, the multiagent IRRT is designed such that only a sparse representation of a selected plan is announced. When other agents are apprised of that plan, a local reconstruction and quantification are performed.
As the IRRT is built on the CL-RRT, it requires the agents only transmit the ordered sequence of reference waypoints from the selected plan; the full motion plan can then be reconstructed from the known dynamic model of that agent. From the reconstructed motion plan, and using the belief locally held by the agent, the informativeness of the announced plan may be computed. As they collectively obtain observations of the target set, agents will seek to share information, for example, via belief consensus [43] . Following observations, and until belief convergence, transient differences in target beliefs may arise between agents. That the informativeness of announced plans is recomputed locally leads to a self-consistent view of the informativeness of other agents' plans with respect to a locally held belief. Thus, even if agents disagree on the cardinality of the target set, or have parametrized their beliefs in different ways, an agent can still construct a motion plan that it believes to be informative with respect to the planned contributions of other agents.
We will consider any particular agent q ∈ Q and subsume the informativeness of all other agents in Q \ fqg into the root node of T q . Let J denote the set of all FIMs [i.e., over all valid i; k pairs] according to a belief, and let all arithmetic operations on such sets be elementwise. During runtime, suppose each agent q 0 ∈ Q \ fq 0 g has announced a selected plan P q 0
, which may be empty. The information contribution of q 0 along its selected plan, as computed by q, is then
where each ΔJ n term is computed according to Eq. (8) using the local belief of agent q. Therefore, factoring in the information contribution of other agents in the network is equivalent to initiating the FIM recursion at the root node as LEVINE, LUDERS, AND HOW
where J q 0 is computed from Eq. (10), again using the local belief of agent q. (Recall that, in the single-agent case, the FIM set at the root node was initiated only with the inverse covariance for each mode.) Subsequent growth of and selection from the tree T q will then bias agent q toward plans that reduce uncertainty in portions of the parameter space it does not believe the rest of the network to be adequately observing.
D. Revised Algorithms
Now that the construction of the measurement sequence M n and FIM set J n along node n has been elucidated, one may expand the notion of the node tuple to n hT n ; σ n ; v n ; M n ; J n i. Furthermore, we now revise the standard RRT algorithm descriptions to account for informativeness of paths in the tree.
The method IRRT-expand(T q ) for expanding the tree is given in Algorithm 1. The function "nearest" here subsumes several of the nearestnode heuristics previously motivated in [37] . Given a tree T q of candidate paths, the method IRRT-execute given in Algorithm 2 will continually expand the tree, select the best path P q , and execute a portion of it until the next selection cycle. The cost function c∶ P q → R ≥0 it uses is of the form
whereρ·; A ≜ min a∈A ρ·; a is the distance metric representing a cost to go, ψ· is some node trajectory cost, I · is the information-based cost [Eq. (12)], and α ∈ 0; 1 and β ∈ R ≥0 are weights capturing the relative importance of timely goal arrival and uncertainty reduction. In our case, ψn 0 T n 0 , i.e., the node path cost is simply the node trajectory duration.
As the beliefs about the target locations are updated online, the measurement pose sequences along nodes will not change. However, target belief updates can lead to a change in informativeness, due to factors such as changes in occlusion/observability and range to the target. The most current belief is cached over a planning cycle and is used to recompute the Fisher information at all nodes in the tree according to the recursive function UpdateInformation described in Algorithm 3.
E. Information-Rich Rapidly-Exploring Random Tree Properties
The IRRT has several useful properties that make it a particularly appealing solution to the constrained informative motion planning problem. As a sampling-based algorithm, the IRRT avoids issues of discretization granularity, and it is amenable to planning in high-dimensional state spaces. Feasible solutions are empirically found on short timescales, and the number of discovered feasible solutions scales well with the available computational resources. Furthermore, as an algorithm that extends the RRT, the IRRT is suitable for planning on nonholonomic and/or Algorithm 1 IRRT-expand(T q )
1: x samp ∼ Sample· 2: N near ←Nearestx samp ; T q 3: for n near ∈ N near do 4: x←v n near 5: t←0 6: while x ∈ X free ∧ Reachedx; x samp ; t do 7: σt←x 8:
x←Steerx; x samp ; Δt 9:
t←t Δt 10: end while 11: if x ∈ X free then 12:
T←t; σ← σ; v←σT 14:
M←MeasurementPosesσ; S q 15:
J←FisherInformationJ IRRT-expand(T q ) 7: end while 8: Update x q and target beliefs b y 9: UPDATEINFORMATION(b y ,rootT q ) 10: n ←argmin n∈T q cPn 11: Announce P q n to network, and execute it 12: end while differentially constrained sensor platforms. When implemented to extend closed-loop RRT [14, 34] , as is done in Sec. VI, the IRRT is imbued with notably accurate prediction of the sensing platform's state trajectory [35] , and thus accurate prediction of measurement pose sequences along candidate paths.
The IRRT accommodates a network Q of heterogeneous sensing agents, where the heterogeneity can be in both mobility and sensing capabilities. Agent q ∈ Q is equipped with sensor bundle S q , where each sensor s ∈ S q is characterized by its linearized measurement matrix function
When the IRRT is extended to incorporate the CL-RRT for the multiagent setting, the communication bandwidth requirement depends only on the length of announced plans and the dimension d x of X. If each agent q ∈ Q is assumed to possess a model (including dynamics and sensors) of the other agents in Q \ fqg, then that agent need only transmit the waypoint set fv n jn ∈ P q g, which is of order Od x · jP q j, for each announcement. The full state trajectory that would result from this announced path, and consequently the measurement pose sequence and associated information contribution, may be reconstructed by other agents and incorporated into their planning. Additionally, by allowing the informativeness of teammate plans to be recomputed locally, the IRRT is self-consistent with respect to differing beliefs between agents that could arise online during decentralized belief consensus [43] .
Finally, we note that, in the stationary target case, the total storage requirement for FIMs in tree
where the cardinality of a tree is the number of nodes it contains, and where
is the total number of target modes. The complexity of computing these FIMs is similarly linear in the total number of measurement poses X n∈T q jM n j .
In the multiagent setting, the complexity of storage and computation for the FIMs along the selected paths P q 0
for all other agents q 0 ∈ Q is dominated whenever jT q j ≫ jQj, which is typically the regime of interest.
F. Limitations
The limitations of the IRRT stem from both the RRT-class planner it extends and the assumptions it makes on the latent state and observation process.
The IRRT is an extension of the closed-loop RRT, allowing incremental expansion of feasible paths under very general constraints. However, it should be noted that the class of RRT planners is not without its own set of drawbacks. The standard RRT [12] is probabilistically complete, meaning a feasible solution will be found in the limit as the number of samples used to construct the tree approaches infinity. Until recently, there did not exist a guarantee that the optimal feasible solution was contained in the tree in the limit of infinite samples. The RRT* algorithm [44] addresses this gap and provides such optimality guarantees, although it requires that one supply a subroutine for optimally performing local configuration connections, which is usually nontrivial. Under an imposed constraint on the number of samples (or, similarly, on the available computation) there still remains for sampling-based algorithms the issue of variability in solutions between trials. In Sec. VI, we present a progression of simulation results demonstrating the benefits of the IRRT algorithm. To permit a vast array of scenarios, we present both representative trials of the IRRT to evoke the qualitative behavior and statistical comparisons when claiming a quantitative behavior.
The other set of the IRRT limitations is based on the use of Fisher information [Eq. (4)], which assumes a likelihood function with infinite support, and thus a continuous latent state. If the goal were to estimate a discrete parameter vector y (e.g., for classification), one would need to examine discrete information measures, such as Shannon entropy or mutual information. It was assumed in Eq. (6) that the observation model is linearizable-Gaussian; that is, each observation is a Gaussian-corrupted linearizable function of a portion of the underlying latent state (in the example of this paper, a target position). This is often a reasonable assumption but would not be applicable to sensors with non-Gaussian noise processes or to observation models for which linearization yields a measurement matrix that is independent of the measurement pose. Furthermore, the IRRT is based on uncertainty reduction for the portion of the latent state that directly generates observations. In a hierarchical model, if one were interested in inferring a high-level subset of states that are "nonlocal" (in the graphical model sense [45, 46] ) to the observation process, then the IRRT would not capture this intended uncertainty reduction. Active inference that seeks to maximize such focused information measures is the subject of future work.
The observability indicator function o s ∶ X × Y → f0; 1g evaluated in Eq. (8) for every measurement pose along a candidate motion plan can, depending on the characterization of the environment, be nontrivial. In the case of a vision sensor, an evaluation of o s ·; · amounts to a ray tracing operation; if the terrain or obstacle model is characterized by a finite collection of polytopes, then that evaluation is linear in the cardinality of the collection, which may be high for densely mapped environments (cf. [47] ). Moreover, the tree storage complexity given in the previous subsection is linear in the number of targets. If the target set has high cardinality, the multiagent IRRT would likely perform better, both locally and on a Algorithm 3 UPDATEINFORMATION(b y , n) 1: J n ←FisherInformationJ pan ; M n ; b y 2: for all n 0 ∈ chin do 3: UPDATEINFORMATION(b y , n 0 ) 4: end for LEVINE, LUDERS, AND HOW mission-level scale, if each agent were to instead consider only a subset of targets, determined by an online, distributed task allocation algorithm (cf. [48] ).
It was additionally assumed that the latent state was static, corresponding in our example to stationary targets. The nonstationary case does not generally permit additivity of FIMs, and the implications of nonstationary targets with linearizable-Gaussian transition dynamics are discussed in Appendix A.
VI. Results
The following simulation results demonstrate the effectiveness of the IRRT algorithm in managing the competing objectives of information gathering and prompt goal arrival while satisfying a complex constraint set. Increasingly complex problems (in line with Sec. III) are considered, including nonholonomic vehicles, limited-FOV sensing, cluttered obstacle environments, multiple targets, three dimensions, and finally multiple sensing agents. Even subject to these constraints, which render many existing approaches in the literature intractable, the IRRT generates paths with emergent information-gathering characteristics. Some basic analysis is also provided to illuminate the tradeoff between the information gathering and goal arrival that is taking place. All simulations were performed using a real-time implementation of the IRRTalgorithm in Java, run on an Intel 2.53 GHz quadcore laptop with 3.48 GB of RAM. The vehicle's current path is selected from the tree at a rate of 4 Hz; the tree capacity is specified to be 2000 nodes. In these simulations, all sensor measurements are assumed to be bearings only; thus, the agents will seek to collectively accumulate parallax on targets (i.e., by viewing them from multiple, nearly orthogonal bearings). Polar coordinate extended Kalman filters are used for online estimation of target positions, with measurements processed at a rate of 15 Hz. For clarity of presentation, most simulation examples instantiate a unimodal Gaussian prior; the implications of multimodal Gaussian priors of varying quality is discussed in Sec. VI.F.
A. Dubins Car Scenario
This scenario concerns a vehicle with nonholonomic dynamics and sensing constraints. Consider a small Dubins car agent traversing an obstacle-free environment while estimating the location of a stationary aerial target. The agent's monocular sensor is limited to a field of view of 40 deg in each of the horizontal and vertical axes. The sensor is yawed 90 deg (out the driver's left side) and pitched up by 60 deg from the horizontal plane (Fig. 1) ; thus, the agent must achieve a proper combination of lateral distance and heading to see the target.
In this scenario, the car (radius 20 cm) begins at x q t 0 −2.5; −3.5; 1.0 T m with an unobstructed path to the goal at X goal f−2.5; 3.5; 1.0 T mg but also uncertain knowledge of a target located at y 0; 0; 2.0 T m. For this scenario, we have selected the cost function parameters to be α 0.5 and β 8000 s∕m 2 . The car is assumed to move at a fixed velocity of 0.4 m/s; a variation of the pure pursuit reference law (cf. [34] ) is applied for steering control, assuming forward direction only. Note that this vehicle model could also be used to represent a fixedwing vehicle (e.g., airplane) operating at a fixed velocity and altitude.
A typical trajectory generated by a trial of this scenario is given in Fig. 2 . The agent quickly identifies a winding path that both anticipates a visible observation sequence about the estimated target position (depicted with star) and reaches the goal (dot in upper left; Fig. 2a) . The 1-σ uncertainty ellipsoid is markedly elongated in the line-of-sight direction, indicating large uncertainty in range. The plan selected in Fig. 2a is the output of a sample-constrained planner that does not embed prespecified motion primitives, and any winding behaviors are emergent from the Fig. 3 Complex Dubins simulation with two aerial targets and randomly generated 3D obstacles.
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information-biased tree expansion. If one allows the IRRT to initialize and populate the tree (i.e., the feasible plan collection) with increasingly more samples before the mission begins, one would expect more diverse initial plans in the free configuration space to emerge, some of which may be better than that shown in Fig. 2a . One could imagine that an arguably "better" path would steer immediately to the vicinity of the estimated target position and circle until enough information has been collected, though such a plan is not robust to uncertainty in the target position. Due to the large initial uncertainty in the line-of-sight direction, the planner strongly prefers to reduce uncertainty before committing to a target-driven motion plan with low observability. Steering directly toward the target at the outset leads to a motion plan that, with the limited FOV monocular sensor (truncated pyramid of FOV drawn in figure) considered, has little to no visibility until in the vicinity of the true target. Therefore, the information biasing in the tree expansion can be thought of as biasing plans to early uncertainty reduction, later belief refinement, and eventual goal arrival.
Over the course of the simulation, major qualitative changes to the selected plan are due to three influences: extension and pruning of the tree during the allotted time between plan selections; online evolution of target beliefs due to realized observations; and relative (Dubins) distance between the agent and its goal. As the estimate improves (Figs. 2b-2d) , the planned path tightens around the estimated target position, in order to take an extended sequence of observations at close range. Given the relatively high value of β (the parameter governing the tradeoff between information collection and resource expenditure), the path ultimately encircles itself (Fig. 2e ) in order to take additional measurements before finally turning toward the goal (Fig. 2f) . Though the set of vehicle states for which observations are unoccluded is never explicitly constructed or computed, the IRRT algorithm is able to sample from these regions and execute a path that spends significant time gathering useful information within those regions. 
B. Complex Dubins Scenario
Consider now the full problem statement as outlined in Sec. III for the Dubins car, extending the previous example. A Dubins car agent travels along a planar subspace of X ⊂ R 3 with obstacles in X obs ⊂ X while estimating the location of multiple targets y i ∈ Y ⊂ R 3 , with the altitude of all y i significantly above relevant features in X (hence, X ∩ Y ∅). Its monocular sensor is mounted on the driver's left side, pitched up by 60 deg as before, and has horizontal and vertical fields of view of 60 deg each. As in Sec. VI.A, the 20 cm car begins at x q t 0 2.5; −3.5; 1 T m with an unobstructed path to the goal at X goal f−2.5; 3.5; 1 T mg.
The presence of a cluttered obstacle environment presents several challenges over the previous example for the planning algorithm. First, the vehicle must be able to maintain feasibility by avoiding these obstacles; this is itself a challenging problem, since the vehicle moves at a fixed speed and thus cannot safely come to a stop, and it may actually drive itself into a state where a collision is inevitable. Second, obstacles in the environment can occlude observations between sensors and targets, greatly complicating the representation of the sets of vehicle states for which the target(s) are observable. Note that feasibility and observability are embedded naturally in the IRRT algorithm as developed in Sec. V. A representative trial of the scenario is depicted in Fig. 3 ; here, the RRT trees have been left visible to demonstrate how the set of feasible paths evolves over time. Due to anticipation of occlusion between the sensor and targets, the planner selects paths that result in long periods of visibility. The agent initially plans to move toward the goal and then loiter in its vicinity, occasionally making distant measurements of the targets (Fig. 3a) . As the agent approaches the goal, the algorithm identifies a path in the tree that entails a more informative observation sequence while still avoiding obstacles (Fig. 3b) . As the target locations are made more precise, subsequent snapshots show the agent carefully moving through the obstacle field, attempting to take measurements at closer range while ensuring a safe return trajectory to the goal is available (Figs. 3c-3e) . When the vehicle has gathered enough information with respect to its cost function, it expeditiously plans a path to the goal through a tight corridor (Figs. 3e and 3f) . 
C. Analysis
Before proceeding to more complex examples, it is instructive to analyze how effective the IRRT algorithm is in gathering information along prospective trajectories and how that capacity is weighed against the objective to reach the goal. In this section, we revisit the complex Dubins scenario considered in Sec. VI.B, with particular focus on reduction in target uncertainty over time. Figure 4 plots the value of the information A-optimality cost [Eq. (12)] for the complex Dubins scenario trial shown in Fig. 3 as a function of time. The bars at the bottom of the figure correspond to the time intervals during which each target is visible for measurement by the agent. It is apparent that reduction in the A-optimality occurs when the targets are visible, with the slope of the curve depending on which targets are visible. As target 2 is slightly more visible in the opening phase of the mission, there is a diminishing return associated with taking data on this target later in the mission, as compared with that of target 1. 
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Another important consideration is the effect of varying β, a user-specified parameter governing the tradeoff between uncertainty reduction and path traversal cost. To evaluate its impact, we performed multiple simulations of the complex Dubins scenario for different values of β, recording the final A-optimality and path duration at the conclusion of each simulation. Seven values of β ∈ f10 −1 ; 10 0 ; 10 1 ; : : : ; 10 5 g were considered. Note that, as β → 0, the standard information-naïve RRT algorithm is recovered. For each value of β, 25 trials were performed, consisting of five trials each on the same five instances of the complex Dubins scenario, with each instance having a distinct, randomized (feasible) obstacle arrangement and initial target estimate. Figure 5 shows the resulting relationship between average mission duration and average terminal A-optimality as a function of β, which increases from log β −1 at the bottom right to log β 5 at the top left. As expected, as β increases, the final A-optimality decreases, at the expense of a longer final path. For the lowest values of β, the algorithm essentially behaves as the standard RRT, ignoring the target in pursuit of the goal. As β increases, the A-optimality value becomes relatively more important when selecting paths, and the algorithm will opt to select longer paths that entail longer observation sequences about the target.
D. Three-Dimensional Scenario
The IRRT formulation can be applied in any number of dimensions; the following scenario demonstrates the capability of the IRRT to design information-rich paths for a vehicle operating in a realistic, fully three-dimensional environment. Consider a quadrotor unmanned aerial vehicle agent navigating through an obstacle environment to track a stationary aerial target; the agent is free to change both its altitude and heading. In this Fig. 9 Sample simulation of the cooperative multiagent IRRT scenario.
In this scenario, the agent begins on one end of a hallway at x q t 0 0.75; 5.25; 3.00 T m, with an unobstructed path to the goal at X goal f5.25; 5.25; 1.00 T mg. However, the agent also seeks to gather information on a target located at y 2; 1; 2 T m, which is located in a room off the hallway and behind a cluttered region of obstacles.
An example trial of the scenario is depicted in Fig. 6 . The agent begins with a path directly to the goal (Fig. 6a) , but the planner then identifies a path that gives the agent sufficient time to rotate and peer into the doorway (Fig. 6b) ; upon doing so, the agent views the target. Now possessing more accurate knowledge of the target, the planner decides to send the agent into the room and underneath the obstacles (Fig. 6c) to get a much closer view of the target behind them (Fig. 6d) . The planner then seeks to return the agent to the goal, and after some wandering, succeeds in doing so (Figs. 6e and 6f ). A representative trial for such a scenario is depicted in Fig. 7 . Initially, the target position estimate is close to the true value, but the highly eccentric uncertainty ellipse is directed along the line of sight from both vehicles (Fig. 7a) . Based on the evolving target estimate, the vehicles individually plan paths that increase the difference in bearing between the two measurement sets, subject to the other agent's announced plan. Specifically, the path selected (Figs. 7b-7d ) balances deviation from the centerline (which forms the minimal-time path for each agent) with time spent triangulating the target. As the joint maneuver is sufficiently information rich, when the target leaves the line of sight of both vehicles (Fig. 7e) , the remaining path segments connecting each agent to the goal are followed (Fig. 7f ).
Multitarget Scenario
A three-agent eight-target scenario is now considered. Specifically, the performance of the multiagent IRRT is compared for two planning modes. In both modes, belief consensus may be performed after measurements have been acquired and processed. The modal distinction arises from the treatment of planned information contributions of agents in the network. In the noncooperative mode, when an individual agent plans its path, the plan information contribution of all other agents in the network is ignored, effectively removing the second term of Eq. (14) . Alternatively, in the cooperative mode, an individual agent fully uses, as in the algorithm developed in Sec. V, the plan information contribution of the other agents in the network.
The scenario environment, which is identical for all trials, consists of an axis-aligned box in the first octant of R 3 with dimensions 20; 20; 6 T m. The cube is populated by 20 randomly generated box-shaped obstacles for which the centroid placements are uniformly The true positions of the eight targets are given in Table 1 . The initial estimate for each target i is random for each trial and is generated by perturbing the true positions according toŷ Each agent is a Dubins car with a diameter of 0.8 m and a monocular (bearings-only) sensor. The components of the initial and goal states for each agent are specified in Table 2 . The sensor, which operates at 15 Hz and has 60 deg vertical and horizontal fields of view, is yawed 90 deg counterclockwise from the front of each vehicle and pitched up 30 deg from the plane. Simulated bearing measurements are corrupted by a zeromean additive white Gaussian noise sequence with a standard deviation of 5 deg. The parameters of the cost function [Eq. (15) ] are set to α 0.5 and β 3000 [s∕m 2 ] for all agents. The qualitative behavior of the noncooperative and cooperative modes is illustrated in Figs. 8 and 9 , respectively, for example trials. Typically, agents in the noncooperative mode commit to path plans that are significantly longer than those selected by agents in the cooperative mode. While measurements taken by all agents reduce the uncertainty (hence, information cost) apparent to a particular agent, the inability to anticipate the plan information contribution of other agents leads each agent to selecting a (possibly circuitous) path for the purposes of collecting (possibly redundant) information from all targets. As seen in Fig. 8 , many of the agents' paths end up overlapping over the same regions, a behavior not observed in Fig. 9 .
Recall that, in the IRRT algorithm, the relative weighting between the information collection and path duration is β. Thus, in order to assess the mission performance, a mission-level cost c Δt βI term is specified, where Δt is the mission duration and I is the terminal A-optimality cost. A network of agents that plan in the noncooperative mode typically gathers more information over the course of a mission, but it does so at the expense of significantly longer mission durations. One would, therefore, expect the resultant mission-level cost to be higher in the noncooperative mode. To better quantify this statement for the multiagent IRRT, a randomized algorithm, the performance of the noncooperative and cooperative modes are compared over a set of 100 trials of each. The statistical results can be found in Table 3 and in Fig. 10 . As expected, the cooperative mode generally outperforms the noncooperative mode, where the severity of underperformance in the latter is a function the scenario and mission parameters, particularly the information cost weight β in Eq. (15).
F. Prior Weights in Multimodal IRRT
When the prior distribution can be approximated with a Gaussian mixture model, we assume that the true target position was sampled from a generative process whereby a mode index is sampled from the categorical distribution, and then the position is sampled from the associated multivariate normal distribution. In the following scenario, the prior distribution on the position of a single stationary target can be well approximated by a mixture of two Gaussian modes, with one parameter governing the relative weights of the modes. Throughout, one of the modes is "correct," in the sense that its mean is based on a perturbation from the true target position, and the remaining mode is fictitious. We consider the performance of the IRRT under varying qualities of the initial weight parameter, with good quality corresponding to high initial weight on the correct mode. Empirically, the initial weights will influence the approximate time that agent plans will spend attempting to observe one target mode versus another. In that sense, with a multimodal prior, performance is reminiscent of the multitarget IRRT, yet an agent can often be led to waste time searching for a false target mode. Our simulation uses a static Gaussian sum filter, so only realized observations of the target Fig. 11 Multimodal IRRT scenario with a favorable prior. The "correct" mode, near the true target position, is weighted at 0.9 in the prior.
lead to updates of the modal means, covariances, and weights. With more sophisticated filtering techniques that account for so-called "negative information," wherein the absence of an observation allows for updating of the target beliefs, this problem may be mitigated in a reactive sense; informative planning that accounts for negative information in the quantification phase is an open area of research and is the subject of future work.
Consider an empty axis-aligned box environment in R 3 for which the bounding vertices have coordinates −3.0; −4.0; 0.0 T and 6.0; 4.0; 6.0 T m. Within this environment, a Dubins car agent with initial position x0 −1.0; −3.8; 1.0 T m and heading ψ0 π∕2 rad must arrive at the goal position X goal f4.6; 2.0; 1.0 T mg. The car is equipped with a monocular (bearings-only) sensor, which operates at 15 Hz, has 60 deg vertical and horizontal fields of view, is yawed 90 deg counterclockwise from the front of the car, and is pitched up 30 deg from the plane. Simulated bearing measurements are corrupted by a zero-mean additive white Gaussian noise sequence with a standard deviation of 8 deg. The parameters of the cost function [Eq. (15) ] are set to α 0.5 and β 2500 s∕m 2 . The true target location is y 1 0.5; −1.0; 3.0 T m. The estimated mean of the correct mode (with index, say, k 1) is generated at time t 0 by randomly perturbing the true target position according tô
A fictitious mode associated with a second model (with index k 2) is initialized asŷ 1;2 0 −0.5; 2.0; 2.0 T m. Both models are initialized with covariance matrices Λ i;k I 3 m 2 . Recall from Eq. (11) that the model weights w i;k directly influence the IRRT information quantification. An agent may select a path based on some anticipated information gain that, due to a poor initial weight distribution, is little realized. The scenario described previously is simulated in Figs. 11-13 for the weight ratios 9∶1, 5∶5, and 1∶9, respectively, between the correct and incorrect models. In general, the lower the weighting on the correct mode, the worse the mission-level performance; this observation is often tempered by the geometry of the problem. In Fig. 11 , the initial weightings on the correct and fictitious modes are 0.9 and 0.1, respectively. The initial plan calls for a close pass on the heavily weighted mode, whereupon early measurements of the target all but eliminate the fictitious mode. In Fig. 12 , the prior weighting is equal for the correct and fictitious modes. As a result, the agent plans paths that ration measurements between the two modes. In this particular example, measurements on the true target do not occur until the agent has moved in a direction away from the goal, after which its best course of action is to make several turns and close passes around the targets. Finally, in Fig. 13 , the initial weightings on the correct and fictitious modes are 0.1 and 0.9, respectively. While the initial plans all but ignore the correct mode, focusing largely on the fictitious mode, a measurement of the true target taken at close range is enough to effectively snap to the correct mode. Conditioned on this short measurement sequence, the vehicle amends its plan to a close sweep near the target and directed toward the goal. 
VII. Conclusions
This paper has presented the information-rich rapidly-exploring random tree (IRRT) algorithm as a solution to the constrained informative motion planning problem that embeds metrics on uncertainty reduction at both the tree growth and path selection levels. The IRRT possesses a number of beneficial properties, chief among them being the ability to find dynamically feasible, informative paths on short timescales, even subject to the aforementioned constraints. The utility of IRRT in efficiently localizing stationary targets was demonstrated in a progression of increasingly complex simulations, involving restrictive environments, multiple vehicles, and/or multiple targets. These results show that the IRRT can be used online and in real-time to adaptively generate and execute information-rich paths in otherwise prohibitively constrained settings.
Two areas of possible future work could be pursued. In the multiagent configuration, there is the potential for "information loss" due to an agent publishing a plan and then reneging. Anticipating information loss is a potentially difficult but necessary step toward achieving robustness in decentralized informative motion planning. This work focused on parametric inference problems wherein the observation model is parametrized by some underlying vector. The inherent difficulty of observation subset selection is noted in more general graphs when the relevant latent variables (the subset of parameters for which uncertainty must be maximally reduced) are graphically nonlocal with respect to the nodes representing observation variables.
Appendix A: Nonstationary Targets
We now consider the implications of extending the IRRT algorithm to account for nonstationary targets. Specifically, we contrast the tree information quantification exercise in the single-agent and multiagent regimes.
In the single-agent case, the extension to nonstationary targets requires revisiting [Eq. (5)]. At some node n ∈ T , the set of FIMs for each target i may be updated according to the FIMs of its parent node pan, the node measurement configuration sequence M n , and the cached belief b y i on the target location. Some model must be incorporated to account for the evolution of the belief at future times, due to factors such as the target dynamics, process noise, and estimated higher-order motion. In general, such models do not result in the FIM additivity seen in Eq. (8) for the case of stationary targets with linearizable-Gaussian observations. Instead, one must alternately propagate the belief and incorporate measurements from M n , for which the elements are ordered by timestamp. The covariance of the belief b y i will evolve approximately according to the FIMs and process models along node n; however, the predicted measurement configuration sequence M n will not modify the prediction of the belief meanŷ i at future times, which depends on the actual realized observation sequence Z n . Note that one nonstationary model with an analytical expression for the approximate FIM update is a linearizable-Gaussian plant with a linearizable-Gaussian observation model [49] .
In the case of multiple sensing agents localizing nonstationary targets, the informativeness of other agents' plans is not generally condensable to the form in Eqs. (13) and (14) . Instead, one must consider the joint cumulative measurement sequence due to all agents along their announced paths. 
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Suppose each agent q ∈ Q announces its selected path as P q . The cumulative measurement sequenceM q is defined along such a path P q asM
