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Introduction
Let S be the group R d ⋉ R + endowed with the product (x, a) · (x ′ , a ′ ) = (x + a x ′ , a a ′ ) ∀(x, a), (x ′ , a ′ ) ∈ S .
We call S an ax + b-group. We endow S with the left-invariant Riemannian metric ds 2 = a −2 ( dx 2 + da 2 ). We denote by d the corresponding metric, which is that of the (d + 1)-dimensional hyperbolic space.
The group S is nonunimodular; the right and left Haar measures are given respectively by dρ(x, a) = a −1 dx da and dλ(x, a) = a −(d+1) dx da .
It is well known that the measure of the ball B r centred at the identity and of radius r, This shows that the space (S, d, ρ) is of exponential growth. Throughout this paper, unless explicitly stated, we consider the right measure ρ on S and we denote by L p the space L p (ρ) and by · p the norm in this space, for all p in [1, ∞] .
Harmonic analysis on the space (S, d, ρ) has been the object of many investigations, mainly because it is an example of exponential growth group, where the classical theory of singular integral operators does not hold (see [CGHM, GQS, GS1, GS, HS, MT] ). In this context maximal operators, singular integrals and multiplier operators associated with a distinguished
Laplacian have been studied. In particular, in the case when d = 1, S is the affine group of the real line, where the theory of singular integrals have been considered by many authors.
Recently W. Hebisch and T. Steger [HS] adapted the classical Calderón-Zygmund theory to the space (S, d, ρ) and applied this theory to study singular integral operators in this context. The purpose of this paper is to develop a H 1 -BMO theory in the space (S, d, ρ) , which is a natural development of the Calderón-Zygmund theory introduced in [HS] and which may be considered as an analogue of the classical theory.
The classical H 1 -BMO theory holds in (R n , d, m), where d is the euclidean metric and m denotes the Lebesgue measure. In this context the spaces H 1 and BMO are defined as in [FeS, J, S] and satisfy the following properties:
(i) the space BMO may be identified with the dual space of H 1 ;
(ii) the functions in BMO satisfy the so-called John-Nirenberg inequality;
(iii) the Calderón-Zygmund operators are bounded from H 1 to L 1 and from L ∞ to BMO;
(iv) the real interpolation spaces between H 1 and BMO are the L p spaces (see [FeS, H, Jo, P, RS] ).
We recall that there are several characterizations of the Hardy space H 1 in the classical setting. In particular, an atomic definition and a maximal characterization of H 1 are available.
The properties (i)-(iv) involving H 1 were proved by using both its maximal characterization and its atomic definition.
Extensions of the H 1 -BMO theory have been considered in the literature. In particular, a theory that parallels the euclidean theory has been developed in spaces of homegeneous type. A space of homogeneous type is a measured metric space (X, d, µ) where the doubling condition is satisfied, i.e., there exists a constant C such that
In the space (X, d, µ) a Calderón-Zygmund theory [CW1, S] and a H 1 -BMO theory [CW2, FS] have been studied. This theory is a generalization of the euclidean one; in particular properties (i)-(iv) are satisfied.
It is natural to ask whether it is possible to develop a H 1 -BMO theory in spaces which do not satisfy the doubling condition (1.1). This was done in the space (R n , d, µ), where d is the euclidean metric and µ is a (possibly nondoubling) measure, which grows polinomially at infinity [MMNO, NTV, T] . A space BMO was also introduced by A. Ionescu in symmetric spaces of the noncompact type and rank one: note that the BMO theory developed in [I] applies to the space (S, d) endowed with the Riemannian measure, i.e., the left Haar measure λ, but does not apply to the space (S, d, ρ) , which we are considering in this paper.
where d is the euclidean metric and γ is the Gauss measure, and applied this theory to study appropriate operators related to the Ornstein-Uhlenbeck operator.
In this paper we develop a H 1 -BMO theory in the space (S, d, ρ) Positive constants are denoted by C; these may differ from one line to another, and may depend on any quantifiers written, implicitly or explicitly, before the relevant formula.
Given two quantities f and g, by f ∼ g we mean that there exists a constant C such that
The author would like to thank Nicolas Varopoulos for his help and encouragement.
The Hardy space
In this section, we give the definition of the Hardy space on S, where the Calderón-Zygmund sets are involved. Let us recall the definition of Calderón-Zygmund sets which appears in [HS] and implicitly in [GS] .
Let R denote the family of all Calderón-Zygmund sets.
In [HS] the authors proved that the space (S, d, ρ ) is a Calderón-Zygmund space with Calderón-Zygmund constant κ 0 . More precisely, they proved that the following hold:
(i) for every set R in R there exist a point x R and a positive number r R such that R ⊆ B(x R , κ 0 r R );
(ii) for every set R in R its dilated set is defined as R * = {x ∈ S : d(x, R) < r R }; its right measure satisfies the following inequality: (i) a is supported in a Calderón-Zygmund set R;
Observe that a (1, p)-atom is in L 1 and it is normalized in such a way that its L 1 -norm does not exceed 1. It easily follows from the above definitions that
Actually the following theorem holds. To prove the Theorem 2.3 we follow the proof of [CW2, Theorem A] . We shall need the following preliminary result.
and there exists a constant C p , which depends only on p, such that
Let α be a positive number such that α > max{1, 2 −d/p 2 1 p−1 }. We shall prove that for all n ∈ N there exist functions a j ℓ , h jn and Calderón-Zygmund sets R j ℓ , with j ℓ ∈ N ℓ , ℓ = 0, ..., n, such that
where the following properties are satisfied:
(ii) h jn is supported in R jn and h jn dρ = 0;
We first suppose that the decomposition (2.1) exists and we show that a lies in H 1,∞ . Set
where p ′ is the conjugate exponent of p. Now by (iii) and (vi) we have
This shows that the series
It remains to prove that the decomposition (2.1) exists. This can be done by induction on n, following closely the proof of [CW2, Theorem A] . For the reader's convenience we give the proof in the case n = 1, and we shall omit the details of the inductive step.
We construct a partition P of S in Calderón-Zygmund sets which contains the set R (see [HS, Proof of 5 .1]).
Step n = 1. We choose
We split up the set R in at most 2 d Calderón-Zygmund subsets. If the average of |b| p on a subset is greater than α p , then we stop; otherwise we divide again the subset until we find sets on which the average of |b| p is greater than α p . We denote by C the collection of the stopping sets. We distinguish two cases.
Case C = ∅. In this case it suffices to define
The average of |b| p on each set R i is comparable with α p . Indeed, by construction we have
On the other hand, there exists a set R
We define
The function a 0 is supported in R and has vanishing integral. By Hölder's inequality for
If x is in the complement of i R i , then all the averages of |b| p on the sets of the partition P which contain x are ≤ α p . Thus |g(x)| ≤ α for almost every x in the complement of i R i .
We now verify that the functions h i satisfy properties (ii)-(vi). Each function h i is supported in R i and has vanishing integral. Moreover, by Hölder's inequality
Since the sets R i are mutually disjoint, by summing estimates (2.2) over i ∈ N, we obtain
which proves (iv). From (2.2) we also have
which proves (iii). The pointwise estimate (v) of h i is an easy consequence of Hölder's inequality, since for all x in R i
It remains to prove property (vi):
This concludes the proof of the first step in the case when C = ∅.
Inductive step. Suppose that
where the functions a j ℓ , h j ℓ and the sets R j ℓ satisfy properties (i)-(vi). We shall prove that a similar decomposition of b holds with (n + 1) in place of n. To do so, we decompose each function h jn by following the same construction used in the case when n = 1 and the proof of [CW2, Theorem A] . We omit the details.
This concludes the proof of the proposition. Theorem 2.3 is an easy consequence of Proposition 2.4.
In the sequel, we denote by H 1 the space H 1,∞ and by · H 1 the norm · H 1,∞ .
The space BMO
In this section, we introduce the space of functions of bounded mean oscillation and we investigate its properties. For every locally integrable function f and every set R we denote by f R the average of f on R, i.e., 
We now prove that the functions in BMO satisfy the John-Nirenberg inequality. 
Proof. We first take f in L ∞ . Let R 0 be a fixed Calderón-Zygmund set.
Note that
sets. If the average of |f − f R 0 | on a subset is > 2 f * , then we stop. Otherwise we go on by splitting the sets that we obtain, until we find Calderón-Zygmund sets contained in R 0 where the average of |f − f R 0 | is > 2 f * . Let {R i } i be the collection of the stopping sets.
We have that:
(iv) for each set R i there exists a Calderón-Zygmund set R ′ i which contains R i , whose measure is ≤ 2 d ρ(R i ) and such that
Thus
For any positive t we define F (t) = sup R 1 ρ(R) R exp t f * |f − f R | dρ, which is finite, since we are assuming that f is bounded. From (i)-(iv) above we obtain that
By taking the supremum over all Calderón-Zygmund sets R 0 we deduce that
This implies that there exists a sufficently small positive η such that F (η) ≤ C.
This proves the theorem for all bounded functions. Now let f be in BMO and for k ∈ N define f k : S → C by
Then f k ∞ ≤ k and f k * ≤ C f * . Moreover |f k − f | tends monotonically to zero when k tends to ∞. We have that 1
if k is sufficently large. Thus the theorem is proved for all functions in BMO.
A standard consequence of the John-Nirenberg inequality is the following.
Corollary 3.3. The following hold:
(i) there exist two positive constants η and A such that for any t > 0
(ii) for any q in (1, ∞) there exists a constant C q , which depends only on q, such that
Proof. Let f be in BMO, R be a Calderón-Zygmund set and take t > 0.
To prove (i) we observe that by Theorem 3.2
where η and A are the constants which appear in Theorem 3.2.
We now prove (ii). If q is in (1, ∞), then there exists C such that x q ≤ C e η x for x > 0.
It clearly follows that
where C q only depends on q.
For any q in [1, ∞) and for every function f in L q loc define
, and BMO q = {f ∈ L q loc : f q, * < ∞} . Note that BMO 1 = BMO and · 1, * = · * . By Corollary 3.3(ii), if f is in BMO, then f ∈ BMO q and f q, * ≤ C q f * , for any q in (1, ∞).
Conversely, for any q in (1, ∞), if f is in BMO q , then trivially f is in BMO and f * ≤ f q, * . This means that all the spaces BMO q , with q in (1, ∞), are equivalent to BMO.
We now prove that the dual space of H 1,2 may be identified with BMO 2 .
Theorem 3.4. (duality theorem) The following hold:
fin by 
Proof. The proof of (i) follows the proof of the analogue result in the classical setting [CW2, S] . We omit the details.
We now prove (ii). For any n ∈ N let R n be the Calderón-Zygmund set
where Q n is a dyadic cube in R d centred at 0 of side L n , such that e 2n ≤ L n < e 8n . Obviously, n R n = S. For any n ∈ N let X n be the space L 2 0 (R n ) of all functions in L 2 which are supported in R n and have vanishing integral. The space (X n , · 2 ) is a Banach space. We denote by X the space L 2 c,0 (S) of all functions in L 2 with compact support and vanishing integral, interpreted as the strict inductive limit of the spaces X n (see [B, II, p. 33] for the definition of the strict inductive limit topology). Observe that H 1,2 fin and X agree as vector spaces. For any g in X n the function ρ(
2 g is a (1, 2)-atom, so that g is in H 1,2 and 
It remains to show that f ℓ is in BMO 2 . Let R be a Calderón-Zygmund set. For any function g in X which is supported in R the function g
It easily follows that
Since we already proved that the space H 1 is equivalent to H 1,2 , and the space BMO is equivalent to BMO 2 , the Theorem 3.4 means that BMO may be identified with the dual space of H 1 . 
If the kernel K satisfies the condition
Proof. Suppose that (4.1) is satisfied. We first show that there exists a constant C such that for any (1, 2)-atom a
Let a be a (1, 2)-atom supported in the Calderón-Zygmund set R. Recall that R ⊆ B(x R , κ 0 r R ), for some x R in S and r R > 0, and that R * denotes the dilated set {x ∈
We estimate the integral of T a on R * by the Cauchy-Schwarz inequality:
We consider the integral of |T a| on the complement of R * :
By (4.4) and (4.5), the inequality (4.3) follows.
We shall deduce from (4.3) that T is bounded from H 1 to L 1 . Indeed, by [HS, Remark
On the other hand, by (4.3)
Suppose now that (4.2) is satisfied. By arguing as before, we may prove that the adjoint
We can apply the previous results to the multipliers of a distinguished Laplacian ∆ on S.
be a basis of left-invariant vector fields of the Lie algebra of S and ∆ = − 
Real interpolation
In this section, we study the real interpolation of H 1 , BMO and the L p spaces. We first recall some notation of the real interpolation of normed spaces, focusing on the K-method.
For the details see [BL] .
Given two compatible normed spaces X 0 and X 1 , for any t > 0 and for any x ∈ X 0 + X 1 we define
Take q in [1, ∞] and θ in (0, 1). The real interpolation space X 0 , X 1 θ,q is defined as the set of the elements x ∈ X 0 + X 1 such that
is finite. The space X 0 , X 1 θ,q endowed with the norm · θ,q is an exact interpolation space of exponent θ.
Theorem 5.2. Suppose that 1 < p < p 1 ≤ ∞ and
remains to prove the converse inclusion.
To do so, we choose r, s, θ 0 , θ 1 such that 1 < r < p < s < p 1 ,
Choose η in (0, 1) such that
It is easy to show that θ = (1 − η) θ 0 + η θ 1 , so that by the reiteration theorem [BL, Theorem
We shall apply the duality theorem [BL, Theorem 3.7 .1] to deduce a corresponding interpolation result involving BMO and the L p spaces. To do so, we shall need the following technical lemma. 
Corollary 5.4. Suppose that 1 < q 1 < q < ∞ and
Proof. Let p and p 1 be the conjugate exponents of q and q 1 , respectively. Then 1 < p < p 1 < ∞ and
Since by Lemma 5.3 H 1 ∩ L p 1 is dense in H 1 and in L p 1 , we can apply the duality theorem [BL, Theorem 3.7 .1] and conclude that
By [BL, Theorem 3.4 .1] it follows that
as required.
Note that Theorem 5.2 also concerns the limit case
where 1/p = 1 − θ. The Corollary 5.4 does not give a result for the limit case q 1 = 1, since it is not possible to deduce it by applying [BL, Theorem 3.7 .1]. To find the interpolation space [L 1 , BMO] θ,q , where 1/q = 1 − θ, we shall apply the reiteration theorem by T. Wolff.
To do so we shall need the following technical lemma.
Lemma 5.5. For any p in (1, ∞),
Proof. Let p ′ denote the conjugate exponent of p. For any f in L p ′ , by applying Lemma 5.1(i) with λ = f p ′ , we may decompose f into a sum f = g + b such that g ∞ ≤ C p f p ′ and b
It is easy to show that L ∞ + H 1 ′ ⊃ L 1 ∩ BMO, which concludes the proof of the lemma.
We can now apply the reiteration theorem by T. Wolff [W, Theorem 1] to study the real interpolation between L 1 and BMO.
Proposition 5.6. Suppose that 1 < q < ∞ and 1 q = 1 − ψ, with ψ in (0, 1). Then
Proof. We choose r in (1, q). By [BL, Theorem 5 We easily deduce a real interpolation result for H 1 and BMO.
Corollary 5.7. Suppose that 1 < q < ∞ and 1 q = 1 − ψ, with ψ in (0, 1). Then
On the other hand, since
By applying the reiteration theorem we may also deduce some real interpolation results involving Lorentz spaces. For the definition of the Lorentz spaces L p,q we refer the reader to [SW, Chapter V] .
Corollary 5.8. The following hold:
(i) if 1 < p < p 1 ≤ ∞, 1 ≤ q, q 1 ≤ ∞, θ ∈ (0, 1) and
(ii) if 1 ≤ s, s 1 ≤ ∞, 1 ≤ q 1 < q < ∞, θ ∈ (0, 1) and
(iii) if 1 < q < ∞, θ ∈ (0, 1) and
