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SOMMAIRE
Dans ce mémoire, IIOUS nous intéressons à l’estimation de fonctions monotones
non décroissantes dans un contexte de régression bayésienne non paramétrique
et. tout particulièrement, à celle d’une courbe moyenne représentant les courbes
de croissance d’une population d’enfants donnée. Pour ce faire, nous nous ins
pirons d’un article (voir Merleau et ai.. 2007) dans lequel les auteurs proposent
l’estimation d’hvdrogrammes cumulatifs à partir de spiines monotones.
La première étape consiste donc à obtenir uue courbe moyenne à partir de
l’ensemble des courbes de la population étudiée en s’assurant que la courbe ré
sultante soit représentative de la nia jorité de celles-ci. Pour ce faire. ie calcul
direct de la hauteur moyenne de tous les enfants en un temps donné se trouve à
être la technique la plus simple afin de construire cette courbe. Cependant. nous
devons tenir compte du fait que la croissance humaine est une conséquence de
phénomènes complexes qui ne surviennent pas au même moment chez tous les
enfants. Par exemple, la plupart des enfants subissent une poussée de croissance
au début de la puberté, mais l’âge exact auquel nous l’observons varie d’un en
fant à l’autre. Ainsi, la présence de ces différences physiologiques nous oblige à
appliquer une transformat ion clii temps afin de nous assurer que l’âge auquel de
tels événements se produisent coïncide pour toutes les courbes avant de calculer
la hauteur moyenne. Cette procédure se nomme synchronisation événementielle.
Son application nous permet d’éviter que les tendances observées dans la popu
lation ne soient plus perceptibles sur la courbe de référence à cause du fait que
certains enfants grandissent rapidement à un âge plus précoce que d’autres.
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Par la suite, nous présentons deux modèles clans le but d’estimer la courbe
résultante. Dans le premier cas, nous suggérons un modèle a priori 0Uf les obser
vations associées à la courbe moyenne. Dans le second cas, nous proposons plutôt
un modèle a priori pour les observations de chacune des courbes individuelles.
De plus. chacun des deux modèles est cFabord développé à Faide de spiines 1110110-
tones et. ensuite. avec une modification d’une base dondelettes. La raison pour
laquelle nous n’utilisons pas directement une base cl’onclelettes, mais bien une
tramisformation de celle-ci est qu’elle nous permet d’obtenir des fonctions qui.
comme les courbes de croissance, sont monotones. Finalement, le coniportenient
des estimateurs développés est étudié à l’aide d’un exemple utilisant des données
réelles et d’une courte siniulation.
VSUMMARY
In this masters thesis, we are interested by tire estimation of nondecreasing mo
notone functions in a nonparametric Bavesian regression context. Particularlv. we
want to estimate an average curve represeirting growth curves for a given popu
lation of chuidren. To do so, we generalize a method described by Merleau et aï.
(2007) in which the authors propose the estimation of cumulative hvdrograms hy
using monotone spiines.
The first step collsists of obtaining an average curve coming from ail tire
curves of the stuciied population whule being assured that the resulting curve
is represeiltative to the ;najoritv of tirem. To do so. tire direct caiculation of
tire average heighr of ail tire chilciren in a given time is tire easiest technique to
build this curve. However. we must keep in mmd that tire hunran growth is a
consequence of complex phenomena that do not occur at tire same time for cadi
chuid. Bv example. urost of tire chuidren have a. growth spurt at tire beginning of
puberty. but the exact age at which we eau observe it depends from one child to
anot lier. So. the presence of these different physiologies obliges us to appiy a time
transformation to be sure tirat tire a.ge to winch tire eveirts happen are at tire same
times for ail the curves before calculating tire average height. Titis procedure us
caiied the iandnrark registration. Its application heips us avoid that the observed
tendencies in the population are not perceptible on tire reference curve beca.use of
tire fact that certaiir kids grow up much faster at air earher age tirair tire otirers.
Afterwards, we describe two models that we wili use to estimate the resuiting
curve. For tire first orne. we suggest a prior model for tire observations iinked with
the average curve. For tire second nrodei. we ratier propose a prior model for
the observations from eaclr of tire individuai curves. furthermore. each of the two
vi
models is first developed with moiiotone spliiies auJ then with a modification of
a wavelet basis. The reaso for which we do flot use directly a wavelet basis, but
a transforniation of this one is that it permits us to obtain fonctions that. like the
growtli curves. are moiotones. Finallv. die behaviour of the estimators developed
is studied using au example involving real data and a small simulation.
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INTRODUCTION
L’estimation de fonctions monotones non décroissantes est un problème couram
ment rencontré en pratique. que ce soit, par exemple. lorsqu’il est question de
fonctions de répartition ou de courbes de croissance. Le principal défi à relever
lors de la modélisation de telles fonctions consiste eu l’obtention d’estimations
qui sont elles-mêmes croissantes. ce qui ne peut souvent pas être garanti par les
estimateurs de régression classiques.
Pour y parvenir, plusieurs méthodes ont déjà été élaborées. L’une des plus
simples est sûrement la régression isotonique (voir Barlow et aÏ., 1972) qui n’est
jamais devenue très populaire. puisqu’elle produit des estimateurs en escaliers.
ce qui n’est pas trop désirable lorsque nous sommes en présence de fonctions
lisses. D’autres techniques plus complexes existent également. Mukerjee (1988)
propose, par exemple. une version améliorée de la régression isotonique en lissant
l’estimateur obtenu par cette méthode à l’aide d’un noyau approprié.
Dans ce mémoire, nous adoptons une approche bayésienne non paramétrique
que nous illustrons surtout par le biais des courbes de croissance humaine. Dans
les dernières décennies, plusieurs statisticiens se sont intéressés à l’analyse de ces
courbes qui s’avère être très pratique pour les biologistes et les pédiatres. En effet.
il est essentiel de posséder une connaissance approfondie de la croissance humaine
afin d’être en mesure de détecter, le plus tôt possible. la moindre anomalie dans
la croissance d’un enfant. Pour ce faire, les spécialistes ont besoin non seulement
de données de qualité, mais également de techniques adéquates pour les analyser.
Parmi les travaux déjà publiés à cet effet, la modélisation employant des po
lynômes (voir Rao, 1965) a d’abord été privilégiée. mais ce sont les techniques de
régression non linéaire (voir Preece et Baines, 1978) qui ont par la suite pris le
3dessus. Dernièrement, certains modèles non paramétriques utilisant des bases de
fonctions relativement plus complexes telles que les bases de splines ont fait leur
apparition (voir Ramsay et Silverman. 2005). C’est vers ce type d’estimation. qui
offre généralement d’excellentes approximations. que nous nous enlignons.
Pour avoir une idée de l’évolution d’un individu par rapport à la normale.
nous pensons qu’il est important de pouvoir estimer correctement une courbe de
référence qui représente la tendance moyenne de la croissance des enfanta prove
nant d’une certaine population. La façon la plus simple de créer cette dernière est
de faire la moyenne des tailles des enfants à chacun des temps. mais cela n’est pas
toujours approprié. En effet, au même titre que tout phénomène naturel (l’évo
lution de la température ou du volume d’eau dans les rivières, par exemple), les
événements qui caractérisent ces courbes ne surviennent pas exactement au même
âge d’un enfant à l’autre. Le fait de prendre la moyenne directement peut donc
résulter en une mauvaise représentation des tendances observées mir chacune des
courbes. Dans le pire des scénarios, les poussées de croissance que nous observons
chez la majorité des enfants à l’adolescence ne seraient plus visibles sur la courbe
moyenne. Pour éviter qu’un tel phénomène ne se produise. il est préférable de
commencer par synchroniser les courbes par rapport aux événements marquants
qui nous intéressent avant d’en faire la moyenne. Ceci se justifie en quelque sorte
en disant qu’un temps physiologique plutôt que chronologique est utilisé et qu’il
varie d’un enfant à l’autre. Cette procédure se nomme synchronisation événemen
tielle et elle constitue la première étape de nos analyses.
Par la suite, la courbe moyenne résultante est modélisée à partir de deux
bases de fonctions qui sont dotées des mêmes propriétés que celle-ci, à savoir la
positivité et la monotonidté. Les bases sélectionnées sont les I-splines ainsi qu’une
modification de la fonction d’échelle de la base d’ondelettes de Daubechies. De
plus. deux modèles bayésiens sont présentés. Dans le premier cas. nous suggérons
un modèle o priori pour les observations associées à la courbe moyenne. Dans le
second cas, nous proposons plutôt un modèle o priori pour les observations de
chacune des courbes individuelles.
4L’organisation de ce mémoire se résume donc ainsi. Le premier chapitre est
consacré à l’estimation bayésienne non paramétrique d’une fonction. Nous présen
tons quelques bases qui peuvent être utilisées pour la représenter. Premièrement.
la base polynomiale est abordée rapidement. Par la suite, les bases de splines
et d’ondelettes sont étudiées de manière plus détaillée, puisqu’il s’agit de celles
retenues pour réaliser nos estimations. Au second chapitre, nous introduisons la
synchronisation événementielle avant de développer les deux modèles considérés.
et ce, pour les splines d’abord et pour la transformation établie à partir de la base
d’ondelettes de Daubechies ensuite. Finalement, au troisième et dernier chapitre,
nous nous penchons sur le comportement de nos estimateurs à l’aide d’un exemple
utilisant des courbes de croissance ainsi que d’une courte simulation.
Chapitre 1
ANALYSE FONCTIONNELLE
Dans ce mémoire, nous nous intéressons à l’estimation de courbes de croissance
dans un contexte d’estimation bayésienne non paramétrique, ce qui signifie que
nous disposons de couples de données
(xjj. yjj). i = 1 ,....N, j 1
où n est le nombre cfobservations associé à chacune des Ï\T fonctions. Nous consi
dérons alors le modèle
yij = gi(’ij) + j. i = 1 T• J 1 .....n. (1.0.1)
où g1 sont des fonctions inconnues à estimer. les x appartiennent à un ensemble
borné X C R et les j représentent les termes d’erreurs. Ces erreurs. centrées
à zéro, sont supposées indépendantes et normalement distribuées. De plus. leur
variance o peut être différente d’une fonction à l’autre. Autrement dit. nous
avons ajj À’(0.u).
Par la suite, nous estimons ces fonctions à l’aide d’une base de fonctions quel
conque. c’est-à-dire que nous les exprimons comme
(1.0.2)
où bk appartient à la base pour tout k et ‘k R. Le but est alors d’estimer les
coefficients
‘k et de faire de l’inférence sur ces derniers. Ceci peut se faire en
utilisant différentes bases. Parmi les plus simples. nous retrouvons la base poly
noniiale qui, encore aujourd’hui. demeure l’une des plus naturelles à utiliser. Il en
6existe également d’autres parmi lesquelles se trouvent celles des spiines et des on
delettes. Dans ce chapitre, nous discutons rapidement de la première. puisquelle
ne fait pas partie des bases retenues pour nos estimations, avant d’introduire les
deux autres de façon beaucoup plus détaillée.
1.1. LEs BASES POLYNOMIALES
Bien que datant de quelques siècles, ces bases ont joué un rôle central dans la
théorie de l’approximation dès le début du développement de celle-ci. En effet, une
des principales raisons pour lesquelles elles ont été très populaires dès le départ
est que toute fonction f continue sur un intervalle [a. b] peut être estimée par
un polynôme. défini par f(.T) avec une erreur relativement petite.
Cette propriété est d’ailleurs connue sous le nom de théorème de Weierstrass (voir
Burden et Faires, 2001). Dans la littérature. l’estimation des fonctions gj. =
1 ,...,N. est faite à partir de polynômes pouvant être exprimés sous plusieurs
formes. À cet effet. une des méthodes les plus simples consiste à obtenir la base
en développant ces dernières à l’aide de séries de Taylor autour d’un point choisi.
Cette approche a été adoptée par quelques auteurs dont Angers et Delampady
(1992) dans le cas où une seule fonction est considérée. L’équation (1.0.1) devient
ainsi
y=g(x)+E, j=1 u,
où, par hypothèse. la fonction g est lisse et définie sur X.
Dans cet article, la fonction g est développée autour du point rr à l’aide d’un
polynôme d’ordre rn — 1, c’est-à-dire que nous retrouvons
m—1
g(x) = g(xo) + (x — o)g’(x) +... + g’(xo) + Rm(i)
=
où
/ t f \m_l\T
I X—.To) IJO) \(x) 1,Œ—10, I T2. (m—1). j
O = (g(xo).g’(xo) g(Ifl_1)(xo))T
7et Rrn(x) est le terme restallt. Le modèle employé se résume donc à
yzrX/3+E.
OU y
= (Y1Y2 y)T X = (T.I). T ((F(;1)JF(’2)
(8T RT)T et R = (R7(.ii). R)fl(r9). . . . R7(r)). Il est étudié à l’aide d’ulle
approche bayésienne hiérarchique dans laquelle les paramètres ont une densité
a priori diffuse. c’est-à-dire qui possède ime très grande variance. Une uiéthode
permettalit de choisir l’ordre du développement de Taylor est proposée. De plus.
ue analyse de seilsibilité qui a pour but de déterminer Fiifluence de la densité
a priori des hyperparamètres sur le lissage de la fonctioll g est présentée.
Les polynômes de Lagrange (voir Burden et faires, 2001) collstituent un
deuxième type de polynômes pouvant être utilisés dails un contexte semblable.
C’est, par exemple. ce que fait Young (1977). Regardons leur défiiition.
Théorème 1.1.1. Si nous sommes en présence de n points distincts (ii. y). j =
1 alors il e:riste un unique polynôme P(.r) de degré inférieur ou égaÏ à n—1
passant par ces points. qui est donné par
P(i) = gL_1,(i). (1.1.1)
où, pour chaque j = 1 ,...,n,
= II ‘Z
i=Ltj
Ell observant bien l’équatioll (1.1.1), nous remarquons que. lors de la construction
de tels polynômes. il y a un compromis à faire entre la qualité de l’ajustement
et le degré de lissage de la fonction. En effet. plus n est grand. plus le degré du
polynôme résultant est élevé et. par conséquent. plus l’estimation a. tendaiice .
osciller entre les points servant à Finterpolation. Aiiisi. de par la ilature oscillatoire
des polynômes de degré élevé, même si une modélisation faisant intervenir un tel
polynôme est exacte aux points I r. elle peut être un mauvais prédicteur
de la fonction entre ces points.
8Donc, bien qu’elle présente certaines propriétés largement convoitées à des fins
de modélisation, comme la facilité avec laquelle elle peut être évaluée, mais sur
tout dérivée ou intégrée un grand nombre de fois, la base des polynômes a pour
principal défaut SOil manque de flexibilité, c’est-à-dire qu’elle donne de bons ajus
tements sur de petits intervalles uniquement. Pour contrer ce problème. une ap
proche alternative consiste à diviser l’intervalle en plusieurs sous-intervalles et d’y
construire différents polynômes. C’est sur ce principe que se basent les splines qui
représentent une option envisageable dans le cas où la représentativité d’une fonc
tion ne peut être assurée par des polynômes et qui sont présentés à la prochaine
section.
1.2. LES BASES DE SPLINES
Les spiines. introduits par Schoenberg (1946). ont commencé à intéresser un grand
nombre de chercheurs au début des années 1960. En effet. lorsque ces derniers ont
réalisé que les splines constituaient un outil efficace pour modéliser une fonction
en utilisant une approche entièrement mathématique. leur popularité a connu un
essor considérable. Un développement fulgurant de la théorie reliée aux splines
s’en est suivi. Parmi les ouvrages publiés à cette époque. mentioniions notamment
les travaux de De Boor (1963), de Ahlberg. Nilson et Walsh (1967) et. surtout.
de Schoenberg (1964) qui a introduit les sphines de lissage classiques. Par la suite,
ceux-ci ont été développés en grande partie par Wahba.. via ses écrits avec plusieurs
collaborateurs. Nous parlons ici des travaux faits par Wahba et Kirneldorf (1971).
Wahha et Wold (1975) ainsi que Wahba et Craven (1979).
De nos jours. il existe toute une gamme de fonctions splines couramment
employées lors de l’approximation de fonctions. Nous mettons particulièrement
l’emphase sur celles que nous utilisons lors des estimations au second chapitre,
soient les M-sphines et les I-sphines. Ces fonctions sont membres de la classe des
splines de régression. pa.r opposition aux sphines de lissage (voir Eubank, 1988)
dont le principe repose sur la recherche de la fonction f(x) qui minimise la fonction
de perte
min {[Yi - f(.r)]2 + f[f”(T)]2dI}
9Le premier terme dans ce critère de minimisation évalue la qualité de fajustement.
Le second mesure le degré de lissage de f qui est contrôlé par le paramètre de
lissage .X. qui est toujours supérieur ou égal à O. Cette distinction étant faite,
comme cette technique n’est pas celle que nous privilégions, uous n’élaborons pas
plus sur ce sujet. Pour de plus amples informations quaut aux mathématiques
associées aux splines (de régression ou de lissage), il existe d’excellents ouvrages
de référence. Citons, entre autres, Chambers (1977), De Boor (1978) et Schumaker
(1981). Nous conseillons également la lecture de Wegman et Wright (1983) qui fout
une très bonne révision de la littérature portant sur les applications statistiques
des splines, en incluant même les travaux de Wahba (1978).
Dans cette section. nous nous concentrons plutôt sur la description des bases
utilisées, sans donner tous les détails théoriques qui les entourent. Introduisons
donc les fonctions que nous appelons M-splines et I-splines comnie le fait Ramsay
(1988). à qui nous devons la popularisation de l’usage des splines monotones en
statistique.
1.2.1. M-splines et spiines intégrés
Les splines polynomiaux sont définis comme des polynômes par parties de degré
k—1 (ou d’ordre k). En d’autres mots. l’intervalle [T0, T] sur lequel nous désirons
faire l’approximation de la courbe est divisé en q sous-intervalles séparés par des
points
Toi2...qTn.
À l’intérieur de chaque sous-intervalle [j. la fonction spline est définie par
un polynôme P de degré k — 1. Certaines conditions de régularité, habituelle
ment caractérisées par l’égalité des dérivées, sont imposées à la jonction de ces
polynômes. Nous exigeons donc que
(D’’P)(’) (D7rl+1)(+1) ru = 1
où la notation (Dm_lP)() désigne la dérivée d lP/dxml évaluée à l’argument
lorsque ru > 1. Lorsque ru = 1, nous posons (D°P)() = P(). Dans le cas le
plus souvent rencontré, tous les ordres de continuité v sont spécifiés comme étant
égaux au degré k — 1, et ce, afin que deux polynômes adjacents aient les mêmes
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dérivées jusqu’à l’ordre k — 2. Dans cette situation, si k = 2. les splines sont des
segments de droite pour lesquels les bornes j coïncident. De même. si k = 3. les
splines sout des polynômes quadratiques par parties ayant des dérivées premières
qui concordent. De plus, dans le cas particulier où v k pour tout j. la fonction
spline entière se réduit à un seul polynôme de degré k — 1. Clarifions cette idée à
Faide dun exemple. Posons k 2 et définissons deux polynômes
P a + a1i.
et
= b0 + b1.T.
Si e = k — 1 = 1 pour tout j. alors nous désirons seulement que
(D°P)() (D°+1)(+1) i+i)
—
b0
b1—a1
ce qui signifie que la valeur des deux polynômes est la même au point j+1•
D’autre part, si v k 2 pour tout j. alors, en plus de la condition citée
ci-haut. nous rajoutons celle-ci
(D’)(+1) = (D’1)(1).
Donc, les dérivées premières coïncident et, par conséquent. les pentes a1 et b1 sont
les mêmes. Par la première condition, nous imposons également que a0 b0. La
combinaison des deux exigences précédentes implique nécessairement l’égalité des
deux polynômes Pj et Pj. À ce moment, nous ne sommes donc qu’en présence
d’un seul et unique polynôme. comme nous l’avons expliqué précédemment.
Notons que les abcisses où se produisent les jonctions de polynômes sont
appelées noeuds. Définissons, à présent, le vecteur de ces noeuds par
t = tz+k)
où z est le nombre de paramètres spécifiant la fonction spline qui répond aux
hypothèses de continuité désirées. La séquence de noeuds possède alors les pro
priétés
(1) t1 t2 .. tz+k,
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(2) pour tout i, il existe une valeur j telle que t
(3) les caractéristiques de continuité sont déterminées par
(a)tl=...=tk=To et Tt+1
(b) t < tj/ pour tout i:
(c) si t et t_1 < . alors t ... = t1+i.
Ceci dit. la séquence de noeuds t est dérivée de Fensemble des points
q) en plaçant un certain nombre de noeuds aux bornes j afin de res
pecter les hypothèses de continuité à ces mêmes points. Un exemple de relation
entre les points et les noeuds est donné dans la figure 1.1.
/ I \
t1. t2. t3 t4 t5 t6 ‘ ‘
I I I I
__
o.o.o H’J
FIG. 1.1. Relation entre et t.
Dans cet exemple. nous avons
= (0. 0.3. 0.5. 0.6. 1).
t (0. 0, 0. 0.3. 0,5, 0.6, 1. 1, 1). (1.2.1)
Nous remarquons tout de suite, à l’aide de la propriété (a) du point (3). qu’il est
ici question de splines quadratiques. donc d’ordre k = 3. En outre. les noeuds
intérieurs sont simples. Nous reviendrons à cet exemple un peu plus tard dans
ce chapitre afin dillustrer l’allure de bases de splines construites à partir de ces
noeuds. Pour l’instant, nommons quelques caractéristiques générales des splines
qui respectent les trois conditions décrites ci-liant.
Connue un spline de degré k — 1 est un polynôme à tout point . il est déterminé.
en l’absence de contraintes. par k coefficients sur le sous-intervalle contenant ce
point. Cependant. les propriétés de continuité imposent v contraintes linéaires
sur les coefficients définissant les poliiôrnes. En fait. le nombre de degrés de
liberté total dans un spiine d’ordre spécifié est donné par z. En résumé. il y a un
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nombre total de z + k noeuds à être alloués et le nombre de paramètres associés
à un spline étant donnés t et est z. Dans la situation la plus commune. où
= k — î pour tout j, la dimension z est égale à la somme du nombre de noeuds
intérieurs et de l’ordre k.
Même si l’idée d’un spline représenté comme un polynôme par parties est
intuitivement simple. sou application exige le développement d’un ensemble de
splines ili(.k, t). i = 1, ... , z, faisant eu sorte que tout polynôme par parties ou
spline f(i) d’ordre k puisse être représenté à l’aide de la combinaison linéaire
f(i) = aM(xk,t), Vx e X.
La première base développée à cet effet a été construite à partir de fonctions de
puissances tronquées définies par
Fjm(I)=(3j) rn=v k—1.
où u = max(u, O).
Par contre, même si la simplicité de ces bases peut sembler attrayante au dé
part et qu’elles ont effectivement déjà servi lors dappÏications (voir Smith, 1979),
ces dernières ont le sérieux désavantage de générer des erreurs d’arrondi considé
rables, sauf pour de très petites valeurs de k (voir Ramsay, 1988). Ainsi, d’autres
bases de splines, dont celle des M-splines qui est particulièrement intéressante en
statistique, ont été créées par la suite.
Les M-splines consistent en une famille de fonctions positives ou nulles ]li. i =
1 z, définies de sorte qu’elles satisfont la normalisation (voir Curry et Schoen
berg, 1966)
rTn
J M(i)di = 1.T0
Malgré le fait que ces bases peuvent être exprimées en termes de différences
divisées de fonctions de puissances tronquées, nous les présentons sous une formule
récursive qui les rendent très faciles à manipuler. Nous avons ainsi, pour tout
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I e
1
sik=1,
ti+1 — b
JlI(xk,t) =
— t1)(.xk — 1,t) + (ti+k — x)M1(k — 1.t)j
(k
— 1)(t+k — b)
Remarquons que chaque fonction M est un spiine en soit, et par conséquent. un
polynôme par parties. Dun point de vue calculatoire, uous conservons donc toutes
les propriétés désirables des polynômes éuumérées à la section 1.1. Mentionnons
que cette base est très fortement liée à celle, bien connue, des B-splines, qui
respecte la normalisation alternative
VI.
Cette dernière est d’ailleurs utilisée par He et Shi (1998) dans un coutexte fré
quentiste afin d’estimer une fonction g lorsque celle-ci est monotone croissante.
Dans cet article, les coefficients )‘k décrits à Féquation (1.0.2) sont déterminés
en nunimisant la somme des valeurs absolues des erreurs d’estimation aux points
observés lorsque la dérivée de chacune de ces estimations est contrainte à être
positive. La relation entre ces deux bases est donnée par
3 =
Maintenant, portons notre attention sur les splines monotolles qui sont dérivés
des précédents. En effet. puisque les M-splines sont des fonctions non négatives,
nous pouvons les intégrer pour obtenir des fonctions croissantes. Les splines inté
grés, ou I-splines sont donc définis par
I(xk, t) =
(t+k— t)
B(k, t)du = L M(k, t)du,
ou plus spécifiquement. pour j allant de i à i + k — 1, par
0, siI<t,
I(.xk. t)
= k 1 (t7+k+1
— trn)Mrn(ik + 1, t), 5 I C {t, t+i].
1, si i > tj+k.
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Bien sûr. puisque chaque fonction M est un polynôme par parties de degré k — 1.
toute fonction I construite de cette façon l’est également et elle est de degré k.
La figure 1.2 illustre ces deux types de fonctions avec les lloeuds mentionnés
à l’équation (1.2.1). Dans cet exemple, z = 6. De plus. chaque M-spline est
quadratique quand k = 3 et, par conséquent, différent de zéro sur trois intervalles
tout au plus.
FIa. 1.2. Exemples de fonctions (a) M-splines (h) I-splines
Notons finalement que le nombre total de polynômes par parties avec lesquels
nous travaillons, leurs ordres respectifs et le positionnemelit des noeuds diffèrent
selon le type de modélisatioll désirée. Dans les sections qui suivent, nous discutons
brièvement des critères utilisés pour les choisir.
1.2.2. Choix de l’ordre k du spiine
L’ordre k que nous utilisons dépend du nombre de dérivées dont nous avons besoin
pour faire les calculs à partir de la fonction spline. Par exemple. si nous voulons
une dérivée seconde lisse, il est préférable d’utiliser des splines d’ordre supérieur
ou égal à 6 (voir Ramsay et Silverman. 2005). Dans notre cas, nous pouvons très
bien travailler avec des splines cuadratiques. donc d’ordre 3.
Passons désormais au choix des noeuds qui s’avère être u peu plus ardu que
celui du degré des splines.
1.2.3. Choix des noeuds f
Plus il y a de noeuds. plus le spiine est flexible. Ce principe s’applique localement
si nous avons besoin de beaucoup de flexibilité dans une région particulière, alors
ta) (b)
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nous plaçons plus de noeuds dans cette région. Cependant. il doit toujours y
avoir au moins une donnée dans chaque sous-intervalle déterminé par les noeuds.
Les deux techniques les pius simples pour le choix des noeuds sont de prendre
des noeuds équidistants en ayant choisi la valeur de z préalablement ou de pla
cer un noeud entre chaque observation. Par contre, nous voudrions employer le
moins de noeuds possible tout en nous assurant que l’emplacement des noeuds
nous permette une assez grande flexibilité pour bien détecter les détails de la
fonction et ainsi, obtenir une bonne estimation. Mais. les techniques mentionnées
précédemment ne répondent pas toujours à ces critères, car la première ne nous
garantit pas que les noeuds seront placés à l’endroit où nous avons besoin de la
plus grande souplesse. alors que la seconde nous donne un trop grand nombre de
noeuds. Dans la littérature, il existe plusieurs autres procédures qui sont moins
rudimentaires. Parmi celles fréquemment rencontrées, il y a la méthode MCMC à
sauts réversibles imaginée par Green (1995). En partant avec un certain nombre
de noeuds fixés d’avance, chaque étape de cet algorithme consiste à l’ajout, la
suppression ou le déplacement d’un noeud où chacun de ces mouvements se voit
associé à une certaine probabilité de transition. La procédure se poursuit jusqu’à
l’atteinte d’une distribution stationnaire et la configuration des noeuds peut alors
être choisie en prenant, par exemple, le mode de la chaîne. Notons toutefois que
l’application de cette technique, même si elle est parfois bien pratique, n’est pas
nécessaire ici. puisque les fonctions que nous devons estimer sont plutôt lisses
en général. Dans notre contexte, nous adoptons une approche de sélection de
noeuds de type « à rebours » qui commence par placer un noeud entre chaque
observation, mais qui en enlève un à la fois jusqu’à l’obtention d’un emplacement
des noeuds optimal par rapport aux deux critères indiqués ci-haut, c’est-à-dire
la flexibilité et un nombre de noeuds minimal. Pour ce faire, nous devons sélec
tionner un critère sur lequel nous baser pour enlever un noeud. Idéalement, ce
dernier doit tenir compte de la qualité de l’estimation de la fonction en donnant
une pénalité pour le nombre de noeuds afin de ne pas trop en conserver.
Nous en avons considéré deux qui répondent à ces exigences : le critère proposé
par 11e et Shi (1998) qui a été conçu spécialement pour la sélection des noeuds
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dans les bases spllnes ainsi que le Bavesian Information Criterion (BIC) (voir
Schwarz, 1978) qui est bien connu en plus de pouvoir être utilisé à plusieurs
sauces. Les voici
(1) Critère de 11e et Shi
IC(z) = log ( - ()I) + 2(z + 2)/n.
où n est le nombre d’observations et z est le nombre de paramètres estimés.
(2) Critère BIC
BIC = nlog (Zi
ï2)
+ zlog(n), (1.2.2)
où n et z sont définis de la même façon que pour le critère précédent.
Pour l’instant, nous nous arrêtons à la définition de ces critères. Leur applica
tion sera mise en oeuvre au troisième chapitre, lorsque nous estimerons certaines
fonctions en utilisant un jeu de données réelles. Ceci met donc fin A notre dis
cussion sur les spiines. La dernière section de ce chapitre est consacrée à Fex
ploration des bases d’ondelettes. Depuis une quinzaine d’années. la popularité de
ces dernières a considérablement augmenté dans le domaine qui nous intéresse.
c’est-à-dire l’estimation de fonctions. puisque leur application s’est avérée très
bien fonctionner. C’est pourcluoi nous désirons les utiliser clans nos analyses. Ce
pendant, nous emploierons plutôt une certaine modification de ces fonctions. En
fait. puisque les courbes de croissance sont des fonctions monotones croissantes.
l’idéal serait d’avoir accès à une base d’ondelettes qui possède ces propriétés lors
de nos estimations, comme c’est le cas pour les I-splines. Malheureusement. il
n’en existe pas. Il est néanmoins possible. moyennant quelques transformations,
de construire une telle base à partir des ondelettes. Cependant. la base résultante
fait partie de la classe des ondelettes biortiiogonales qui diffère de celle des on
delettes simples. Ainsi. nous introduisons les bases d’ondelettes brièvement. mais
suffisamment pour être en niesure d’expliquer les différences entre ces dernières et
les bases d’ondelettes biorthogonales. Nous terminons ensuite cette présentation
en discutant de la première transformation que nous effectuons. soit celle qui nous
permet d’obtenir des fonctions positives sur tout leur domaine.
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1.3. LES BASES D’ONDELETTES
Ces bases peuvent être vues comme une version améliorée des bases orthogonales
classiques (les séries de Fourier, par exemple), puisqu’elles ont généralement la
capacité de saisir le comportement local et global des fonctions plus efficacement
que ces dernières. Nous devons la toute première base d’ondelettes à Alfred Haar
(1910). Il a toutefois fallu attendre au début des années 1980 pour ciue Gross
man et Morlet (1981) définissent les ondelettes dans un contexte de physique
quantique. Cette définitioll était cependant assez vague et elle a depuis beaucoup
évolué, surtout grâce aux travaux de Mallat (1989). qui a fait le lien entre les al
gorithmes pyramidaux rencontrés dans la théorie du traitement des signaux et les
ondelettes. de Meyer (1990. 1992), qui a construit la première base d’ondelettes
non triviales, et aussi, de Dauhechies (1992), qui a découvert les hases dont tous les
éléments ont un support compact. De nos jours. l’application des ondelettes se re
trouve dans des domaines très variés. Nous les rencontrons particulièrement dans
le traitement des signaux. daus la compression (le données et dans l’estimation
non paramétrique de données. De plus. dans les années 1990. Donoho et Johns
tone (1991. 1995. 1998) ont introduit les ondelettes à une majorité de statisticiens
en démontrant leur efficacité à traiter les problèmes de régression et d’estimation
de densité dans un contexte non paramétrique. Leur plus grande contribution
consiste en la mise au point de techniques de rétrécissement (< shrinkage ») et
de seuillage (« thresholding ») qui sont auj ourd’hui largement répandues. Pour
de plus amples informations quant à la théorie des ondelettes et è leurs applica
tions. nous suggérons Meyer (1993) et Walnut (2002). D’autre part. Hiirdle et aï.
(1998) ainsi que Vidakovic (1999) font une très bonne synthèse des applications
qui existent en statistique. De notre côté, nous faisons une révision rapide des
concepts permettant de comprendre la façon de générer une base d’ondelettes.
1.3.1. Bases d’ondelettes propriétés générales
Il existe plusieurs approches pour construire une base d’ondelettes. Nous présen
tons celle de \Iallat (1989) et Mever (1990) qui est basée sur la notion danalyse
multirésolution. En fait. les fonctions t’ji qui forment les ondelettes sont dérivées
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d’une autre fonction, notée Ø et appelée fonction d’échelle. Sous cette approche,
cette dernière est définie selon le concept d’analyse multirésolution que voici.
Définition 1.3.1. Une analyse multirésolution de 4(R) (une fonction f est dans
l’espace 4(S) si ff2fr)dx < oc) est une suite {V}ja de sous-espaces fennés
de 4(R) telle que
(i)1’c14,.i. VJEZ,
(ii) UJEZ V est dense dans 4(R).
(iii) flJEz1& = {O}.
(iv) f(x) E l’g n f(2x) E 1+i. Vj E Z.
(y) f(x)E1& <rf(x—21k)EV, Vj.kEZ.
(vi) 3 une fonction h E V0 telle que {h(x — k)}kEZ est une base orthononnée
de V0, c’est-à-dire que V0 peut s’écrire comme
0= {fE4R) f(x)=Eckh(x—k).E4 <
liEZ liEZ
Nous pouvons alors énoncer la définition d’une fonction d’échelle.
Définition 1.3.2. Une fonction E 4(R) est dite une fonction d’échelle si elle
satisfait les deux propriétés suivantes:
(i) les sous-espaces 1& de 4(R) définis par
= ff E 4(R) f(x) =
t liEZ
où
•j.k(’) = 2112(21x — k). Vj. k E Z.
fonnent une analyse multirésolution de 4(R).
(ii) la suite {(x—k)} forme une base ortkononnée de V0. c’est-à-dire queØ
satisfait la propriété (vi) de la définition 1.3.1.
Nous disons alors que {V}z est l’analyse multirésolution engendrée par «t
Étudions maintenant le lien entre la fonction d’échelle Ø et une autre fonction
w appelée mère des ondelettes. À l’aide d’une exemple tiré de Ouellette (2004),
ifiustrons en fait la procédure nous permettant d’obtenir cette fonction w à partir
de la fonction d’échelleØ.
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Posons {}jEZ. une analyse multirésolution engendrée par la fonction d’échelle
. Par la propriété (j) de la définition 1.3.1. nous avons
EV0CV1.
et la fonction peut être décomposée en séries à partir des éléments de la
base de V1 dénotés {1k}kcZ. En effet, d’après la propriété (i) de la définition
1.3.2. il existe une suite {Ak}kez de coefficients de carré sommable (c’est-à-dire
ZkEZ4ii <+oc) telle que
= Akik(I). (1.3.1)
kZ
De plus.
j.k() = 22(2.r — k). Vj. k Z.
Nous obtenons alors, pour
.i = 1.
1.k(X) = (2i’ — k), Vk e Z.
L’équation (1.3.1) devient ainsi
= A(2i - k)
ak(2.T — k). (1.3.2)
kZ
Cette dernière équation est appelée équation de dilatation (voir Milller et Vida
kovic, 1999A et 19993).
À l’aide d’un développement similaire, nous pouvons obtenir une équation sem
blable à l’équation (1.3.2) pour la mère des ondelettes. Définissons maintenant
I1 comme étant le complément orthogonal de V0 dans V1. Si
eTV0cV1,
alors nous pouvons également développer w en séries à l’aide des éléments de la
base de V1. Notons par {Bk}kz. la suite des coefficients de carré sommable telle
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que
BkÇ1.k(.1)
kZ
= vBk5(2i’—k)
kEZ
= b(2i — k). (1.3.3)
kcZ
Les coefficients et bk. k Z des équations (1.3.2) et (1.3.3) sont nommés
filtres et si est connue. alors la suite de filtres {ak}kEz l’est également. La mère
des ondelettes est construite à partir des filtres de la fonction d’échelle de façon è
respecter la contraillte d’orthogonalité imposée par l’allalyse multirésolution (pro
priété (vi) de la définition 1.3.1). Pour ce faire. le choix de la suite {bk}kz n’est
p unique. Il est. en effet. possible de construire, à partir dune seule fonction
déchelle. plusieurs fonctions différentes pouvant agir comme mère des ondelettes.
Remarquons cependant que. si nous choisissons
b (_1)kalk
alors la condition d’orthonormahité est respectée quelle que soit la suite {ak}kcz
(voir Rao et Bopardikar, 1998). Ainsi, l’équation (1.3.3) devient
= (_1)kal_k(2:r
— k),
qui est une solution générale à la construction de ‘.
Notons finalement que les fonctions c’ sont définies par
22(2x
—
k), Vj, k Z.
Nous avons donc donné un petit aperçu de ce que représente la construction
d’une base d’ondelettes. Nous n’ajoutons pas plus de détails puisque, comme nous
l’avons déjà indiqué, nous ne travaillons pas directement avec ces bases. Dans la
prochaine sous-section. nous précisons les équations (1.3.2) et (1.3.3) dans le cas
particulier des ondelettes de Daubechies. qui sont celles que nous employons afiui
de construire iotre base hiorthogonale.
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1.3.2. Les ondelettes de Daubechies
Ce qui fait la particularité de la base d’ondelettes de Daubechies. c’est qu’elle
respecte la contrainte suivante sa suite de filtres contient un nombre fini d’élé
ments non nuls. Ainsi, tous les éléments orthogonaux de cette hase ont un support
compact et un certain ordre de régularité. Il existe toute une classe de fonctions
d’échelle de différents ordres. une fonction d’ordre pius élevé correspondant à une
suite de filtres dont le nombre de coefficients est pius grand.
Dans la hase d’ondelettes de Daubechies d’ordre q. la fonction d’échelle (.r)
est définie par
2q—1
a x q(2.r — k).
et son support est [0. 2q — 1) (voir Alpert, 1992). La mère des ondelettes ‘(ï)
correspondante est définie par
qy(.r) = (_1)kal_k X qQ(2X — k),
k=2— 2q
et son support est [1
— q. q).
Une ondelette de Dauhechies d’ordre q possède 2q coefficients non nuls dans sa
suite de filtres et les valeurs de ces filtres peuvent être calculées à l’aide d’équations
récursives (voir Leblanc, 2001). Lorsqu’elles sont connues, l’algorithme pyramidal
de Daubechies-Lagarias permet alors d’évaluer les fonctions q et qt’ à un certain
point i. avec un degré de précision prédéterminé (voir Vidakovic. 1999). Remar
quons finalement que la base d’ondelett.es de Daubechies d’ordre un correspond
à la hase de Haar. Pour ce cas particulier, les équations (1.3.2) et (1.3.3) peuvent
s’écrire sous la forme analytique
1, si0<.r<1,
ç(x) -
0, sinon.
1. si0<x<.
= —1, si < <1.
0. sinon.
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La figure 1.3 présente la fonction «échelle et la mère des ondelettes pour cette
base ainsi que dans le cas où q = 2.
1
-l
-1 -05 0 1.5 2
-1
(a)
FIG. 1.3. Exemples de la fonction d’échelle (bleu pâle) et de la
mère des ondelettes (bleu foncé) (a) Ordre 1 (b) Ordre 2
Nous remarquons que la fonction d’échelle i semble plus symétrique que En
fait. Daubechies (1992) s’est intéressée à la régularité de la famille de fonctions
«échelle ciuelle a créée et elle a démontré que la fonction «échelle de Haar est
la seule à être symétrique et à posséder un support compact simultanément.
Ceci clôt la section dédiée aux ondelett.es de Daubechies. Bien que nous n’uti
lisons pas cette base directement lors de nos estimations. nous montrons. à la
section suivante, comment décomposer une fonction à l’aide d’ondeÏettes. C’est
ce qui est fait en général et cela nous aide à comprendre de quelle façon cette
décomposition peut être faite lorsque nous sommes en présence d’une base bior
thogonale.
1.3.3. Décomposition d’une fonction â l’aide d’ondelettes
Nous savons que. si { Wk(X)}kEZ est une suite orthonormée de fonctions constituant
une base de £2(). alors toute fonction g E £2(R) peut être exprimée sous la forme
—
où les coefficients ck sont donnés par
Ck <9’ k>
= J g(:r)u’k()dI. Vk E Z.
-Dc
(b)
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et où x fait partie d’un sous-ensemble borné de R (voir Millier et Vidakovic,
1999A).
Appliquons ce résultat aux bases «ondelettes. Nous pouvons démontrer (voir
Lehlanc, 2001) que. pour tout J E Z. {ÔJk(.r). L’J,(I)}J>.].kEz constitue une base
orthonormée de
Ainsi, toute fonction g e £2(R) peut être écrite sous la forme
g(x) = CJ,J,k(’) + j.k’j,k(’). (1.3.1)
ke2 j=J keZ
où
<g, Jk > = [g(I)J,kx)c1x,
j R
et
>
= f g(x)w.k(x)dI.
Notons que. dans l’équation (1.3.4). la fonction est décomposée à partir de la
fonction déchelle et des ondelettes. Par contre. dans le cas des ondelettes or
thogonales, les ondelettes {‘jk}kZ forment une base orthonormée de lT et les
fonctions {5J,k},z forment égaiement une ba.se orthonormée de En utilisant
le même principe que précédemment. ii est donc possible de décomposer une fonc
tion à Faide de Fune ou Fautre de ces bases. Cest ce que font Chiprnan et al.
(1997), qui n’utilisent que les fonctions {ïpj,k}kez. Dans cette publication, une
seule fonction g est considérée et les observations x sont supposées équidistantes.
Un modèle a priori correspondant à un mélange de densités normales centrées à
o est suggéré pour les coefficients. Une étude de simulation compare alors les esti
mateurs des coefficients d’ondelettes trouvés par les auteurs à ceux proposés par
Donoho et Johnstone (1994), et ce, par le biais de quelques fonctions introduites
par ces derniers.
L’introduction aux ondelettes étant terminée, regardons en quoi consiste une
base d ‘ondelet tes biorthogonales.
1.3.4. Les ondelettes biorthogonales
La première base d’ondelettes biorthogonales a été construite par Tchamitchian
(1987). Le développement de ces bases est principalement dù au fait quil est
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impossible de combiner support compact. orthogonalité et symétrie lors de la
construction «une base d’ondelettes de la manière décrite à la section 1.3.1.
Cohen, Daubechies et Feauveau (1992) ont donc introduit une classe d’ondelettes
plus générale qui allie symétrie et support compact. aux dépens de l’orthogonalité.
Dans cette section, uous présentons la théorie reliée à ces bases à la mallière de
Ogden (1997).
Il peut sembler curieux d’utiliser le terme « biorthogonal » pour ce type de
base en sachant qu’elle ne respecte pas la propriété d’orthogonalité. En fait, cette
expression fait référence à la présence de deux analyses multirésolution différentes
dans .C2(R). Nous avons ainsi
et
la première étant générée par une fonction d’échelle , alors que la seconde est
générée par une fonction d’échelle complémentaire . De plus. comme dans le cas
orthogonal. ces séquences sont respectivement associées aux espaces (IY) et
(I1j)j. qui sont générés par deux fonctions ‘ et qui sont aussi complémen
taires.
La biorthogonalité est exprimée à travers les relations entre les analyses mul
tirésolution
jEZ,
et
IT1, jEZ.
En termes de fonctions d’échelle et d’ondelettes, cette biorthogonalité prend la
forme
j,k I
j.k I j.k’. Vk k’,
et
j,k’’j.’ Vj#j’ouk#k’.
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De plus, comme dans le cas orthogonal. la décomposition de la fonction g E
£2() peut s’écrire comme
g(.x) ckk(x).
mais les coefficients sont maintenant calculés en termes de la fonction d’échelle
complémentaire (voir Ogden, 199f)
c.k
=
(g. J.k)
= f g(x),k(I)dI.
Dans le même ordre cfidées, nous pouvons décomposer cette fonction en n’em
ployant que les ondelettes. ce qui donne
g(i)
j k
où les coefficients sont donnés par
(g. k)
f
g(x),k(I)dI.
Mentionnons que la représentation de la fonction g peut aussi se faire à l’aide
du système d’ondelettes complémentaires {j,k}kZ. Cette dernière est similaire
à celle susmentionnée, les coefficients étant définis en termes du produit scalaire
de g avec les Wj.k correspondants. Nous pouvons donc voir qu’une ondelette or
thogonale est un cas particulier des ondelettes biorthogonales pour lequel
etW.
Rappelons que dans le cas des ondelettes orthogonales. les ondelettes {wi,k}kz
forment une base orthonormée de T1/ et les fonctions {j,k}kZ forment également
une base orthonormée de . En généralisant ce principe aux ondelettes biortho
gonales. ces ensembles ne forment plus une base orthonormée pour leurs espaces
respectifs, mais bien une base de Riesz dont voici la définition.
Définition 1.3.3. L’ensernbte {ç(.
—
k). k E Z} forme une base de Riesz pour
t’espace V0 si tes fonctions {ç5(. —k). k E Z} sont éléments de V0 et qu’il existe des
constantes O < A < B < oc telles que. pour toutes tes séquences {Pk}kEZ E t(Z).
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nous avons
2
A Pk2 Pk - k) B
Avec ce survol des ondelettes biorthogonales. nous sommes en mesure d’ex
pliquer la première transformation que nous faisons à partir des ondelettes de
Daubechies afin d’obtenir des fonctions qui sont toujours positives ou nulles. La
prochaine sous-section est dédiée à cette procédure.
1.3.5. Les ondelettes non négatives
Il n’existe pas de fonction d’échelle non négative et continue qui génère une analyse
multirésolution orthogonale (voir Vidakovic. 1999). Par contre, en s’intéressant
au problème de l’estimation de densités, Walter et Shen (1999) ont proposé la
construction d’un système biorthogonal dont les fonctions d’échelle primaires sont
des densités. En voici un résumé.
Choisissons (t), une fonction d’échelle orthogonale qui a un support compact.
et r, une valeur comprise entre O et 1 qui est suffisamment grande pour nous
assurer que la fonction
— in). (1.3.5)
soit non négative. Posons également
-
— (1+ r2)(t) — r[(t +1) + (t — 1)]
pr( )
— 2n(1 — r2)
Nous obtenons alors une base de fonctions d’échelle biorthogonales
{2/2p(2t
— k). k g Z} et {22r(2t — k). k Z}.
associées aux espaces et V respectivement. Remarquons qu’il existe
toujours une certaine valeur de r pour laquelle la fonction (1.3.5) est positive ou
nulle. En effet, comme le mentionne Vidakovic (1999). puisque
(t—i)=1. tgR,
il s’ensuit que pr(t) — 1 quand r — 1. De plus, comme la convergence est
uniforme sur des ensembles compacts. nous pouvons toujours trouver une valeur
critique r* telle que pour tout t, pr(t) > O lorsque r > r*.
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Pour construire leur estimateur, les auteurs appliquent alors la théorie usuelle
portant sur l’utilisation de noyaux lors de l’approximation de fonctions. Exposons-
la brièvement à la façon de Vidakovic (1999).
Commençons par donner les propriétés associées au noyau K.
Définition 1.3.4. Une fonction de deux variabtes x et y, K(x.y), est appetée
noyau reproducteur de la fonction pour t espace fonctionnet 7t si
(1) pour un y fixé, K(x. y) est une fonction dans 7t.
(2) Pour toute fonction f 7t et tout y, K a ta propriété de reproduction,
e est-à-dire
f(y) (f(x), K(x, y)).
La construction d’un tel noyau est facilement réalisable en présence d’une base
orthonormée de fonctions, ce qui est expliqué dans le théorème qui suit.
Théorème 1.3.1. Soient V, un sous-espace de 2 et {ei. e2.,. . .}, une base ortho
normée complète de V. Alors, V est un espace du noyau reproducteur de Hilbert
et it est associé au noyau
K(x, y) e1(x)et(y). (1.3.6)
De plus, pour toute fonction f e V,
f(y) /K(x.y)f(x)dx. (1.3.7)
Walter et Shen (1999) ont donc adapté ce principe aux fonctions pr(t). En
fait, nous savons que toute fonction d’échelle ayant un support compact respecte
la propriété suivante (voir Chui. 1992)
= 1.
En utilisant cette propriété, nous obtenons ainsi que
fr(t — n)dt 2r —1 = r, (1.3.8)
et le noyau associé à V0 et introduit à l’équation (1.3.6) peut être défini par
Kr(t,5)
nEZ
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alors que celui associé à est
Kr.j(S t) 2Kr(2s, 2it) j Z. (1.3.9)
Notoils que ce sollt les fonctions ( r) pr(t) qui sont des densités.
Dans le but de construire une base de fonctions monotolles croissantes, nous
créons ce que nous appelons des ondelettes intégrées en intégrant la fonction
p(t) et nous utilisons alors l’équivalent du noyau donné à l’équation (1.3.9). La
procédure exacte sera donnée au second chapitre, qui décrit les modèles que nous
supposons pour les coefficients ) définis en (1.0.2) et les estimateurs trouvés à
l’aide de ces derniers.
Chapitre 2
MOD]LISATION D’UNE COURBE DE
CROISSANCE DE RÉF1RENCE POUR UNE
POPULATION
Ail début du premier chapitre, nous avons considéré le modèle
Yij gi(ij) +
.
i = 1 ....,N, j = 1 ,...,. (2.0.1)
où g sont des fonctions inconnues à estimer, les .x appartiennent à un ensemble
borné X C R et les représentent les termes d’erreurs. Mentionnons que. bien
qu’il soit possible de faire le contraire. nous supposons que la variance associée
aux erreurs est la même pour tous les enfants de la population étudiée.
Notons cependant que nous ne nous intéressons pas à toutes ces fonctions.
En effet, pour une population d’enfants donnée, nous nous attardons plutôt à la
construction d’une courbe de croissance qui soit représentative de l’ensemble des
N courbes observées. C’est cette courbe de référence que nous estimons alors.
Dans ce second chapitre, nous commençons donc par décrire la méthode uti
lisée pour définir la courbe de référence avant de fournir les détails quant à l’es
timation de celle-ci.
2.1. SYNCHRONISATION VNEMENTIELLE
Il n’est pas rare de vouloir résumer l’information contenue dans un jeu de don
nées en ne conservant que quelques statistiques que nous pensons représentatives
de la population. Lorsque nous travaillons avec des courbes, l’important est de
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retrouver tous les attributs communs à la majorité de celles-ci dans la courbe
finale. Pour les courbes de croissance. ces particularités sont dues aux poussées
de croissance parmi lesquelles nous trouvons celle au début de la puberté qui est
généralement la plus évoquée dans la littérature (voir Gasser et al., 1984). L’éta
lonnage de ces caractéristiques saillantes à l’aide de transformations monotones
constitue donc un prérequis essentiel au développement d’une courbe de référence.
Il découle d’une décomposition en deux parties de la variation entre les fonctions
observées : une phase (âge auquel l’événement se produit) et une amplitude (taille
des enfants) (voir Ramsay et Silverman. 2002). La figure 2.1 illustre bien ce prin
cipe avec la fonction sinus. En présence de telles fonctions, il est raisonnable de les
comparer aux temps et .x2 auxquels deux sujets sont dans des états similaires
plutôt qu’à un temps fixé r. L’étalonnage vise donc à éliminer la première de ces
deux sources de variation, ce qui permet de concentrer l’analyse sur la seconde
par la suite, et ainsi, créer une courbe de référence dépeignant bien les courbes
observées.
(a) (b)
FIG. 2.1. Exemples de variation avec la fonction sinus (a) Phase (b) Amplitude
Expliquons donc, en termes plus mathématiques. le principe de la synchroni
sation étudié par plusieurs auteurs dont $akoe et Chiba (1978) en ingénierie, mais
surtout dans un contexte statistique par Kneip et Gasser (1988, 1992). Nous avons
un échantillon de N fonctions gj définies sur un même intervalle [T0. Ta]. Cette
procédure consiste à passer, pour chaque courbe. de l’âge original x au temps syn
chronisé r, en utilisant une fonction de transformation h(x). En d’autres mots,
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nous passons des fonctions g (x) aux fonctions
g(h(x))
où g(hj(x)) représente la courbe de croissance synchronisée pour l’enfant i.
Pour que les transformations soient bijectives, et donc que. pour tout y [T0. Ta],
il existe une unique valeur de x pour laquelle k1(I) y, les fonctions h doivent
être monotones croissantes. Ainsi, nous désirons que
h() > k(i2) .T > 2’
Pour ce faire. nous respectons une série de contraintes prenant la forme
—
où x,, est le temps auquel l’événement z’ se produit pour l’enfant i et r. est le
temps étalonné auquel il survient pour tous les enfants dans le domaine trans
formé. C’est ce que nous appelons la synchronisation événementielle qui consiste
en l’alignement des courbes en se basant sur une série d’événements marquants.
Bien sûr. certaines méthodes alternatives ont été élaborées afin de synchroniser
différentes courbes. Par exemple, Silverman (1995) a développé une technique
qui ne requiert pas la spécification d’événements marquants. Il optimise plutôt
un critère d’ajustement global en tenant compte d’une famille paramétrique de
transformations du temps. Ramsay (1998) a également développé une approche
de synchronisation non paramétrique où le degré de lissage de la transformation
est contrôlé par un terme de pénalité. Ces techniques. plus complexes que celle
que nous décrivons, peuvent être d’une grande utilité quand les événements mar
quants ne se retrouvent pas (ou sont très faiblement visibles) sur une grande
partie des courbes que nous désirons synchroniser. Cependant. puisque nous ne
nous trouvons pas dans cette situation, nous préférons utiliser la technique qui
offre la meilleure combinaison entre simplicité et efficacité dans notre cas, c’est
à-dire la synchronisation événementielle.
La fonction h1 peut être modélisée de différentes façons. Mentionnons notam
ment l’utilisation d’une approximation en séries de Taylor (voir Angers et aï.,
2004), de splines d’interpolation (voir Kneip et Gasser. 1992) ou d’une approche
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telle que celle proposée par Rsmsay et Li (1998) qui repose sur la minimiga..
don d’un critère d’ajustement. Ici, nous considérons une technique très simple
employée par Merleau et aL (2007). qui consiste à exprimer la fonction de syn
chronisation h2fr) en une série de fonctions linéaires L,,(x). Nous obtenons ainsi
Mi) = ELP(x)ID,(x) = (cps+cp.ir)IDp(x)
où D,, est le domaine de chacune des fonctions linéaires L,,(x) = c,,,0 ÷ c,,,1x. P
est le nombre de parties de la fonction de synchronisation et
f’ 1,
[0. sinon.
Ce modèle possède une solution exacte quand une condition de continuité est
imposée sur la fonction de synchronisation. II satisfait également l’hypothèse de
monotonicité tant que lordre des événements est le même pour tous les enfants.
Pour obtenir la courbe de référence à la suite de ces transformations. il suffit
de faire la moyenne. à chacun des temps. de toutes les hauteurs pour chacun
des enfants. Cependant. puisque les transformations par rapport aux temps sont
faites pour chacun des enfants séparément. les temps transformés sont msintenant
différents d’un enfant à l’autre. Ainsi, il nous faut procéder par interpolation afin
de retrouver la hauteur moyenne approximative pour chacun des temps originaux
Xj. i=L...,n (voirMerleau et aL. 2007). Biensûr. cecinousfaitperdreunpeu
de précision. mais c’est une façon simple d’établir la courbe moyenne pour une
population donnée. Nous détenons alors les couples de données suivants:
(z1. Vi). i=1.....n. (2.1.1)
où z1 représente l’âge à la jE mesure. est la taille moyenne des enfants à ce
moment et n est le nombre d’observations associé à la courbe de référence. Notons
que la taille moyenne dont nous parlons ici est celle obtenue après interpolation
linéaire. Pour ces données. le modèle (2.0.1) s’écrit sous la forme
= g(xj + e, (2.1.2)
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où j N(O, u2), i 1,..., n. C’est cette dernière fonction g que nous exprimons
à l’aide d’uue base de fonctions.
Soulignons finalement qu’à partir de maintenant et jusqu’à la fin de ce mé
moire, nous présumons que les fonctions sont déjà synchronisées. Rappelons aussi
que nous pourrions tenter d’estimer la courbe de référence à Faide de toute base
de fonctions connue telle qu’une base polynomiale qui fait partie des plus simples.
Par contre. nous utilisons deux des caractéristiques des courbes de croissance pour
nous guider dans le choix des bases à utiliser, c’est-à-dire le fait qu’elles soient
positives et monotones croissantes. Il est alors préférable demployer des bases
qui présentent ces mêmes propriétés. C’est pourquoi notre choix s’est arrêté sur
les I-splines ainsi que sur une modification de la base d’ondelettes non négatives.
Dans les prochaines sections, nous développons en premier lieu le modèle et les es
tiinations dans un cadre plus général. c’est-à-dire sans fimposition de contraintes
nous certifiant que les fonctions estimées soient bien croissantes. Nous établissons
par la suite les estimations en rajoutant ces contraintes, et ce. pour les I-splines
d’abord et pour les ondelettes intégrées ensuite. Remarquons que deux modèles
ont été développés. Pour le premier, nous ignorons les courbes associées à chacun
des enfants et nous travaillons directement avec la courbe moyenne trouvée, tandis
que le second tient compte des courbes de chaque enfant. Donc, bien que le but
principal ne soit pas d’estimer la courbe d’un enfant en particulier, le deuxième
modèle nous permet néanmoins de le faire. De plus, puisqu’ils constituent tous
les deux des modèles hiérarchiques bayésiens. il importe d’introduire ce type de
modèle avant tout.
2.2. MODÈLE HIÉRARCHIQUE DE BAYES ET DÉCOMPOSITIONS CONDI
TIONNELLES
Débutons d’abord en éclaircissant la notion de modèle statistique de Bayes qui
nous servira à comprendre celle de modèle hiérarchique.
Définition 2.2.1. Un modèle statistique de Bayes consiste en un modèle statis
tique paramétrique f(xO), c’est-à-dire une sé’rie dobservations qui proviennent
d’une variable aléatoire X, distribuée selon f(ijO), où te sent paramètre inconnu
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est O qui appartient à un espace fini e, auquet nous rajoutons une distribution a
priori rr(O) sur le paramètre.
En d’autres mots, nous partons avec un certain niveau d’information sur le pa
ramètre O, que nous incorporons dans la distribution ir(O), et nous utilisons le
théorème de Bayes donné par
f(x9)rr(O)
- f f)(
afin d’actualiser nos connaissances sur O en exploitant celles contenues dans les
observations i.
En sachant cela, nous sommes maintenant en mesure de définir un modèle
hiérarchique.
Définition 2.2.2. Un modèle de Bayes hiérarchique est un modèle statistique de
Bayes (f(rO), ir(O)) dans lequel ta distribution a priori u(O) est décomposée en
distributions conditionnelles
rr(Oj), ir2(&iO2)
et une distribution marginale nn+i(On) telle que
(O)
= J ni(Oi)2(6iO2) .• dOfl. (2.2.1)
Les paramètres 6 sont appelés hyperparamètres de niveau i, i 1
Ce n’est donc qu’un modèle de Bayes qui prend une forme particulière. En fait,
si
J(O), O ni(OOi) O
nous retrouvons le modèle bayésien habituel
‘T f(xO), O
ayant pour distribution a priori la densité donnée à l’équation (2.2.1).
Un des aspects les plus attrayants de ce genre de modèle vient du fait qu’il
permet le conditionnement sur tous les niveaux, ce qui peut compenser pour l’ap
parente complexité occasionnée par ces derniers. Illustrons ceci par un exemple.
Si
ï f(xO), OOy n(O) et Oy
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alors le résilitat suivant s’appliqlle.
Lemme 2.2.1. La distribution a posteriori de O est
= lei ni(0i,Œ)n2(0i)d0i.
où
f(xO)ny(Oj)
=
m1(xj)
= f J(O)ni(O&i)dO, (2.2.2)
7r2(6ie) (2.2.3)
rn(x) J n21(Oi)n2(Oi)dOi.
Ce qui est d’autant pius intéressant, c’est que cette décomposition est valable
également pour les moments a posteriori, c’est-à-dire que pour toute fonction h,
nous avons
E7 [h (O) ] 7t2(1 Ix) [lE7T’ (h(O) i, .r), (2.2.4)
où E7T’ (h(O)01, r) Je h(0)iri(O0y, x)dO.
Ce résultat est une conséquence directe du théorème de Bayes. la dernière
égalité étant aisément établie à l’aide du théorème de fubini. Nous le rapportons.
car il est d’une grande importance quant au calcul des estimateurs de Bayes.
puisqu’il montre que la distribution ir(Ox) peut être simulée en générant premiè
rement, 0 à partir de n2(01 ï) et ensuite, O à l’aide de rri(0Oi, ï). s’il est bien
sûr, facile de travailler avec ces dclx distributions coilditionnelles. Notons qie
ce type d’argumentation sera utilisé ultérieurement pour trouver l’estimateur de
Bayes associé au second modèle que nous employons. Terminons la parenthèse ici
et revenons maintenant aux modèles a priori.
36
2.3. MODÉLISATION PAR BASE DE SPLINES
2.3.1. Modèle a priori
2.3.1.1. Modèle 1 : sur ta moyenne des observations
Dans la présente sous-section. rions résumons la méthode d’estimation proposée
par Merleau et aï. (2007) qui. à l’origine. a été développée afin de modéliser
différents hydrogrammes à l’aide de M-splines ainsi que de 1-spiines. Dans cette
publication, la fonction g(x) de l’équation (2.1.2) est décomposée de la façon
suivante
g(i) 3kbk(x), (2.3.1)
où 3k représente le coefficient relié à l’élément bk(•) de la base. Rappelons que
nous employons une base de I-splines dans ce mémoire.
Maintenant, si nous définissons le vecteur des coefficients par
(3’, 32 3T
et la matrice des splines X par
b’(i,) b2(,) ... b(:ri)
bi(OE2) b2(x2) ...
b1(x) b2(x) ...
alors nous pouvons écrire le modèle (2.1.2) sous la forme matricielle
où ‘
= (1,2 constitue l’ensemble des moyennes calculées en (2.1.1)
et
=
a2 a)T est le vecteur qui comprend les erreurs. Sous cette forme
linéaire, il est facile de voir que
2
‘[(X2)
si nous supposons que E -‘- i\41(O. J2E). Dans le présent ouvrage, nous faisons
fhypothèse que la structure de covariance est connue et nous posons I.
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De cette façon. ce sont les coefficients /3j. = 1 p, que nous cherchons à
estimer. Puisque nous sommes dans un contexte bayésien. nous présumons que
ce sont des variables aléatoires normalement distribuées, ou plus précisément
U2 0u2)
De plus. puisque la quantité u2 reste inconnue, nous présupposons que
‘.2 2
et nous nous retrouvons ainsi avec une distribution a priori conjuguée. Le choix
des hyperparamètres . E. u et dépend des connaissances a priori que nous
possédons.
Dans un premier temps, puisque nous n’avons aucune idée de l’ordre de grandeur
des coefficients j, j 1,. .. ,p. nous tentons de spécifier un ensemble de valeurs
moyennes plausibles pour °. En fait. nous faisons passer une droite par les ob
servations minimale (1(1). (i)) et maximale (I(), ). À partir de celle-ci. nous
calculons les points j associés aux temps x. i = 1 ,...,n pour cette droite. Le
vecteur est alors l’estimateur des moindres carrés résultant, c’est-à-dire
= (XTX)_1XTp,
où p
= (pl.p2 p)T, est le vecteur des points obtenus. En ce qui a trait à la
matrice de covariance nous supposons qu’elle prend la forme
= XTE1X)1
= ±(XTX)1.
Ce type de structure a été suggéré par Zellner (1986) et peut être justifié de
différentes façons (voir Robert, 2001). Par manque d’information e priori, nous
limitons les valeurs possibles de n0 à l’intervalle (0. 1). La valeur conservée est
ensuite celle qui niaximise la loi marginale des observations . Pour les mêmes
raisons, nous prenons u < 2 et -y < 2, ce qui mène à l’obtention d’une distribution
a priori diffuse pour u2. Nous incorporons tout de même une certaine quantité
d’informatiou en choisissant, comme le fout Merleau et al. (2007). u = y =
exp(—2p), une fonction décroissante en p. qui représente le nombre de paramètres.
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Cette hypothèse permet, eu quelque sorte, d’inclure un nouveau terme pénalisant
dans la procédure de sélection du modèle. En effet. la vitesse avec laquelle la
fonction exp(—2p) décroît influence celle avec laquelle le pénalité augmente selon
la dimension p.
À présent. avant de définir Festimateur de . donnons les lois u priori associées
au second modèle.
2.3.1.2. Modèle 2 : sur tes observations directement
Rappelons cjue la différence majeure entre ce modèle et le précédent vient du fait
que nous précisons une loi a priori pour le vecteur des données observées pour le
e enfant y (yi y2 .)T j 1 N, plutôt que sur le vecteur moyen
y
= (ni, Y2
)T Si f3 est le vecteur des coefficients pour l’enfant h nous
présumons que
yii
Nous supposons également que
pL8
(2)
Ift.-
\2 2
où ,6. ,@. u et “y sont définis de la même façon qu’à la section précédente afin
qu’il y ait un certain accord entre les deux modèles. Puisque nos connaissances
par rapport aux structures de covariance de , et sont plutôt limitées, nous
posons O < ni < no < 1 et nous les estimons en utilisant la même procédure
qu’auparavant. en supposant que n0 = n1 afin de simplifier les calculs.
L’adoption d’un modèle hiérarchique semblable à celui que nous proposons a été
fait par Lindley et Smith (1972). à l’exception du fait que les matrices de variance
covariance sont supposées entièrement connues dans cet article. Comme nous ne
les connaissons que partiellement. nous devons rajouter une loi a priori pour u2.
Puisque nous ne l’avons donc pas directement tiré d’une publication, ce second
modèle sera élaboré plus en détails que le premier dans la section qui suit.
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2.3.2. Estimateur de la courbe de référence
Souvenons-nous que nous désirons obtenir un estimateur pour la fonction g décrite
en (2.3.1). Pour le calculer. comme seuls les coefficients des splines sont inconnus.
il suffit de trouver l’estirnateur de ces coefficients qui correspond à l’espérance de
la densité a posteriori de ,13 sous la fonction de perte quadratique. Voici donc
les quelques étapes qui permettent de retrouver cette densité.
2.3.2.1. Modèle 1 : snr ta moyenne des observations
Si nous posons /3M0 _ (XTX)_1XT. l’emploi de calculs bayésiens standards
pour les modèles linéaires (voir Robert, 2001) nous permet d’écrire
ir(.2E).
où
= 1 [MC + no°].
n0 + 1
= 1 (XTX)_l,
n0+1
—
7* ( — XM0)T( — XMc) + n0 (MC — O)TXTX(MC — O)
n0 + 1
+ 7.
Nous décomposons ensuite la distribution de la manière suivante
n1(u2,r2(u2). (2.3.2)
Donc, en intégrant l’égalité (2.3.2) par rapport à u2, nous obtenons la distribution
a posteriori de ,6 qui consiste en une distribution t de Student multidimensionnelle
1 (u. . (2.3.3)
où la notation T(v, O, ) se réfère à une distribution t de Student multidimen
sionnelle ayant e degrés de liberté, de moyenne O et de matrice d’échelle .
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Notous que la densité de cette loi ainsi que de toutes celles qui apparaissent dans
ce chapitre sont présentées dans l’annexe A.
Sous la fonction de perte quadratique. l’estimateur obtenu pour les coefficients
est donc la moyeune a posteriori , qui correspond ici à une moyenne pondérée
entre l’estimateur des moindres carrés ordinaires MC et la moyenne a priori °.
Pour nous aider lors du choix de n0, mentionnons finalement que la densité
marginale des observations est donnée par
- t N’ r(*/2) ( /2
-
n/2p(/2)) (7*)*/2
—
y/2 ( F(c*/2) ( p/2
— n0 + i) n/2F(/2)) (7*)*/2
p/2
D( ( 0 f0 (MC — O)TXTX(MC — 0) +
no+1j no+1
+ ( — XMc)T( — XMc) 2
2.3.2.2. Modète 2 : sur tes observations directement
Dans cette sous-section, nous avons recours aux décompositions conditionnelles
dont nous avons discuté à la section 2.2 afin de retrouver l’estirnateur de Bayes
recherché.
Effectivemeut, l’application de l’idée vue à l’équation (2.2.4) au second modèle
nous permet de considérer que l’estimateur du vecteur des coefficients 3 vaut
—
— E2[E2)(Y,u2)], (2.3.4)
où Y est la matrice de dimensions N x n dont la je ligne est le vecteur des
observations pour l’enfant j, j 1 N. Pour le calculer, il suffit donc d’évaluer
les distributions rriC8Y, u2) et
En nous référant à l’équation (2.2.3), nous savons que
[rni(yi,u2)Ï x ni(u2)
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De plus, l’équation (2.2.2) nous dit que
7i(Yi’ 2)
= f u)d
= f_œ(2nu) 2
+ (2.3.5)
Réécrivons maintenant cette expression de sorte qu’il soit facile de retrouver la
densité marginale et, par conséquent, la loi a posteriori de /3Y u2 Pour nous
faciliter la tâche, voici deux égalités qui nous seront d’une grande utilité tout
au long de l’élaboration de ce modèle. La première sert à réexprimer la somme
de deux formes quadratiques telle que celle que nous retrouvons dans l’équation
(2.3.5) et la seconde concerne Finverse de matrices.
Proposition 2.3.1. (voir Lindtey et Smith, 1972)
La somme de deux formes quadratiques prenant ta forme
(y — A101)TC1_l(y — A101) + (01 — A202)TC2_l(01 —
peut s ‘écrire comme
(0’ — Bb)TB_l (0, — Bb) + [yTc1_1y + o TA TC_lA 02 — bTBb] (2.3.6)
où
B1 = A TC ‘A +
b = AiTC,y+C2_lA202.
Spécifions que cette équivalence est très pratique lorsque vient le temps de trouver
la loi de 0,. puisqu’elle permet de restructurer les termes afin d’obtenir une forme
quadratique en ce paramètre. Par la suite, il suffit de réorganiser le terme restant
pour avoir la loi marginale des observations et c’est là où l’identité suivante entre
en jeu.
Proposition 2.3.2. (voir Searte, 1982)
$oient A et B, deux matrices. Si A est inversibte. ators nous avons
(A + BBT)B = A’B(I + BTA_1B)_l. (2.3.7)
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Ainsi, en nous servant de l’équation (2.3.6) pour réorganiser les termes dans la
fonction exponentielle et en posant A = noIr et B = XT dans l’équation (2.3.7),
nous pouvons montrer que
mj(yj u2) = c exp{ [(Yi — X)T (noI + XXT)_1(y — X)Ï }
c { [ — (XTX + I_1(XTy. +
(XTX + flOIp)(i — (XTX + nI)1(xTy + n0))] }
1
oucrr etcr=(2ïrj2)n/2 (2’ïru2)P/2
Pour finir, puisque l’intégrand correspond. à une constante près, à la densité
d’une loi
((XTX + nI_1(XTy + n0). u2(XTX + noIp)’).
où f,(jt. ) désigne la loi normale multidimensionnelle de vecteur moyen ji et
de matrice de variance-covariance associée à un vecteur de dimension k. et que
(voir Searle, 1982)
XTX + fl0’ XXT + noIn.
nous avons
rnj(y, u2) ç (x.
2
+ XXT)). (2.3.8)
Avant de poursuivre, précisons que plutôt que de travailler directement avec la
matrice Y, nous préférons utiliser les statistiques exhaustives S et . c’est-à-dire
la matrice de variance-covariance et la moyenne écliantillonnales, qui sont indé
pendantes lorsque conditionnées par rapport à u2. Cela simplifie grandenient les
calculs subséquents. Nous réexprimons donc la fonction de vraisemblance associée
aux lois marginales de la façon que voici (voir Anderson. 2003).
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En posant = n0I + XXT, IIO11S avons
flrn(yI. u2) = c exp{Z( — X)’E’(y — X)}
c*exp{ [(Y._)T_1(Y._)
+ N( — X)TE’( - X)]
c exp { [tr(’S) + N( — X)T’( — X)] }
où
* / nN/2 1
C
2nu2)
S
y
= (Y1.y2
Rappelons que est le vecteur des moyennes des tailles observées pour tous les
enfants à chacun des temps .r. ï 1
En employant cette forme. nous obtenons
nN/2 p/2
ni(Y.u2) (2flO2)(lp)/9 /2 exp {tr(_1s)}
x exp{ [n0N(_X)T1(_X)
+
Pour retrouver la loi a posteriori de /3Y, u2, nous appliquons alors les mêmes
étapes que précédemment, c’est-à-dire que nous réarrangeons les termes dans la
deuxième fonction exponentielle afin d’obtenir une forme quadratique en /3 et
nous manipulons ensuite le terme restant en nous aidant de Fégalité (2.3.7) pour
trouver
m(Y°,u2)
= f [ÛmiYi.u2] ni(u2)d/3
-oe
ce qui donne
Y,u2 (Aa.u2A). (2.3.9)
44
où
A (noNxT(noI + XX1X + 1i)’. (2.3.10)
a — noNXTE_+n,1t3o. (2.3.11)
Établissons dès lors la densité de u2Y. Nous avons
rn(YL6°.u2)ir2(u2)
(u2)(+)/2 exp { [notr[E1s1 +
+ N( - X°)T (i + (Nuo +fli) XXT)
-1
- X0)] }
(2.3.12)
À partir de l’équation (2.3.12), nous remarquons tout de suite que
u2Y (2 , ), (2.3.13)
où
notr(1S)+N(—X°)T (in+ (Nno+n1)xxT)’(xo)
non1
+ y. (2.3.14)
Maintenant que les densités a posteriori l3 u2 et u2Y ont été trouvées,
déterminons l’estimateur de . En nous fiant à l’égalité (2.3.4), nous avons
—
x ni(Y.u2)d] 2(u2Y)du2 (2.3.15)
= f Aa x 2(u2Y)du2
où A et a sont respectivement donnés aux équations (2.3.10) et (2.3.11).
Donc, comme pour le premier modèle, l’estimateur obtenu, bien qu’un peu plus
complexe. est également un mélange entre un estimateur dépendant des observa
tions et la moyenne a priori /3°.
Pour terminer, il ne reste plus qu’à trouver la densité marginale des observa
tions qui sert lors du choix des paramètres n0 et n1. Pour ce faire, appliquons le
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résultat suivant (voir Robert, 2001)
2)u2) [N
u)]
7r(/3,u2Y)
m(Y)
Les densités de /3u2 et de u2 sont connues a priori. De plus. la densité marginale
rnj(yj,@ u2) est donnée à l’équation (2.3.8) et la distribution rrC6. u2Y) peut
s’exprimer par 7r(,6Y, u2)n(u2Y). qui est le produit de deux densités que nous
avons trouvées aux équations (2.3.9) et (2.3.13) respectivement. La seule quantité
iuconnue est donc la densité marginale des observations que nous évaluons en
calculant
n(u2)u2) [ u)]rn(Y)
n(Y, u2)r(u-Y)
Après plusieurs manipulations qui ressemblent à celles effectuées préalable
ment. nous obtenons
rn(Y) iF([nN+a]/2)
noI+XXT
I+(101XXT
2
\. floTi J
où ‘y’ est défini de la même manière qu’en (2.3.14).
2.4. MODÉLISATION À L’AIDE DE FONCTIONS D’ÉCHELLE POSI
TIVES
Nous désirons estimer la courbe de croissance de référence à l’aide des ondelettes
non négatives décrites dans la section 1.3.5 du premier chapitre. Pour ce faire, si
nous suivons la théorie présentée dans l’article de Walter et $hen (1999). dont le
but est d’estimer une fonction de densité f(s), nous avons
= J K (.x, s)f(s)ds. (2.4.1)
où j(s) est la fonction à estimer. Nous remarquons que l’expression (2.4.1) corres
pond à la forme définie à l’équation (1.3.7). qui découle de la théorie des noyaux
avec, comme noyau spécifique. celui décrit à l’équation (1.3.9).
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En développant les termes qui se trouvent dans l’expression (2.4.1). pour une
valeur de j fixée, nous obtenons
[23 G + )2ZPr(2uX - l)pT(23s - t)f(s)ds
2 (+T)2pT(2X_1)foepT(2JS_t)f(S)dS,
la permutation de la somme et de l’intégrale étant permise grâce au théorème de
fubini.
Puisque la fonction f est inconnue, nous ne pouvons pas calculer Fintégrale pré
cédente. Ainsi, nous posons
J Pr(25 —
Il nous reste alors
fJ(’) = 2 G r)2 pT(23x - t)t. (2.4.2)
Avec ceci. nous serions normalement en mesure de développer un modèle afin
d’estimer les paramètres et de retrouver l’estimateur de la courbe. Remar
quons cependant que nous ne procédons pas exactement de cette façon. En effet,
rappelons que dans la section 2.3. nous avons choisi les I-splines parmi toutes
les bases de splines, puisque ces fonctions sont monotones croissantes, propriété
qu’elles partagent avec la courbe de référence. Par contre, les fonctions p ne le
sont pas. Mais, comme elles sont toujours positives ou nulles, il est possible de
construire, en les intégrant, une base de fonctions monotones croissantes que nous
surnommons « ondelettes intégrées ».
Nous définissons donc, toujours pour une valeur de j fixée,
p.t(X) = f pr(23t — l)dt. (2.4.3)
ce qui mène, lorsque nous appliquons le résultat à notre problème. à la décompo
sition
g(.x) =2 x t. (2.4.4)
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C’est cette dernière expression que nous employons afin de retracer l’estimateur
de la courbe de référence. Notons qu’elle ressemble énormément à celle de l’équa
tion (2.3.1). mais que contrairement à celle-ci, elle comprend un nombre infini
d’éléments. Bien sûr. pour obtenir une bonne approximation. il est possible de
n’en utiliser qu’ulle partie. les autres étant illclus dans le terme d’erreur (voir
Angers et Delampady. 2001).
Avant de discuter des modèles a priori. dollnons quelcues exemples de la
fonction p1(i) définie à l’équation (2.1.3).
2.4.1. Développement analytique de la fonction p,(i) pour les on
delettes de Haar
Dans cette sectioll, nous développons la fonction P,t(’) = f. — t)dt pour
le cas particulier des ondelettes de Haar. Notons que ce n’est que pour cette base
qu’il est possible de le faire, puisqu’il n’existe pas de représentation explicite de la
fonction d’échelle des olldelettes de Daubechies d’ordre supérieur ou égal à deux.
Tout d’abord. rappelons la définition de la fonction d’échelle de Haar. Nous
avofls
fi. 0<x<1.
=
—
(2.4.5)
0. sinon.
De plus. d’après l’égalité (1.3.5). nous retrouvons
p(2t
— 1) = rImI({23t — i} — m). (2.4.6)
En combinant les équations (2.4.5) et (2.4.6). nous nous apercevons que les seules
valeurs pour lesquelles la fonction est non nulle sont celles où mn = [23 t] — 1. où
[‘J dénote la partie entière d’un nombre. Ainsi,
p7(2t
— 1) = r2Jj_tI
Le problème se réduit doic à trouver une expression pour
,frht2hdt. (2.4.7)
Pour ce faire. supposons que la partie entière [23t] corresponde à une valeur
k Z. ce qui signifie que k < 2t < k + 1. d’où 23(k) < t < 2(k + 1). Nous
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pouvons alors montrer que. lorsque 2i est n entier. l’équation (2.4.7) équivaut
a
t23x]—1 23(k+l)
r1dt (2.4.8)
k=—œ
Dans le cas contraire, le terme
2 (2’
— t23x]) r2—
doit être rajouté à l’expression (2.4.8).
Posons maintenant q k — t. De cette façon. l’énoncé (2.4.8) peut s’écrire comme
[23x]—t—1
=
qui n’est simplement qu’une série géométrique. Il existe alors 3 cas possibles.
Donnons les résultats de ces séries pour chacun de ceux-ci.
2(1) t2ui] — t1 O ,‘ $0
= 1 —
2 [2Jx]—t—1(2) [2i1j — t—1> O
,‘
$ 2 ( — + (r12Jx]_l_l — 1))
2i(rI t2ix_t_1]P)(3) t2x]—t—1<O=$o= 1—r
En résumé, nous obtenons
$. si 2x est un entier,
P,t() =
$ + (23 — [23x]) r[23x]t sinon.
Pour terminer, illustrons les fonctions pr(2X — t) et p1(x) respectivement
définies aux équations (2.4.6) et (2.4.8). La figure 2.2 présente trois exemples de
la fonction flr pour différentes valeurs de j et de t sur le domaine [—10. 10], quand
r est fixée à 0.3. De plus, la figure 2.3 présente les fonctions p,t(x) associées à ces
exemples.
Pour comprendre ces figures. exprimons l’équation (2.4.6) sous la forme suivante
pr(23 — t) = r1(2ux — t — 77?)
rç (2 (_ — in).
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L
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(b)
0.6
0.4
(e)
fIG. 2.2. Exemples de la fonction pr(2x — t) (a) Pour j = 1 = O
(b) Pourj = let 1=0(c) Pourj =0 et t 1
En observant les deux figures, nous remarquons que le premier terme rencontré
dans cette équation. soit 2, est un facteur d’échelle. Il a pour rôle la contraction
du domaine sur lequel les fonctions sont définies. Ensuite, le second facteur, ou
est appelé facteur de translation et, comme sou nom l’indique. il a pour rôle
la translation des fonctions le long de l’axe horizontal. Mentionnons également
que le facteur 2 qui se retrouve dans l’équation (2.4.2) est un facteur de norma
lisation et qu’il est responsable de l’étirement vertical des fonctions. Pour plus de
renseignements sur ces facteurs dans le cas des ondelettes de Haar, voir Ouellette
(2004).
Notons enfin que. bien qu’il nous soit impossible de trouver une expression
pour les fonctions Pr(2 — t) et p1(x) pour les fonctions d’échelle de Daubechies
d’ordre supérieur à un, nous pouvons quand même les évaluer, le calcul de la
seconde fonction requérant par contre certaines méthodes d’approximation des
0.
0.
-0
(a)
0.8
0.2
-10 -5 10
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FIG. 2.3. Exemples de la fonction p(x) ta)
Pourj=rletl=0(c)Pourj=rOetl=z1
intégrales telles que la méthode du trapèze ou celle de Simpson (voir Conte et De
Boor, 1980).
Maintenant que nous connaissons bien les fonctions avec lesquelles nous tra
vaillons. définissous les modèles a priori choisis.
2.4.2. Modèle a priori
Dans un premier temps. répétons que Festimation de la courbe ue uécessite pas
l’utilisation de toutes les fonctions de la base employée. Nous décomposons donc la
fonction g(x) de l’équation (2.1.2) à l’aide de l’égalité (2.4.4) de la façon suivante
g(x) = 2 (±r) p(i) X
= 2
(1)2{U
xB,+ [PiCx) x8+pt(x) xi3i]}
= gL,u(’) + RLU(x), (2.4.9)
0.6
0.6
-10 -5
0.4
10
0.
-10 -5
(a) (b)
1.75
1.5
1.25
1
0.75
0.5
0.25
-10 -5 5 10
(c)
Pour j I O (b)
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où
gL.u(’) 2
(1_r)*()
x Ø
RLu(I) 2
(1 )2 [Li
x
+
X Bt].
Soulignons que la technique que nous utilisons pour sélectionner les valeurs de
L et de U ressemble énormément à celle décrite à la section 1.2.3 pour le choix des
noeuds avec les splines. Nous définissons donc un très grand intervalle pour les
valeurs de t au départ et nous en enlevons ensuite une à la fois. Notons toutefois
que les seules valeurs qu’il nous est possible cféliminer se limitent toujours aux
extrémités de l’intervalle à cause de la forme de la fonction gL.u(x) introduite à
l’équation (2.4.9).
Regardons maintenant la définition des deux modèles a priori.
2.4.2.1. Modète 1 : sur ta moyenne des observations
Légalité (2.4.9) nous permet d’écrire l’équation (2.1.2) comme suit
gL.u(’i) + j + j. (2.4.10)
OU = RL.U(Ij), i = 1 n.
À présent. définissons le vecteur des coefficients par
, (
U)
et la matrice de design X par
p(i) PL+1(1) ..
X = 2
(1_—_r Pr.L(2) Pr,L+i(’2) ... P,u(X2)
\1+rJ :
p(’n) p+1(n) ... P.u(’n)
Nous pouvons alors exprimer le modèle (2.4.10) sous la forme matricielle
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où u + , et îj = (ji’ 72 )T est le vecteur des erreurs découlant du
fait que nous n’employons qu’une partie de la base pour estimer la. courbe de
référence.
Nous supposons que la distribution a priori de est
2 9iu
où la matrice Q7, dépend de la structure de variance des (31)/<L1,1>u+1. Par
souci de simplicité, nous supposons que ces coefficients sont indépendants et que
u2 71\t
leur variance est proportionnelle à f — ) . en choisissant k > 1. Cette forme
fl0 \kJ
est similaire à celle suggérée pa.r Zellner (1986). Cependant. comme nrnis le dé
montrerons un peu plus tard, l’ajout de la constante () nous assure que la
variance est toujours finie. De cette façon, l’élément (i, s) de Q est donné par
(Q)i.8 = u2Cov(ij. )
u2Cot’ (23 (1
r)2 { p(xj) + pp(,i)3p},p=—œ p=U+l
L-iL-1
= Pp(Xi)Pq(s)COV(p. /3q)
+
pU+1 q=U+1
& { + }
L—1 1 1
= d () () }‘
22j 1—r4
où cJ* = g222 t et d = t
1+rJ n0 1+r
Puisque la follction p1(x) est bornée, nous sommes assurés que la matrice Q
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est bien définie. Effectivement. d’après la propriété (1.3.8) et l’équation (1.3.9),
/ \2
* * -2 1+rpp(.rj)pp(.xs) <2
—
et. par conséquent.
(‘s
< G :
= G) {2z() I
1(1)2{œ(1)P}
— 1 (1—r2( 2
- i+T) 1-1/k
<+0G.
En sachant cela, nous pouvons développer le modèle complet. De façon similaire
à ce qui a été proposé pour le modèle utilisant les splines à la section 2.3.1.1, nous
présumons que
2 j’f(Xt3u2[I+Q])
si ]V(O. u21)
En ce qui concerne les hypothèses par rapport au vecteur des coefficients et à
la variance des erreurs u2 les présupposés faits sont les mêmes qu’auparavant.
c’est-à-dire que
(ou (xT[I+Q]-1x)’).
\2 2
et les paramètres n0, u et sont également choisis comme précédemment.
Mentionnons qu’il peut paraître curieux de choisir une matrice de covariance qui
suppose une certaine dépendance entre les coefficients Lt. t = L. L + 1 U.
que nous utilisons lors de l’estimation, alors que nous supposions l’indépendance
pour les autres. En fait, si nous définissons
—
TT
/—‘c/--’ ‘f-’7) )
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où /3 est le vecteur des coefficients qui se retrouvent dans le terme d’erreur. nous
avons
7.2 (xT[I+Q]_lx)_l o
Var(/3) =
no o I
Il aurait été beaucoup pius naturel de remplacer la matrice (XT{I+Q]_lX)_l
par l’identité, mais nous avons néanmoins convenu d’utiliser ce modèle, non seule
ment pour qu’il ressemble à ccliii utilisé avec les splines. mais aussi car il simplifie
grandement l’expression des estimateurs obtenus. Soulignons que l’impact de cette
décision n’est pas majeur quant au modèle obtenu. En effet. comme l’explique
Goel (1983), plus nous nous éloignons des données, c’est-à-dire plus le niveau i
d’un hyperparamètre O augmente, plus l’information à son sujet décroît. Ainsi,
selon certaines mesures de divergence décrites dans cet article, l’importance de la
différence entre les distributions a priori et a posteriori de cet hyperparamètre
diminue. Donc, même si ce modèle peut sembler moins réaliste, ses conséquences
sur l’inférence sont plus ou moins négligeables.
2.4.2.2. Modète 2 : sur tes observations directement
Ce second modèle ressemble également énormément à celui développé avec les
spiines à la section 2.3.1.2. Le seul changement effectué est dû à la présence de
la matrice Q qui influence la structure de variance des observations. Le modèle
adopté est donc
y/3 ‘
4
A[uL j /3, ‘U-L
\ fl
7 2
, 2 At (,2O°TJ ]VU_L I I-’ 1U—L
n1
ir(,\2 2
De plus. puisque les définitions de /30 n1, c et “y sont encore une fois les
mêmes qu’avant, le lecteur peut se référer à la section 2.3.1.1 pour obtenir plus
de détails quant à ces derniers.
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Les modèles étant maintenant précisés. IIOUS 0UV0llS nous attarder au pro
blème principal.
2.4.3. Estimateur de la courbe de référence
Nous cherchons donc à retrouver l’estimateur du vecteur qui. sous la fonction
de perte quadratique, correspond à Fespérance de la distribution a posteriori
7r(/3). Pour ce faire, les mêmes raisonnements que ceux élaborés dans les sections
2.3.2.1 et 2.3.2.2 s’appliquent. Cest pourquoi toutes les techniques utilisées et les
résultats intermédiaires trouvés sont laissés de côté. Nous ne présentons ainsi que
les résultats pertinents au calcul de la densité marginale des observations m()
et de Festimateur .
2.4.3.1. Modèle 1 : sur ta moyenne des observations
Si nous posons /3MCP = nous obtenons
où
= 1 (MCP +
n0 + 1
1 [xT(I+Qy1x]’,
n0 + 1
n+c,
7*
+ ( — X/3MCP)T (I + Q’( — XMCP)
+
no (/3MCP
— 130)TXT(I + — O)
n0 + 1
La distribution a posteriori de ,8 consiste alors en une distribution t de Student
multidimensionnelle
Tu_L (**2_E). (2.4.11)
Cette fois, l’estimateur obtenu correspond à une moyenne pondérée entre
l’estimateur des moindres carrés pondérés /3MCP et la moyenne a priori °.
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Mentionnons aussi que la distribution marginale des observations est donnée
par
(
______
t f(a/2) (_p/2
+ 1) I + Q’/2 n/2f(/2)) (7jc*/2
Passons maintenant au second modèle.
2.4.3.2. Modèle 2 : sur tes observations directement
Rappelons que le calcul de l’estimateur t3 à l’aide des distributions conditionnelles
tel que décrit à l’équation (2.3.4) nécessite la connaissance des lois de u2 et
de u2Y. Les voici
-L (Cc. 2c), (2.4.12)
u2Y If
(2 )‘ (2.4.13)
où
C (NnoXT(no(I + Qn) + XXT)X + nlIu_L)’, (2.4.14)
e — Nn0XT(no(In + Qn) + XXT)_ + nj0. (2.4.15)
7’ = N(_Xo)T (I+Q+
(noN+ni) XXT) (X°)
n0n1
+ notr({no(I + Qn) + XXTI_1S) +7. (2.4.16)
Pour trouver l’estimateur des coefficients, nous appliquons alors l’équation (2.3.15)
qui, dans ce cas. devient
(2.4.17)
où la matrice C est définie à l’équation (2.4.14) et le vecteur c se trouve à Féqua
tion (2.4.15).
Finalement, la densité marginale des observations est donnée par
rn(Y) n’F({nN + u]/2)
7/2
no(I + Qn) + XXTH
7) 2
X 1’
I+Q+ (Nno+ni XXT
\ fl0fl1 J
où
‘
est défini de la même façon qu’à l’équation (2.4.16).
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Le développement de tous les modèles est maintenant terminé. Puisqu’ils ont
été élaborés dans un contexte général. il suffit seulement de les modifier légèrement
afin de tenir compte des contraintes de monotonicité. Notons que nous aurions pu
imposer ces contraintes dès la spécification du modèle a priori. Ceci a d’ailleurs
déjà été fait avec les spiines par quelques auteurs dont Bennachmouch (1992) qui
utilise la méthode de Monte Carlo avec fonction d’importance afin de retrouver
l’estimateur qui a été élaboré à l’aide d’un lisseur sous ce type de contraintes.
Par coiltre, les calculs analytiques deviennent impossibles à ce moment et nous
avons plutôt opté pour une procédure qui se trouve à être beaucoup plus facile
à utiliser et qui permet également l’estimation d’autres fonctions pour lesquelles
ces contraintes ne doivent pas nécessairement être respectées.
2.5. EsTIMATIoN AVEC CONTRAINTES
Comme mentionné précédemment, nous voulons tenir compte du fait que nos
estimations doivent absolument être non décroissantes. c’est-à-dire que f(x’) >
() si :r’ > ï. Pour ce faire, il existe plusieurs moyens d’y arriver dout les deux
techniques décrites dans cette section.
2.5.1. Coefficieiits positifs
Selon nos modèles, l’estimation de la fonction en un point ï est donnée par
(x) -
où b(ï) représente le e élément de la base évalué au point ï. lvidemment, nous
avons choisi de travailler avec des bases pour lesquelles
b(x’) b(ï), Vi’ > ï.
Pour que l’estimation soit non décroissante, une condition suffisante, mais non
nécessaire, est donc que
> O, Vi. (2.5.1)
Une technique pour parvenir à n’obtenir que des coefficients positifs consiste à
utiliser la méthode de Monte Carlo pour générer des vecteurs de coefficients selon
la loi a posteriori trouvée et à ne conserver que ceux dont tous les éléments sont
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positifs. Cette méthode est une technique classique de calcul bayésien à la fois
simple et efficace qui permet d’approcher de façon numérique des intégrales non
calculables analytiquement. Le principe de la méthode est le suivant (voir Robert,
2001).
Si nous dénotons par D(0), l’espace du paramètre 0 lorsque nous incluons les
contraintes qui nous intéressent, nous voulons calculer une intégrale de la forme
f g(0)f(x(0)ID(0)d0. (2.5.2)
que nous pouvons aussi écrire comnie
g(0)f(30)7F(0)ID(0)
h (0)dO
e li(0)
où h est une densité de probabilité sur e qui vérifie les trois propriétés suivantes
(1) le support de f(iO)7r(0)ID(0) est inclus dans le support de h.
f(;O)7r(0)ID(0)(2) hmio1œ h O < °‘
(3) il doit être relativement facile, d’un point de vue numérique, de générer O
à partir de h.
Nous appelons méthode de Monte Carlo avec fonction dimportance h l’algorithme
suivant
(1) générer Oi O selon la densité h,
(2) faire l’approximation de l’intégrale (2.5.2) par
ni0
;;
où ru0 ID(Oi) et w(01) f(xO)v(O)ID(O)
La loi forte des grands nombres nous assure que. sous quelques conditions de
régularité comme le fait que l’intégrale soit finie, cette approximation converge
vers l’équation (2.5.2).
Avant de donner les estimateurs finaux, vérifions d’abord pour chacun des
modèles, à partir de quelle distribution nous pouvons générer le vecteur de coef
ficients 3. Autrement dit, trouvons en partie la fonction h.
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Pour le premier modèle, nous connaissons la distribution a posteriori de Nous
utilisons donc cette loi de Student multidimensionnelle, définie en (2.3.3) pour les
splines et en (2.4.11) pour les ondelettes intégrées, pour générer directement.
Par contre. nous ne Pavons pas calculée pour le second modèle. Malgré le fait
qu’il serait possible de le faire en appliquant la même procédure qu’à l’équation
(2.3.2) et en intégrant par la suite par rapport à u2. nous préférons utiliser la
théorie sur les décompositions conditionnelles et donc. procéder par étapes
(1) Nous générons d’abord u2 à l’aide de la loi u2Y. Cette dernière corres
pond à une inverse gamma et nous la retrouvons aux équations (2.3.13)
et (2.4.13) pour les splines et les ondelettes respectivement.
(2) Nous générons ensuite ,6 à partir de la distribution 18Y. u2. Celle-ci
consiste en une loi normale multidimensionnelle et est définie à l’équa
tion (2.3.9) pour les splines et à l’équation (2.4.12) pour les ondelettes.
À partir de ceci, il est facile de voir que si nous remplaçons la fonction g(16) par
16 et la fonction h par les lois décrites précédemment, en prenant soin de tenir
conipte de l’espace D(16) qui se trouve à être l’espace des vecteurs dont tous les
éléments sont non négatifs. nous obtenons l’estimateur désiré. Notons qu’en pra
tique. ceci signifie que nous générons le vecteur 16 avec les tecimiques mentionnées
ci-dessus et que nous ne conservons que ceux qui respectent la contrainte (2.5.1).
Nous obtenons ainsi un ensemble de vecteurs de coefficients 16 16. et
l’estimateur recherché devient
mû
— —16t. (2.5.3)
i=1
2.5.2. Dérivées positives
Cette condition de non négativité donne les résultat.s escomptés. mais elle est assez
restrictive et peut parfois s’avérer trop sévère pour certaines bases. Cependant,
rappelons le lien entre la monotonicité d’une fo;ction et sa dérivée t une fonction
g(i) est non décroissante si sa dérivée g’(x) est positive ou nulle pour tout :r.
Pour obtenir l’estimateur, nous pouvons donc de nouveau utiliser la méthode de
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Monte Carlo en changeant cette fois, la contrainte (2.5.1) par la suivante
())‘ b) >0. (2.5.4)
L’espace D6) est donc celui comprenant tous les vecteurs dont les coefficients
font en sorte que la dérivée de la fonction estimée soit positive pour toute valeur
de i comprise dans le domaine de la courbe de référence.
Notons qu’il est très simple de calculer la dérivée de la fonction estimée en un
point x pour les bases que nous utilisons, car
8I(xk.t)
3p1(x)
a Pr(2Ï),
c’est-à-dire que la dérivée d’une fonction I-spline est une fonction M-spline et que
celle de la fonction P.t(’) correspond à la fonction Pr(23’ — 1).
En pratique. pour chacun des vecteurs générés. nous calculons les dérivées défi
nies à l’équation (2.5.4) pour un grand nombre de valeurs du domaine de la courbe
de référence et, si le minimum de ces dérivées est positif. alors nous concluons
que le vecteur de coefficients généré respecte la contrainte et nous le conservons.
L’estimateur se calcule alors de la même façon qu’à l’équation (2.5.3). Notons que.
contrairement au critère (2.5.1), la condition (2.5.4) est nécessaire à l’obtention
d’estimations croissantes. En fait, ce second critère englobe le premier, c’est-à-
dire que si tous les coefficients sont positifs, les dérivées le sont automatiquement.
puisque les bases de fonctions avec lesquelles nous travaillons sont nécessairement
positives et croissantes. Par contre, lorsque ce premier critère n’est pas trop sé
vère, la vérification de ce dernier devient très avantageuse par rapport au temps
d’exécution, puisque l’évaluation des dérivées doit être faite pour un très grand
nombre de valeurs du domaine de la courbe, ce qui devient souvent très long.
Ces deux estimateurs tiennent ainsi compte des contraintes que nous avons
imposées au début de ce chapitre. Nous avons donc complété le développement
de quatre modèles similaires, en utilisant deux bases de fonctions différentes, à
raison de deux modèles par base. Dans le chapitre qui suit, nous les appliquerons
en utilisant un jeu de données réelles.
Chapitre 3
APPLICATIONS
Ce chapitre est consacré à l’appllcatiou de la théorie développée dans le chapitre
précédent. Nous l’illustrons dabord à l’aide d’un jeu de données réelles, ce qui
nous permet également détablir certaines comparaisons quant à la performance
des deux modèles lorsque chacune des deux bases est utilisée. Nous poursuivons
ensuite cette analyse en vérifiant la validité de nos estimateurs peur des fonctions
qui sont beaucoup plus variables. Commençons tout de suite avec uu exemple
portant sur les courbes de croissance.
3.1. ExEMPLE AVEC DONNÉES RÉELLES
Dans cet exemple, les données proviennent de l’étude de croissance de Berkeley
(voir Tuddenharn et Snyder. 1954). Cette dernière comprend les courbes de 39
garçons et de 54 filles. La taille de chacun des enfants a été prise à 31 reprises entre
1 et 18 ans. De plus, les mesures ne sont pas équidistantes elles sont trimestrielles
jusqu’à l’âge de deux ans, annuelles de deux à huit ans et, finalement. biannuelles
jusqu’à dix-huit ans. Plus d’information a donc été amassée aux périodes où la
croissance est la plus rapide, soient durant la tendre enfance et à l’adolescence.
Rajoutons finalement que l’erreur type de ces mesures est d’environ 3 millimètres
et qu’elle a tendance à être un peu plus grande pour les premières mesures. Notons
que ces données sont plutôt difficiles à obtenir, puisqu’elles nécessitent un suivi
d’une vingtaine d’années. Donc, comme toute étude de type longitudinal, ceci
engendre des coûts élevés et comporte des risques d’attrition. Il existe quand
même certaines études plus vastes qui ont été complétées. Pensons notamment
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aux données de fels (voir Roche. 1992) ou de Zurich (voir Falkner, 1960). Par
contre, l’étude de Berkeley a déjà été publiée et elle est disponible gratuitement.
C’est pourquoi nous avons choisi de travailler avec celle-ci. Bien sûr. nous ne
sommes pas les premiers à tenter d’estimer ces courbes. Hamsav. Bock et Gasser
(1995) comparent. par exemple. les courbes «accélération associées à la hauteur
pour les trois jeux de données cités antérieurement. La figure 3.1 présente un sous-
ensemble de courbes pour dix garçons choisis aléatoirement dans Féchantillon.
Hauteur
180
E
100
2.5 5 7:5 10 12.5 15 175
Age
Fic. 3.1. Courbes de croissance de clix garçons choisis aléatoirement
Nous remarquons qu’il y a un garçon qui est grand à tout âge. mais que cer
tains autres sont grands durant l’enfance, bien qu’ils finissent avec une stature
relativement petite à l’âge adulte et vice-versa. Plus généralement parlant. nous
observons une tendance commune la croissance la plus rapide se retrouve dans
les premières années. mais il y a augmentation de la pente durant la poussée de
croissance de la puberté. c’est-à-dire entre 11 et 16 ails. Nous faisons d’ailleurs
l’étalonnage des courbes par rapport à cette poussée. car elle ne survient pas au
même moment pour tous les enfants. Regardons la méthode utilisée pour y parve
nir d’un peu plus près. Soulignons seulement que les estimations pour les garçons
et les filles sont effectuées séparément.
3.1.1. Synchronisation événementielle
Premièrement. il nous faut déterminer avec exactitude le temps auquel l’événe
ment marcjuant. qui consiste en cette poussée. se produit pour chacun des enfants.
Ceci n’est pas triviaL puisqu’il n’est pas évident de retrouver, à l’oeil, l’âge auquel
la poussée de croissance débute ou se termine. Pour contrer ce problème. nous
calculons la vitesse de croissance approximative pour les temps 2 à 30. ce qui nons
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aide à mieux distinguer les détails par rapport aux changements dans chacune des
courbes. Pour ce faire. nous appliquons la formule d’approximation de la dérivée
que voici. Au temps x. i 2 30. nous avons
_
g(x) —g(xji)
xi — xi_i
où g(x) représente la valeur de la mesure observée au temps x. Le temps auquel
la vitesse maximale est observée lors de la puberté (l’endroit où uous retrouvons
un pic) est alors considéré. pour chacun des enfants, comme le temps de référence
servant à l’alignement des courbes. En résumé, les trois conditions devant être
respectées dont nous avons parlé à la section 2.1 sont
h(T0) T0, hi(’a) Ta, h(T) T,
où T0 et T sont, respectivement, les bornes inférieure et supérieure du domaine
de ï. ï0 est, pour chacune des courbes. l’âge auquel la vitesse atteint son seuil
maximal et T0 est la médiane de ces âges pour toutes les courbes. Ainsi, nos
fonctions de synchronisation sont faites de deux parties linéaires séparées par
la médiane Ta. La figure 3.2 illustre bien l’effet de la synchronisation chez deux
des garçons faisant partie de notre échantillon. De plus, la figure 3.3 niontre les
transformations associées à l’étalonnage de ces deux fonctions.
14 I
15
12 I
12.5
10 •
10 8 • •
‘4• •4- . .
6 • 4 •4
.
••
2.5 2
2.5 S 7.5 10 12.5 15 17.5
- 2.5 5 7.5 10 12.5 15 17.5
ta) (b)
fIG. 3.2. Effet de la synchronisation : Données originales (trait
plein gris), Données transformées (carrés rouges) (a) Garçon 1 (b)
Garçon 2
Pour l’ensemble des garçons. l’âge médian T, obtenu est de 14 ans. Dans le pre
mier exemple. la vitesse maximale observée est plutôt atteinte à 13,5 ans. Pour
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FIG. 3.3. Temps transformés en fonction de ceux observés (a) Gar
çon 1 (b) Garçon 2
compenser par rapport à l’avance qu’avait cet enfant par rapport à la croissance
de l’ensemble des garçons. le domaine associé à la première partie des observa
tions, donc celles avant 13.5 ans, a été élargi. alors qu’il y a eu contraction des
données entre cet âge et dix-huit ans. Cet effet est également visible en regardant
la pente de la droite représentant les temps transformés en fonction des temps
originaux. En fait. lorsquil y a contraction, cette pente est inférieure à l’unité et,
dans le cas contraire, elle est supérieure à l’unité. Finalement, le cas du second
enfant est l’opposé du premier. En effet. il accusait un certain retard, car sa vi
tesse maximale a plutôt été observée à l’âge de 15,5 ans, ce qui explique le fait
qu’il y a d’abord eu contraction des données. La synchronisation pour l’ensemble
des garçons et des filles est illustrée aux figures 3.4 et 3.5 respectivement.
Vitesse
Â t trans
7.5 10 12.5 15 17.5 g
(a)
Hauteur
2.5
(b)
FIG. 3.4. fonctions synchronisées pour les garçons ta) Vitesses (b) Hauteurs
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Fia. 3.5. Fonctions synchronisées pour les filles ta) Vitesses (b) Hauteurs
Notons que l’âge médiail auquel la vitesse maximale lors de la puberté a été
observée pour les filles est de 11,5 ans. Mentionnons aussi qu’il y a une fille pour
laquelle la synchronisation n’a pas très bien fonctionné. Ceci est dû au fait que
cette enfant ne présentait pas une poussée de croissance très accentuée et qu’il a
donc été difficile de trouver la valeur pour laquelle l’alignement serait fait. Ceci
est d’ailleurs Fun des principaux reproches dont fait l’objet la synchronisation
événementielle (voir Ramsav et Li. 1998). Ell fait. il arrive que certaines courbes
ne présentent pas les particularités désirées et. à ce moment. il devient difficile de
synchroniser les courbes. Par contre, clans notre cas, rappelons qu’il y a 51 filles
dans ce jeu de données et qu’il est donc concevable qu’une seule de ces courbes
ne soit pas très bien alignée par rapport aux autres.
Une fois cette étape franchie, il suffit de faire la moyenne. à chacun des temps.
de toutes les hauteurs pour chacun des enfants pour obtenir la courbe de référence
que nous estimons. Cependant. comme nous l’avons déjà expliqué à la première
section du second chapitre, puisque les transformations par rapport aux temps
sont faites pour chacun des enfants séparément. il nous faut procéder par interpo
lation linéaire afin de retrouver la hauteur moyenne approximative pour chacun
des temps originaux i 1 ....,3 1.
La figure 3.6 rapporte les courbes moyennes obtenues pour les deux groupes
étudiés. Notons que les données ont été standardisées entre O et 1 afin de faciliter
l’obtention de coefficients positifs lors de nos estimations.
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FIG. 3.6. Courbes moyennes obtenues après la standardisation ta)
Garçons (b) Filles
Nous remarquons que pour les garçons. la poussée de croissance est plus accentuée
que pour les filles et, comme mentionné précédemment, qu’elle arrive un peu plus
tard (14 ans coutre 11.5 ans). La prochaine étape consiste maintenant à estimer
ces courbes, et ce, au moyeu des deux modèles développés ainsi que pour chacune
des bases utilisées.
3.1.2. Modélisation
Indiquons, avant tout. les étapes à suivre afin d’obtenir la modélisation voulue
pour chacun des différents modèles.
(1) Nous commençons par fixer un ensemble de valeurs possibles variant entre
O et 1 pour l’hyperparamètre n0. Pour chacune de ces valeurs, nous choisis
sons les éléments de la base qui font en sorte que le critère BIC introduit
à l’équation (1.2.2) est minimisé. Dans le cas des spiines, ces éléments sont
totalement déterminés par l’ensemble des noeuds intérieurs que nous gar
dons. Dans le cas des ondelettes, ce sont les fonctions P,t (i) qui constituent
cet ensemble. Il suffit donc de trouver l’intervalle [L. U] défini au début de
la section 2.4.2 qui répond aux exigences voulues. Les fonctions utilisées
pour nos estimations seront alors P.L() p,u(x). Notons que. pour
une valeur de n0 particulière, l’algorithme nous permettant de réaliser ce
choix est le suivant
(a) Pour les spiines
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(j) nous fixons un ensemble de noeuds en prenant soin d’en inclure
un entre chaque observation.
(ii) Après avoir éliminé le premier noeud intérieur, nous calculons l’es
timateur 3* décrit à l’équation (2.3.3) pour le premier modèle, ou
l’estimateur que nous retrouvons à Féquation (2.3.15) pour le
second, ainsi que les valeurs prédites . i 1 correspon
dantes. Nous évaluons ensuite le critère BIC. Cette étape est ré
pétée pour tous les noeuds intérieurs. Nous conservons alors l’en
semble de noeuds pour lequel la valeur minimale du critère est
observée.
(iii) Nous répétons l’étape précédente jusqu’à ce que la valeur du cri
tère BIC ne puisse plus être diminuée.
(b) Pour les ondelettes intégrées
(i) nous spécifions un intervalle relativement grand pour les valeurs
possibles de 1. Au départ. nous pouvons par exemple supposer que
toute valeur variant entre -20 et 20 est plausible pour t.
(ii) Nous appliquons alors la procédure décrite aux étapes (ii) et (iii)
pour les splines en utilisant plutôt les estimateurs /3* et / intro
duits aux équations (2.4.11) et (2.4.17) respectivement, non pas
pour toutes les valeurs de t, mais bien uniquement pour celles qui
se situent aux bornes de l’intervalle.
(2) Nous calculons ensuite la valeur de la loi marginale en considérant chacune
des combinaisons n0 éléments de la base obtenues à l’étape précédente.
La valeur de n0 choisie est alors celle qui maximise la valeur de la loi
marginale. De plus, les éléments de la base conservés sont ceux qui ont
été associés à ce n0 à la prenlière étape.
(3) Nous générons 10 000 vecteurs de coefficients de la façon décrite à la
section 2.5.
(4) Pour chacun de ces vecteurs, nous vérifions s’il respecte les conditions
imposées afin de nous assurer que les estimations soient non décroissantes.
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Si c’est le cas, flOilS le conservons. Sinon, nous le laissons de côté. Notons
que po’ les splines. il a été possible de satisfaire la première condition
décrite dans la section 2.5.1. c’est-à-dire que tous les coefficients devaient
être positifs. Par contre. cette restriction s’est avérée être trop sévère dans
le cas des ondelettes intégrées, puisque le premier coefficient était, pour la
plupart du temps. négatif. Dans ce cas. c’est plutôt la seconde condition
décrite ô la section 2.5.2 (lui a été vérifiée.
(5) L’estima.teur final est calculé en faisant la moyenne des vecteurs de coef
ficients que nous avons gardés à l’étape 4. Notons que nous nous sommes
assurés de toujours faire les estimations à. partir d’an moins 2000 vecteurs.
c’est-à-dire 20c des vecteurs générés. Ainsi, si le nombre de vecteurs res
pectant la condition était inférieur à 2000, nous générions un peu plus de
10 000 vecteurs afin d’en conserver suffisamment.
Discutons ma.intellant des résultats obtenus pour chacun des modèles. Mcii
tionnons que. pour ces exemples. les splines utilisés sont des I-splines. En outre.
pour construire les fonctions Pr.l (r). les onclelettes de Haar ont été privilégiées et
nous avons fixé les valeurs de j et de r dans l’équation (2.1.3) à zéro et 0.3.
Arrêtons-nous d’abord sur le choix de n0. Notons que nous montrons les ré
sultats trouvés à partir du critère BIC. niais que le critère de He et Shi décrit
à la section 1.2.3 aurait très bien pu être utilisé également. En fait, comme les
résultats associés aux deux critères étaient très semblables, nous avons décidé de
ne présenter que ceux obtenus à pa.rtir du premier critère. La figure 3.7 présente
deux exemples de graphiques représentant le logarithme de la densité marginale
en fonction de différentes valeurs possibles pour l’hyperparamètre n0. Remar
quons que les sauts observés dans le premier cas sont dus au changement (le
configuration des noeuds. c’est-à-dire que le nombre de noeuds total ainsi que
l’emplacement des noeuds conservés diffèrent d’une valeur de n0 à une autre. En
effet. comiiie nous pouvons le constater dans le second exemple. lorsque les élé
nients de la base demeurent les mêmes peu iniporte la valeur de n0. la fonction
résultante ne contient aucune discontinuité.
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FIG. 3.7. Exemples du logarithme de la marginale en fonction de
n0 pour les garçons (a) Modèle 1 - spiines (b) Modèle 2 - ondelettes
intégrées
Les tableaux 3.1 et 3.2 résument l’information qu’il est nécessaire de connaître
avant de réaliser l’estimation des collrbes moyennes. à savoir les valellrs de n0
et des éléments de la base retenus en utilisant les techniques décrites aux étapes
1 et 2, et ce, pour les splines et les ondelettes intégrées respectivement. Nous
constatons que, pour les ondelettes intégrées, les valeurs de n0 choisies pour les
différents modèles sont très près l’une de l’autre (environ 0.01). Par contre, pour
les spiines, elles fluctuent un peu plus. De plus, il est intéressant de relever que
le nombre de coefficients associé au vecteur ,8 est toujours inférieur dans le cas
des splines. En fait, avec le premier modèle pour les garçons, il est précisément
égal à la moitié de celui que nous retrouvons avec les ondelettes intégrées, ce
qui constitue n atollt considérable, puisque le but de toute estimation est géné
ralement d’obtenir le meilleur ajustement possible en restreignant le nombre de
paramètres pour que ce dernier soit minimal. Par contre, ajoutons ici un bémol
quant au temps d’exécution relié au choix de ces valeurs, qui est beaucoup plus
élevé dans le cas des splines. Ceci s’explique facilement en regardant l’algorithme
décrit précédemment. En effet, à l’itération (ii) de l’étape (1). le critère BIC
doit être déterminé pour tous les noeuds intérieurs dans le cas des splines. alors
qu’à cette même étape. l’utilisation des ondelettes intégrées ne nécessite que deux
évaluations de ce critère.
70
TAB. 3.1. Résultats en utilisant les splines.
Noeuds Nombre des vecteurs
Groupe Modèle n0 intérieurs de respectant
coeff. la contrainte 1
1 0.141 3.5: 10.2.5: 10.75: 8 17.2
Filles 11.25: 14,75:
2 0,019 3,5: 4,5: 5,5; 6,5; 7.5; 8,25; 13 21.2
10.75: 11,25: 12,25; 13,75.
1 0.121 2,5; 6,5; 10,75: 8 28,6
Garçons 13,25; 14.25
2 0.014 2.5; 6,5; 7,5; 11.25; 10 29,7
13,25: 14,75; 15.25
T.AB. 3.2. Résultats en utilisant les ondelettes intégrées.
Groupe Modèle n0 Intervalle Nombre % des vecteurs
pour I de coeff. respectant la contrainte 2
Filles 1 0.008 [0. 14) 15 68,4
2 0.01 [0. 14] 15 18.6
Garçons 1 0.007 [0. 15] 16 74,6
2 0,008 [0. 15] 16 97,5
Ces tableaux indiquent également le nombre total de vecteurs de coefficients,
parmi les 10 000 ayant été générés, qui satisfont les contraintes imposées afin de
respecter la non décroissance des estimations. Sur ce point, les deux modèles sont
difficilement comparables. car la condition imposée à ces vecteurs est différente
d’une base à l’autre. Les résultats sont donc compréhensibles. car il est plus res
trictif d’exiger que tous les coefficients soient positifs que d’imposer l’obligation
que les dérivées le soient. En observant les résultats. nous constatons toutefois
qu’il semble que les restrictions soient plus facilement satisfaites pour les garçons.
ce qui dépend certainement de l’allure de la courbe estimée. Ceci devient parti
culièrement évident en constatant qu’il n’y a que 18.6 des vecteurs générés qui
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respectent la contrainte observée pour le second modèle associé aux ondelettes
daus le cas des filles. Eu réalité, ce résultat est annonciateur de ce qui suivra lors
des simulations, c’est-à-dire que rien ne nous assure qu’il existe un grand nombre
de vecteurs qui respecteront la contrainte imposée, ce qui est uue couséqueuce de
la méthode utilisée. Notons que ceci se produit surtout à cause des extrémités de
la courbe où la hauteur est assez stable.
Finalement, la modélisation des courbes moyennes est illustrée aux figures 3.8
à 3.11. Les points représentent les vraies données. alors que les estimations sont
en couleur. Soulignons que les ajustements sont tous excellents pour le premier
modèle. Par contre, certaines estimations, bien qu’acceptables, sont un peu nioins
bonnes pour le second modèle. En effet, nous observons que. pour les splines. peu
importe le groupe dont nous modélisons la courbe, il y a une légère surestimation
des fonctions vers la fin de celles-ci.
Pour fins de comparaison, examinons les résultats associés aux estimateurs
usuels habituellement utilisés en régression. Pour les spilues, nous comparons alors
les estimations que nous avons obtenues avec celles générées à l’aide de l’estima
teur des moindres carrés ordinaires défini à la section 2.3.2. Pour les ondelettes
intégrées, c’est plutôt l’estiniateur des moindres carrés pondérés introduit à la
section 2.4.3 que nous employons. En général, les estimateurs usuels performent
aussi bien que ceux obtenus à l’aide du premier modèle et même parfois mieux
que ceux obtenus à l’aide du second. La figure 3.12 illustre d’ailleurs la modéli
sation obtenue pour les filles en utilisant la même matrice de design que pour le
second modèle employant les ondelettes intégrées (voir la figure 3.11 (b)). Rap
pelons toutefois qu’il est possible que ces estimations soient décroissantes, ce que
nous devons tenter d’éviter. Bien sûr, certains estimateurs ont déjà été dévelop
pés afin d’obtenir des estimations croissantes pour une fonction. Nous en avons
déjà mentionné quelques-uns dans l’introduction de ce mémoire. Mais, comme
notre but était surtout de vérifier la différence entre les deux modèles proposés,
c’est-à-dire l’effet de suggérer un modèle a priori pour chacune des courbes indi
viduelles comparativement à un modèle pour la moyenne des observations, nous
72
n’avons pas jugé nécessaire de comparer nos résultats à ceux de différentes mé
thodes déjà publiées. Le lecteur intéressé peut toutefois se référer à l’article de
Angers et Delampady (2001) pour obtenir plus de détails quant à ces différentes
comparaisons.
Notons enfin que les données avec lesquelles nous travaillons ne comportent
que très peu de bruit, ce qui est souvent le cas des courbes de croissance où les
mesures sont prises a•u millimètre près. Pour vérifier comment nos estimateurs se
comportent lorsque nous sommes en présence de courbes qui varient un peu plus,
nous tentons d’estimer de telles courbes dans la prochaine section en nappliquant
quun seul critère, défini par la présence de dérivées positives ou nulles sur tout
le domaine qui nous intéresse.
.
2.5 5 7.5 10 12.5 15 17.5 2.5 5 7.5 10 12.5 15 17.5
(a) (b)
FIG. 3.8. Estimation (couleur) de la courbe moyenne (points) avec les
splines pour les garçons (a) Modèle 1 (b) Modèle 2
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FIG. 3.9. Estimation (couleur) de la courbe moyenne (points) avec les
splines pour les filles (a) Modèle 1 (b) Modèle 2
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FiG. 3. 11. Estimation (couleur) de la courbe moyenne (points) avec les
ondelettes intégrées pour les filles (a) Modèle 1 (b) Modèle 2
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FIG. 3.12. Estimation (couleur) de la courbe moyenne (points) pour les
filles avec les ondelettes intégrées en utilisant l’estimateur des moindres
carrés pondérés
3.2. APPLICATION DES MODÈLES DÉVELOPPÉS À DES FONCTIONS
CONTENANT UN CERTAIN DEGRÉ DE VARIATION
Dans cette section, trois fonctions sont considérées : les deux premières sont stric
tement croissantes, alors que la troisième l’est sur la majorité de son domaine,
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FIG. 3.10. Estimation (couleur) de la courbe moyenne (points) avec les
ondelettes intégrées pour les garçons (a) Modèle 1 (b) Modèle 2
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mais devient légèrement décroissante vers la fin de ce dernier. Sa création nous
permet de vérifier ce qui se passe quand il est faux de croire que les estimations
doivent être croissantes. Ces fonctions ainsi que la notation que nous utilisons
pour leur appellation sont décrites dans le tableau 3.3.
TAB. 3.3. Description des fonctions utilisées.
Notation Fonction cart type u pour l’erreur
A g(i) x2. 1 < .x < 18 7.5
3 g(x) x/5. 1 < x < 18 0,5
L. 1 < < 16.
C —
— 0,5
24 — (1/2)x. 16 < < 18.
Pour générer des observations provenant de ces fonctions. nous procédons de
cette façon
(1) nous fixons d’abord les valeurs de i — 1 69. Dans nos exemples.
les données sont équidistantes et comprises entre 1 et 18.
(2) Nous générons ensuite des erreurs normalement distribuées centrées à
O et d’écart type u présenté au tableau 3.3.
(3) Les valeurs des observations deviennent alors
yj = g(j) + e. i = 1 69.
Remarquons que le choix des éléments des bases à utiliser n’a pas été fait
exactement de la même façon que pour l’exemple avec les courbes de croissance.
En effet, pour accélérer le processus, nous avons décidé de fixer les noeuds ainsi
que l’intervalle comprenant les valeurs de t à l’avance. Ainsi, pour les deux mo
dèles, quatre noeuds intérieurs équidistants donnés par 4,4 7.8: 11,2 et 14,6 sont
employés. De plus, pour les deux modèles toujours. l’intervalle [0. 16] a été choisi
pour définir les fonctions P,t (i). Soulignons que. dans le cas des ondelettes inté
grées. nous travaillons toujours avec les ondeÏettes de Haar et les valeurs de j et
de r sont respectivement O et 0.3. Par la suite, les valeurs de n0 choisies ont été
trouvées en maximisant la densité marginale des observations pour chacune des
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fonctions cii incluant certaines erreurs aléatoires. Bien sûr. puisque ces erreurs
varient d’une fois à l’autre. les valeurs de n0 changent également. mais très peu.
puisque la fonction de base demeure la même. Une valeur approximative a donc
été retenue. ce qui ne cause aucun problème. puisque nous n’observons pas de dif
férence majeure entre une estimation faite à partir de n.0 = 0.02 ou de n0 0.05.
par exemple. Le tableau 3.4 présente les valeurs de n0 sélectionnées pour chacune
des fonctions.
TAB. 3.4. Résultats associés aux fonctions A. B et C.
Fonction Base Modèle n0 $$E moyen
Spiines 1 0.002 3 462.95
A 2 0,2 8 174.24
Ondelettes 1 0.025 3 362,55
2 0.15 4 915.63
Splines 1 0.08 16.21
B 2 0.95 15.51
Ondelettes 1 0.35 94777
2 0.9 15.63
Spiines 1 0.02 25.75
C 2 0.35 25.29
Ondelettes 1 0,1 378.13
2 0,2 23.37
aUtilisation de la méthode itérative
Nous avons répété l’estimation de chacune des fonctions 100 fois. Pour chacune
des estimations. la somme des carrés des résidus a été évaluée. Rappelons sa
définition.
SSE
=
—
où représente la valeur prédite par le modèle pour l’observation y. La valeur
moyenne de cette somme est présentée dans le tableau 3.4. Remarquons qu’il est
p1utôt difficile de juger de l’efficacité de l’ellsemble des modèles en n’observant
que ces valeurs, puisqu’il n’y en a pas un qui se distingue des autres. sauf bien
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sûr. le premier modèle avec les ondelettes qui a donné un très mauvais ajustement
pour les fonctions B et C. Par contre. si nous assignons un rang allant de 1 à 4
à chacun des modèles en fonction de la somme obtenue (le premier étant associé
au modèle ayant obtenu la puis petite somme des carrés). nous constatons que
cest le second modèle utilisant les ondelettes qui a. en moyenne, le pïus petit
rang. Ainsi, nous pouvons dire que ce modèle performe plutôt bien. en gardant
cependant en tête le fait que les estimations sont faites avec plus de paramètres
pour les ondelettes que pour les spiines.
Mentionnons que, pour la troisième fonction, nous ne parvenions jamais à ob
tenir des estimations croissantes. ce qui est souhaitable, puisque la fonction ne
l’était pas totalement. Nous l’avons néanmoins estimée eu remplaçant tout coef
ficient négatif par une fraction de sa valeur, et ce. à titre informatif uniquement.
Ceci nous donne une idée du type d’ajustement pouvant être obtenu de cette
façon. Éclaircissons l’idée derrière cette technique. S’il existe des dérivées néga
tives. c’est que certains coefficients le sont également. Ainsi, si nous remplacions
tous ces coefficients par zéro. nous serions certains d’obtenir des estimations non
décroissantes. Par contre. s’il y en a plusieurs. ces estimations risquent d’être
très éloignées de la vraie fonction. Donc. pour tenter de minimiser les erreurs
commises à l’aide de cette méthode. plutôt que de remplacer tous ces coefficients
négatifs par zéro, nous les multiplions par une certaine constante, inférieure à
l’unité. Bien sûr, plus sa valeur est près de un, moins l’estimation obtenue s’en
trouvera affectée. Nous commençons donc par vérifier s’il est suffisant d’opter
pour une constante égale à 0,99 afin d’obtenir des estimations dont la dérivée est
toujours supérieure ou égale à zéro. Si ce n’est pas le cas. nous multiplions cette
constante par elle-même jusqu’à ce que la condition imposée soit respectée. En ré
pétant cette procédure pour chacun des vecteurs générés. nous nous assurons que
la condition sera bien satisfaite pour l’ensemble des estimations. L’utilisation de
cette méthode itérative est indiquée en rouge dans le tableau 3.4. Soulignons que
nous avons égalenient dû l’appliquer au premier modèle utilisant les ondelettes
intégrées pour la fonction B. En effet, dans ce cas. il a été impossible d’obtenir
des estimations croissantes pour la même raison que précédemment, c’est-à-dire
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que plusieurs coefficients étaient négatifs et, par conséquent, aucun vecteur gé
néré ne satisfaisait la condition imposée. Ce problème représente un défaut de
la méthode employée. En effet, nous nous atteildons normalement à ce qu’une
bonne partie des vecteurs de coefficients obtenus fasse en sorte que les dérivées
retrouvées soient positives ou nulles. Par contre, rien ne nous garantit que ce sera
toujours le cas, même si les fonctions sont croissantes. Pour être bien certain de ne
pas rencontrer un tel problème. il aurait fallu imposer les conditions dès le départ.
ce qui ne sera cependant pas fait dans ce mémoire pour les raisons énumérées à
la fin de la section 2.4.
Finalement, les figures 3.13 à 3.15 illustrent la modélisation des courbes ob
tenues pour chacune des fonctions. La vraie fonction est en noir, alors que la
moyenne des valeurs prédites pour les 100 évaluations est en couleur. Les points
représentent également un exemple du bruit généré. Nous avons déjà discuté des
défauts du premier modèle avec les ondelettes intégrées pour la fonction B. Ceci
se reflète dans l’ajustement obtenu. puisqu’il y a une surestimation flagrante de
la fonction. Pour la fonction C, le même phénomène se produit. Il y a donc trop
de coefficients négatifs qui sont modifiés et c’est pourquoi la modélisation est
mauvaise dans ce cas. De plus, de manière plus globale, les résultats associés au
premier modèle employant les splines ainsi qu’au second modèle utilisant les on
delettes intégrées sont plutôt comparables, même si le premier performe parfois
un peu mieux. En ce qui concerne le second modèle évalué à l’aide des splines. il
performe relativenient bien, malgré le fait qu’il surestime légèrement la fonction
A.
En conclusion, en combinant les résultats trouvés à l’exemple avec des données
réelles et aux petites simulations dont nous venons de discuter, nous pouvons dire
que c’est le preluier modèle construit à partir des I-splines qui semble être le plus
efficace.
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FIG. 3.13. Estimation de la fonction A : fonction réelle (trait plein
noir), estimation moyenne (trait plein en couleur) et bruit (points
noirs) (a) Modèle 1 - spiines (b) Modèle 2 - spiines (c) Modèle 1 -
ondelettes intégrées (d) Modèle 2 - ondelettes intégrées
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FIG. 3.14. Estimation de la fonction B : fonction réelle (trait plein
noir). estimation moyenne (trait plein en couleur) et bruit (points
noirs) (a) Modèle 1 - spiines (b) Modèle 2 - spiines (e) Modèle 1 -
ondelettes intégrées (d) Modèle 2 - ondelettes intégrées
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fIG. 3.15. Estimation de la fonction C fonction réelle (trait plein
noir). estimation moyenne (trait plein en couleur) et bruit (points
noirs) (a) Modèle 1 - splines (b) Modèle 2 - splines (c) Modèle 1 -
ondelettes intégrées (d) Modèle 2 - ondelettes intégrées
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CONCLUSION
Dans ce mémoire, nous avons étudié l’estimation de fonctions monotones non
décroissantes dans un contexte de régression bayésienne non paramétrique. en
nous préoccupant particulièrement du cas des courbes de croissance humaine qui
est un exemple très fréquemment rencontré dans la littérature. Pour ce faire. nous
nous sommes inspirés d’un article dans lequel les auteurs proposent l’estimation
d’hydrograinmes cumulatifs à partir de splines mouotones.
La première étape de nos analyses était de trouver une courbe de référence
qui représentait la tendance moyenne de la croissance des enfants provenant d’une
certaine population. Pour ce faire, nous devions d’abord tenir compte du fait que
nous étions en présence d’un phénomène naturel et que, par conséquent. l’âge au
quel certains événements importants se produisaient variait d’un enfant à l’autre.
C’est pourquoi nous avons commencé par synchroniser les courbes par rapport
aux événements qui nous intéressaient à l’aide de ce que nous avons appelé la
synchronisation événementielle avant de faire la moyenne des observations. Ceci
consistait en l’étalonnage des caractéristiques saillantes à l’aide de transforma
tions monotones du temps.
Par la suite, l’objectif que nous voulions atteindre était d’estimer correctement
la courbe moyenne résultante. Nous avons donc présenté deux modèles bayésiens
relativement semblables nous permettant d’obtenir une approximation de cette
fonction. La différence entre ces deux modèles venait du fait que le premier n’uti
lisait que les observations associées à la courbe moyenne, alors que le second
employait également celles de chacun des enfants faisant partie de notre échan
tillon. Ces deux modèles ont été établis à l’aide de deux bases de fonctions dif
férentes ayant cependant toutes deux la propriété de monotonicité. La première.
$2
déjà connue, était une base de spiines intégrés, alors que nous avons construit la
seconde en intégrant une base cf ondelettes biorthogonales développée par Walter
et Shen (1999).
Finalement, le comportement des estimateurs obtenus à partir des deux mo
dèles utilisant ces deux bases de fonctions a été étudié à l’aide du jeu de données
de Berkeley qui représente un ensemble de courbes de croissance. Par la suite, une
courte simulation nous a permis de vérifier l’allure des estiniations de certaines
fonctions qui étaient croissantes sur au moins une partie de leur domaine et qui
comprenaient plus de bruit que les courbes de croissance.
Globalement, les estirnateurs ont bien performé. le premier modèle étant sen
siblement meillleur que le second. En outre, nous pouvons affirmer que les deux
modèles développés avec les splines donnaient, en général, de meilleurs résultats
que ceux développés avec les ondelettes intégrées.
En conclusion, le premier modèle utilisant les I-splines se trouve à êti’e non
seulement le plus simple des quatre, mais également celui qui fournissait les
meilleures estimations dans la plupart des circonstances. C’était également le
seul qui se comparait facilement, en termes d’efficacité, aux estimateurs clas
siques généralement rencontrés avec, comme avantage, le fait quil nous assurait
l’obtention d’estimations non décroissantes.
Par contre, nous avons également rencontré certains problèmes. Ceux-ci étaient
dus au fait que notre technique consistait à générer des vecteurs de coefficients
qui ne respectaient pas nécessairement les conditions désirées avant d’imposer
les contraintes nous assurant que nos estimations étaient bien croissantes. Rien
ne nous garantissait alors qu’il existait des coefficients qui satisfaisaient ces res
trictions. Ainsi, pour de futures recherches, il serait intéressant de trouver de
nouvelles techniques d’estimation des paramètres qui permettraient l’imposition
de contraintes dès le départ. De plus. la construction d’intervalles de confiance
pourrait être utile pour être en mesure de savoir si un enfant a une croissance
hors de la normale.
Annexe A
DENSITÉS
Dans cette annexe, nous rappelons les fonctions de densité de toutes les distribu
tions cyue nous avons utilisées aux deux premiers chapitres.
A.1. DISTRIBuTIoNS NORMALES
A.1.1. Distribution normale JV(/l u2)
Si ; e R a pour densité
2 1 ( 2u)
2
exp —-—(x — [L)
(2uu)2 J
où ,i R et u2 e R. alors x suit une loi normale, notée N([L. u2), de moyenne [L
et de variance u2.
A.1.2. Distribution normale multidimensionnelle 4(t, )
Si x ..., x) un vecteur aléatoire défini dans W, a pour densité
f(x.
= (2u)P/2 1/2
exp {_ — )T_1(x
—
où p e W et est une matrice p x p symétrique définie positive, alors x suit mie
loi normale multidimensionnelle, notée J’%(ii. ), d’espérance ii et de matrice de
variance-covariance .
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A.2. DIsTRIBuTIoN INVERSE GAMMA IF(c. )
Si x E a pour densité
t3 exp(—3/x)J(/3)
= f(o) +1
I[D)()
où c > O et i3 > O. alors x suit une loi inverse gamma.
A.3. DIsTRIBuTIoN T DE STuDENT MULTIDIMENSIONNELLE
T(v. 6. E)
Si x
=
un vecteur aléatoire défini dans W, a pour densité
f(xv,O ) = 1 (x_O)TE_l(x_O)
- 2
f(v/2)(u)2 U
où y > O, O W et est une matrice p x p symétrique définie positive, alors x
suit une loi t de Student multidimensionnelle de moyenne O et de matrice d’échelle
E. De plus, u degrés de liberté sont associés à cette distribution. Sa matrice de
covariance est donnée par E lorsque u> 2.
u—2
Annexe B
PROGRAMMATION
Cette annexe présente la programmation reliée à la modélisation faite à l’aide des
splines. Ce programme a servi à retrouver les ajustements pour les garçons avec
les dounées provenant de l’exemple des courbes de croissance. Il a été construit à
partir de la version 5.2 du logiciel Mathematica.
(************* Chargement des librairies nécessaires **************)
« “Statistics’MultinormalDistribution’”;
« ‘Statistics’NormalDistribution’”;
« “Statistics’ContinuousDistributions’”;
« “LinearAlgebra’MatrixManipulation’”;
« “Graphics’MultipleListPlot’”;
« “Statistics’DataManipulation’”;
« “Statistics’DataSmoothing’ T!;
(********************* Lecture des données ************************)
hgtmb = Import[”hgtm.txt”, “List”l;
(******** Nombre de garçons dans le fichier de données ************)
ncasm = 39;
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(******* Entrée des temps observés pour chacun des enfants ********)
age = Join[Range[1, 2, 0.25], Range[3, 81, Range[8.5, 18, 0.5]];
nage = Length[age];
(****** Restructuration des données sous forme matricielle ********)
hgtm = Table[0, {i, ncasm}, {j, nage}];
For[i = 1, i <= ncasm, i++, {n = 31*(i - 1); For[j = 1, j < nage,
j++, hgtm[[i,j]] = hgtmb[[n + j]]]}];
(******************************************************************)
(******** Calcul des vitesses de croissance approximatives ********)
(********************* pour les temps 2 à 30 **********************)
(******************************************************************)
vitessem = Table[0, {i, ncasm}, {j, nage - 2}];
(*** Fonction permettant de calculer la vitesse à un temps donné **)
calculvitessel[vecteur_, pos_, temps_1 (vecteur[[pos + 1]]
- vecteur[[pos - 1]])/(temps[[pos + 11] - temps[[pos - 1]]);
(***** Calcul des vitesses à l’aide de la fonction précédente *****)
For[i = 1, i <= ncasm, i++, For[j 2, j < nage, j++,
vitessem[[i,j
— 1]] = calculvitessel[ligtm[[i]] , j, age]]];
(***************** Lissage des vitesses calculées *****************)
agev = Take[age, {2, nage -
vitessemiisse = TabletO, {i, ncasm}, {j, nage - 2}];
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Forti = 1, ï <= ncasm, i++,
vitessemlisse[[i]] = ExponentialSmoothing[vitessem[[i]], 0.51];
(*********** Synchronisation par rapport à la puberté *************)
(******************************************************************)
(*** Recherche de la vitesse maximale observée à l’adolescence ****)
modesm=Table [0, {i ,ncasm}];
tm=Range[10,291;
(********* Fonction permettant de trouver ce maximum **************)
modes[vecteur_,tej :=Position[vecteur,Max[vecteur[[tell]] [[11] [[1]]
(****** Calcul du maximum à l’aide de la fonction précédente ******)
For[i=1,i<=ncasm,i++,modesm[[ill=modes[vitessemlisse[[ill ,tm]]
(************** Calcul de la médiane de ces maximums **************)
medm=Median[modesm];
(************** Points servant à la synchronisation ***************)
tl=agev[[1]]
t2m=agev t [medm] I
t3=agev [[291]
(** Calcul des pentes pour chacune des transformations linéaires **)
betatxl_,x2_,yl_,y2_] :=Module[{},
betal=(y2-yl)/(x2-xl);
beta0=y2-betal*x2;
I
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betam=Table[O,{i,ncasm},{j ,4}J
For [i=1, i<=ncasm, i++,
{beta[tl,agev[[modesm[[iJJJJ,tl,t2mJ;
betam[[i,1J]=betaO;
betam[[i,2]]=betal;
beta[agev[[modesm[[i]]]J ,t3,t2m,t3]
betam[[i,31J=betaO;
betam[[i,4]]=betal;
}]
(************ Transformations linéaires pour les temps ***********)
agetrans[i_,j_,k_,bet_]:=bet[[i,kll + bet[[i,k+1]]*agev[[jJ];
agetm=Table[O,{i,ncasm},{j ,nage-2}J
For [i=1, i<=ncasm, i++,
{For[j=1,j<=modesm[[i]J,j++,agetm[[i,j]]=agetrans[i,j,1,betamj];
For[j=(modesm[tiJl+1) ,j<=Length[agev] ,j++,
agetm[[i,j]]=agetrans[i,j ,3,betam]J
}
1;
(** Calcul des courbes moyennes pour les données standardisées **)
(****************************************************************)
vlm=Table [1, {i ,ncasm}J
v2m=Table [18, {i ncasm}J;
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(* Âges synchronisés auxquels nous rajoutons les bornes 1 et 18 *)
agesynchrom=Table[O,{i,ncasm},{j ,nage}];
agesynchrom[[All, 1]] =vlm;
age synchrom C EA11 ,nage]] =v2m;
For[i=2,i<=(nage-1) ,i++,agesynchrom[[All,i]]=agetm[[All,i-1]]];
(********* Standardisation des fonctions entre O et 1 ***********)
hgtmstand=TableEO,{i ,ncasm},{j ,nage}];
For [i=1 , i<=ncasm, i++,
{
min=Min[hgtm[Ei]]];
max=Max[hgtm[[i]]];
hgtmstand [ [i] ] = (hgtm [ [i]] -mm) / (max-mm);
}]
moyhautmi2=TableEO,{i,ncasm},{j ,nage}];
(** Fonction faisant l’interpolation linéaire afin de trouver **)
(******** la hauteur approximative pour un temps donné *********)
ptmoyenne[donnees_,tsynchro_,temps_,i_,j_,k_] :=
donnees[[i ,k]] -(donnees[[i ,k]] -donnees[[i,k-1]])*
(tsynchro[[i,k]]-temps[[j]])/(tsynchro[[i,k]]-tsynchro[Ei,k-1]]);
(* Calcul des hauteurs approximatives à l’aide de la
fonction précédente *)
For [i=1 , i<=ncasm, i++,
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{For[j=1,j<=nage,j++,IfEage[[j]]==agesynchrom[[i,j]],
moyhautmi2[Ei,j]]=hgtmstand[[i,j]] ,For[k=2,k<=nage,k++,
If[agesynchrom[Ei,k]]>=age[[j]] && agesynchrom[[i,k-1]]<age[Ej]]
moyhautmi2[Ei,j]]=ptmoyenne[hgtmstand,agesynchrom,age,i,j ,k]]]]]}];
(**** Calcul de la hauteur moyenne à chacun des temps observés ***)
hautmoyennem2=Table [O, {i ,nage}];
For[i=1,i<=nage,i++,hautmoyennem2[[i]]=Mean[moyhautmi2[[All,i]]]];
(************** Définition des fonctions splines *****************)
(************************* M-spline ******************************)
Mspline[i_, k_, t_, x_] Module[{rep},
If [IntervalMemberQ [Interval [{t [[il] , t [[i + k]] }] , xl == True
&& t[[i + k]] - t[[i]] > O, If[k == 1,
rep = 1/(t[[i + k]] - t[[i]]),
rep = k*(((x - t[[i]])*Mspline[i, k - 1, t, xl
+ (t[[i + k]] - x)*Mspline[i + 1, k - 1, t, x])/((k —
(t[[i + k]] - t[[i]]fl)], rep = O];
rep];
(************************** I-spline *****************************)
IsplineEm_, k_, t_, x_] Module[{somme},
If[x < t[[m]], rep = O, If[x >= t[[m + k]], rep = 1,
{somme = O; For[j = m, j <= m + k - 1, j++, If[x > t[[j]]
&& x <= t[[j + 1]] && t[[j + 1]] - t[[j]] > O,
{For[i = m, i <= j, i++, somme += (t[[i + k + 1]] - t[[i]])*
(Mspline[i, k + 1, t, x]/(k + 1))]; }]; ]; rep = somme; }]]; rep];
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(****************************************************************)
(*** Fonctions permettant le calcul des éléments nécessaires ****)
(************ à l’obtention des estimateurs finaux **************)
(************ Fonction calculant la matrice de design ***********)
3w [k_ , t_ , don_ ,Kw_1: =Module [{q},
matsplines=Table[O,{i,Length[donJ},{j ,Kw}];
for[l=1 ,l<=Lengthtdonj ,l++,for[q=1 ,q<=Kw,q++,
matsplines[[l,ql]=Ispline[q,k,t,don[[lJ]]J ;J
matsplines
]
(** Fonction calculant le nombre de fonctions spiines utilisées *)
Kw [ordre_ , m_] : =ordre+m;
(***************** Ordre des fonctions splines ******************)
ordre=3;
(************ Paramètre a priori de la variance *****************)
alphaw [Kw_1 :=Exp[-2*Kwl;
(************* Moyenne a priori des coefficients ****************)
betawOtBw_,hbar_,temps_] :=Module[{pente,betaO,points},
pentei=(hbar[[11]]-Min[hbar])/(temps[[11JJ-temps[[1]J);
betal=Min [hbar] -pentel*temps [[il];
pointsl=Table[O,{i,1iI];
For[i=1,i<=ii,i++,pointsl[[iJ]=pentel*temps[[i]]+betal];
pente2=(hbar[[22]]-hbar[[1i]])/(temps[[22]J-temps[[i1]]);
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beta2=hbar[[11]1-pente2*temps[[11]];
points2=Table [O, {i, 1111;
for[i=12,i<=22,i++,points2[[i-11]]=pente2*temps[[i]]+beta2]
pente3=(Max[hbarl-hbar[[22]])/(tempst[Length[temps]11-tempst[221]);
beta3=hbar [[2211 -pente3*temps [[22]];
points3=Table[O,{i ,Length[hbar] -22}1;
For [i=23, i<=Length [hbar] , i++,
points3 [[i-22]] =pente3*temps [[il] +beta3];
points=Join[pointsl,points2,points3];
bet=Inverse [Transpose [3w] .3w] .Transpose[Bwl .points
1;
(*** Paramètres nécessaires pour le calcul de la loi marginale ***)
alphawstar [vectemps_ , Kw_] : =Length [vectemps] +alphaw [Kw];
Sw[hbar_,Bw_,betaL_] :=(({hbar-3w.betaL}).
Transpose[({hbar-3w.betaL})])[[11] [[1]];
Tw[nO_,betawL_,betawO_,Bw_] :=((nO/(nO+1))*(({Bw. (betawL-betawO)}).
Transpose[({Bw. (betawL-betawO)})]))[[1]] [[1]];
gammawstar [Sw_ , Tw_ , Kw_1 =Sw+Tw+alphaw [Kw];
(*********** Estimateur des moindres carrés ordinaires ***********)
betawL[Bw_,hbar_] :=Inverse [Transpose [3w] .3w] .Transpose[3w] .hbar;
(******* Paramètre utile lors de la méthode de Monte Carlo *******)
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sigmawstar[Bw_,nO_J :=((nO+1)(-1))*Inverse [Transpose [3w] .3w];
(************** Estimateur associé au second modèle **************)
tetaghat[m.,nO_,nl_,X_,ybar_,betaO_1 :=Module[{mat},
mat=m*nO*Transpose [X] . Inverse [nO*IdentityMatrix [Length [ybar]]
+X.Transpose[XJ];
tetahat=Inverse [mat .X+ni*IdentityMatrix[Length[betaO]]].
(mat . ybar+nl*betaO)
1;
(****************************************************************)
(**************** Choix des noeuds et de nO *********************)
(****************************************************************)
(* Fonction qui permet de choisir les noeuds pour un nO fixé *)
enlevenoeud[noeuds_,k_,temps_,nO_,vecmoy_,Modele_] :=Module[{dif f I,
(* Initialisation de vecteurs dont la longueur est égale au nombre
de noeuds intérieurs *)
diff=Table [O, {i , Length [noeuds] -7}]
bic=Table [O, {i , Length [noeuds] -7}];
(* Nous enlevons un noeud intérieur à la fois *)
For [s=4, s<= (Length [noeuds] -4) , s++,
{noeudsl=Drop [noeuds, {s}]
(* Nombre de fonctions splines à utiliser *)
(* Pour le calculer, nous enlevons les Z noeuds aux extrémités *)
Kwl=Kw[k,Length[noeudsl] -7];
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(* Matrice de design *)
Bwl=Bw[k,noeudsl ,temps,KwlJ;
(* Moyenne a priori des coefficients *)
betawlO=betawO[3w1 ,vecmoy,tempsJ;
If [Modele==1 , {
alphawl=alphaw [Kwil;
alphawlstar=alphawstar [temps ,Kwl];
gammawl=alphawl;
betawlL=betawL [3w1 , vecmoyl;
$wl=Sw[vecmoy,Bwl ,betawllJ;
Twl=Tw[nO,betawiL,betawlO,BwlJ;
gammaw1stargammawstar [Swl , Twl , Kwh;
(* Coefficients estimés *)
betawlstar=(1/(nO+1D*betawlL+(nO/(nO+1))*betawlO;
For [i=1, i<=Length [betawistar] ,
If[betawistar[[i]]<O,betawistar[[i]]=OJJ
(* Valeurs prédites *)
hbarwlstar=Bwh .betawlstar;
}]
If [Mode le==2, {
betawlstar=tetaghat[ncasm,nO,nO,Bwl,vecmoy,betawlO];
hbarwlstar=Bwi .betawlstar;
}]
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(* Calcul des critères *)
diff[[s-3]1=Log[Sum[Abs[vecmoy[[i]]-hbarwlstar[[i]]]
{i ,Iength[vecmoy]}]J+2*(Length[noeudsl]+2)/Length[vecmoy];
bic [Es-3]] =Length [vecmoy] *
Iog[Sum[(vecmoy[[j]J
-hbarw1star[tj]J)2,{j ,Length[vecmoy]}]/
Length[vecmoy]1 + Length[betawlstar]*Log[Length[vecmoy]];
}]
(* Enregistrement de la valeur minimale observée
et de la position de celle-ci *)
no=Range [1 , Length [noeuds 1] -7];
critheshi=Mintdiff]
numheshi=Position[diff,critheshiJ [[1]] [[1]] + 3;
valnoeud=noeuds [[numheshiJ J;
noeuds2=Drop tnoeuds , {numheshi}];
nobic=Range [1 ,Length[noeudsl] -71;
critbic=Min [bic];
numbic=Position[bic,critbic] [[11] [[1]] + 3;
valnoeudbic=noeuds [[numbicJ];
noeuds2bic=Drop [noeuds, {numbic}1;
hbarwlstar=Bwl .betawlstar;
]
(****** Calcul de la marginale pour diverses valeurs de nO ******)
vecnO=Sort[Join[Range[O.001,O.99,O.O1],Range[O.005,O.02,O.001]]];
B-xii
(****************** Pour le premier modèle **********************)
marg=Table [O, {i , Length [vecnOl }];
for [u=1 , u<=Length [vecnOl , u++,
{noeuds=Join[Table[1,{i,3}],{1.38,1.63},Range[2.5,7.5,1],
Range[8.25,17.25,O.5],Table[18,{i,4}]];
criteresmbic=Table [O, {i , Length [noeuds] +2}]
numerosmbicTab1e [O, {ï , Length [noeuds] +2}];
noeudsotembic=Table [O, {i , Length [noeuds] +2}]
(********** Nous prenons une grande valeur au départ ***********)
criteresmbic [[1]]=10000;
enlevenoeud [noeuds ,ordre, age, vecnO [[u]] , hautmoyennem2, 1];
criteresmbic t [2]] =critbic;
numerosmbic [[1]] =numbic;
noeudsotembic [[1]] =valnoeudbic;
n=2;
Whule[criteresmbic[[n]]<criteresmbic[[n-1J] ,{n++;
enlevenoeud[noeuds2bic ,ordre, age, vecnO [[u]] ,hautmoyennem2, 1];
criteresmbic [[n]] =critbic;
numerosmbic [[n-1]] =numbic;
noeudsotembic [[n-11] =valnoeudbic ; };]
noeudsg=Sort[Join[noeuds2bic,{noeudsotembic[[n-1]]}]];
Print [noeudsg];
Kwg=Kw [ordre , Length [noeudsg] -7];
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Bwg=Bw [ordre , noeudsg, age , Kwgl;
betawgO=betawo [Bwg , hautmoyennem2, age];
alphawg=alphaw [KwgJ;
alphawgstar=alphawstar [age , Kwg];
gammawg=alphawg;
betawgL=betawL [Bwg,hautmoyennem2l;
Swg=Sw [hautmoyennem2 , Bwg , betawgLl;
TwgTw[vecn0 [[u]] , betawgL , betawgO , Bwg];
gammawgstar=ganimawstar [Swg, Twg , Kwg];
marg[[u]] =((vecnO [[u]] /(vecnO [[u]1+1)) iKwg))* (Gamma [alphawgstar/2]
/(Pi (Length [age] /2) *Gamma [alphawg/21 ) ) * ((gammawg (alphawg/2))/
(gammawgstar (alphawgstar/2)));
};];
(******************* Pour le second modèle ***********************)
marg=Table [0, {ï , Length [vecnO] }];
For [u=1 ,u<=Length[vecno] , u++,
{noeuds = Join[Table[1, {i, 3}J, {1.38, 1.63}, Range[2.5, 7.5, 11,
Range[8.25, 17.25, 0.5], Table[18, {i, 4}]];
criteresmbic = Table[0, {i, Length[noeuds] + 2}];
numerosmbic = Table[0, {i, Length[noeuds] + 2}];
noeudsotembic = Table[0, {i, Length[noeuds] + 2}];
(********** Nous prenons une grande valeur au départ ***********)
criteresmbic[[1]] = 10000;
enlevenoeud[noeuds, ordre, age, vecno[[u]J, hautmoyennem2,21;
criteresmbic[[2]] = critbic;
numerosmbic[[1]] = numbic;
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noeudsotembic[[1]] = valnoeudbic;
p = 2;
While[criteresmbic[[p]] < criteresmbic[[p
- 1]],
enlevenoeud [noeuds2bic, ordre, age, vecnO [[u]] ,hautmoyennem2,2]
criteresmbict[p]] = critbic;
numerosmbict[p
- 1]] = numbic;
noeudsotembic[[p
- 1]] = valnoeudbic;
}; ];
noeudsg=Sort[Join[noeuds2bic,{noeudsotembic[[p-1J]}]J;
Print [noeudsg];
(* Pour calculer le nombre de paramètres, nous ne conservons que
les noeuds intérieurs *)
Kwg= Kw[ordre, Length[noeudsg] - Z];
Bwg = Bw[ordre, noeudsg, age, Kwg];
betawgO = betawO[Bwg, hautmoyennem2, age];
alphawg=alphaw [Kwg];
Sg= Sum[({hgtmstand[[il] -hautmoyennem2}) Inverse [vecnO[[u]]
*IdentityMatrix [nage] +Bwg. Transpose [Bwg]].
Transpose[({hgtmstand[[iJ]-hautmoyennem2})] ,{i,ncasm}] t[1]1 [[1]];
milg=ncasm* ( ({hautmoyennem2-Bwg betawgO}.
Inverse [IdentityMatrix [nage] +((ncasm*vecnO[[u]J+vecnO[[u]] )/
(vecnO[[u]]*vecnO[[u]1))*Bwg.Transpose[Bwg]]
Transpose[{hautmoyennem2-Bwg.betawgO}]) [[1]] [[1]]);
betag=vecnO[[ul]*Sg + milg + alphawg;
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constante = ((alphawg(alphawg/2fl*Ganima[(nage*ncasm+alphawg)/2])
/(Gamma[alphawg/2] *(Pi ((nage*ncasm)/2)));
ternO=vecnO[[u]J((nage/2)*(ncasm-1D;
detl=Det [vecnO [[u]] *IdentityMatrix tnage] +Bwg.
Transpose [Bwg]] ((ncasm-1)/2);
det2=Det[IdentityMatrix[nage]+((ncasm*vecnO[[u]]+vecnO[[u]])/
(vecnO[[u]]2))*3wg.Transpose[Bwg]](1/2);
margt[u]]=((constante*ternO)/(detl*det2))*((vecno [[u]] *
Sg+milg+alphawg) (- (nage*ncasm+alphawg)/2D;
(******** Estimation de la fonction avec le premier modèle *******)
(*****************************************************************)
(********** Noeuds et valeurs de nO trouvés précédemment *********)
nOg=O.121;
noeudsg= {1,1,1,2.5,6.5, 10.75,13.25,14.25,18,18, 18,18};
(******* Calcul du nombre de fonctions spiines à utiliser ********)
Kwg=Kw [ordre, Length [noeudsg] -7];
(*************** Calcul de la matrice de design ******************)
Bwg=Bw [ordre , noeudsg, age , Kwgl;
(************** Calcul de la moyenne a priori ********************)
betawgO=betawo [Bwg,hautmoyennem2,age];
(******** Calcul des paramètres a priori pour la variance ********)
alphawg=alphaw [Kwgl;
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ganimawg=alphawg;
(***** Calcul de l’estimateur des moindres carrés ordinaires *****)
betawgL=betawL [Bwg,hautmoyennem2];
(* Calcul de l’estimateur a posteriori sans les
contraintes de non décroissance *)
betawgstar=(1/(nOg+1))*betawgL+(nOg/(nOg+1))*betawgO;
(******************* Méthode de Monte Carlo **********************)
(***** Décomposition de la matrice de covariance a posteriori ****)
(***************** Calcul de cette matrice ***********************)
sigmag=sigmawstar[Bwg,nOg];
consm=garimawgstar/alphawgstar;
(* Avant de la décomposer, nous nous assurons
que la matrice soit bien symétrique *)
Newlg=Tabletlf[i<j,sigmagt[i,j]J ,OJ,
{i, 1 , Length [betawgstarl }, {j , 1 , Length [betawgstarl }1;
New2g=Transpose [Newigi;
new3g=Table[sigmag[[i, il] ,{i, 1 ,Length[betawgstarl}J
sigg=Newlg+New2g+DiagonalMatrix [new3gl;
(************ Décomposition en valeurs singulières **************)
{ug,vg,wg}=SingularValueDecomposition[sigg];
cholg=ug. (vg(1/2));
decm=(consm(1/2))*cholg;
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(*** Nous générons maintenant 10 000 vecteurs de coefficients ***)
betamr=Transpose [Table [betawgstar,{i, 10000}J];
yg=Table [RandomArray [StudentTDistribution [alphawgstarl,
Length[betawgstarll ,{i,10000}];
matm=decm.Transpose [ygl+betamr;
(** Nous ne retenons que les vecteurs de coefficients positifs **)
For[i=1,i<=Kwg,i++,For[j=1,j<=10000,j++,
If[matm[[i,j]]<O,matm[[All,j]J=OJ]J
sommem=0;
For[i=1,i<=10000,i++,If[matm[[1,i]] !=0,sommem+1]J;
sommeml=(10000-sommem)
(* Calcul du nouveau vecteur de coefficients obtenu
avec la méthode de Monte Carlo *)
betampos=Table [0, {i , Kwg}J;
For[i=1,i<=Kwg,i++,betampos[[iJJ=Total[matm[[iJ]]J
(********************** Coefficients finaux *********************)
betampos=betampos/sommeml;
(*************** Valeurs prédites finales ***********************)
hbarposm=Bwg. betampos;
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(****************************************************************)
(******* Estimation de la fonction avec le second modèle ********)
(****************************************************************)
(******* Noeuds et valeurs de nO=ni trouvés précédemment ********)
nO = 0.014;
ni 0.014;
noeudsg = {1,1,i,2.5,6.5,7.5,11.25,13.25,14.75,15.25, 18,18,18,18};
(******* Calcul du nombre de fonctions spiines à utiliser *******)
Kwg = Kw[ordre, Length[noeudsg]
- 7];
(************** Calcul de la matrice de design ******************)
Bwg = Bw[ordre, noeudsg, age, Kwg];
(**************** Calcul de la moyenne a priori *****************)
betawgo = betawo[Bwg, hautmoyennem2, age]
(******** Calcul des paramètres a priori pour la variance *******)
alphawg=alphaw txwg];
gammawg=alphawg;
(* Calcul de l’estimateur obtenu sans les
contraintes de non décroissance *)
betagstar = tetaghat[ncasm, nO, ni, Bwg, liautmoyennem2, betawgo];
(****************** Méthode de Monte Carlo **********************)
(*** Calcul des valeurs nécessaires pour générer la variance ****)
Sg= Sum[({hgtmstand [[i]J -hautmoyennem2}).
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Inverse [nO*IdentityMatrix [nage] +Bwg. Transpose [Bwg]].
Transpose[({hgtmstand[[i]]-hautmoyennem2l)],{i,ncasm}] [[1]]t[1]];
milg=ncasm* ( ({hautmoyennem2-Bwg. betawgo}.
Inverse [IdentityMatrix [nage] +( (ncasm*n0+nl) / (nO*nl) ) *
Bwg.Transpose[Bwg]] .Transpose[{hautmoyennem2-Bwg.betawgo}])
[[1]] [[1]]);
betag(n0*Sg + milg + gammawg)/2;
(******** Nous générons 10 000 valeurs pour les variances *******)
vecsigmag=RandomArray[GammaDistribution[(alphawg+nage)/2, 1/betag],
10000]
vecsigmag=1/vecsigmag;
mattetag=Table [0, {i, 10000} , {j Kwg}]
matg1Inverse [ncasm*nO*Transpose [Bwg].
Inverse [nO*IdentityMatrix [nage] +Bwg.Transpose [Bwg]] .Bwg
+ nl*IdentityMatrix[Kwg]];
(* Nous nous assurons que la matrice de covariance est
symétrique *)
matlg=Table[If[i<j,matgl[[i,j]] ,0]
{i,1,Length[betagstar]},{j , 1,Length[betagstar]}];
mat2g=Transpose [matlg];
mat3g=Table[matgl[[i,i]] ,{i,1,Length[betagstar]}];
matg=matlg+mat2g+DiagonalMatrix [mat3g];
f******************** Calcul du vecteur moyen *******************)
moyg=matg. (ncasm*nO* (Transpose [Bwg].
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Inverse [nO*IdentityMatrix [nage] +Bwg Transpose [Bwg]]
hautmoyennem2) + nl*betawgO);
(********* Nous générons 10 000 vecteurs de coefficients *********)
For [i=1 , i<=10000, i++ ,mattetag [[il] =
Random[MultinormalDistribution[moyg,vecsigmag[[ill*matg]]]
(*** Nous ne conservons que les vecteurs complètement positifs ***)
For[i=1,i<=10000,i++,For[j=1,j<=Kwg,j++,
If [mattetag[[i ,j]]<O,mattetag[[i]1=Table [0, {i ,Kwg}1J11
sommeg = 0;
For[i = 1, i <= 10000, i++, If[mattetag[[i,1]1 == 0, sommeg + 1]];
sommegi = 10000 - sommeg
(* Calcul du nouveau vecteur de coefficients obtenu
avec la méthode de Monte Carlo *)
For[i = 1, i <= 10000, i++, If[mattetag[[i,1]] == 0, sommeg += il];
sommegl = 10000 - sommeg
betagpos = Table[0, {i, Kwg}];
for[i = 1, i <= Kwg, i++,
betagpos[[i]] = Total [mattetag[[All,il]]];
(******************** Coefficients finaux ************************)
betagposl = betagpos/sommegl;
(******************** Valeurs prédites finales *******************)
hbarposg= Bwg.betagposl;
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