For various classes of equations of the general form,
INTRODUCTION
The oscillatory and asymptotic properties of the solutions of functional differential equations of retarding type have been an object of investigation of many works. An extensive bibliography on this subject is given in [ 11. We shall note that analogous results obtained for equations of neutral type are quite few. Sufficient conditions for oscillation of the solutions of equations of neutral type in the case of one discrete delay are obtained in the works [2-61. In the papers it is proved that the necessary and sufficient condition for all nonzero solutions of the equation of neutral type,
; [x(t)+px(t--)]+qx(t-fJ)=O, to be oscillating is that the respective characteristic equation, z(1 +pe-"')+qe-""=O, 263 have no real roots. This fact is obvious for the equations of retarding type (i.e., in the case when p = 0, cr > 0), since the principal part of any of their solutions is a quasipolynomial constructed by means of the roots of their characteristic equations. Since such a representation of the solutions of the equations of neutral type in general is not possible, then for the proof of an analogous criterion for oscillation essentially new ones are necessary. In the work [9] the results of the papers [7- 81 are generalized for neutral equations with an arbitrary finite number of constant deviations.
In the present paper by means of the method used in [7] analogous results are proved for a class of neutral equations with distributed delay of the form
where 6i, J2 = +l.
We shall say that conditions (A) are fulfilled if the following conditions hold:
Al, The functions ri: [0, zi] + [0, co), i= 1, 2, are non-decreasing. A2. ri>O, r,(O)>O, i= 1, 2, r,(O+)=O, and r,(z,)>O.
Our main conjecture is that if conditions (A) hold, for the oscillation of all nonzero solutions of Eq. (l), it is necessary and sufficient that the respective characteristic equation Q(z) := z (1 + 6, j;' e-%1(s)) + 82 J; CZSdr2(s) = 0, (2) have no real roots.
The necessity of this condition is obvious since if z* E R is a root of Eq. (2), then the function x(t) = eZ ' * is a nonoscillatory solution of Eq. (1). Hence, in particular, it follows that our main conjecture holds in the following three cases: (i) S,= -1; (ii) 6, = b2 = +l, r, > t2, ri(ri) > r,(t,); (iii) 6, = 6, = +l, z, = z;, ~~(7~) > r,(z;); since in each one of cases (i)-(iii) Eq. (2) has at least one real root.
In view of the above arguments we shall assume without a special stipulation that 6, = +l. Proof. Since v(t) is a continuous function, then if we introduce the notation yl(f) = x(t) + 6, j-1' x(t -s) dr,(s), t>t,+t,, and change the order of integration, we obtain for t > t, + r1 the equalities At) + 6, j-i' ~(t -s) dr,(s) = s ; yl(t -h) ddh).
The above equality implies that the function v(t) + 6, J; ~(t -3) dr,(s) is continuously differentiable with respect to t with the derivative where r,(t) > 0, lim,, oc (t-si(t))=co, i=l,2, the function r,(t,s) is of uniformly bounded variation with respect to s, the function r,(t, s) is monotone with respect to s, and inf, Ir,(t, t2(t)) -r,(t, O)j > 0.
Let x E (1) and introduce the notations Ye(t) = 4th
i=l,2 ) . . . .
By induction on i and by Lemma 1 we deduce that each function y,(t), i = 1, 2, . . . is defined in the interval [t, + ir, , co), is continuously differentiable in it, and is a solution of Eq. (1). Moreover, if x(t) is a nonoscillatory function, then from Eq. (1) by induction on i we obtain that the functions y,(t), i= 1, 2, . . . are ultimately monotone and, by Corollary 1, .Y,(OO)E (0, -002 00). Proof. It suffices to consider only the case i = 1 and after that the proof is completed by induction on i.
If condition (iv) holds, then all assertions of Lemma 3 follow immediately from Eq. (1). Provided that condition (v) holds, it suffices to show that y,(a) = 0 and then the assertions that are needed follow immediately from Eq. (1). In fact, if we suppose that ji( cc ) = -zoo, then in view of y, E (1) from Eq. (1 ), we deduce that y;( 00 ) = co; hence ultimately the following inequality holds: 
Proof
It is immediately seen that it suffices to prove that yi(co) = -co. If we assume that y,( co ) = 0, then yz( co) = 0 as well and, since x(t) is ultimately nonnegative and x and y, E (l), then we deduce that the functions yi (t) and y*(t) are ultimately positive and non-increasing which implies that ultimately the inequalities hold, which is impossible.
Lemma 4 is proved. 
The necessity of the condition equation (2) to have no real roots was considered in Section 1.
Suf'jkiency.
Suppose that Eq. (2) has no real roots and Eq. (1) has a nonnegative nonvanishing solution x(t). Then by Corollary 2 and Lemma 3 we can claim that the functions y,(t), i= 0, 1, . . . are ultimately positive and ultimately decreasing. On the other hand, from the fact that the quasi-polynomial Q(z) has no real roots it follows that at least one of the functions ri (t), i = 1, 2, is not constant for t > 0; hence Q( -co) = 00, whence we deduce that the following inequality holds: (1) cannot tend to zero for t --+ co faster than any exponent, we conclude that each set Z; is bounded.
Choose z* E Zr such that z* > sup Z, -q and introduce the notation q(t) = e'*'yr(t). From relation (4) it follows that ultimately q'(t) < 0. From this inequality, the definition of the constant q and the fact that car is a solution of Eq. (1) it follows that ultimately the following estimate holds: y;(t) + (z* + q) yl(t) = 1:' e-'*"-"'cp(t -s))' dr,(s) Proof: Suppose that Eq. (1) has a nonvanishing solution x: [t,, cc) -R which is ultimately with constant signs. Without loss of generality, in view of Corollary 2, we can assume that the function x(t) is ultimately positive and decreasing.
Then from equality (3) and Eq. (1) we deduce that the functions y,(t), i= 1, 2, . . . are positive, decreasing, and convex for t 2 t, := t, + it*.
If we choose the number z3 E (ri, r2) so that the inequality b := rZ(tz) -yz(rj) > 0 holds, then Eq. (1) for x = yi, t > tj + r2, implies the inequality Integrating the last inequality from t + r, 3 tj + z2 to t + 22,, we obtain that for t > ti+, -T, the following inequalities hold:
(Zj # 0, since 0 E Zi, i = 1, 2, . ..).
In view of Q( -co) = 00, setting Hence z*+h~Z~+,; whence it follows that for each i> 1, the inequality SUP Zi + 12 SUP Zi + h holds, which is impossible since sup, sup Zi < zO.
This completes the proof of Theorem 2. It is immediately seen that 0 E Zi; hence Zi # (21 for i= 1,2, . . . . On the other hand, from Eq. (1) it follows that ultimately the following inequalities hold:
From inequalities (5) we deduce j:(t)= O([r,(r1)]'lT2) for t--f co, whence we conclude that yi(t)= O([r,(z,)]" '2) for t -+ 00; hence supZjdz,:=(l/z,)lnr,(r,), i= 1,2 ,.... Hence z*+h~Z,+,; whence it follows that for each i> 1, the inequality sup Zi+ ,> sup 2, + h holds, which is impossible, since supi sup Zi d zo.
Theorem 3 is proved. Proof: As in the proof of Theorem 3 we conclude that ultimately inequalities (5) hold, which contradicts the ultimate convexity of the functions vi(t). This complets the proof of Theorem 4. 
