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One of the most significant developments in cockpit technology over the past several years is the 
emergence of a new cockpit architecture that uses cursor control devices and keyboards for 
interaction with individual and shared displays. This architecture has allowed for the design of 
cockpit interfaces with many advantages compared to traditional designs.  However, there are a 
number of challenges associated with these new cockpits that should be addressed so that pilots will 
be able to take full advantage of the performance improvements available from the new designs. 
This thesis describes three of the major challenges associated with the new architecture: supporting 
awareness, assisting interruption recovery, and mitigating interaction conflicts.  It also describes the 
analysis process used to identify these challenges and proposes an interface augmentation with the 
potential to address them.  The proposed design uses visualizations of the history of operator 
interactions with the interface to provide cues to the pilots about where each of them has been (and is 
currently) interacting.  This interaction data includes both visual (sourced from a gaze tracking 
system) and input (from the keyboard or cursor control device) information, and was communicated 
on the interface using dynamic borders around the relevant areas of the interface.  This augmentation 
aimed to address the three identified challenges by providing pilots with: improved awareness of each 
other’s actions, visual cues of where they were working prior to an interruption and what has changed 
since, and clear indications of where each is working to allow them to avoid conflicts. 
A two-stage evaluation process was used to determine the utility of the interface concept in a 
cockpit context by developing a non-interactive video prototype and showing it to pilots.  The results 
of the evaluation indicated that the design has sufficient potential to warrant further study, as 
evaluation in higher fidelity environments would help provide further evidence of its potential utility 
for live cockpit operations.  Therefore, future work should include the development and evaluation of 
a fully interactive prototype for live cockpit operations, as well as further examination of the design 
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Human collaborative work has long been a research focus in a wide variety of domains, including 
psychology, aviation, and the military.  The aviation domain, in particular, has been a hub for 
significant work (Foushee et al., 1986, Wiener et al., 1993) over the past several decades aimed at 
studying and improving collaboration.  During this time, advances in cockpit computer technology, 
particularly automation, have led to a steady increase in the level of human-machine collaboration in 
the cockpit (an environment that once involved primarily human-human collaboration).  More 
recently, the idea of using computer systems to assist collaboration in various other domains has 
become an important area of research in human computer interaction, generally known as computer 
supported cooperative work (CSCW).  Traditional CSCW research has focused on distributed systems 
such as email, chat, and web-based systems (e.g., Grudin, 1994, Gutwin and Greenberg, 1998, 
Yankelovich et al., 2004), but technology advances in the last decade have driven the expansion of 
CSCW research into the development of collaborative technologies for co-located environments.  
These technologies often involve the use of shared displays, which can include single display 
(Stewart et al., 1999, Tse et al., 2004, Zanella and Greenberg, 2001) or multi-display (Dietz and 
Leigh, 2001, Han, 2005, Johanson et al., 2002, Rekimoto, 1997, Streitz et al., 1999) systems with a 
variety of different interaction techniques.  In recent years, shared displays have started to gain 
acceptance as an effective element of cockpit interfaces.  This thesis examines some of the challenges 
associated with supporting cockpit collaboration using shared displays, proposes a new display 
augmentation concept to help mitigate these challenges, and discusses the development and testing of 




1.1.1 Cockpit Technology Advances 
During the past several decades, cockpit technology has been steadily developing, with notable 
advances being made in both the cockpit systems themselves and the human-machine interfaces that 
are used to control them.  Older aircraft used primarily mechanical and simple electrical systems that 
were monitored and controlled using analog instruments and manual controls.  In the late 1970s and 
early 1980s, aircraft such as the McDonnell Douglas MD-80 and Boeing 757 became the vanguard of 
a widespread deployment of integrated digital cockpit systems (glass cockpits), which consolidated a 
wide variety of individual instruments into a few integrated, multi-function displays that allow pilots 
to easily locate and understand important flight information.  Along with the development in cockpit 
displays, these aircraft use significantly more advanced flight controls; in particular, the level of 
automation in the aircraft systems has increased dramatically, leading to a commensurate growth in 
the need to interact with the computers driving the displays and automation functions. 
Data input into these flight computers has traditionally and successfully been accomplished using 
entirely keyboard, button, and knob-based interaction with a primarily text-based interface. However, 
emerging cockpit configurations are based on the concept of a “Windows-style” interface that uses an 
on-screen cursor with a cursor control device and a keyboard for input. Many of these systems 
propose a layout similar to the one shown in Figure 1-1, in which there is a display on each side of the 
aircraft (one or more screens for each pilot) and a center display (one or more screens) that is shared 
by the pilots.  The introduction of systems of this type allows for the design of cockpits that use the 





Figure 1-1 – Emerging Cockpit Architecture 
1.1.2 New Cockpit Architecture Advantages 
There are a number of advantages associated with this new architecture, foremost among which is the 
increased display area available compared to a conventional glass cockpit.  Because the shared 
display uses two or more relatively large LCD screens, more ecologically appropriate graphical 
designs can be used for the display and control of the functions located there.  Foremost among these 
functions are flight planning, flight management, and navigation, and the large shared display space 
allows for the provision of an interactive map that can be used in carrying out these functions.  
Allowing the pilots to work with their flight plan directly on a shared map, instead of individually on 
a waypoint list, helps to provide a much better contextual understanding of the position of the aircraft 
and the status of the flight.  Improving pilot awareness of the navigation status of the aircraft has 
important potential benefits to both safety and efficiency; examples of such benefits could include 
reducing the likelihood for controlled flight into terrain accidents and improving pilot selection of 
optimal alternate routes when avoiding inclement weather.  Additionally, the shared display provides 
a common access point to secondary functions, including aircraft systems management, navigation 
sensor management, communications management, maintenance information, and checklists, and the 
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crew’s interaction with all of these functions can be improved using ecologically designed graphical 
interfaces. 
1.1.3 New Cockpit Architecture Challenges 
The wide range of functions being monitored and controlled on the shared display also leads to one of 
the major drawbacks of this architecture: the potential for situations to arise that create conflicts 
between the pilot and co-pilot interacting with the system.  Such “interaction conflicts” can be 
defined as situations in which one user’s interaction with the system interferes with another user’s 
interaction.  If not addressed, these conflicts have the potential to be a significant safety concern.  In 
addition to the potential for interaction conflicts, the interaction style of the system (cursor control 
and keyboard input) removes some of the peripheral collaborative cues that existed in older 
generations of aircraft.  For example, when changing a radio frequency on older aircraft, pilots had to 
physically reach out to the radio control on the instrument panel and turn a knob (a movement which 
could be relatively easily detected in the peripheral vision of the second crewmember).  Pilots of 
aircraft using the emerging cockpit architecture now accomplish this task (and many similar tasks) 
with input on the keyboard and/or cursor control device.  This makes it much more difficult for 
crewmembers to maintain a sense of “peripheral awareness” of each other’s actions.  This reduction 
in peripheral awareness has the potential to negatively affect crew collaboration and situation 
awareness, which are both important in maintaining flight safety. 
1.1.4 Additional Cockpit Design Challenges 
In addition to the specific issues associated with the emerging cockpit architecture, any cockpit design 
must account for the complex, time-critical, and high workload nature of the aviation domain.  One 
particular issue associated with any domain of this type is the potential for interruptions to occur, 
temporarily distracting an operator from their task.  These interruptions tend to have a detrimental 
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effect on task performance, and have been cited as contributing factors in several aviation incidents 
and accidents (e.g., Dismukes et al., 1998, NTSB, 1988).  Thus, assisting the operator in resuming 
their interrupted tasks is an important design consideration for any aviation interface. 
1.1.5 Problem Statement 
Aviation is a complex domain that involves many time-critical and life-critical tasks.  The emergence 
of a new cockpit architecture that uses a shared display (as shown in Figure 1-1) presents an 
opportunity to improve collaboration between cockpit crew members, with a resulting improvement 
in operational performance and safety.  This new architecture does, however, have a number of 
drawbacks that need to be addressed before systems of this type can reach their full potential. 
1.2 Research Objectives and Approach 
In order to improve collaboration in two-pilot crews, increasing both performance and safety, this 
thesis aimed to generate an answer to the following general research question: 
How can a cockpit using the emerging architecture shown in Figure 1-1 be designed to help 
mitigate interaction conflicts, improve crewmember awareness, and assist operator interruption 
recovery? 
The approach to answering this question can be described in terms of three more specific 
objectives, as follows: 
• Objective 1 – Examine current practices for effective collaboration in cockpit 
environments.  A multi stage analysis process was used to help develop an understanding of 
how pilots collaborate in current cockpits.  The analysis process included a literature review of 
shared display and cockpit research (described in Chapter 2), as well as the development of an 
operational sequence model for a representative aviation task, the development of the 
operational sequence model into action and information requirements, and informal interviews 
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with experienced pilots (described in Chapter 3).  The product of this analysis process was a set 
of design challenges that should be addressed in the design of a collaborative cockpit interface. 
• Objective 2 – Design a collaborative interface for use on individual and shared displays in 
modern (new architecture) cockpits. Based on the understanding of cockpit operations and 
interface design challenges obtained in meeting Objective 1, an augmented cockpit interface 
was designed to address the challenges particularly relevant to collaboration.  Input and gaze 
tracking data were combined in order to augment an existing cockpit interface with integrated 
visualizations of current and past operator interactions.  An in-depth description of the 
augmented design, including a detailed discussion of the principles and processes used to create 
it, is presented in Chapter 4. 
• Objective 3 – Evaluate the utility of the improved interface for addressing the identified 
design challenges.  A non-interactive prototype of the cockpit interface augmentation was 
evaluated in a human-participant experimental study that was conducted using a novel two-
phase methodology (described in Chapter 5).  The results of the study and a discussion of their 
implications are found in Chapter 6 and Chapter 7, respectively. 
1.3 Thesis Organization 
This thesis is organized into seven chapters, as follows: 
• Chapter 1, Introduction – introduces the motivation and research objectives of this thesis. 
• Chapter 2, Background – contains a review of research related to cockpit design, awareness, 
interruption recovery, shared display systems, and automation. 
• Chapter 3, Domain Analysis – describes the analysis process used to further develop an 
understanding of the task domain and the context of the design problem, including the 
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development of an operational sequence model and a framework for studying interaction 
conflicts. 
• Chapter 4, Interface Design – describes an augmented cockpit interface designed to promote 
awareness, assist interruption recovery, and mitigate interaction conflicts, and explains the 
design process and rationale. 
• Chapter 5, Evaluation Methodology – describes the two-stage evaluation methodology used 
to evaluate a non-interactive prototype of the proposed design. 
• Chapter 6, Results – presents the quantitative and qualitative results of the evaluation process 
described in Chapter 5. 
• Chapter 7, Discussion – examines the results of the evaluation process in terms of the 
hypotheses, discusses some additional insights provided by these results, and makes 
recommendations for improvement of both the interface design and the evaluation process. 
• Chapter 8, Conclusion – discusses how well the research objectives were met and presents 






This chapter contains a review of research literature relevant to understanding the aviation domain 
and the design challenges associated with new architecture cockpits.  This review begins with a 
discussion of existing cockpit procedures and work practices, which is followed with a description of 
one of the most popular metrics for pilot performance (situation awareness, or SA) and how it relates 
to other forms of awareness from different domains.  The current state of research in both interruption 
recovery and shared display systems is then discussed, including some analysis of the limitations of 
current work.  Finally, the chapter ends with a discussion of the interaction between humans and 
automation and some of the limitations associated with current automation strategy. 
2.1 Cockpit Research 
When designing any cockpit display or control, an important part of the design process is to examine 
existing cockpit procedures and work practices. This is particularly true when considering cockpits 
designed for two or more crew members, because the interaction of these crew members with each 
other and with the cockpit systems form the building blocks of a larger system of distributed 
cognition (Hutchins and Klausen, 1996).  The concept of distributed cognition was developed to 
address the fact that the performance of a system made up of multiple people interacting with 
technology cannot be easily modeled or predicted by examining the individual skills or capabilities of 
any one part of the system (Perry, 2003).  Research examining the performance of distributed 
cognitive systems in aviation (Hutchins, 1995, Hutchins and Klausen, 1996), ship navigation 
(Hutchins, 1990), and firefighting (Toups and Kerne, 2007) has shown that the distribution of 
information, information storage, and cognitive work among the different parts of a system allows for 
more robust overall system performance.  For example, Hutchins and Klausen (1996) showed that 
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effective performance of a cockpit task involving multiple crew members does not require each crew 
member to perform perfectly because errors can be detected and corrected by the others.  In another 
examination of distributed cognition in a time and life-critical domain, Toups and Kerne (2007) 
demonstrate that when individual firefighters are aware of the overall firefighting situation as well as 
of the specific actions of the other firefighters, the coordination and performance of the overall 
firefighting team is improved. 
Research into existing cockpit procedures and practices is also important when attempting to design 
a cockpit system that addresses specific limitations of current systems. While much of this specific 
information is available from subject matter experts, ethnographic studies that have carefully 
examined the interactions between members of the flight crew and between the flight crew and the 
cockpit have revealed work practice information that is difficult for experts to articulate. Some 
examples of studies of this type include investigations of the use of cockpit elements as memory aids 
(Hutchins, 1995) and the use of paper in the cockpit (Nomura et al., 2006). Knowledge obtained from 
these studies provides important insights into some of the design challenges associated with the 
emerging cockpit architecture.  For example, Nomura et al.’s (2006) research on paper use in the 
cockpit showed that the pilot flying and pilot not flying kept much of the same information easily 
available (such as approach plates, airport maps, departure and arrival procedures), but some specific 
pieces of data were only used by one or the other (such as crosswind tables, circling charts, and V 
speeds1
                                                     
1 V speeds are reference speeds specific to an aircraft type, labeled as Vx (where x can be a letter, number, or 
set of letters and numbers).  For example, V1 is the maximum speed at which pilots can abort a takeoff and still 
be able to stop safely without leaving the runway 
). The incorporation of any of this information into the shared display has design implications 
related to both interaction conflicts and crew awareness. For instance, when information is used by 
only one pilot or the other, it will be important to ensure that the pilot who needs the information can 
access it when required without affecting (i.e., causing an interaction conflict with) the ongoing tasks 
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of the other pilot.  When information is needed by both pilots, it will be important to present it in a 
way that not only promotes individual understanding, but also helps the pilots to understand whether 
his crew member has also accessed and understood the information. 
2.2 Awareness 
In the aviation domain, the concept of situation awareness has become very popular over the past two 
decades as a metric for and predictor of pilot performance (Endsley, 1999).  The commonly accepted 
definition of SA as “the perception of the elements in the environment within a volume of time and 
space, the comprehension of their meaning, and the projection of their status in the near future” was 
popularized by Endsley (1988) and has been widely used since.  This definition separates SA into 
three distinct but related processes (or levels): 
i) Perception: basic perception of important information in the task environment. 
ii) Comprehension: integration of this information to form an understanding of the current 
situation. 
iii) Projection: anticipation of future events based on an understanding of the current situation. 
The concept of SA is most commonly used to help in explaining individual task performance by 
considering SA as an element of performance that is separate from, but closely related to, decision 
making (as shown in Figure 2-1). 
 
Figure 2-1 – Situation Awareness model (adapted from Figure 2 of (Endsley, 2000)) 
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To this end, several different methods have been developed for measuring operator SA, including 
the Situation Awareness Global Assessment Technique (SAGAT) (Endsley, 1987), the Situation 
Awareness Rating Technique (SART) (Taylor, 1990), and the Situation Awareness – Subjective 
Workload Dominance (SA-SWORD) technique (Vidulich and Hughes, 1991), which have all seen 
use in evaluation of air crew or cockpit design performance.  For example, in a NASA research 
program aimed at developing synthetic vision systems for cockpits, Kramer et al. (2004) used SA-
SWORD as one of their major metrics for comparison of different designs. 
The concept of SA has also seen some application to the analysis of team performance.  Salas et al. 
(1995) described team SA as a product of the individual SA of the team members and the 
communication and teamwork processes that exist between them, and Cooke et al. (2001) developed 
this concept into a more detailed framework for team SA and discussed some potential methods of 
assessing SA in team environments.  However, these applications of “conventional” SA to team 
situations are all limited by the fact that SA was originally developed in the context of individual 
performance and does not specifically address group environments. 
In other work domains, the term “awareness” has been used with many other modifiers, and some 
of these other “types” of awareness were developed specifically to address collaborative settings. 
Some examples from CSCW include peripheral awareness (awareness information sourced from an 
operator’s peripheral attention (Cadiz et al., 2002)) and group awareness (“the up-to-the-moment 
understanding of others’ activities in a shared space” (J. Hill and Gutwin, 2004)). In the cockpit 
environment, there are a variety of ways in which a pilot can obtain awareness information. For 
example, in older two-pilot cockpits, peripheral awareness information was available simply from 
peripheral vision, by observing that a co-pilot was reaching to adjust something on the instrument 
panel. However, in software systems (such as modern glass cockpits), this “natural” form of 
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peripheral awareness information is often lost, which has led to research in providing analogous 
information on a computer display (Cadiz et al., 2002). 
An important limitation of existing approaches to providing on-screen awareness information is 
that (in most cases) this information is displayed separately from primary task information. In 
addition to requiring dedicated screen real estate, this approach increases the cognitive burden on the 
user by forcing them to interpret how the awareness information relates to the primary task. Group 
awareness information can also be found in a number of different forms, including some notable 
research into the development of software “widgets” (such as buttons and menus) that provide real-
time information about collaborators’ actions.  For example, in the suite of multi-user interface 
components developed by Hill and Gutwin (2004), a button shows one user’s click action to all other 
users by showing normal button “click” feedback and highlighting it with a colour and label. Widgets 
of this type are useful at providing information about the current situation, but are less useful in 
providing an overall context for how the situation has developed because they do not show any 
historical record of actions. 
There has, however, been some research into providing such contextual information; notably, Hill 
et al. (1992) suggested creating a computational analogy to paper document “wear” (e.g. dog-earing2
Figure 2-2
, 
annotations, etc.) to provide information about the history of collaborative work on an electronic 
document. For example, in their “EditWear” shared editor software application, visual traces of user 
activity in an electronic document are indicated via a dynamic histogram embedded into the scrollbar 
of the document window (see ). 
                                                     





Figure 2-2 – “EditWear” scrollbar concept (adapted from Figure 1 of (W. C. Hill et al., 1992)) 
The size of each mark in these histograms is proportional to the amount of viewing or editing that 
has taken place at that point in the document.  Figure 2-2 (a) shows a normal scroll bar, (b) shows a 
scroll bar with a histogram showing document editing activity, and (c) shows a scroll bar with two 
histograms, one each for editing and viewing activity information.  Placing this information in the 
scrollbar of the document allows users reviewing the document to easily skip to locations that have 
been heavily read or edited by simply moving the scrollbar to the appropriate location on the 
histogram.  This particular implementation is limited in that it was only designed to support 
asynchronous collaboration; however, it is likely that the concept of displaying traces of user activity 
on an interface has the potential to be useful in synchronous collaboration as well. 
2.3 Interruption Recovery 
The potential for interruptions to occur and distract an operator from their task is an issue in many 
work domains, but is of particular relevance when examining complex domains. A sizeable body of 
research has been published examining interruptions in a variety of tasks, with results almost 
invariably showing that interruptions have a significant effect on task performance (Altmann and 
Trafton, 2004, Bailey et al., 2001, Loukopoulos et al., 2001, McFarlane, 1999, Scott et al., 2006, Scott 
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et al., 2008, Smallman and St. John, 2003, St. John et al., 2005, Trafton et al., 2005, Trafton et al., 
2003). In a study examining interruptions in relatively simple tasks such as addition, counting, and 
reading comprehension, Bailey et al. (2001) found that interrupting a user decreased their task 
performance and increased their level of annoyance with the task, and that the magnitude of these 
effects was related to their perceived mental workload at the time of the interruption. These 
detrimental effects can also be observed in more complex tasks; McFarlane (1999) discusses how 
interruptions are more likely in tasks involving automated systems (including aviation) and 
demonstrates that there is decreased performance on such tasks when interruptions occur. 
In a time and life-critical domain such as aviation, interruptions and the resulting negative effects 
can have disastrous consequences. For example, in 1987, Northwest Airlines Flight 255 crashed on 
takeoff after the pilots were interrupted from their normal pre-flight routine and failed to set the flaps 
(NTSB, 1988). In a study specifically examining interruptions in an aviation setting, Loukopoulos et 
al. (2001) found that aircrew performance on flows and checklists was noticeably affected when the 
crew members were interrupted while carrying out these tasks. 
Many researchers have proposed and studied methods for mitigating the effects of interruptions on 
task performance; however, current research in this area has typically focused on tasks that are either 
entirely static during an interruption (i.e., the operator is returned to the same task with the 
environment in the same state) or entirely dynamic (i.e., the state of the task and the state of the 
environment may change during the interruption).  Tasks faced by pilots can be of either type, and 
can also be a combination of the two (e.g., a pilot can return to the same task state but face a very 
different set of environmental conditions).  For this reason, it is important to examine interruption 
recovery techniques used for both types of tasks and attempt to establish a method that will work for 
the aviation domain.   For dynamic tasks in particular, this method will need to support pilots in 
understanding whether the environmental or task conditions have changed, and in what way. 
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In a series of studies that used a static task to examine the effect of providing users with a warning 
before the onset of an interruption, Altmann and Trafton (Altmann and Trafton, 2004, Trafton et al., 
2005, Trafton et al., 2003) found that the availability of primary task information during the warning 
period improved recovery performance after the interruption. Additionally, they showed that when 
resuming the task, the presentation of primary task cues (such as the cursor position or last action 
performed before the interruption occurred) improved recovery performance. While this method is 
simple to implement and does provide some benefit for static tasks, it is limited in its application to 
dynamic tasks in that it does not provide any information about what occurred in the primary task 
while the user was interrupted. 
Other interruption recovery assistance research has focused on addressing dynamic tasks by 
providing specific tools to address this limitation, including change logs (Smallman and St. John, 
2003), instant replay tools (St. John et al., 2005), and integrated change log/instant replay tools (Scott 
et al., 2006, Scott et al., 2008).  For example, Smallman and St. John (2003) showed that providing a 
dynamically updating log of events, sorted by importance, to participants performing an aircraft 
threat-classification task dramatically improved their performance after an interruption.  In a series of 
studies examining interruptions in dynamic mission control tasks, Scott et al. (2006, 2008) showed 
that an instant replay tool or an integrated change log/instant replay tool could provide some benefit 
to interruption recovery performance. While these methods have all shown some success in 
improving interruption recovery performance, tools of this type tend to require dedicated display 
space, which is difficult to provide in a cockpit application, and generally require the user to interrupt 
their primary task to recover from a previous interruption. 
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2.4 Single Display Groupware (SDG) 
The SDG model was introduced by Stewart et al. (1999) to describe “computer programs that enable 
co-present users to collaborate via a shared computer with a single shared display and simultaneous 
input devices.”  These co-located multi-user computing systems differ from single user systems and 
“conventional” groupware because they have multiple, independent input channels (generally, one for 
each user) and a single output channel (shared between all users), as shown in Figure 2-3. 
 
Figure 2-3 – Interaction models (adapted from Figures 1, 2, and 3 of (Stewart et al., 1999)) 
There are a number of potential advantages and disadvantages associated with SDG systems, and 
one of the potential disadvantages that has received research attention is the potential for conflicts to 
occur between users (defined as ‘interaction conflicts’ and discussed in more depth in Section 3.1, 
below).  Research examining interaction conflicts in SDG systems often assumes that conflicts will 
occur and moves on to developing software techniques (Tse et al., 2004, Zanella and Greenberg, 
2001) or general strategies (Morris et al., 2004) to mitigate them.  One software technique proposed 
by Zanella and Greenberg (2001) used translucent pop-up menus to allow one user to make a menu 
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selection while the other user continued working behind the pop-up menu.  Morris et al. (2004) 
proposed a number of general conflict mitigation strategies for SDG systems; one example of such a 
strategy is the “no selections” policy, under which an input to the system would only be accepted if 
no other user has an active selection that would be affected by the input. Though this strategy and 
widget-driven approach can be effective in developing generalized methods for mitigating conflicts, 
when designing an interface for a specific task it would likely be more effective to examine the task 
to identify potential conflicts, determine their source and impact, and tailor the interface for optimal 
performance.  Tse et al. (2004) used this type of approach to show that conflicts may not be an issue 
in SDG systems for tasks that lend themselves well to spatial separation. 
Research on SDG systems has more recently expanded to include co-located collaborative systems 
that comprise one or more shared displays (such as tiled wall displays) that are simultaneously used 
by multiple people (Brignull et al., 2004), similar to the shared display in the cockpit architecture 
shown in Figure 1-1.  While these systems do not strictly adhere to the definition of SDG, it is 
expected that lessons learned in SDG research should be applicable to the design of shared displays in 
more complex environments. 
Even when considering the expansion of SDG research to include systems with multiple displays, 
there are a number of limitations in the work to this point that should be considered.  First, research in 
this area has almost exclusively considered single function systems in which there is no need to 
change the overall content located on the shared display.  These tasks also tend to be fairly simplistic; 
for example, Zanella and Greenberg (2001) used very basic pointing and selection tasks and Tse et al. 
(2004) used a simple tracing task.  Additionally, and perhaps in part due to the simplicity of the tasks 
used, typical SDG research has primarily investigated situations in which the users are working on the 
same task, trying to accomplish a common goal. 
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2.5 Human Automation Collaboration 
As mentioned previously in Section 2.1, while automation plays a significant role in modern aircraft, 
the actual interactions between aircraft crew members and automated systems are quite limited.  This 
is true in most systems that combine human operators with automation; the widely used Sheridan-
Verplank (SV) scale of levels of automation (Sheridan and Verplank, 1978) is essentially concerned 
with the division of workload and authority between human and automation and does not address any 
potential collaboration between the two.  Parasuraman and Riley’s (1997) paper “Humans and 
Automation: Use, Misuse, Disuse, Abuse” discusses the different ways in which the implementation 
of automation can be problematic: 
i) misuse, which refers to situations in which operators use automation even though it is 
performing poorly (frequently as a result of overtrust or monitoring failures); 
ii) disuse, which refers to situations in which operators do not use automation even though it has 
the capability to improve performance (often as a result of undertrust); and 
iii) abuse, which refers to situations where automation is designed without appropriately 
considering the needs of the operator or the potential effects of automating the task. 
In a review of “Humans and Automation”, Lee (2008) makes the specific point that as automation 
continues to develop and become more complex, and operators come to rely more heavily on it, these 
issues of misuse, disuse, and abuse will become more and more problematic unless designers begin 
considering automation and human operators as elements of an overall collaborative system instead of 
as independent actors. 
Some recent research in automated systems has begun to explore the possibilities of collaborative 
interactions between humans and automation.  For example, Bruni et al. (2007) have developed a 
framework (the Human Automation Collaboration Taxonomy, or HACT) for shared decision making 
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that allows more flexibility in defining the roles of the human and the automated system.  However, 
most computer systems are still limited by the fact that their only awareness of a human operator is 






While the literature described above in Chapter 2 provides a useful starting point when considering 
cockpit design, very little published work has attempted to form an understanding of the potential 
challenges associated with new architecture cockpits.  This chapter describes the process used to 
address this limitation, including the development of a framework for understanding interaction 
conflicts (one of the challenges associated with new architecture cockpits), and the analysis process 
that was used to develop a more detailed understanding of the aviation domain and the other potential 
design challenges associated with new architecture cockpits.  The final product of this analysis 
process was a set of design challenges to be addressed in the design of collaborative cockpit 
interfaces (detailed in Section 3.3). 
3.1 Interaction Conflict Framework 
The background literature from the human-computer interaction (HCI) research community, in 
particular the HCI work focused on SDG systems discussed in Section 2.4 above, provided a basic 
understanding of interaction conflicts and potential ways of mitigating them.  However, it was limited 
by focusing primarily on single function systems in which there is no need to change the overall 
content located on the shared display, and in which the users are working together on a relatively 
simple task, trying to accomplish a common goal.  The new architecture style cockpit (as shown in 
Figure 1-1) is a multi-function system in which the shared display content can be changed depending 
on the state of the task and the environment, the task itself (aviation) is very complex, and the users 
are frequently working on separate tasks with different individual goals.  To address this research 
limitation and develop a way of structuring investigations of more complex task domains using 
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shared screens, I created a framework for understanding the different types of interaction conflicts 
that may occur. 
When trying to understand computer use, it is important to consider both “active” and “passive” 
use. Design for active use is concerned with the design of effective mechanisms for direct interactions 
with or inputs to the system, while design for passive use is concerned with the design of effective 
information visualizations to help with decision making or data comprehension; these design 
elements are intended for the visual channel only and do not require user interaction. Both active 
(input) and passive (visual) computer use are relevant for a discussion of interaction conflicts in a 
shared display situation, and both are considered in the interaction conflict framework (illustrated in 
Figure 3-1). 
 
Figure 3-1 – Interaction Conflict Framework 
This framework contains three main categories of potential conflicts, detailed below: 
i) Input-input (i.e. active-active) conflicts occur when the users attempt to issue mutually 
exclusive inputs to the system. The most obvious type of potential conflict in SDG-type 
systems, this type of conflict can occur in any system that has multiple inputs, including several 
existing cockpit systems such as flight controls (duplicate controls for the pilot and co-pilot that 
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operate the same control surfaces) and traditional flight management systems (separate control 
display units that are linked in software). Because input-input conflicts can be easily detected 
by the system, conflict mitigation can be accomplished in a relatively simple manner using 
technological strategies.  These strategies can range from very inflexible (lock the screen so 
that only one user can perform input at a time) to very flexible (allow all inputs on a “last-in 
wins” basis).  For an aviation application, the very flexible solution has potential safety 
concerns and the very inflexible solution removes much of the benefit of the collaborative 
system, so it is likely that the ideal solution lies somewhere in between. 
ii) Input-visual (i.e. active-passive) conflicts occur when one user attempts to issue an input that 
affects the display of the other user’s desired output. Input-visual conflicts are more difficult to 
detect and address than input-input.  This difficulty is due to the fact that only one user is 
directly interacting with the system and computerized systems are not typically aware of users’ 
visual focus, which means that the system software does not know when a conflict of this type 
is occurring. This difficulty in implementing technological solutions means that input-visual 
conflict mitigation is much more likely to be left to procedural strategies or to social protocols.  
However, if a computer system is provided with awareness of users’ visual focus (as in the 
design proposed in this thesis), technology-based solutions for input-visual conflicts become 
possible. 
iii) Visual-visual (i.e. passive-passive) conflicts occur when the users desire information that 
requires mutually exclusive outputs.  Because these conflicts do not involve any input to the 
system, they are the most difficult of the three conflict types to identify and address. Similarly 
to input-visual conflicts, it is difficult to develop technological conflict mitigation strategies for 




Each potential interaction conflict in a shared display system architecture fits into one of these three 
categories, and the need to identify and assess potential conflicts of all three types should be 
considered when examining a task domain. This framework can also provide a focus when designing 
conflict mitigation strategies, as it is important to recognize that different conflict types may require 
different mitigation strategies. 
Another important point to consider when studying interaction conflicts in the context of a shared 
display cockpit system is that most modern two-pilot cockpits are intended to be operated such that 
that one pilot is always “heads-up” (actively flying/monitoring the state of the aircraft) so that 
interaction conflicts should never occur in-flight. However, anecdotal evidence from pilots, as 
discussed by Hutchins & Klausen (1996), indicates that occurrences of “two heads in the cockpit” can 
readily occur in modern, automated aircraft. Thus, interaction conflicts are possible in the advanced 
cockpit and should be considered in the design of the shared cockpit display. 
3.2 Domain Operations Analysis 
3.2.1 Research Approach 
A multi-stage analysis approach was used in developing an improved understanding of the task 
domain and the challenges associated with the emerging cockpit architecture. The first two stages in 
the approach focused on understanding the cockpit environment and the functional requirements for a 
modern cockpit system, while the third stage (conducted partially in parallel with the first two stages) 
aimed to confirm the validity of the first two analysis stages and provide an operational context for 
the results. 
The first step in the domain investigation was the creation of a form of Operational Sequence 
Diagrams (OSDs) for representative scenarios of cockpit interaction. Operational sequence diagrams 
“are graphic representations of operator or user tasks, as they relate sequentially to both equipment 
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and other operators” (Chapanis, 1996).  The symbology used in the creation of OSDs consists of a 
variety of individual symbols to represent different types of tasks, as shown in Figure 3-2.  These 
symbols are linked together to form a chronological map of the tasks (and links between the tasks) 
carried out by each operator or piece of equipment in the system being analyzed. 
  
Figure 3-2 – OSD symbols 
Since it is difficult to examine the richness of collaboration (for example, ongoing coordination of 
interrelated activities) using the low-level task approach that is typical to operational sequence 
modeling, a modified approach was used to instead consider coordination and collaboration in the 
performance of higher-level functions.  For example, instead of considering each low-level task 
needed to complete a checklist (e.g. check landing gear position, check flap position, check 
altimeters), the functional approach would simply list the higher-level function (perform after take-off 
checklist).  As the typical low-level OSD approach specifies all tasks in exacting detail, including 
those related to collaboration, it neglects the fact that collaborative activities such as discussions are 
flexible and can be performed in different ways depending on the personalities of the human 
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operators involved.  The higher-level functional approach ensured that this richness of collaboration 
was not lost through an overly analytical approach, yet still took advantage of the strength of OSDs to 
identify elements of operator work where collaboration is important. Using this approach also meant 
that the analysis could be performed at a level that is relatively independent of specific technology 
solutions, which should help to ensure that the results will generalize across low-level differences in 
cockpit technology. 
The basis of operational sequence modeling is an appropriate operational scenario, and the scenario 
selected for this analysis was a change of approach during a flight. An approach consists of a set of 
information that determines how an aircraft will approach an airport and land at a specific runway, 
including details such as what equipment is needed on the aircraft, what speeds and altitudes must be 
flown, and the minimum visibility needed to land safely.  A change of approach during a flight could 
occur for a variety of reasons, including (but not limited to) changing weather conditions or 
equipment failures on the aircraft or at the airport.  The in-flight approach change scenario was 
selected to provide a series of tasks and decisions that were sufficiently challenging to stress the 
collaboration between the two pilots without making the analysis excessively complex, allowing the 
exploration of key information sources and interactions between humans within the cockpit, humans 
and automation, and humans outside the cockpit. 
The high-level operational sequence modeling approach was used to create an OSD for this 
scenario (Appendix A), and this model was then used as the basis for a more detailed analysis of the 
action/information requirements of a limited set of tasks. These tasks, such as evaluating and 
discussing options for a new approach, were selected based on two main factors: 
i) their relevance to the emerging cockpit architecture (i.e., if the task were performed in a 
cockpit based on the emerging architecture, would the shared display be used) 
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ii) the extent to which they were a venue for collaborative interactions between the two pilots (i.e., 
how much the OSD explicitly showed collaboration involved in the task). 
Each of the functional requirements selected from the OSD was broken down into action 
requirements (the actions that must be carried out to accomplish the function) and information 
requirements (the pieces of information needed to carry out the actions).  The full list of selected 
functional requirements and their associated action and information requirements can be found in 
Appendix B. 
To supplement the above analysis activities, a third stage of analysis was performed in which 
several informal interviews were conducted with subject-matter experts. The interviews were 
conducted in parallel to, and helped inform, the functional and action/information requirements 
analysis. Interviews were conducted with five pilots (including three former Canadian Forces test 
pilots and two current civilian airline pilots, with a minimum of 3,000 flight hours) and one additional 
cockpit design expert. Results were used to refine the understanding of the tasks, information 
requirements, and typical actions within the example scenario. 
The information gathered in these activities clarified my understanding of the collaborative design 
challenges that may arise in the advanced cockpit, as discussed below in Section 3.2.2. 
The operational sequence modeling approach was valuable and useful in helping to identify design 
challenges and implications, but it is not intended to be a singular, comprehensive analysis. The 
amount and scope of information available from an OSD is directly related to how representative the 
scenario is of the operational environment, and in the aviation domain there is a large amount of 
variation in the potential usage scenarios and in the particular organization of events within a given 
scenario. For example, considering just the approach phase of flight, potential scenarios could include 
a simple textbook approach, an approach change, a missed approach followed by either a second 
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attempt or a change of approach, or a number of other possibilities. However, even considering this 
limitation, the operational sequence modeling approach did serve as an initial step towards identifying 
several important design challenges related to the shared displays in an advanced cockpit. 
3.2.2 Results 
The results of the operational sequence modeling analysis identified several important design 
considerations and challenges, summarized below. 
There is a need for team situation awareness. Follow-up interviews with subject matter experts 
(as described in Section 3.2.1 above) indicated that beyond the instances of collaboration that can be 
explicitly identified, pilots’ work always includes an effort to maintain a common situational 
awareness picture. This refers to the fact that each pilot not only needs to be aware of the state of their 
aircraft and the environment (conventional SA (Endsley, 2000)), but also of the actions and the 
awareness of their teammate. This shared situation awareness, a common understanding that 
collaborators are “on the same page”, is important for any team situation, but particularly relevant in 
time-critical or life-critical environments like aviation. Attempting to support this type of awareness 
in the proposed cockpit architecture became a significant part of the focus for this thesis. 
Significant collaboration occurs between pilots, and between pilots and other actors. The 
limited scenario investigated using the OSD approach showed multiple instances where the pilots 
must communicate decision options, provide instructions, confirm and cross-check the other’s 
actions, or otherwise engage in collaborative actions and activities. For example, the need to evaluate 
and discuss potential options for the alternative approach requires both information exchange both 
between the pilots, and between the pilots and other actors such as air traffic controllers. Examination 




Information used in collaborative activities can be historical and dynamic. Also identified in 
the follow-up interviews with pilots was the fact that outside of the single scenario considered in the 
OSD analysis, information requirements in the cockpit change over time, and information gathered 
during one activity can be used in others, including to support later collaboration decisions and 
actions. For example, information obtained during standard radio updates with a company dispatcher 
can help pilots to decide on routing adjustments or approach changes. These discussions illustrated 
the need to provide a cockpit design that promotes awareness of current and historical events. Such 
design support would be particularly important to assist pilots in quickly regaining awareness of their 
previous task status and of the updated system state when resuming a task following a task 
interruption. 
Pilots operate in a multi-task environment. The analysis of the scenario showed that both pilots 
had at least one and often two tasks ongoing related to the change of approach in addition to the 
continuous task of flying and monitoring the progress of the aircraft.  For example, Figure 3-3 shows 
a situation in which the First Officer is continuously monitoring the Captain’s control of the aircraft 
while also carrying out a discussion about an approach change and identifying alternative options for 
the approach. In follow up interviews pilots indicated that it can be a significant challenge simply to 
keep up with all of the individual tasks required to safely complete a flight. This prevalence of 
multiple tasks competing for a pilot’s limited attention resources highlights the need for the cockpit 
design to mitigate the costs of task switching, and to facilitate the pilot’s ability to quickly resume a 




Figure 3-3 – Example of multi-task environment 
A wide variety of information is required and a large amount of this information is shared. 
Tracing the information requirements needed to support the collaborative activities involved in 
selecting a new approach in the flight plan showed the variety and amount of information that must be 
shared and commonly understood by both pilots. The variety of information required is demonstrated 
by the sheer number of qualitatively different information requirements that appear during this 
scenario; even a single function from the OSD can require many different types of information. For 
example, when identifying options for a new approach, pilots need access to approach plates for the 
destination airport, current weather information, airport traffic information, and potentially several 
other situation-dependent items. Considering that each pilot may be performing more than one of 
these functions at a time, the amount of information that may be needed at a given time could be 
significant. The large amount of shared information appears in several different steps in the OSD, 
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underlining the need to ensure that both pilots can access the information that they require without 
coming into conflict. 
Automation plays a limited role in cockpit collaboration. The OSD analysis and pilot interviews 
also demonstrated that while automation plays a critical role in the control and navigation of modern 
aircraft, the interaction between cockpit computer systems and the crews operating them is typically 
limited to relatively simple control inputs by the crew and feedback displays from the computers.  For 
example, a typical interaction with the system might consist of the crew entering a piece of data (such 
as a new approach) into the system, with the system then displaying that data to confirm it was 
entered.  As mentioned previously in Section 2.5, this limitation represents an opportunity for 
improvement in the design of automated systems, and this thesis proposes a cockpit interface design 
that attempts to increase the level of collaborative activity between the flight crew and the automated 
cockpit systems. 
3.3 Collaborative Cockpit Interface Design Challenges 
Based on the literature review detailed in Chapter 2 and the domain analysis described above in 
Chapter 3, three significant challenges were selected as the most important candidates to be addressed 
in cockpits using the new architecture shown in Figure 1-1.  These three challenges (supporting 
awareness, assisting interruption recovery, and mitigating interaction conflicts) are summarized in the 
following three sections.  Section 3.3.4 then summarizes how the limitations of current automated 
systems contribute to these challenges. 
3.3.1 Support Awareness 
The importance of situation awareness in the aviation domain was described in Section 2.2, which 
also explained how the concept of SA is limited by its inherent focus on individual performance.  
However, group-focused awareness research from the CSCW domain was demonstrated to have 
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potential for application to cockpit environments if some limitations are addressed. Additionally, the 
discussion of distributed cognition in Section 2.1 explained that supporting situation and team 
awareness in complex collaborative tasks can have a positive effect on team performance.  The results 
of the domain analysis described in Section 3.2.2 showed that in addition to individual situation 
awareness, team awareness is important in multi-pilot cockpits.  In summary, the design of new 
architecture cockpits should attempt to support both individual and team situation awareness.  
3.3.2 Assist Interruption Recovery 
The results of domain analysis (Section 3.2.2) indicated that the dynamic information and multi-task 
environment in the cockpit means that interruptions are likely and could significantly impact 
performance if effective recovery is not supported.  Additionally, the interruption recovery literature 
described in Section 2.3 showed that current interruption recovery support concepts for both static 
and dynamic task environments have limitations that prevent them from being feasible and effective 
in the complex domain of aviation.  For a new architecture cockpit, it will be important to create an 
interface design that is capable of assisting interruption recovery performance on static, dynamic, and 
combined tasks. 
3.3.3 Mitigate Interaction Conflicts 
Using single display groupware research as a context, the idea that interaction conflicts are a potential 
problem in systems with shared displays was presented in Section 2.4.  This idea was expanded in 
Section 3.1 with a discussion of the different types of potential interaction conflict and some general 
methods for mitigating them.  It was also suggested that in spite of standard “pilot flying/pilot 
monitoring” procedure in aviation, instances of “two heads in the cockpit” do occur, meaning that 
interaction conflicts could be a problem in cockpits with shared displays.  Given this potential 
problem, the design of an interface for these new architecture cockpits, and particularly the shared 
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displays, should assist the pilots in avoiding conflict situations and should mitigate the effects of these 
conflicts if they do occur. 
3.3.4 Human Automation Collaboration 
The background literature dealing with automation, described in Section 2.5, showed that while 
significant research has been conducted examining the interaction between humans and automation, 
very little of this research considered these interactions in the context of collaboration.  This 
literature, along with the interaction conflict framework (Section 3.1) and the results of the domain 
analysis (Section 3.2.2), also showed that most current automated systems are limited by their lack of 
awareness of many human operator actions.  Creating computer systems that are more aware of 






Based on the results of the analysis process described in Chapter 2, three key challenges that need to 
be addressed to improve performance in cockpits using shared displays are: supporting individual and 
team awareness, assisting pilot interruption recovery, and mitigating potential interaction conflicts.  
This chapter presents a design concept that has the potential to address all of these challenges in 
shared display cockpit architectures. 
4.1 Design 
Existing implementations of designs using the emerging cockpit architecture (Figure 1-1) have a 
number of limitations related to the key challenges identified in Section 3.3, which can be briefly 
summarized as follows: 
• ‘peripheral’ type awareness information that existed in older cockpits has been lost; 
• support for interruption recovery is limited due to the lack of cues for pilots about what they 
were working on and what has changed while they were interrupted; and 
• the system architecture creates the potential for interaction conflicts. 
These limitations can potentially be addressed by augmenting the cockpit interface with 
visualizations of the history of each operator’s interactions with the interface (using a concept similar 
to the “computational wear” shared awareness design approach discussed in Section 2.2).  To further 
improve the utility of this interface augmentation, a gaze tracking system could be added to provide 
additional data to the system of the pilots’ use of the cockpit displays.  This concept has the potential 
to address the previously stated limitations by: 
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• re-creating lost peripheral awareness information by highlighting areas of the shared display 
that are being viewed or used by each pilot; 
• assisting interruption recovery by (a) providing cues for pilots about what they were working 
on before they were interrupted and what has changed since, and (b) allowing the system to 
detect when a pilot has been interrupted; and 
• mitigating interaction conflicts by (a) clearly indicating where each pilot is working, helping 
them to avoid conflicts, and (b) allowing the system to detect when input-visual conflicts are 
occurring. 
Having identified the idea of augmenting the cockpit interface with operator usage history data 
(both input and visual) as a way of addressing the design challenges of the emerging cockpit 
architecture, it was necessary to confirm that gaze tracking was a feasible technology to use in the 
cockpit (discussion in Section 4.1.1) and develop a method for displaying the usage history data in the 
cockpit interface (described in Section 4.1.2). 
4.1.1 Gaze Tracking 
The concept of using gaze tracking as a component of a computer interface is not new; many 
researchers have experimented with different ways of using a gaze tracking system to augment or 
replace a cursor control device (Borah, 1995, Jacob, 1990, Kumar et al., 2007). However, much of 
this research has been hampered by the accuracy of gaze tracking systems which, even under ideal 
conditions, are limited to 0.5-1° of visual angle. At an eye-to-monitor viewing distance of 50 cm (the 
standard distance specified in MIL-STD-1472F (1999) for electronic displays), this allows for an on-
screen gaze position tracking accuracy of 0.45-0.9 cm, while typical windows toolbar buttons can be 
as small as 0.3 cm. Some research has attempted to find ways of mitigating this accuracy problem 
(Kammerer et al., 2008, Kumar et al., 2007), but the limited success of these systems indicates that 
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gaze tracking has limited real-world application as a general computer interface component. 
However, aviation computer interfaces are generally custom designed and are already required to use 
larger components than home computer systems; for example, MIL-STD-1472F (1999) dictates that 
“Aircraft display characters and symbols that must be read in flight shall subtend not less than 7 mrad 
(24 min) of visual angle” (almost 0.5°). While this means that individual characters and symbols may 
be too small for a gaze tracking system to identify, components such as buttons that are made up of 
multiple characters should be, and could be designed to be, sufficiently large. 
When proposing the use of a gaze tracking system, it is also important to consider the usage 
environment and choose a system with an appropriate form factor.  Current gaze tracking systems 
commonly use either head-mounted or remote-mounted sensors to track point-of-gaze.  Each style of 
system has specific advantages and disadvantages, but the required accuracy of 0.5-1° of visual angle 
can be obtained with both styles.  For the cockpit environment, a remote-mounted system would be 
preferable primarily because the system sensors could be incorporated into the cockpit instrument 
panel, eliminating the need for pilots to put on and adjust headgear before flight. 
4.1.2 Design Rationale 
Once it was determined that the idea of using a gaze tracking system in the cockpit could be feasible, 
a concept for the display of usage history information was developed to include both input and visual 
information.  Based on the proximity compatibility principle (Wickens and Hollands, 2000, p. 97), it 
was decided that the usage history data would need to be integrated into existing cockpit display 
components.  This would allow the data to be displayed in the context where it was relevant, reducing 
the cognitive load required to understand the information.  Even without this cognitive benefit, 
displaying the data in context would be advantageous because this format can help reduce the amount 
of space required for data display, which is extremely desirable in an aviation application.  The 
decision to use a contextual format meant that it was necessary to develop a data display method that 
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could be generalized enough for application to any interface component and that could be used to 
indicate both input and visual usage history data. 
Another major design decision was to develop a treatment that could take advantage of pre-
attentive processing (Wickens and Hollands, 2000, p. 87) to further reduce the cognitive load for 
pilots using the interface.  This decision dictated that the design needed to be composed of visual 
representations of data with characteristics that allow them be pre-attentively processed.  To this end, 
Carpendale’s (2003) review of Bertin’s (1983) concept of ‘visual variables’ not only identifies 
different characteristics of visual representations that are pre-attentively processed (though 
Carpendale does not specifically refer to the concept of pre-attentive processing), but also discusses 
the different types of information that can be encoded using each visual variable.  The visual variables 
concept proposes that there are basic ‘marks’ (points, lines, areas, surfaces, and volumes) that can be 
encoded with information using visual variables, according to the following five characteristics that 
determine what types of information can be encoded: 
i) Selective: Can a change in this variable make a mark distinct from other marks of the same 
type? 
ii) Associative: Can marks be sorted into groups based on this variable? 
iii) Quantitative: Can changes in this variable be used to encode numerical data? 
iv) Order: Are changes in this variable naturally perceived as having an order? (i.e., is one value of 
the variable naturally read as more or less than another value?) 
v) Length: How many changes in this variable can be easily distinguished? 
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Table 4-1 summarizes the answers to the above five questions for each of the seven visual 
variables.  A checkmark in the respective column indicates that the answer is “yes”, an X indicates 
“no”, and a tilde indicates “somewhat”. 




























changes in location     
Theoretically infinite, 
practically limited by 
display resolution 
Size 
change in length or area   ~  Theoretically infinite, practically limited to ~20 
Shape 
infinite number of shapes ~ ~   Theoretically infinite 
Value 
changes from light to dark     Theoretically infinite, practically limited to ~10 
Colour 
changes in hue at a given value     Theoretically infinite, practically limited to ~10 
Orientation 
changes in alignment     
Theoretically infinite, in 
practice should be limited 
to 4 
Pattern 
repetitive use of shape changes ~ ~   Theoretically infinite 
Grain 
varying granularity     Theoretically infinite, practically limited to ~5 
Texture 
a characteristic of the material     Theoretically infinite 
 
 
To create an initial prototype for the interface design, it was necessary to identify all of the 
different items of usage history information that could potentially be added to the interface and the 
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characteristics that would be needed to fully encode each item.  The results of this process are 
summarized in Table 4-2. 
Table 4-2 – Characteristics of Usage History Information 
Usage History 
Information Characteristics Needed 
User identification Selective, associative 
Recency of use Order, quantitative 
Frequency of use Order, quantitative 
Total duration of use Order, quantitative 
 
 
Based on these results, visual variables were selected for use in encoding each item of usage history 
information.  Examining Table 4-2, it can be seen that encoding user identification required a visual 
variable that was both selective and associative, to allow identification of the user and their 
interaction patterns.  Possible visual variables that meet these criteria include position, size, value, 
colour, orientation, grain, and texture.  Position and orientation were eliminated as possibilities 
because they were already defined by the interface components; out of the remaining choices, colour 
was selected as the one that provided the best method of showing a clear distinction between the 
users.  Referring again to Table 4-2, it can be seen that recency, frequency, and total duration of use 
all required visual variables capable of encoding order and quantitative data.  Having already 
eliminated position as a choice, size and value were the only two remaining variables that could be 
used to encode order, with neither one being particularly useful for encoding quantitative data.  Based 
on this, it was decided that recency of use was the most important piece of data and that it should be 
encoded singularly, while the frequency and total duration of use could be combined to create a single 
composite piece of information.  Finally, to choose which visual variable (size or value) to use for 
each piece of information, the ‘length’ of the two choices was examined; due to the limited space 
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available on the interface, size would practically need to be limited to two or three distinct levels 
while the full range of value could be used.  Given the decision that recency of use was more 
important than the combined frequency/total duration measure, value was selected to encode recency 
and size was selected for the combined measure of frequency/total duration. 
After deciding which items of usage history information would be included and what visual 
variables would be used to encode them, it was necessary to choose a basic display treatment that 
could be encoded with the desired information using the selected visual variables.  Based on an 
examination of the interface components on which the treatment would need to be applied (including 
windows, buttons, menus, and several other components), a simple border was selected as the basic 
treatment.  While this basic treatment was effective as an initial design for carrying out a preliminary 
evaluation of the potential of the underlying concept, there are other treatment alternatives that should 
be compared in future work to determine which is most effective. 
To reduce the potential for clutter in the interface, it was decided that visual interaction information 
(sourced from the gaze tracking data) would be provided only at a general window level, and input 
interaction information would be provided at an individual “widget” level (e.g. buttons, map symbols, 
etc).  An initial prototype was developed using this treatment concept and refined through a user-
centered design process using feedback obtained from colleagues, interface design experts, and pilots.  
The final prototype design concept is described in Section 4.1.3, below. 
4.1.3 Final Prototype Design 
After carrying out several iterations of prototyping and informal user feedback collection, a final 
prototype design was created based on a ‘generic’ style cockpit interface of the type that might be 
seen in a cockpit similar to Figure 1-1.  The border treatments and the visual variables applied to them 
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are shown applied to an example interface component in Table 4-3, with a description of how the 
treatments work dynamically to show the desired information. 
Table 4-3 – Proposed interface treatments for providing cockpit interaction awareness 
Treatment Meaning Example 
Basic border 




Border fades over time to show recency of use; 
fade rates are variable depending on type of use 
(input or visual) and context  
Thickness 
Thicker border is used to indicate greater 
importance (based on frequency and total 
duration of use)  
Relative 
position 
Relative position of two borders indicates which 




Figure 4-1 shows an example of what this concept looked like when applied to a mock-up of an 




Figure 4-1 – Example showing interface treatments on an interactive flight planning map 
4.2 Implementation 
As a way of developing an understanding of the design decisions that would need to be made in 
implementing this concept, a video prototype of the design was created based on an existing cockpit 
interface.  This video prototype also provided an effective visual aid to the process of clarifying the 
design of the dynamic features of the prototype, and served as a basis for the experimental study used 
to evaluate the design (described in Chapter 5).  The decision to use a non-interactive video prototype 
instead of an interactive cockpit simulator involved several factors: 
• Time.  The amount of time that would have been required to create a fully interactive cockpit 




• Expense. The cost of two gaze tracking systems capable of the accuracy and viewing area 
necessary was prohibitive for an initial implementation and a proof of concept evaluation. 
• Concept maturity.  The concept presented here, in the context of a cockpit interface design, is 
still in the very early stages of development and needs to show promise at a basic level before 
the cost of a full prototype is warranted.  The video prototype provided a relatively low cost 
basis for the evaluation process which aimed to show the usefulness of the overall usage 
history information concept without necessarily proving that the proposed treatment was the 
ideal design. 
The design of the cockpit interface and the limitations of the video editing software (detailed 
below) meant that a few modifications to the final prototype design were needed in order to create the 
implemented design described in Section 4.2.1. 
Cockpit Interface Limitations.  The design of the cockpit interface that was used as a basis for the 
prototype implementation had two main limitations that required changes to the prototype design. 
First, the interface had already been designed with specific colours associated with the pilot and co-
pilot; this meant that to support a logical interface design, the augmentation was limited to the 
existing colour scheme (orange for the pilot and blue for the co-pilot).  Second, the interface had not 
originally been designed to support the border treatments proposed, and a number of components 
were either too small or too close together to practically support individual borders.  However, all of 
the components that presented this problem were elements of larger functional groups on the 
interface, so the only design change needed was to adjust the level of detail provided by the input 
interaction borders.  The final design of these borders is described in Section 4.2.1. 
Video Editing Software Limitations. The way the borders were implemented using the video 
editing software also presented two significant limitations to the proposed design.  The first limitation 
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was that the implementation of the fading treatment required a significant amount of time and had to 
be completely repeated in order to change the fade durations, making it extremely time consuming to 
use an iterative design process to determine appropriate fade durations.  The second limitation was 
that implementing dynamic changes to the relative position or thickness of the borders would have 
required significantly more time (approximately double for changes in relative position).  The added 
time required would be difficult to determine for thickness as further analysis would be required to 
determine which borders would be ‘thick’.  For the purposes of this study, it was determined that: 
i) the fade durations would be established using a brief iterative design process using a 2 minute 
segment of the scenario videos, and because of this would also be independent of context, with 
one duration for all visual borders and one for all input borders; 
ii) the relative opacity (fading) of the borders should be sufficient to indicate which user had most 
recently interacted with a component, and the relative position concept could therefore be 
removed from the design; and 
iii) the extra time required to develop and implement the thickness concept brought it outside the 
scope of this research, and it could be left for study in future work. 
4.2.1 Implemented Design 
The final design was implemented on full resolution screen capture videos from a prototype cockpit 
(discussed further in Section 5.2.2) that used a layout similar to the cockpit architecture in Figure 1-1.  
In this prototype cockpit, the two individual displays (left and right) were identical primary flight 
displays (PFDs), the upper shared screen was an interactive navigation display, and the lower shared 
screen was a combined flight information and synoptic display.  These screens, and the 
implementation of the borders on each, are described in the following three sections: Section 4.2.1.1 
for both primary flight displays (PFDs), Section 4.2.1.2 for the interactive navigation display, and 
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Section 4.2.1.3 for the combined flight information/synoptic display.  Finally, Section 4.2.1.4 
contains an example sequence of images showing how the borders behave over time.  The fade 
durations (100% opacity to zero) for the input and visual borders were set at 60 s and 15 s 
respectively. 
4.2.1.1 Primary Flight Displays 
The two primary flight displays (one for each pilot) in the prototype cockpit were identical, each 
showing a standard set of integrated primary flight instruments on the upper half of the screen with 
the lower half divided into thirds showing the horizontal situation indicator, the radio controls, and 
the crew alerting system (which was not implemented in the prototype).  An example of this display 
is shown in Figure 4-2. 
Each PFD was augmented with six different usage history borders, with one visual history border 
each around the primary flight instrument window, the horizontal situation indicator window, and the 
radio control window, and one input history border around each radio control.  No border was 
implemented on the crew alerting system window as it was not used in the prototype.  Figure 4-3 
shows what the co-pilot’s interface would look like with all six borders at full opacity; the pilot’s 
interface would look similar except with the visual borders in orange instead of blue.  The input 
history borders around the radio controls were always shown (on both PFDs) in the colour of 
whichever pilot performed the input action; this is an example of a way in which the system could be 
a more active collaborator and ‘push’ awareness information from one side of the cockpit to the other.  
However, in the evaluation scenario (described in Section 5.2.1), all input actions were performed by 




Figure 4-2 – Original Primary Flight Display 
 
Figure 4-3 – Primary Flight Display, showing co-pilot treatments 
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4.2.1.2 Interactive Navigation Display 
The interactive navigation display, shown in Figure 4-4, was divided into two ‘windows’, with two 
thirds of the screen showing a satellite map image, including a graphical representation of the flight 
plan, and one third showing the flight plan, including the departure, waypoint list, and arrival.  The 
map display could also be re-oriented and zoomed in/out to allow pilots to review their current 
position and planned route. 
The navigation display was augmented with a total of nine borders: one visual border for each pilot 
on both the map and flight plan windows, and one input border on each of the map controls, flight 
plan status/execution area, waypoint list, departure selection, and arrival selection.  In a full 
implementation, two input borders would be needed for each component; for the purposes of this 
thesis, only one was needed because all input in the evaluation scenario was performed by the co-




Figure 4-4 – Original Navigation Display 
 
Figure 4-5 – Navigation Display, showing treatments 
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4.2.1.3 Flight Information/Synoptic Display 
The second (lower) shared screen in the cockpit prototype consisted of five individual ‘window’ areas 
(as shown in Figure 4-6) that displayed weight and center of gravity information, takeoff data, landing 
data, a fuel system synoptic page, and an electronic checklist area.  The electronic checklist system 
was not implemented in the prototype system, so the checklist window was static throughout the 
scenario. 
The flight information/synoptic display was augmented with a total of eight visual borders (shown 
at full opacity in Figure 4-7), with one border for each pilot on each window with the exception of the 
checklist window.  No borders were implemented on the checklist window as it was not functional in 
the prototype system.  The flight information/synoptic display did not have any components with 





Figure 4-6 – Original Flight Information/Synoptic Display 
 
Figure 4-7 – Flight Information/Synoptic Display, showing treatments 
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4.2.1.4 Example Sequence 
To demonstrate the functionality of the borders, the series of images in Figure 4-8 shows the 










This chapter describes the novel two-stage evaluation process used to test the utility of the interface 
design proposed in Chapter 4.  Section 5.1 describes the evaluation concept and discusses the 
hypotheses to be tested, and Sections 5.2 and 5.3 describe the first and second phases of the 
evaluation process. 
5.1 Introduction 
In order to evaluate the interface design described in Chapter 4, a two-stage evaluation was necessary.  
In the first stage, described in detail in Section 5.2, gaze tracking, flight, and communications data 
were recorded of two pilots flying a representative scenario in a simulated cockpit prototype.  In the 
second stage, described in Section 5.3, the pilots’ interaction data was integrated with the screen 
recordings to create a video based prototype interface (described in Section 4.2.1).  This interface was 
then tested with experienced pilots to evaluate the effectiveness of the augmented interface design.  
Both stages of the evaluation process were reviewed and approved by the University of Waterloo 
Office of Research Ethics, and the clearance emails are attached in Appendix C. 
The aim of the evaluation process was to answer three main research questions.  The first two 
questions were derived from the original research question from Chapter 1 and the background 
research described in Chapter 2:  
Does the proposed augmented cockpit interface effectively communicate usage history 
information? 




Both of these questions were developed into a set of hypotheses to be tested: 
(H1a) It is expected that pilots will be able to detect and understand the usage history information 
provided by the interface treatment. 
(H1b) It is expected that pilots will be able to understand the difference between the treatments 
indicating visual and input usage. 
(H2a) It is expected that the interface treatment will improve pilot awareness of the actions of their 
crew members. 
(H2b) It is expected that the interface treatment will assist pilot interruption recovery. 
(H2c) It is expected that the interface treatment will help mitigate interaction conflicts in a cockpit 
using shared displays. 
Because the limitations discussed in Section 4.2 prevented the implementation of an interactive 
prototype, it was not possible to test the effect of the augmented interface on interaction conflicts; 
therefore, hypothesis H2c was discarded.  Similarly, proving or disproving hypotheses H2a and H2b 
in the above form would be unlikely with the given design prototype; therefore, they were recast in a 
form that could be tested in the second stage of the evaluation process: 
(H2d) It is expected that the interface treatment will improve participant awareness of the actions of 
the pilots in the scenario video. 
(H2e) It is expected that the interface treatment will assist participant interruption recovery. 
In addition, the use of a novel, non-interactive prototype in the evaluation provided the opportunity 
to examine whether this type of approach could provide useful insights into the effectiveness of an 
interface design meant for an interactive implementation.  It was expected that the results of the 
evaluation would indicate, at minimum, whether the design concept has the potential to be useful in 
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promoting team awareness and assisting interruption recovery and whether it would be worthwhile, in 
future, to develop an interactive prototype for further testing. 
5.2 Evaluation Phase 1 – Experimental Platform 
The first stage of the evaluation process involved developing a representative flight scenario and 
recording the cockpit displays, input and visual interaction data, and simulated radio and intercom 
conversation of the three pilots recruited to participate.   The three pilots used in the data collection 
process were recruited as volunteers from the pool of pilots working at the company where the first 
stage of the evaluation was conducted.  Pilots were selected from the pool of volunteers based on 
their level of experience and on how recently they had been actively flying: 
• The pilot-in-command (referred to hereafter as PIC) had over 4000 flying hours (including 
1700 hours as a pilot-in-command of both military and civilian multi-engine fixed-wing 
aircraft) and was then flying as Captain on a Cessna C750 business jet. 
• The first officer (co-pilot) (referred to hereafter as FO) was no longer an active pilot, but was a 
qualified test pilot with over 3800 hours of flight experience when he retired from flying. 
• The third pilot (referred to hereafter as ATC) was recruited to simulate the air traffic controllers 
that would communicate with the pilots throughout the scenario.  ATC had also retired from 
flying, but was a qualified test pilot with over 3600 hours of flight experience at the time of his 
retirement. 
The flight scenario used in this process is detailed in Section 5.2.1, and the cockpit prototype and 




Three main criteria were used to generate the flight scenario used in the evaluation process; they 
dictated that the scenario needed to be: 
i) sufficiently challenging to stress the collaboration between the two pilots without generating an 
unreasonably high workload; 
ii) long enough to allow time for interesting events to occur, but short enough to allow the 
participants in the second phase of the study to receive training about the interface, watch the 
scenario video, and complete their post-scenario data collection in a reasonable amount of time; 
and 
iii) set in a location that would allow the participants in the second phase of the study to have some 
familiarity with the surroundings. 
Using these three criteria, a basic scenario was developed that included an initial instrument flight 
rules3
                                                     
3 Instrument flight rules are used when flying in low visibility conditions, and require (a) the use of specialized 
navigation equipment, (b) more detailed and accurate flight plans, and (c) more communication with air traffic 
controllers. 
 (IFR) flight plan from Waterloo, Ontario (CYKF) to Chicago, Illinois (KORD) and an in-flight 
re-route to Windsor, Ontario (CYQG).  Constraining the pilots to IFR flight and requiring an in-flight 
re-route provided an unusual event that would stress cockpit collaboration, while ending the scenario 
when the crew were established in descent to CYQG meant that it lasted a reasonable 33 minutes.  
The selected airports provided the desired familiarity for local pilots because CYKF is the local 
airport, CYQG is close by (250 km direct flight), and KORD is commonly known among pilots in 
North America.  With the help of a fourth experienced pilot (at the time, actively flying as a First 
Officer on Boeing 777 aircraft and with over 6000 total hours as pilot-in-command of both military 
and civilian aircraft), this basic scenario was developed into a detailed script that was followed during 
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the data collection process.  This detailed scenario script can be found in Appendix D, while the 
information/consent letter the pilots were required to sign before participating is listed in Appendix E 
and the IFR flight plan, checklists, and charts provided to them at the beginning of the scenario can be 
found in Appendix F. 
5.2.2 Cockpit Prototype and Data Recording Equipment 
The cockpit used in the data collection process (shown in Figure 5-1, below) was an early-stage 
developmental mock-up of an interface based on the architecture shown in Figure 1-1.  It used one 
keyboard and one trackball-type cursor control device per pilot for interaction with the four 17 in 
monitors (1024x768 resolution) used for the individual and shared displays, and included a single 24 
in widescreen monitor (1920x1200 resolution) for the ‘out the window’ view.  The prototype was run 
using two software suites; a commercially available flight simulator (X-Plane) to run the flight model 
and ‘out the window’ view, and a set of proprietary software (developed by the company that owned 
the simulator) to run the cockpit displays, flight management, and autopilot. 
 
Figure 5-1 – Prototype Cockpit (cursor control devices out of view at bottom) 
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The recording equipment used to capture the data from this prototype cockpit included: 
• a high-definition digital camcorder (Canon Vixia HG20) with a wide-angle lens (Raynox HD-
5000 Pro, 0.5x magnification) allowing a field of view similar to that shown in Figure 5-1; 
• three lapel microphones connected to the camcorder (one microphone for each pilot and one for 
the simulated air traffic controller); 
• screen capturing software for all cockpit displays (Beepa® FRAPS for the PFDs and 
navigation display and TechSmith Camtasia Studio for the flight information/synoptic display 
and ‘out the window’ view); and 
• a single gaze tracking system, described in Section 5.2.2.1, below. 
Due to cost limitations, the only gaze tracking system available for use in the data collection 
process was the single system owned by the company that developed the cockpit prototype; thus, gaze 
data was only gathered for one of the two pilots.  Because the co-pilot performed all of the input 
actions in the flight scenario, it was decided that it would be more useful for him to wear the gaze 
tracking system.  However, because the proposed interface designs (described in Section 4.2.1) 
required point-of-gaze information for both pilots, it was necessary to develop a method to obtain 
these data for the pilot as well.  Point-of-gaze data were approximated by using the video recorded on 
the digital camcorder (which indicated the screen the pilot was looking at), by interviewing the pilot 
after the scenario (which helped to determine his normal visual scan patterns), and by watching the 
screen capture videos (which provided the context of the situation that helped determine what the 
pilot was most likely to be looking at).    Further analysis of the advantages and limitations of using 
this method (as compared to using a gaze tracking system) is presented in Section 7.2.2. 
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5.2.2.1 Gaze Tracking Equipment 
The gaze tracking equipment used was an Applied Science Laboratories4
Figure 5-2
 (ASL) Eye-Trac 6000 
system mounted on a custom headband, as shown in .  This system uses head mounted 
infrared optics and an Ascension Technology5
 
 “Flock of Birds” magnetic head tracker to record eye-
gaze position across a user-defined set of planes (in this case, the co-pilot’s PFD and the two shared 
screens).  To ensure a sufficient level of accuracy when using the magnetic head tracking system, all 
mounting components for the transmitter and receiver were built using wood, plastic, or other non-
magnetic materials. 
Figure 5-2 – ASL Eye-Trac 6000 mounted on a custom headband 
Careful configuration and calibration of this system in the prototype cockpit environment ensured 
that the ASL analysis software could be used to generate a time-stamped log of the co-pilot’s eye-
fixations, including information about which window he was looking at during each fixation. 
5.3 Evaluation Phase 2 – Video Prototype and Experimental Study 
The next stage in the evaluation process involved integrating the video and interaction data collected 
in phase 1 to create video-based interface prototypes of the proposed interface augmentation 





(described in Sections 5.3.1 and 5.3.2) and using these interface prototypes in a study involving 
experienced pilots to evaluate the utility of the interface design (described in Sections 5.3.3 through 
5.3.7). 
5.3.1 Cockpit Interface Video Prototype Development 
Using the data recorded in the first phase of the evaluation process, two sets of videos were created: 
one “control” set with no interface treatments applied, and one “treatment” set augmented with the 
interface treatment as described in Section 4.2.1.  These videos were produced using Adobe Premiere 
Pro CS4 by creating images of the borders (as shown in Figure 5-3) and superimposing them over the 
correct positions in the videos (as shown in Section 4.2.1).  The Adobe Premiere ‘opacity’ control 
was then used to create the fading effect for each border, based on the visual use data (gaze tracking 
for the co-pilot and approximate for the pilot) and input data (which was obtained by watching the co-
pilot’s input actions in the screen capture videos). 
  
Figure 5-3 – Examples of treatment border images 
5.3.2 Experimental Setup 
After creating the necessary videos, an experimental display setup was assembled with a form similar 
to the prototype cockpit shown in Figure 5-1, except with no input devices.  This experimental 
display setup used four 19 in monitors (1280x1024 resolution) for the cockpit displays and one 24 in 
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widescreen monitor (1920x1200 resolution) for the ‘out the window’ view, as shown in Figure 5-4.  
Audio of the simulated radio conversations was played using standard desktop speakers (not shown in 
Figure 5-4). 
 
Figure 5-4 – Video Prototype Display Setup 
Playback of the videos in the video cockpit prototype was synchronized using a small piece of 
video playing software (Wallace, 2009) that was able to create multiple instances of Windows Media 
Player and play, stop, or pause all of them at once using a master control panel.  The cockpit display 
videos were fit to the larger resolution monitors using Windows Media Player by scaling them to the 




In order to evaluate the interface design using the video-based prototypes, an experimental study was 
conducted with experienced pilots.  Experienced pilots (with a minimum of 15 hours of flight 
experience) were recruited to help reduce the time required for participant training.  The recruitment 
criteria were not gender specific; however, all eleven pilots that responded and participated in the 
study were male.  The age range of the participants was 19-51 years with a median of 21 and a mean 
of 28.5.  The flight experience of the participants ranged from 80.2-6500 flight hours with a median 
of 160 and a mean of 756.8.  Participants were compensated for their time at a rate of $10 per hour up 
to a maximum of $20 for two hours. 
5.3.4 Experimental Tasks 
The participants were given two main tasks to perform while watching the scenario videos: 
i) take the role of an evaluator by paying attention to the events of the scenario and the actions of 
the flight crew and, at the end of the scenario, rating their performance both individually and as 
a group; and 
ii) fill out the scenario log sheet (attached in Appendix G) as completely as possible. 
The evaluation task was selected because it provided a continuous cognitive task for the 
participants; instead of simply watching and listening for cues about log sheet information, they 
needed to pay attention to the scenario events and integrate them into an overall understanding of the 
scenario and the performance of the flight crew. 
Filling out the scenario log sheet involved recording information about checklists, radio frequency 
changes, communications with air traffic control, autopilot settings, and flight crew errors.  
Additional space was provided to allow participants to record any ‘other events’ that they deemed 
noteworthy.  They were also asked to include a time with each recorded piece of data, based on a 
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stopwatch-style timer that displayed the minutes and seconds elapsed since the beginning of the 
scenario.  Asking the participants to fill out this log sheet served two purposes: 
i) The completed log sheets became a source of data that provided some insight into how well the 
participants followed and understood the events of the scenario and the actions of the flight 
crew (i.e., a measure of situation and team awareness). 
ii) Because participants could not watch the displays and record information on the log sheet at 
the same time, filling out the sheet also served as an interruption to the primary task of 
watching the scenario videos (i.e., it enabled an examination of the effects of the interface 
design on interruption recovery). 
The major limitation associated with using the log sheets for the purpose of measuring awareness was 
that they were a self-reported source of data.  This meant that the reliability of the log sheet 
information depended on how well the participants cooperated with the data recording process (i.e., 
the participants may have perceived and understood more information than they recorded on the 
scenario log sheet). 
5.3.5 Experimental Design 
The experiment was a between-subjects design with one independent variable: the interface type (a 
two level fixed factor).  While a within-subjects design likely would have generated more qualitative 
evaluation data from participants, it would have required the development of a different scenario for 
each treatment condition, as well as greater amounts of time with each evaluation participant so that 
they could watch two scenario videos.  It also would have introduced the potential for learning effects 
that could affect participant performance across the two treatment conditions, increasing the 
complexity of the quantitative evaluation.  Using the between-subjects design, participants were 
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randomly assigned to either the control or treatment condition, with a total of five participants 
assigned to the control condition and six to the treatment condition. 
5.3.5.1 Dependent Variables 
Several dependent variables (detailed below) were used in this experiment to test for differences 
between the two participant groups. 
Flight crew performance ratings. As part of the post-scenario questionnaire (described in Section 
5.3.6), participants were asked to rate the performance of the pilots individually and as a team.  This 
set of questions was included primarily to validate the idea that the participants were acting as flight 
evaluators, but also provided an opportunity to examine whether the interface treatment had any 
effect on the perceived performance of the crew. 
Scenario log sheet confidence score. The post-scenario questionnaire also included a question that 
asked participants to rate their confidence in the completeness of their scenario log sheet; this 
question was included for three reasons: 
i) It provided an opportunity for participants to indicate their own level of satisfaction with their 
recorded notes. 
ii) If the participant confidence rating was low, it provided a lead-in for a potential interview 
question asking what parts of the log sheet the participants felt were incomplete and why. 
iii) It enabled testing of whether the interface treatment had an effect on participants’ perception of 
their own level of awareness of the scenario events and actions of the flight crew. 
Scenario description confidence score. As part of the interview process (detailed in Section 
5.3.6), participants were asked to give a brief description of the scenario events and then rate their 
confidence in that description on a 7 point scale.  This question provided a method of testing whether 
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the interface augmentation had an effect on participants’ self-reported perception of their overall 
understanding of the scenario (i.e., how well the participants thought they understood the scenario). 
Scenario log sheet scores. To generate completeness scores for the scenario log sheet, it was 
necessary to develop a ‘master’ log sheet (attached in Appendix G) that included all events that could 
have been recorded for each category to be scored.  The categories and their scoring criteria were: 
• Checklists, which were considered to have been recorded correctly if participants had a 
checklist name resembling the correct name and a time ± one minute from the actual time; 
• Radio frequency changes, which had one score for recording the correct frequency and one for 
the correct radio (the recorded times of the events were not considered in the scoring of the 
radio frequency changes); 
• ATC clearances, which were considered to have been recorded correctly if participants had a 
reasonably accurate description of the clearance and a time ± one minute from the actual time; 
• Autopilot setting changes, which had one score for recording a change (irrespective of the 
time), one for the correct speed setting, and one for the correct altitude setting (the speed and 
altitude settings were based on the speed and altitude bugs on the PFD); and 
• Flight crew errors6
                                                     
6 The flight crew errors present in the scenario were not introduced intentionally, and in most cases resulted 
from either a lack of realism in the experimental platform or the inability to easily correct errors as a result of 
using a video prototype.  For example, one of the flight crew errors occurred when the co-pilot entered 
frequency 135.285 in his radio instead of 135.825; in reality, 135.285 is an invalid frequency and the radio 
would not have accepted it.  
, which were considered to have been recorded correctly if participants had a 





Before the evaluation began, participants were asked to sign an informed consent form and fill out a 
background questionnaire (both found in Appendix G).  Participants were then seated in front of the 
prototype display setup (Figure 5-4) and given a verbal explanation of the interface that included: 
• a description of the overall concept of operation (a two pilot cockpit using cursor control 
devices and keyboards, with individual and shared displays); 
• details about which colours were used to represent each pilot (orange for left seat, blue for 
right); 
• detailed descriptions of each of the cockpit displays; 
• for participants in the treatment condition, an explanation of the interface treatment, including 
the differences between the input and visual history borders. 
Next, the participants were instructed in how to perform the experimental tasks during the scenario 
(described in Section 5.3.4) and provided with the same flight scenario materials (attached in 
Appendix F) that were used by the pilots in the scenario.  After allowing the participants a few 
minutes to review these materials, the scenario videos were started.  At the conclusion of the scenario, 
participants were asked to fill out a brief questionnaire (attached in Appendix G) that included three 
questions asking them to rate the crew’s performance and one question asking them to rate their 
confidence that their scenario log sheet captured all the relevant scenario information.  They were 
asked to answer each question by circling a value on a provided 7 point scale.  After completing the 
post-scenario questionnaire, participants were interviewed using a semi-structured process that 
attempted to elicit additional qualitative evaluation details by discussing three general topics: the 
post-scenario questionnaire, the information on the scenario log sheet, and the cockpit interface.  
 
 65 
Participants in the treatment condition were asked an additional set of questions dealing specifically 
with the interface augmentation.  The interview question guide is attached in Appendix G. 
5.3.7 Data Collection 
The experimental data was collected using the scenario log sheet (described in Section 5.3.4), the 
post-scenario questionnaire (described in Section 5.3.6), and the semi-structured interview (described 
in Section 5.3.6).  Audio and video were also recorded during all evaluation sessions, beginning with 
the training procedures and ending at the conclusion of the interview.  The recording equipment 
consisted of a high definition digital camcorder (Sony HDR-SR11) connected to two lapel 
microphones (one for the participant and one for the experimenter).  The experimenter also observed 
the participants during the scenario process and made notes of any interesting events or participant 
behaviour to be reviewed later using the video recordings.  The results of the evaluation process are 





This chapter presents the results of the evaluation process described in Chapter 5.  The quantitative 
results obtained from the measurement of the dependent variables (described in Section 5.3.5.1) are 
discussed in Section 6.1, while the qualitative results obtained from all other data sources are 
discussed in Section 6.2. 
6.1 Quantitative Results 
In order to determine the impact of display treatment on the quantitative dependent measures, 
unpaired two-sample t-tests were conducted on the flight crew performance, pilot performance, and 
co-pilot performance ratings, the scenario log sheet confidence score and scenario description 
confidence score, and the eight scenario log sheet completeness scores (all detailed in Section 
5.3.5.1).  The mean and standard deviation of each rating and score for the two participant groups are 
listed in Table 6-1, below.  No statistically significant differences were found between the treatment 
groups (complete details of the statistical analysis can be found in Appendix H).  However, an 
interesting behavioural phenomenon was observed during the study, related to the scenario log sheet 
data: pilots with high levels of experience (in the case of this study, one pilot test participant with 
over 8000 flight hours and one evaluation participant (P4) with 6500) tended to record less 
information on the log sheet despite having a clear understanding of the scenario events 






Table 6-1 – Means and Standard Deviations for Quantitative Results 
Rating or Score Range 
Control Condition Treatment Condition 
Mean Std Dev. Mean Std Dev. 
Overall crew performance rating 1-7 5.200 0.447 5.500 0.548 
Pilot performance rating 1-7 5.200 0.447 5.333 0.816 
Co-Pilot performance rating 1-7 5.000 0.707 5.167 0.753 
Log sheet confidence rating 1-7 4.300 1.204 5.000 0.894 
Scenario description confidence rating 1-7 5.500 0.577 6.200 0.837 
Checklist score /4 3.000 1.225 2.000 2.191 
Radio frequency score /13 9.600 1.673 9.333 1.751 
Correct radio score /13 9.200 1.924 8.000 3.578 
ATC clearance score /8 7.400 0.894 7.500 0.837 
Autopilot setting score /5 4.400 0.894 3.167 2.483 
Autopilot altitude setting score /5 3.200 1.924 3.167 2.483 
Autopilot speed setting score /5 3.400 2.074 2.833 2.317 
Flight crew error score /9 0.800 0.837 0.500 0.837 
 
6.2 Qualitative Results 
The qualitative analysis results are described below, with results obtained from observations of the 
participants performing the experimental task described in Section 6.2.1 and results obtained from the 
participant interviews described in Section 6.2.2. 
6.2.1 Observation of Participants 
During the evaluation process, the participants were observed while carrying out their scenario tasks, 
and notes were made of any interesting events that related to participant awareness or interruption 
recovery.  In particular, two noteworthy events were observed: 
• One participant (P4) in the treatment condition, while listening to the pilot’s takeoff briefing 
and following along using the provided flight scenario information, failed to notice the co-pilot 
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making a radio frequency change.  When the takeoff briefing was completed, the participant 
looked up at the displays, noticed that the frequency had been changed, and recorded it on his 
log sheet. 
• One participant (P6) in the control condition missed the first of two consecutive radio 
frequency changes while examining the flight plan information on the navigation screen.  He 
finished examining the flight plan information in time to notice the second radio frequency 
change as it was occurring. 
6.2.2 Semi-Structured Interviews 
Several of the questions used in conducting the semi-structured interview process facilitated some 
interesting discussions with participants; these questions and the content of the discussions are 
summarized below.  The participant responses and discussions presented here were selected either 
because they were related to awareness or interruption recovery, or because they provided some 
insight into the interface design or the evaluation process.  Chapter 7 contains a further discussion of 
the responses and their relation to the design challenges. 
Which information did you find easy to keep track of? 
Two participants (one in each condition) had interesting responses to this question, both related to 
radio frequency changes.  The participant in the treatment condition mentioned specifically that he 
found the radio frequency changes easy to track in part because of how the input borders on the radio 
controls allowed him to re-trace the steps of the pilots.  The participant in the control condition said 
he found the radio frequency changes easy to track overall, but explained that it was harder without 
being able to see an arm reaching out to the instrument panel. 
Were there any particular times or sequences of time during the scenario that you found 
challenging to track?  If so, when and why? 
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Ten of the eleven participants answered yes to this question, and all of them specified either a high-
activity sequence (e.g. takeoff, in-flight re-plan) or simply any sequence where multiple events 
occurred close together.  One treatment condition participant that specified the events up to and 
including takeoff as challenging also mentioned specifically that during the takeoff briefing, he did 
not realize where the V speed7
This question was answered affirmatively by all participants in both conditions.  Three participants 
in the treatment condition specifically mentioned the borders; one said he “found [them] really 
helpful” and another said they were “extremely helpful” and that without them he “almost would have 
been lost”.  The third participant, however, mentioned that he felt they could have been more salient 
as he “had to almost blur [his] vision a little to see [them] popping up”. 
What could have been added to the interface to make these tasks easier? 
 information was coming from until he noticed the visual usage borders 
on the takeoff data window of the flight information/synoptic display. 
Did you find the interface helpful in tracking what the pilots were doing? 
Most answers to this question involved adding functionality that would be present on normal 
aircraft but was not implemented in the cockpit prototype used to record the scenarios (e.g., engine 
instrumentation or traffic alert and collision avoidance system (TCAS) readouts).  However, one 
participant in the control condition said that he did not think anything needed to be added for pilots, 
but “from the point of view of just watching it [without the pilots] sitting here, maybe there could 
have been more cues about who was doing what”. 
Were you easily able to understand the difference between the “window” (visual) type borders and 
the “component” (input) type borders? 
                                                     
7 V speeds are reference speeds specific to an aircraft type, labeled as Vx (where x can be a letter, number, or set 
of letters and numbers).  For example, V1 is the maximum speed at which pilots can abort a takeoff and still be 
able to stop safely without leaving the runway. 
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Of the six participants in the treatment condition, five said they were easily able to understand the 
difference between the visual and input borders (including one who noted that the input borders 
usually imply the existence of a visual border), and the sixth participant said he probably could have 
if he had paid more attention to the borders. 
Which type of border did you find more useful? 
Of the six participants in the treatment condition, two said they found the visual borders more 
useful, with one noting specifically that they drew his attention to where the pilots’ attention was.  
Three of the four remaining participants indicated that they found the input borders more useful.  The 
final participant who, interestingly, had the most flight experience of all the participants in the 
evaluation, said he did not pay much attention to the borders. 
Did you find the level of detail in the “component” type borders appropriate?  Would you have 
liked more or less? 
The five participants in the treatment condition who said they used the borders all said that the level 
of detail used for the input borders was appropriate.  One participant explained his opinion by stating 
“I guess the border just kind of alerts you to watch what the mouse is doing, so then you’re able to see 
it – it just kind of brings your attention there.” 
Did your usage or understanding of the borders change over the course of the scenario? 
Of the five participants who made use of the borders, one said his usage and understanding did not 
change during the scenario, one said his understanding was consistent but his usage was higher in the 
early parts of the scenario, and the remaining three said their usage and understanding increased as 
the scenario progressed.  One participant in particular explained that he “didn’t really understand at 
first, but really got used to it and knew what was happening more with [the borders] than just with my 
ear and listening to the [pilots] say something.”  He also explained that the appearance of the borders 
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helped to confirm that an action mentioned by the pilots over the intercom (like a radio frequency 
change) had actually been completed. 
Do you have any other questions or comments about anything (scenario, process, etc)? 
Two participants had additional comments about the cockpit prototype that were relevant to the 
evaluation process.  The participant (P4) with the most flight experience (6500 hours) mentioned that 
the prototype setup was similar to an instrument procedures trainer, which is a simplified cockpit 
mock-up used to help pilots learn a cockpit’s layout, flows, and procedures before moving into a fully 
representative (and expensive) simulator.  Another participant (P5) in the treatment condition noticed 
a difference in the activity of the visual borders between the pilot and co-pilot; he pointed out that the 
pilot’s gaze didn’t seem to “dart around” as much as the co-pilot’s (recall that the pilot’s gaze was not 
recorded during phase 1 of the evaluation, but instead was estimated in order to create the video-






This chapter begins by revisiting the hypotheses presented in Chapter 5 and discussing them in terms 
of the results described in Chapter 6, and continues with a further discussion explaining the insights 
that these results provide in terms of both the interface design and the evaluation methodology that 
are not specifically related to the hypotheses.  Finally, recommendations are made for improving both 
the interface design and the evaluation methodology. 
7.1 Hypotheses 
As previously discussed in Chapter 5, the research hypotheses for this evaluation process were: 
(H1a) It is expected that pilots will be able to detect and understand the usage history information 
provided by the interface treatment. 
(H1b) It is expected that pilots will be able to understand the difference between the treatments 
indicating visual and input usage. 
(H2d) It is expected that the interface treatment will improve participant awareness of the actions of 
the pilots in the scenario video. 
(H2e) It is expected that the interface treatment will assist participant interruption recovery. 
Each of these hypotheses and the results relevant to them are discussed in one of the following two 
sections, with hypotheses H1a and H1b in Section 7.1.1 and H2d and H2e in Section 7.1.2. 
7.1.1 Perceptibility and Attention Effects of Interface Augmentation 
The results of the semi-structured interviews provide strong evidence that the participants were able 
to both detect and understand the information provided by the interface treatment (supporting 
hypotheses H1a and H1b).  In fact, many of the participants in the treatment condition mentioned that 
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the appearance of borders on the interface tended to draw their attention, suggesting that the visual 
augmentation was quite easily detectable.  This result is not surprising, as research shows that visual 
attention can be attracted by stimuli that appear suddenly, particularly if these stimuli appear in 
peripheral areas (Wickens and Hollands, 2000, p. 75).  While this result does indicate that the design 
was at least somewhat successful at providing peripheral awareness information, capturing pilot 
attention in a cockpit (whether intentionally or unintentionally) can have important safety 
implications.  Therefore, the effects of the interface treatment on pilot attention allocation would need 
to be further studied in an interactive context before the treatment is considered for implementation 
for live cockpit operations. 
The participants’ understanding of the information provided by the interface treatment is 
demonstrated in a variety of participant comments indicating the different ways in which they used 
the information.  For example, one participant reported that he understood that the input borders could 
be used as a source of confirmation that an action that the pilots had talked about had actually been 
completed on the interface; this demonstrates that the participant understood the input borders.  
Another participant demonstrated his understanding of the visual borders by commenting that he used 
them as a way of identifying areas of the interface where the pilots were focusing their attention. 
The participants were also generally affirmative in their responses to the question that asked if they 
were able to understand the difference between the input and visual borders.  While these responses 
do not necessarily confirm the participants’ understanding of the difference (because they were self-
evaluations of understanding), other participant comments explaining the ways in which they used the 
different borders demonstrated that the difference was well understood.  For example, one participant 
commented that when input borders appeared, it usually implied the existence of a visual border as 
well (because the pilot would generally be looking at his input). 
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7.1.2 Utility of Interface Augmentation 
The general utility of the interface augmentation to the participants in the evaluation is evident in the 
comments of participants from both the treatment and control conditions.  For example, several 
participants in the treatment condition specifically mentioned the value of the borders in the 
discussions about how well the interface supported their understanding of what the pilots in the 
scenario were doing, including one who said without the borders he “almost would have been lost”.  
Additionally, when asked what could have been added to the interface to have made his tasks easier, 
one of the participants in the control condition suggested that it may have helped to have had more 
cues about what each of the pilots were doing, which is one of the types of information that the 
borders seemed to provide very effectively. 
In terms of the specific hypothesis H2d (that the interface treatment will improve participant 
awareness of the actions of the pilots), there was ample evidence that this support was needed and at 
least some evidence suggesting the interface could provide it.  One example supporting the need for 
awareness is provided by the participant (P6) in the control condition who missed a radio frequency 
change while viewing the navigation display; if this participant had been in the treatment condition, it 
is possible (perhaps even likely, given the number of comments about the borders drawing attention) 
that the appearance of the input border would have provided a sufficient peripheral awareness cue for 
him to notice the frequency change.  Similarly, another control condition participant described the 
difficulty of tracking radio frequency changes without being able to see an arm reaching out to the 
instrument panel; this is exactly the sort of peripheral awareness information that the interface 
augmentation attempted to provide. 
One previously mentioned example of the treatment condition participant (P4) who missed a radio 
frequency change while looking at a chart, but was able to notice and record the change when he 
looked back up at the display, suggests that the interface treatment can support awareness as it helped 
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the participant gain awareness of the radio frequency change.  This example also provides some 
support for hypothesis H2e (that the interface treatment will assist participant interruption recovery), 
as the participant was able to recover from the interruption and record the frequency change.  Based 
on the previously discussed comments about the utility of the augmentation, the border was almost 
certainly a contributing factor in this participant’s recovery from the interruption. 
7.2 Further Insights 
Apart from the results that specifically addressed the hypotheses (discussed in Section 7.1 above), a 
number of results provided some unexpected insights into the interface design (described in Section 
7.2.1) or the evaluation process (described in Section 7.2.2). 
7.2.1 Design Insights 
The first insight into the interface design that became evident throughout the evaluation process was 
that the participants seemed to use the augmentation more as an indication of what was currently 
happening than as a way of keeping track of what had happened in the recent past.  There are several 
possible explanations for this effect: 
• as a result of the attention capturing effect of the borders appearing, combined with the 
relatively fast eye movements of the pilots, the participants’ attention may have become 
focused primarily on the actively appearing visual borders; 
• the relatively limited design process for the fade rates and the fact that those rates were not 
adjusted based on context (as discussed in Section 4.2) may mean that the fade duration of the 
input borders was too brief for some situations; 
• the participants may not have attempted to use the borders as a source of history information 
due to the nature of the experimental task, which required them to record events as they 
occurred and not retrospectively. 
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It is likely that the participants’ use of the interface augmentation as an indication of current events 
resulted from some combination of these three effects (and potentially others). 
A second design insight was provided by the participants’ generally positive responses to the 
question asking whether the level of detail used for the input borders was appropriate.  Although the 
participants did not experience alternative interface designs, this result does suggest that the input 
borders worked reasonably well the way they were implemented, and could be a good starting point 
for further investigations of this interface design solution. 
Another interesting effect that was observed during the evaluation process relates to the experience 
level of the participants.  Participants with high levels of flight experience did not seem to make use 
of the interface augmentation at the same level as those with less experience.  In fact, the participant 
with the most flight experience stated that he paid little attention to the borders, while another highly 
experienced pilot who served as a pre-evaluation test participant mentioned that he found the 
augmentation had a tendency to distract him from his normal cockpit scan pattern.  The feedback 
from pilots with lower levels of experience (15-300 flight hours), on the other hand, was almost 
universally positive.  It is likely that this effect is in part a result of the force of habit in the more 
experienced pilots; because they are so strongly trained on current systems, it is more difficult for 
them to accept the new interface.  This could likely be addressed by using a longer training time for 
more experienced pilots, allowing them to adjust from their conventional approach and use the new 
system effectively.  This experience effect also suggests that the interface augmentation may be 
particularly effective as a training tool; an idea that is also supported by the previously mentioned 
tendency of participants to use the interface augmentation to follow current events.  Creating 
augmented video using point-of-gaze data from expert pilots could help in demonstrating effective 
cockpit scan patterns to pilots in training.  In fact, the comment from participant P4 that the prototype 
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cockpit was similar to an instrument procedures trainer suggests that the experimental platform used 
in this research could be turned into a training tool with relatively little modification. 
7.2.2 Evaluation Process Insights 
The level of experience of the participants was also the source of an important insight about the 
evaluation process, as the more highly experienced pilots had a tendency to record much less 
information on the scenario log sheet in spite of having a clear understanding of the scenario events 
(demonstrated by their responses and discussions during the post-scenario interviews).  This result 
was a manifestation of the limitations of using a self-reported method of data collection (as discussed 
in Section 5.3.4) and could be explained by a number of factors.  One possible explanation is that 
experienced pilots may have decided not to record the information on the sheet because they had a 
better understanding of the scenario context and could remember details if needed.  It is also possible 
that because that one of the experimental tasks given to the participants was to act as flight evaluators, 
the experienced pilots may have been paying less attention to the log sheet so that they could focus 
more on watching and evaluating the actions of the flight crew, while the participants with less 
experience were not as confident in their ability to evaluate the flight crew and instead focused on the 
log sheet task. 
A second valuable insight gleaned from the evaluation process is related to the decision to create 
approximate data for the pilot’s point-of-gaze (as discussed in Section 5.2.2).  It was initially unclear 
whether this approximate data might present a significant limitation to the evaluation process if 
participants were easily able to notice a difference in activity between the pilot and co-pilot visual 
borders.  If this difference was severe enough, the participants might distrust the interface treatment 
and begin to ignore it.  However, of the six participants in the treatment condition, only one (P5) 
mentioned having noticed a difference between the two, and it was limited to an observation that the 
co-pilot’s eye movements seemed to “dart around” more than the pilot’s.  Experiences gained from 
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conducting this evaluation indicate that obtaining real gaze data for use in the prototype did have 
some benefits in that it made the process of prototyping the visual borders somewhat faster and 
ensured that they were accurate representations of the co-pilot’s eye activity, but these benefits came 
at a cost in terms of the time required to set up and calibrate the gaze tracker and record and analyze 
the point-of-gaze data.  It is suspected that using only the approximate method would have greatly 
accelerated the first phase of the evaluation process with little cost to the realism of the prototype. 
Another point that became clear during the evaluation process was that the cockpit prototype used 
as a base for the interface augmentations could have benefit from more time spent in the first phase of 
the evaluation process.  As a result of the limited, developmental implementation, the training process 
for second phase participants required nearly as much time to be spent explaining parts of the 
interface that were not functional as was spent explaining parts that were.  Additionally, in response 
to the question asking what could have been added to the interface, most of the participants 
commented about items that would have been present in a more fully implemented prototype.  
Depending on the complexity of software development needed, further implementation of the system 
software for such complex task domains (if possible) may help to reduce the total time needed to 
complete the entire evaluation process.  In particular, it would have definite benefits in increasing the 
realism of the scenario for experienced domain participants. 
In summary, the non-interactive process provided a significant amount of qualitative insight into 
some of the potential benefits and drawbacks of the design.  In addition, it involved significantly less 





7.3.1 Design Recommendations 
Based on the design process used to create the augmented interface concept and results of the 
evaluation process, the following concepts were developed as potential design improvements: 
• Based on the fact that the treatments tended to capture attention as a result of their sudden 
appearance, the idea of implementing a ‘fade-in’ for the visual treatments should be considered 
as a way of reducing their tendency to overwhelm the input treatments. 
• When developing a treatment to display input history information on an interface, showing this 
information based on functional groups (as opposed to individual components) is likely an 
effective way of reducing interface clutter while providing most of the potential benefits. 
• As a way of increasing the potential for the input treatments to be a useful source of history 
information, their fade duration should be increased.  Further investigation is needed to 
determine the appropriate increase. 
7.3.2 Evaluation Methodology Recommendations 
In addition to the design improvements suggested above, the evaluation process used in this thesis 
could also be improved in several ways: 
• The cockpit prototype used as a base for the treatments should be more fully developed to 
increase the realism of the evaluation scenario.  In particular, implementation of elements such 
as the autopilot mode control panel and flight mode annunciators, the engine instruments, and 




• Participants with higher levels of experience may benefit from longer training times, which 
would allow them to develop a better understanding of how to use the information available in 
the new interface as an effective part of their conventional scan patterns. 
• The data collection process used for participants watching the scenario could include a more 
direct evaluation of awareness, perhaps using a variant of one of the situation awareness 
evaluation techniques mentioned in Section 2.2. 
• This data collection process could also include a more direct evaluation of participant 
interruption recovery performance by creating a situation in the scenario where an event (such 
as a radio frequency change) occurs while the participants are interrupted (i.e., recording 
another item on the log sheet).  This would also help in creating a situation in which the input 
treatments would see use as a source of history data instead of an indicator of current events. 
• For evaluations of this type using non-interactive prototypes of systems that make use of point-
of-gaze data, preparation time could be reduced by creating approximate gaze tracking data 






The recent emergence of a cockpit architecture that uses both individual and shared displays, with 
input accomplished through cursor control devices and keyboards, has allowed for the creation of 
cockpit interface designs that have a number of notable advantages over older style cockpits.  These 
improvements, however, come with a price in the form of design challenges that need to be addressed 
in order for new cockpits to take full advantage of the flexibility offered by the shared display 
architecture.  This research was motivated by a desire to address some of these important design 
challenges, including the loss of peripheral awareness information, the need to support interruption 
recovery, and the potential for interaction conflicts. 
The augmented cockpit interface design described in this thesis used visualizations of operator 
usage history in an effort to address these challenges and improve collaboration and performance in 
the cockpit.  An evaluation of this concept, using a non-interactive prototype, provided sufficient 
evidence of the potential of this concept to support crewmember awareness and interruption recovery 
to merit further study, particularly as a possible tool for pilot training. 
8.1 Research Objectives and Findings 
The objectives of this research were to examine current practices for effective collaboration in cockpit 
environments, design an improved cockpit interface for use in modern (new architecture) cockpits, 
and evaluate the utility of the improved interface for addressing the identified design challenges.  The 
first research objective was addressed by reviewing cockpit and collaborative design literature 
(detailed in Chapter 2) and conducting an operational sequence modeling analysis of a representative 
flight scenario (described in Chapter 3).  This process identified three major challenges for the design 
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of modern cockpits: supporting awareness, assisting interruption recovery, and mitigating interaction 
conflicts. 
The second research objective was addressed in Chapter 4, which took advantage of existing 
cognitive research and visual design concepts to propose ways in which these challenges could be 
addressed by augmenting the cockpit with visualizations of operator interaction history.  Namely, the 
concept proposed to provide pilots with peripheral awareness of each other’s actions, to provide pilots 
returning from an interruption with information about where they were previously working and what 
happened while they were interrupted, and to allow pilots to easily see where their crew member is 
working and use this information to avoid interaction conflicts. 
Finally, the third research objective was addressed in Chapters 5-7 by evaluating the proposed 
design concept using a two-stage process that culminated with a human participant study of the non-
interactive video prototype.  This evaluation process was an initial step in determining whether the 
proposed interface design addressed the three design challenges in a cockpit context.  The evaluation 
results provided important insights into the design, including an indication that the design solution has 
sufficient potential to merit further consideration and evaluation using a fully interactive prototype. 
8.2 Recommendations and Future Work 
Based on the results of this thesis, a number of recommendations can be made for potential future 
work related to the proposed design concept.  First, given that the proposed design concept showed 
potential to be useful in addressing the identified design challenges, further research should be done 
to determine the most effective form for the display treatments.  This should include an examination 
of the basic treatment (i.e., what basic treatments could be used instead of borders, and which 
treatment is most effective?), a comparison of different fade durations (including context-based 
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dynamic durations), and testing of the whether the concept of using thickness to indicate importance 
can be implemented and is useful. 
Future studies of the design concept should also include the development of an interactive 
prototype to address the limitations of the non-interactive evaluation method (i.e., to examine the 
utility of the concept for live cockpit operations, and to further investigate the potential issues of 
distractions raised by the evaluation in this thesis). 
Based on the results indicating that the interface treatment may show the most benefit for pilots 
with lower levels of experience, the idea of developing and evaluating the interface treatment as part 
of a focused training tool should also be considered as an option for future work. 
Finally, the concept of using gaze tracking systems in the cockpit should be studied further to 
include other potential applications.  Examples of such applications could include accident and 
incident investigation (i.e., adding point-of-gaze as part of the data set for flight data recorders so that 
investigators could establish where pilots were looking during an accident or incident) or “smart” 
cockpits (e.g., if the cockpit knows where the pilots are looking, can it begin to guess their intentions 
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Flight Scenario Details 
Cockpit Interaction Awareness Display Operational Testing Scenario 
Summary 
The initial flight plan will be from Kitchener/Waterloo Int’l to Chicago O’Hare Int’l.  The plan will 
consist of takeoff, a direct flight/climb to London VOR, flight along the J547 airway to the Flint 
VOR, taking the Flint transition into the PAITN arrival for ILS RWY 27L. 
Between KW and London, the crew will receive information that there has been a security event 
and they must land at Windsor.  They will re-plan the flight to Windsor, using the London transition 
into the PICES arrival for ILS RWY 25 and landing. 
Phase-of-Flight Approach 
This scenario can be summarized using "Phase-of-flight" divisions as follows: 
Preflight – Prepare aircraft for required operational use given representative mission parameters. 
Take-Off – Operate aircraft from take-off roll to commencement of "CLIMB" phase-of-flight 
including aircraft reconfigurations. 
Climb (CLB) – Operate aircraft up to CRUISE phase-of-flight, to include both lateral and vertical 
flight path modifications. 
Cruise (CRZ) – Operate aircraft up to DESCENT phase-of-flight to include flight plan 
modification. 










Figure C-1 – Operational Scenario for the Testing of a Cockpit Interaction Awareness Display 
 
Figure C-2 – Map of Operational Scenario (initial route in blue, final in red) 
 







Task Sequence Info Needed 
1  Seat aircrew and explain current aircraft configuration.  Aircraft state 
2  Provide copy of Flight Plan, aircraft checklists and Departure 
/ Arrival charts.  
 
3  Crew to review Flight Plan IFR flight plan 
4  PIC directs FO to obtain "ATIS" information on Freq 125.1   Radio control 
operation 
5  
ATC proxy transmits "ATIS" information: 
"Waterloo ATIS information Alpha, 2000 feet overcast; 
visibility four miles in haze; temperature 10 dew point 10 
degrees Celsius; wind 273 @ 23 knots; and Altimeter 2998. 
Departing runway 26; Landing ILS Runway 26; Advise 
Toronto ATC you have received information Alpha” 
 
6  Aircrew copies "ATIS" information.    
7  PIC prompts FO to contact ground for departure clearance  
8  
FO selects freq 121.8 and requests:  
"ground, flight Charlie Golf Foxtrot X-ray, standing by 
airways Chicago, flight level 260" 
 
9  
ATC proxy returns:  
"Charlie Golf Foxtrot X-ray is cleared Chicago airport depart 
runway 26 waterloo two, flight plan route to maintain FL 260 
squawking 0777." 
 
10  Aircrew copies clearance and PIC prompts FO to select 
required transponder code. 
 
11  FO initializes interactive flight plan map and inserts route 
(PIC monitors with flight plan in hand). 











Task Sequence Info Needed 
12  Assume taxi completed and Before Takeoff Checks done.  
13  PIC instructs FO to obtain T/O clearance on frequency 126.0 Radio controls 
14  
ATC proxy provides clearance: 
"Charlie Golf Foxtrot X-ray is cleared for takeoff Waterloo 
two departure, maintain 4000 feet, contact Toronto departure 
frequency 128.275 when airborne." 
 
15  Aircrew engages appropriate automatic modes and advances 
throttles 
 
16  Once airborne and "positive climb", PIC initiates "Gear up" 
sequence 
 
17  PIC engages auto-pilot when aircraft greater than 400 feet 
AGL 
 
18  PIC directs FO to contact Departure 128.275  
19  
ATC proxy, once contacted, provides clearance: 
"Charlie Golf Foxtrot X-ray, continue waterloo two until 4000 
feet then proceed on course flight level 260" 
 
20  PIC inputs auto-flight system to fly departure  
21  Above "Acceleration Altitude", PIC calls for:  "Flaps Zero" 
above "F" speed 
 
22  Above "Acceleration Altitude", PIC calls for: "Slats Retract" 
above "S" speed 
 









Task Sequence Info Needed 
24  
At TBD time, ATC proxy directs: 
"Charlie Golf Foxtrot X-ray, for traffic level off at 10,000 
feet" 
 
25  PIC sets 10,000 in altitude selector.  
26  
At TBD time, ATC proxy directs: " Charlie Golf Foxtrot X-
ray, traffic is no threat, now cleared FL 260, contact Toronto 
enroute frequency 135.825" 
 
27  PIC directs FO to proceed on course and climb to FL 260 
cruise altitude, switch radio to frequency 135.825. 
 










Task Sequence Info Needed 
29  
Approx 2 minutes after step 27, ATC proxy notifies “Charlie 
Golf Foxtrot X-ray, due to a security event you are being re-
routed to land in Windsor, anticipate Pices one arrival to ILS 
runway 25, contact Detroit approach control 126.85” 
Windsor charts 
30  
PIC to advise FO to contact Detroit approach control and 
request hold at London to permit cockpit preparation 
including receipt of ATIS information. 
 
31  FO calls ATC requesting hold  
32  
ATC proxy directs: 
"Charlie Golf Foxtrot X-ray, hold at London FL 260 inbound 
track 260" 
 
33  Once aircrew are on their way to hold, PIC directs FO to 








Task Sequence Info Needed 
34  
ATC proxy advises: 
"Windsor ATIS information Charlie, 800 feet overcast; 
visibility two miles in haze; temperature 11 dew point 10 
degrees Celsius; wind 258 @ 18 knots; and Altimeter 2995. 
Departing runway 25; Landing ILS Runway 25;. Advise 
Detroit approach control you have received information 
Charlie” 
 
35  PIC and FO copy ATIS information. PIC advises FO to make 
descent and arrival preparations. 
 
36  PIC directs FO to enter new approach into flight plan  
37  FO inserts route into interactive flight plan map  
38  PIC briefs the approach.  
39  PIC directs FO to conduct pre-descent check, then advise 
ATC ready for approach. 
Pre-descent 
checklist 
40  FO advises ATC ready for approach  
41 
 ATC proxy directs: 
"Charlie Golf Foxtrot X-ray, cleared to WINZZ 4000 feet via 
PICES one arrival, report crossing DROME." 
 
42  Crew exits hold and engages new approach.  










Initial Phase Information/Consent Letter 
INFORMATION LETTER 
Title of Project:   Design of Collaborative Systems for Modern Cockpits 
Student Investigator:  Paul McKay, 519-888-4567 ext 36813, pdmckay@uwaterloo.ca 
Faculty Supervisor:  Stacey Scott, 519-888-4567 ext 32236, s9scott@uwaterloo.ca 
 
Summary of the Project: 
This project is the first part of a two-part research study aimed at improving the design of modern 
collaborative cockpit systems involving shared displays.  Our proposed interface improvement 
involves the display of interaction history data as a part of the cockpit interface.  In order to create a 
prototype system that includes this information, it is necessary to collect interaction data that can 
be shown as part of a recorded scenario.  The researchers hope to obtain this interaction data 
through observation of experienced pilots performing representative flight scenarios.  The 
information gathered by the combined, two-part study will be used to develop design suggestions 
for cockpit interfaces that support effective individual and collaborative work. 
 
Procedure: 
Your participation in this study is voluntary.  Participation involves performing simulated flight 
scenarios in a prototype cockpit environment (located in the CMC Human Factors Lab), potentially 
while wearing a head-mounted gaze tracking system.  Because the study involves flight scenarios, all 
participants should be experienced pilots.  The gaze tracking system consists of an adjustable 
headband that is used to mount an infrared camera and mirror for eye tracking and a magnetic 
sensor for head tracking.  The total assembly weighs approximately 1 lb.  You will complete these 
flight scenarios with a partner.  A description of each activity follows. 
 
You will receive an introduction to the study, the prototype cockpit, and the gaze tracking system 
and then you will be asked to: 
• Perform the gaze tracking system calibration procedure (this applies only for the participant 
who is assigned to wear the gaze tracking system). 
• Complete a brief training flight scenario to familiarize yourself with the prototype cockpit. 
• Complete a full flight scenario that will be recorded. 
• Review the recording with the researcher and indicate the areas of the interface that you 
were viewing during the scenario. 
This session will take approximately 90 minutes. 
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During the session a researcher will observe and take notes regarding your interactions with the 
cockpit systems, as well as your interactions with your partner in the sessions.  Your computer-
based interactions (in the form of a screen capture video) and point-of-gaze data (if applicable) will 
also be captured and stored in a computer log file.  A video recording of the full flight scenario will 
also be made, and any task materials produced during the session will remain with the researcher.  
You may decline to respond to questions if you wish.  You may withdraw your participation at any 
time without penalty. 
 
Confidentiality and Data Security: 
All information you provide is considered completely confidential.  Your name will not appear in any 
publication resulting from this study; however, with your permission anonymous quotations may be 
used.  In these cases participants will be referred to as Aircraft Captain (AC) or First Officer (FO) or 
collectively as a flight crew (Crew A, B,…).  Data collected during this study will be retained 
indefinitely in locked cabinets or on password protected desktop computers in a secure location.  
Electronic data will not include personal identifying information such as names. 
You will be explicitly asked for consent for the use of photo/video/audio data, captured from the 
scenario recording, for the purpose of reporting the study’s findings.  If consent is granted, these 
data will be used only for the purposes associated with teaching, scientific presentations, 
publications, and/or sharing with other researchers and you will not be identified by name. 
 
Risks and Benefits: 
There are no known or anticipated risks from participation in this study.   There are no direct 
benefits to you from participation.  However, the results of this research may contribute to the 
knowledge base of Human Systems Engineering research and help in developing improved cockpit 
interfaces. 
 
Research Ethics Clearance: 
I would like to assure you that this study has been reviewed and received ethics clearance through 
the Office of Research Ethics at the University of Waterloo. However, the final decision about 
participation is yours. Should you have comments or concerns resulting from your participation in 
this study, please contact Dr. Susan Sykes in the Office of Research Ethics at 519-888-4567, Ext. 
36005. 
 






Project:   Design of Collaborative Systems for Modern Cockpits 
I have read the information presented in the information letter about a study being conducted by 
Paul McKay of the Department of Systems Design Engineering, under the supervision of Professor 
Stacey Scott.    I have had the opportunity to ask any questions related to this study, to receive 
satisfactory answers to my questions, and any additional details I wanted. 
I am aware that I may allow video, audio, and/or point-of-gaze recordings of my full flight scenario 
to be used in further research (shown to participants in a follow-on study) with the understanding 
that I will not be identified by name. 
Sometimes a certain image and/or segment of video or audio recording clearly shows a particular 
feature or detail that would be helpful in teaching or when presenting the study results at a 
scientific presentation or in a publication. 
I am aware that I may allow video and/or digital images which show my computer interactions to be 
used in teaching, scientific presentations, publications, and/or sharing with other researchers with 
the understanding that I will not be identified by name.  I am aware that I may allow excerpts from 
the conversational data collected for this study to be included in teaching, scientific presentations 
and/or publications, with the understanding that any quotations will be anonymous. 
I am aware that I may withdraw my consent for any of the above statements or withdraw my study 
participation at any time without penalty by advising the researcher. 
This project has been reviewed by, and received ethics clearance through, the Office of Research 
Ethics at the University of Waterloo. I was informed that if I have any comments or concerns 
resulting from my participation in this study, I may contact the Director, Office of Research Ethics at 
(519) 888-4567 ext. 36005. 
 Please Please initial 
 Circle One Your Choice 
With full knowledge of all foregoing, I agree, of my own free will YES  NO ________ 
to participate in this study. 
 
I agree to use the gaze tracking system and allow my point-of-gaze  YES  NO ________ 
to be recorded. 
 




I agree to let my conversation during the study be directly quoted, YES  NO ________ 
anonymously, in presentations of research results. 
 
I agree to let data from the full flight scenario recording be used YES NO ________ 
In the development of a prototype for further research. 
 
I agree to let data from the full flight scenario recording be used YES NO ________ 
for presentations of the research results. 
 
 
Participant Name: _________________________________________ 
(Please print) 
 
Participant Signature: ______________________________________ 
 
Witness Name: ___________________________________________ 
(Please print) 
 








Flight Scenario Materials 
 








































Video Prototype Evaluation Materials 
INFORMATION LETTER 
Title of Project:   Design of Collaborative Systems for Modern Cockpits 
Student Investigator:  Paul McKay, 519-888-4567 ext 36813, pdmckay@uwaterloo.ca 
Faculty Supervisor:  Stacey Scott, 519-888-4567 ext 32236, s9scott@uwaterloo.ca 
 
Summary of the Project: 
This project is the second part of a two-part research study aimed at improving the design of 
modern collaborative cockpit systems involving shared displays.  The information gathered by the 
combined, two-part study will be used to develop design suggestions for cockpit interfaces that 
support effective individual and collaborative work. 
 
Procedure: 
Your participation in this study is voluntary.  Participation involves viewing a video of a flight 
scenario on a prototype cockpit display setup and recording notes about the progress of the flight, 
including any interesting events or potential safety concerns.  Because the study involves flight 
scenarios, all participants must have previous piloting experience, with a minimum of 15 flight 
hours.  Participants also must have normal or corrected-to-normal vision.  You will view the flight 
scenario individually, taking the role of a flight evaluator.  A description of each activity follows. 
 
You will be asked to fill out a brief background questionnaire (including a colour-blindness test) and 
will receive an introduction to the study and the prototype cockpit.  You will then be asked to: 
 
• Watch a full flight scenario and record notes about the status and progress of the flight. 
• Complete a short questionnaire and a brief interview. 
This session will take no more than two hours. 
 
During the session a researcher will observe and take notes regarding your interactions with the 
cockpit systems.   With your permission, a video recording of the full flight evaluation scenario will 
also be made, and any task materials produced during the session will remain with the researcher.  
You may decline to respond to questions if you wish.  You may withdraw your participation at any 





Confidentiality and Data Security: 
All information you provide is considered completely confidential.  Your name will not appear in any 
publication resulting from this study; however, with your permission anonymous quotations may be 
used.  In these cases, participants will be referred to as Participant 1, 2, ... (or P1, P2, ...).  Data 
collected during this study will be retained indefinitely in locked cabinets or on password protected 
desktop computers in a secure location.  Electronic data will not include personal identifying 
information such as names. 
 
You will be explicitly asked for consent for the use of photo/video/audio data, captured from the 
scenario recording, for the purpose of reporting the study’s findings.  If consent is granted, these 
data will be used only for the purposes associated with teaching, scientific presentations, 
publications, and/or sharing with other researchers and you will not be identified by name. 
 
Remuneration for Your Participation: 
You will receive remuneration for your participation in this study, for a total of $20 if you complete 
the session.  If you choose to withdraw your participation from the study prior to study completion, 
you will be remunerated at a rate of $10 per hour of participation. 
 
Risks and Benefits: 
There are no known or anticipated risks from participation in this study.   There are no direct 
benefits to you from participation.  However, the results of this research may contribute to the 
knowledge base of Human Systems Engineering research and help in developing improved cockpit 
interfaces. 
 
Research Ethics Clearance: 
I would like to assure you that this study has been reviewed and received ethics clearance through 
the Office of Research Ethics at the University of Waterloo. However, the final decision about 
participation is yours. Should you have comments or concerns resulting from your participation in 
this study, please contact Dr. Susan Sykes in the Office of Research Ethics at 519-888-4567, Ext. 
36005. 
 








Project:   Design of Collaborative Systems for Modern Cockpits 
I have read the information presented in the information letter about a study being conducted by 
Paul McKay of the Department of Systems Design Engineering, under the supervision of Professor 
Stacey Scott.    I have had the opportunity to ask any questions related to this study, to receive 
satisfactory answers to my questions, and any additional details I wanted. 
Sometimes a certain image and/or segment of video or audio recording clearly shows a particular 
feature or detail that would be helpful in teaching or when presenting the study results at a 
scientific presentation or in a publication. 
I am aware that I may allow video and/or digital images which show my computer interactions to be 
used in teaching, scientific presentations, publications, and/or sharing with other researchers with 
the understanding that I will not be identified by name.  I am aware that I may allow excerpts from 
the conversational data collected for this study to be included in teaching, scientific presentations 
and/or publications, with the understanding that any quotations will be anonymous. 
I am aware that I may withdraw my consent for any of the above statements or withdraw my study 
participation at any time without penalty by advising the researcher. 
This project has been reviewed by, and received ethics clearance through, the Office of Research 
Ethics at the University of Waterloo. I was informed that if I have any comments or concerns 
resulting from my participation in this study, I may contact the Director, Office of Research Ethics at 
(519) 888-4567 ext. 36005. 
 
 Please Please initial 
 Circle One Your Choice 
With full knowledge of all foregoing, I agree, of my own free will YES  NO ________ 
to participate in this study. 
 
I agree to be videotaped. YES  NO ________ 
 
I agree to let any verbal comments made during the study be directly  YES  NO ________ 
quoted, anonymously, in presentations of research results. 
 
I agree to let video, audio, or written data from the study be used YES   NO ________ 





Participant Name: _________________________________________ 
(Please print) 
 
Participant Signature: ______________________________________ 
 
Witness Name: ___________________________________________ 
(Please print) 
 








Participant: P__ Condition: ___   Date: ________________________ 
 
 
Please fill out this questionnaire as accurately as possible. None of the information will be personally 
linked to you in any way. Please do not write your name anywhere on the questionnaire. 
 
1. What is your sex? 
 
Female   Male 
 
























If so, what flight simulators have you used, and how much would you estimate you use them? (e.g. 1 
hour per week, 1 hour per month)
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7.  On the laptop screen in front of you, you’ll see a short colour blindness-test, please write down the 
six numbers on your screen in order in the respective box on this page. (you might need to scroll 














Figure F-2 – Master Flight Scenario Log Sheet  
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Flight Scenario Questionnaire 




Rate your answers to the questions below on the provided 7-point scale. 
 
 
Overall, how would you rate the performance of the flight crew? 
Very Poor Excellent
1 2 3 4 5 6 7
 
 
How would you rate the performance of the pilot-in-command? 
Very Poor Excellent
1 2 3 4 5 6 7
 
 
How would you rate the performance of the co-pilot? 
Very Poor Excellent
1 2 3 4 5 6 7
 
 
How confident are you that your flight scenario notes captured all of the scenario information? 
Not Confident Very Confident







Questions for all participants (control and augmented display): 
 
- (If confidence rating on last question of questionnaire is 4 or less) – What part of your flight 
scenario notes do you feel is missing information? 
- Can you give a brief description of what happened in the scenario? 
- On a scale of 1 to 7, how confident are you that your description is accurate? 
- Can you briefly explain your performance ratings of the flight crew? 
- Which information did you find easy to keep track of? 
- Which information was more difficult? 
- Were there any particular times or sequences of time during the scenario that you found challenging 
to track?  If so, when and why? 
 
NOTE: Participants will be shown a static picture of the interface while answering questions below. 
 
- Did you find the interface helpful in tracking the status and progress of the flight? 
- Did you find the interface helpful in tracking what the pilots were doing? 
- If so, what aspects of the interface did you find useful in carrying out these tasks? 
- What could have been added to the interface to make these tasks easier? 
 
Extra questions for participants using augmented display: 
 
- Were you easily able to understand the difference between the “window” type borders and the 
“component” type borders? 
- Which type of border did you find more useful? 
- Did you find the level of detail in the “component” type borders appropriate?  Would you have liked 
more or less? 
- Did your usage or understanding of the borders change over the course of the scenario? 
 
Final question for all participants: 
 








Figure G-1 – Statistical analysis of overall crew performance rating 
 
Figure G-2 – Statistical analysis of pilot performance rating 
 




Figure G-4 – Statistical analysis of scenario log sheet confidence rating 
 
Figure G-5 – Statistical analysis of scenario description confidence ratings 
 




Figure G-7 – Statistical analysis of radio frequency scores 
 
Figure G-8 – Statistical analysis of correct radio scores 
 




Figure G-10 – Statistical analysis of autopilot scores 
 
Figure G-11 – Statistical analysis of autopilot altitude setting scores 
 




Figure G-13 – Statistical analysis of flight crew error scores 
 
