Introduction and Main Contribution
Recent trends in the policy of research and its development include, among others:
• The explosion of the assessments in the "evaluation" society (Dahler-Larsen, 2012; Whitley & Gläser, 2007) .
• The need of policy-makers to have a comprehensive framework. We refer to the STAR METRICS  in the US (Largent & Lane, 2012) and to the European Commission (2014) "Expert Group to support the development of tailor-made impact assessment methodologies for ERA European Research Area") in Europe  .
• The criticisms of the traditional assessment metrics. The traditional methods of research evaluation have recently been under attack in different contexts, in particular by the San Francisco Declaration on Research Assessment (DORA) and the Leiden Manifesto (Hicks et al., 2015) for the inherent problems of the evaluation of research, although some of the crucial limits and problems have already been known to the specialized community for decades; see e.g. Glänzel and Schoepflin (1994) ; Glänzel (1996) and Moed and van Leeuwen (1996) . A recent review on the role of metrics in research assessment and management (Wilsdon et al., 2015) has found that: "There is considerable scepticism among researchers, universities, representative bodies, and learned  STAR METRICS is a data platform that is voluntarily and collaboratively developed by US federal science agencies and research institutions to describe investments in science and their results (Largent & Lane, 2012) .  The first objective of the European Commission (2014) Expert Group, in which the author of the present paper took part, was indeed to "propose an analytical framework for identifying how the implementation of different ERA priorities and components observed at institutional level (i.e. research performing organizations) and national level (i.e. national policies and funding organizations policies) impact the research system performance (at institutional and national level For quantitative models the analogy with the real world takes place in two steps: 1) Quantification of objects, facts, and phenomena in an appropriate way; and 2) Identification of the relationships existing between the previously identified objects, closest to the reality (that is the object of the model).
The practical use of a model depends on the different roles that the model can have and from the different steps of the decisional process in which the model can be used. A model can be considered a tool for understanding the reality. The potentiality of models can be expressed for description, interpretation, forecasting, and intervention. These different roles may be correlated or not, depending on the objective of the analysis and the way the model is built. To be successful the modeling has to take into account the specificities of the processes and systems under investigation, and in particular consider that the behavior is free and finalized to given aims; history and evolution matter as the behavior of systems and processes changes over time (see e.g. Georgescu-Roegen (1971) ).
Hence, the modeling activity related to the assessment of research involves several methodological challenges. What is required today is to develop models, able to characterize strongly connected or interdependent model components, dominated by their interactions, including complex model behavior, emergent collective behavior which implies new and often unexpected model behavior, counter intuitive behavior, and extreme events with less predictable outcomes, and management based on setting rules for bottom up self-organization (Helbing & Carbone, 2012, p. 15) . This is very different from the traditional models, characterized by independent model components, based on simple model behavior, where the sum of properties of individual components characterizes model behavior, conventional wisdom works well, and a well predictable and controllable top-down model seems to be inappropriate to capture the complexity and dynamics involved in the research assessment.
Evaluation  is a complex activity that consists of at least three levels of analysis: outputs, processes, and purposes.
The finalization of the analysis to the specific evaluation problem can help to specialize and simplify components, identifying those relevant aspects for the purpose. The finalization may encourage a functional analysis of the systems involved in the assessment. The external behavior of the systems may be explained focusing the analysis on the aims and the ways of interacting with the environment without entering into the details of the internal structures and organization (the organization may become relevant only if it is a limit to pursuing the objectives of the system).
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Some pitfalls of models are:
• Theoretical limits (limitation of the concepts and their relations considered relevant in the models);
• Interpretative and forecasting limits (uncertainty of the phenomena, necessity of exogenous assumptions, errors in the estimates, approximation between model and theory, deviations between theory and reality, and evolution of behaviors);
• Limits in the decision context (quantifiability of the objectives, multiplicity, and variety of objectives, predictability of the external effects of the decisions, interdependencies with decisions of other subjects, computational complexity, and implementation of the decisions).
There are some difficulties, which arise in modeling:
• Possibility that the targets are not quantifiable, or are multiple and conflicting;
or that there are several decision-makers with different interests;
• Complexity, uncertainty, and changeability of the environment in which the observed system works and, after environmental stimuli, the difficulty of predicting the consequences of certain actions and relative responses;
• The limits (in particular of an organizational nature) within which the analyzed system adapts to the directives of the decision-maker; and • The intrinsic complexity of calculation of the objective of the analysis.
The ambition of our framework is to be a general basis able to frame the main dimensions (features) relevant to developing multidimensional and multilevel models for the evaluation of research and its impacts  . We propose a framework, illustrated in Figure 1 , based on three dimensions: 1) Theory, broadly speaking, identifies the conceptual content of the analysis, answering the question of "what" is the domain of interest, and delineating the perimeter of the investigation; 2) Methodology, generally refers to "how" the investigation is handled, what are the kind of tools that can be applied to the domain of interest, and tools which represent the means by which the analyses are carried out; and 3) Data, largely, and roughly, refers to instances coming from the domain of interest, and represents the means, on (or through) which the analyses are carried out.
We detail each dimension in three main building blocks and identify three operational factors for implementation purposes. The main building blocks of theory are: 1) education, 2) research, and 3) innovation. See Table 1 OECD, 2015b) . Innovation According to the OECD (2005), an innovation is "the implementation of a new or significantly improved product (good or service), or process, a new marketing method, or a new organizational method in business practices, workplace organization or external relations. The minimum requirement for an innovation is that the product, process, marketing method or organizational method must be new (or significantly improved) to the firm. Innovation activities are all scientific, technological, organizational, financial and commercial steps which actually, or are intended to, lead to the implementation of innovations. Innovation activities also include R&D that is not directly related to the development of a specific innovation."
The main building blocks of methodology are: 1) efficiency, 2) effectiveness, and 3) impact. The main building blocks of data are: 1) availability, 2) interoperability, and 3) unit-free property.
The problem of evaluation of the research activities, in our set-up, is framed in a systematic way, taking also into account education and innovation together with the other components of the methodology and data dimensions.
The three main implementation factors (see Section 4) we propose are:
1) Tailorability (broadly, the adaptability to the features of the problem at hand); 2) Transparency (approximately, description of the choices made and underlying hypothesis masked in the proposed/selected theory/methodology/data combination); and 3) Openness (roughly, accessibility to the main elements of the modeling).
The more we are able to go to the deep, fine-grain of the most atomic level-unit of analysis, the higher the level of tailorability, the higher the level of transparency
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In this paper, we assert that the ability of developing (and afterward understanding and effectively using) models for the assessment of research is linked and depends, among other factors, on the degree or depth of the conceptualization (intended here as the formulation of the content of the general ideas and of the most important details) and formalization (intended here as "to make it official" or explicit), in an unambiguous way, of the underlying idea of Quality. Quality, here, is intended as "fitness for use."
The level of conceptualization and formalization of Quality, however, is neither objective nor unique. It depends on the purposes and the subject or unit of the analysis (e.g. scholars, groups, institutions, up to meso or macro aggregated units, as regional or national entities) and it relates, in the end, to the specific evaluation problem under investigation.
We propose, finally, three enabling conditions that foster the connection of our framework with the empirical and policy worlds. The three enabling conditions are: 1) Convergence (as an evolution of the transdisciplinary approach, which allows for overcoming the traditional paradigms and increasing the dimensional space of thinking); Figure 1 . An illustration of our framework including its three implementation factors (tailorability, transparency, and openness) and its three enabling conditions: convergence, mixed methods, and knowledge infrastructures.
Journal We maintain that these three enabling conditions contribute to the conceptualization and formalization of the idea of Quality that is related and fosters the overlap of the different perspectives, namely modeling world, empirical world, and policy world (see Section 4 and Figure 2 in Section 5).
Summing up, evaluating research and its impacts is a real complex task. Perhaps the key problem is that research performance is not fully quantifiable. Hence, research assessment has to deal with non-fully quantifiable concepts.
There are several approaches to evaluating research. In order to adopt and use our framework, the following three postulates, intended as general validity conditions or principles, have to be accepted.
Postulate 1: Models of metrics
Each metric is based on at least one model. The model can be implicitly or explicitly defined and discussed.
This postulate is a proposition that we assume to be true because it is obvious. The implication of Postulate 1 is that if the model underlying the metric is not described, this does not mean that it is more robust to modeling choice. It simply means that you do not state clearly and in detail and account for the underlying theoretical choices, methodological assumptions, and data limits considerations. Put in other words, the metric cannot be more robust than the model, and it is possible to assess the robustness of the model only if it is explicitly described.
Postulate 2: Conceptualization and formalization of "Quality"
The accuracy, completeness, and consistency of the research assessment depends on the level (degree) of conceptualization and formalization, in an unambiguous way, of the "Quality" and its different layers and meanings. This is the cornerstone postulate of our framework. The accuracy, completeness, and consistency of the research assessment depends upon and is limited by, among other factors, the complexity of the research evaluation. A further discussion on this issue can be found in Daraio (2017a) .
Postulate 3: "Responsible" metrics
A metric developed according to a model that conceptualizes and formalizes in an unambiguous way the idea of Quality in its different layers and meanings is able to substantiate and give content to the concept of "responsible" metrics.
Postulate 3 should be considered to be an open conjecture that needs to be further studied and demonstrated (see further discussion in Section 5).
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The main contributions of the paper are:
• To introduce a simple framework that could be helpful in developing models for metrics of research assessment (e.g. a kind of checklist when practitioners plan an assessment); • To propose a basis for the research of the ethics of research evaluation; and • To outline directions for further research.
Our framework acts as a common denominator for different analytical levels and relevant aspects and is able to embrace many different and heterogeneous streams of literature. An outline is described in the next section.
The Framework
Theory
For theory, we mean the set of general ideas or notions that defines and delineates the boundary of the investigation. In this paper, we are interested in the assessment of the research activity and its impact. Research is an important driver for innovation, economic progress, and social welfare (e.g. Adams, 1990; Griliches, 1998; Henderson, Jaffe, & Trajtenberg, 1998; Mansfield, 1995; Rosenberg & Nelson, 1994) . Scientific activities produce spillovers that have short-and medium-term effects on industrial innovation (Mansfield, 1991) . Salter and Martin (2001) review the works on the economic benefits of publicly funded basic research. They detect six main categories of benefits of publicly funded basic research: increasing the stock of useful knowledge; training skilled graduates; creating new scientific instrumentation and methodologies; forming networks and stimulating social interaction; increasing the capacity for scientific and technological problem-solving; creating new firms. Table 2 reports some streams of literature which have considered research and innovation, which are somewhat overlapping, as the main interplay of science and society together with education.
From the economics of education we know that education is an investment in human capital analogous to an investment in physical capital.
People represent the link between all these streams of literature. People in fact attend schools and higher education institutions, acquiring competences and skills. People are educated first and after that do research and carry out innovative activities during which they continue to learn, acquiring/extending their competences and skills and so on.
Moreover, higher education systems are increasingly expanding their interplay with society moving toward markets in higher education systems or going beyond. There are some science and public policy studies that have analyzed the elements of societal impact, mostly rooting it into universities and public research characteristics (Bornmann, 2013) whilst others, mostly refer to approaches developed by practitioners (Ebrahim & Rangan, 2014)  . All these theoretical considerations related to the so-called third mission activities of higher education institutions and research centers (Veugelers & Del Rey, 2014) have to be considered in relation to the specific research and innovation activities carried out, including their interrelations with the educational activities conducted.
The existing literature, summarized in Table 2 , can be systematized around the knowledge production activity, defined in a broad way as "a complex of ideas, methods, norms, values, that are the cognitive and social norms which must be followed in the production, legitimation and diffusion of knowledge (Gibbons et al., 1994, p. 2)" which is based on processes: sets of activities performed by agents, through time. These knowledge activities include stock of inputs (including for instance cumulated results of previous research activities in relevant publications, and embodied in authors competences and potential); infrastructural assets; flows of inputs (such as the time devoted by a group to a current research project); time and resources devoted to teaching and service activities; joint effect of resources on teaching activities; competence of teachers; skills and the initial level of education of students; educational infrastructures, and other resources. Table 2 . A non-exhaustive overview of the literature on the theory dimension.
Literature stream References
Economics of science and technology Audretsch et al. (2002) , Stephan (2012) , Mirowski & Sent (2002) Theories of growth Solow (1957) , Abramovitz (1956) , Nelson & Phelps (1966) , Romer (1986; Research and teaching institutions provide their environment infrastructural and knowledge assets. These act as resources in the assessment of the impact of those institutions on the innovation of the economic system. The transmission channels of the impact which emerge from previous literature are, just to cite a few, mobility of researchers, career of alumni, applied research contracts, and joint use of infrastructures. In this context, different theories and models of the system of knowledge production and allocation could be developed and tested. According to Gibbons et al. (1994) , knowledge is produced by configuring human capital that is more malleable than physical capital. Indeed human capital can be configured in different ways to generate new forms of specialized knowledge. The new economics of production can be interpreted as a shift from search for economies of scale to economies of scope where the latter arise from the ability to re-configurate human resources and particularly knowledge in new ways (Gibbons et al., 1994, p. 63) . Traditional and new forms of knowledge creation (Mode 1 and Mode 2 according to Gibbons et al. (1994) definitions) co-exist and dynamically evolve. The dynamics of knowledge production, distribution, co-creation, and evolution obviously matter for the assessment of research and its impact.
The assessment of research cannot be addressed in isolation without education and innovation. It requires the specification of variables and indicators consistent with a systemic view.
Results can widely differ at different levels of aggregation, for instance at the public research organization and higher education institution level or individual university/research center, or faculty or team down to individual scholar. At these different levels, the possible moderating variables or causes of different performances may change too. Examples of possible moderating variables are: the legislation and regulation, public funding, teaching fees, and duties; geography, characteristics of the local economic and cultural system, effectiveness of research and recruiting strategy, budgeting, and infrastructures; intellectual ability of researchers, historical paths, ability to recruit doctoral students, world-wide network of contacts, and the like.
Methodology
Methodology, in the setting of our framework, identifies the range of methods, techniques, and approaches that are relevant to the evaluation of research. A preamble is necessary here before entering into the more detailed description. The discussion on methodology relates to two general interconnected questions which are "what to assess" and "how to assess." These questions, in turn, are related to the organization of the assessment tasks and strategies (including priorities setting) and to the communication of the assessment results. We distinguish the "subject (the thing that is being considered)" of the assessment (what to assess) from the "means" or the tools of the assessment (how to assess). We identify the subject in: outputs, efficiency, effectiveness, and impact and the means in qualitative (including peer review and case studies), quantitative (including econometric approaches and tools from the physics of complex systems) and combined (quantitative-qualitative) approaches, including the so-called informed peer review.
A quite complete comparison of the main advantages and disadvantages of quantitative approaches, such as citation based indicators, vs qualitative approaches, such as peer review, can be found, e.g. in Hemlin (1996) . Specific "quali-quantitative" approaches may be requested for the assessment of interdisciplinary research, see e.g. Bammer (2016) .
Evidently, the means should be identified in accordance with the subject of the assessment. The organization and the communication aspects of the evaluation, however, fall within the sphere of policy and governance.
We propose three building blocks for methodology: efficiency, effectiveness, and impact, considering the outputs as a kind of baseline or step zero in the analysis, followed by the subsequent steps (Table 3) . A distinction between productivity and efficiency is in order. Productivity is the ratio of the outputs over the inputs. Efficiency, in the broad sense, is defined as the output/input relation with respect to an estimated reference frontier, or frontier of the best practices (Daraio & Simar, 2007, p. 14) . The econometrics of production functions is different from that of production frontiers as the main objective of their analysis differs: production functions look at average behavior whilst production frontiers analyze the whole distribution, taking into account the best/worst behavior (Bonaccorsi & Daraio, 2004) . Obviously, assessing the impact on the average performance is different from assessing the impact on the best/worst performance. Accounting for inequality and diversity is much more natural in a model based on best/worst performance frontiers than in a standard average or representative
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Journal of Data and Information Science behavior model. This is because in the former case the whole distribution is considered instead of only the central tendency. This distinction between "average" vs "frontier" is considered in recent theory of growth (Acemoglu, Aghion, & Zilibotti, 2003; Vandenbussche, Aghion, & Meghir, 2006) and in the managerial literature (Chen, Delmas, & Lieberman, 2015) as well.
As far as quantitative methods are concerned, different approaches, both parametric (Galán, Veiga, & Wiper, 2014) and non-parametric (Bădin, Daraio, & Simar, 2012; have been proposed, highlighting the changes required by the attempt to disentangle the impact of external-heterogeneity factors on the efficient frontier from that on the distribution of inefficiency. This trend witnesses the need to move from the assessment of efficiency toward the assessment of impacts. Some precursors of methodological challenges and changes within the frontier approach may be identified, without being complete, in:
• statistical approach to non-parametric frontier estimation (Daraio, Simar, & Wilson, 2016; Simar & Wilson, 2015) : trend toward a data-driven modeling; Moving from efficiency to effectiveness is an important step. At this purpose, the inclusion of managerial and more qualitative aspects in the quantitative benchmarking models could be beneficial. According to Drucker (1967) , effectiveness is "doing the right thing" while efficiency is "doing the thing right." Effectiveness is similar to principle 6 of Saltelli and Funtowicz (2014, see below) .
The methodological dimension should handle how to evaluate what, providing an appropriate account of reliability and robustness (Glänzel, 2010; Glänzel & Moed, 2013) , and uncertainty.
An interesting distinction exists between uncertainty and sensitivity analysis. Uncertainty analysis focuses on the quantification of the uncertainty in the model output. Sensitivity analysis instead analyzes the relative importance of different input factors on the model output. Global sensitivity analysis (Saltelli et al., 2008) refers to the investigation of how the uncertainty of the inputs of the model is attributed to the uncertainty of the output of the model. It is based on the application of statistical tools for interpreting the output from mathematical or computational models. Partial sensitivity analysis, also called once-at-a-time sensitivity analysis, is based on the change of one variable or assumption at a time. Sensitivity auditing is an extension of sensitivity analysis to the entire evidence generating process in a policy context.
These are all considerations which refer to the quality-methodology intersection. Classical methods of impact assessment (see e.g. Bozeman & Melkers (1993) ), including randomized evaluations, matching methods (such as propensity score matching), double differences, instrumental variables, regression discontinuity, distributional impacts, and structural and other modeling approaches (see Khandker, Koolwal, & Samad (2010) for an overview) are challenged by the "problem of evaluation [which] is that while the program's impact can truly be assessed only by comparing actual and counterfactual outcomes, the counterfactual is not observed.
[. . .] Finding an appropriate counterfactual constitutes the main challenge of an impact evaluation" (Khandker, Koolwal, & Samad, 2010, p. 22) . These classical methods appear inadequate to the checklist of sensitivity auditing (Saltelli et al., 2013; Saltelli & Funtowicz, 2014; , proposed by Saltelli and Funtowicz (2014, p. xxx) , which is based on the seven following principles:
1) Use models to clarify, not to obscure: models as useful tools to represent and clarify reality; 2) Adopt an assumption hunting attitude: listing the underlying assumptions of each approach; 3) Detect pseudoscience (uncertainty, spurious decisions, Garbage-In GarbageOut): Make approximation by keeping into account data representativeness and role of variables; 4) Find sensitive assumptions before they find you: find the critical points in the theoretical framework that deserve attention; 5) Aim for transparency (increasing the diffusion of the used models basic ideas avoiding jargon); 6) Do not do the sums right but do the right sums: concentrate the analysis on the most important components/aspects; 7) Focus the analysis (check sensitivity analysis not on one factor at a time but changing the different parameters together).
We should move on from efficiency to effectiveness, and then toward impact, shifting our current paradigm, including quality indicators to assess effectiveness instead of efficiency; considering the quality of the applied method and the overall quality of the model.
Journal of Data and Information Science
Data
The data dimension is characterized by a kind of data paradox. On the one hand, we are in a "big data" world, with open data and open repositories that are exponentially increasing. On the other hand, in a lot of empirical applications the "data constraints" look pretty much the same as those described in Griliches (1986; 1998) . Data is a relevant dimension often neglected in modeling building. According to Frischmann (2012) , data includes facts and statistics collected together for reference or analysis; data is representation, reinterpretable representation of information in a formalized manner, suitable for communication, interpretation, or processing, up to data as "infrastructure."
Besides this positive view on data, data has a problematic definition because it depends on its use not on inherent characteristics of the data (Borgman, 2015, p. 74) : "Their properties and their weaknesses affect both the modeling and the empirical results. The concepts of big data, little data, and even no data remains poorly understood in the current big data era. Efforts to promote better data management, sharing, credit, and attribution are well intentioned, but stakeholders disagree on the starting points, the end goals, and the path in between. Lacking agreement on what entities are data, it remains difficult to establish policies for sharing releasing, deposing, crediting, attributing, citing, and sustaining access that can accommodate the diversity of data scholarship across domains. Sustaining access to data is a difficult and expensive endeavor." "Despite the overall lack of agreement, most scholars would like better means to manage whatever they do consider to be their data" (Borgman, 2015, p. 271) . Better management is likely to lead to more sustainable data and in turn to better means of discovering and sharing data. These, however, are expensive investments. Better access to data requires investments in knowledge infrastructures by research communities, funding agencies, universities, publishers, and other stakeholders" (Borgman, 2015, p. 287) .
The main building blocks we identify to characterize the data dimension are: availability, interoperability, and unit-free property.
Availability refers to general alternatives and choices that affect the data to be used, for instance (without being complete): sampling vs census, freely available vs controlled or undisclosed ones, data as consumption vs participation (see Ekbia et al. (2015) for a critical discussion). Obviously, the minimal requirement for the elaboration of data refers to its availability in a usable way. This opens to the discussion on commercial vs publicly available (or open) data; institutional provided data, and issues of privacy and confidentiality.
Interoperability is the way in which heterogeneous data systems are able to communicate and exchange information in a meaningful way (Parent & Spaccapietra, 2000) . It is crucial for data integration of heterogeneous sources (see Daraio Glänzel (2016) . See also the discussion on continuity vs innovation in Ekbia et al. (2015) ). A great improvement in data integration for research assessment could come by the adoption of an Ontology-Based-Data-Management (OBDM) approach (Lenzerini, 2011 ). An OBDM approach may be considered to be a kind of information integration based on: a) a conceptual description of the knowledge domain of interest, called the ontology; b) the different databases where the data of the domain is kept, called the sources; c) the correspondences between the data contained in the sources and the concepts of the ontology, called the mappings. The main advantages of an OBDM approach for integrating research and other scholarly data (Daraio et al., 2016a) are: accessibility of the data through the elements of the ontology; explicit representation of the domain, facilitating the re-usability of the acquired knowledge; explicit specification of the relationships between the domain concepts and the data through the mappings, facilitating documentation and standardization; flexibility of the integrated system that does not require the integration of all the data sources at once; extensibility of the system by means of incremental addition of new data sources or new concepts when they become available.
Unit-free property refers to the need to have consistent and coherent observations (instances of data) at different levels of analysis, to ensure robust empirical evidence of a given phenomenon. The unit-free property of data is somewhat interconnected to the possibility of multiscale modeling of the problem at hand. The multiscale modeling is an interdisciplinary area of research (ranging from mathematics, to physics, engineering, bioinformatics, and computer science) to explain problems which have significant characteristics at multiple scales (e.g. time and/or space). Its aim is "by considering simultaneously models at different scales, we hope to arrive at an approach that shares the efficiency of the macroscopic models as well as the accuracy of the microscopic models" (Weinan, 2011, p. viii) . According to Horstemeyer (2009) , the rapid growth of multiscale modeling is the result of the confluence of parallel computing power, experimental capabilities to characterize structure-property relations down to the atomic level, and theories that admit multiple length scales. This kind of modeling makes clear the need of having data that is independent from the unit of analysis and hence can be used coherently in a multiscale model of the problem. See Table 4 for an overview of the data dimensions and its characterization in our framework.
A relevant connection, also for the following developments of modeling is the relationship between data and information. According to Floridi (2014) , information and communication technologies (ICT) have brought new opportunities as well as new challenges for human development and have led to a revolutionary shift in our understanding of humanity's nature and its role in the universe, the "fourth revolution" according to which "we are now slowly accepting the idea that we might be informational organisms among many agents. . . , inforgs not so dramatically
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Journal of Data and Information Science different from clever, engineered artefacts, but sharing with them a global environment that is ultimately made of information, the infosphere" Floridi (2014) . The information revolution is not about extending ourselves, but about "re-interpreting who we are" (Floridi, 2008 ).
An interesting and perhaps connected change, due to the developments introduced in information processing including novel algorithms, protocols, and properties of information brings to shift from the classical to the quantum computation paradigm and recently leads to derive quantum theory as a special theory of information (D'Ariano & Perinotti, 2016. For an introduction, see Nielsen & Chuang (2010) .).
Within this context emerged the philosophy of information (Floridi 2010; , in which the understanding of the ultimate nature of reality shifts from a materialist one to an informational one, in which all entities, both natural and artificial, are analyzed as informational entities.
A Summary View and a Pragmatic Perspective
Our general framework is derived integrating relevant dimensions, grounded in existing approaches, according to the three main dimensions illustrated in Figure 1 . This framework could allow for combining the fine-grained results of case studies, with the ability to replicate and route them, taking them to a higher level, thanks to an integrated view, which maps the interfaces, interdependencies, complementarities among the three dimensions and allows for analyzing the constraints on the three dimensions that may make analysis difficult.
Concerning Quality, in the field of education, much progress has been made. The quality of education has been demonstrated as relevant for research and innovation.
Several contributions have analyzed the impact of education quality on economic growth (e.g. Aghion, 2009; Hanushek & Woessmann, 2007; Hanushek et al., 2008) .
Much more work is needed for research and innovation due to the inherent difficulties that arise for their specific content, context, and complexity. The main object of a research evaluation is represented by the results of given research activities, which can be considered the research effort (Hemlin, 1996) . The outputs of a given research activity are the result of a complex set of interacting characteristics and activities that involve, but are not limited to: ability, talents, social aspects, luck, incentives, motivations, trade-offs, commitment, financial resource, efforts, infrastructure, education, personality skills, network, organization, curiosity, communication skills, and contextual and institutional factors. These all interact dynamically, giving rise to complex processes. The evaluation of research is done in a context characterized by many more different factors that interact as well. Hemlin (1996, p. 210) points out that "all evaluation of research quality must be based on an idea of the meaning of this concept. [. . .] The variety in meaning of scientific quality reflects the fact that research evaluations are being made in a context in which a number of different factors interact and where the interplay between these factors is essential to the concept of quality in science. . . not only the real interplay between factors is important, but also the evaluators conceptions of this interplay is crucial."
The meaning of scientific quality and its difficulties in delimiting what is meant by it are related to the nature of research itself. The conception of what is good or bad research varies between different research areas and periods, constantly changing as the result of an interactive process between scientific development and events in the world outside the scientific community.
All these aspects show the complexity of the evaluation of research. Issues of uncertainty are closely related to those of quality of information. Problems of quality of information are involved whenever policy related research is utilized in the policy process (Funtowicz & Ravetz, 1990, p. 11) . In assessing research, it is important also to consider the interactions of quality with uncertainty and policy, "in a situation where major decisions, on the most complex and uncertain issues, must frequently be made under conditions of urgency" (Funtowicz & Ravetz, 1990, p. 13) .
From a methodological point of view, the inclusion of quality indicators in the analysis, may allow us to move from efficiency to effectiveness. Effectiveness can be captured then by using in the analysis "qualitative-adjusted" quantitative measures. In the end, maybe, although difficult to assess, it is the quality of education, research, and innovation, which has an impact on the development of the society.
Finally, it is on the data dimension that the quality issues are of primary importance in all the three main building blocks proposed (availability, interoperability, and unit-free property).
Data quality according to the OECD (2011) Quality Framework is defined with respect to user needs, and it has seven dimensions: relevance ("degree to which data serves to address their purposes"); accuracy ("how the data correctly describes the
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Journal of Data and Information Science features it is designed to measure"); credibility ("confidence of users in the data products and trust in the objectivity of the data"); timeliness ("length of time between its availability and the phenomenon it describes"); accessibility ("how readily the data can be located and accessed"); interpretability ("the ease with which the user may understand and properly use and analyze the data"); coherence ("the degree to which it is logically connected and mutually consistent").
Quality of available data is crucial; in data quality there have been relevant advances, going from data quality to information quality (Batini & Scannapieco, 2016) and developing a philosophy of data information quality (Floridi & Illari, 2014) . The quality of the interoperability is important in the integration of heterogeneous data sets which are useful for research and innovation studies. Finally, the "unit-free property" of data, in terms of data quality aims at reaching a kind of "objectivity," for empirical purpose and for data reuse. The provenance initiative (Moreau et al., 2008 ) is a clear example of describing better data for different purposes, including also the opening or sharing of data.
Quality as acceptability (suitability) for application (fitness for purpose) is the overarching concept, which keeps together the building blocks of the three dimensions of our framework. It is a characteristic in all the three dimensions.
The nine building blocks are attributes of Quality. The quality of theory, as dimension, is related to the problem of boundaries and philosophical representation of reality. The degree of implementation of the assessment of quality is related to the level and intensity of the resolution of the underlying "problem of evaluation." It is linked to the implementation factor tailorability. The quality of methodology, as dimension, refers to the transparency and suitability in the context of application (again tailorability). Quality of data is related to the quality of information and plays a crucial role at the implementation level. It is also linked to the degree of openness of data and information.
From the description so far, it emerges that the assessment of the research activity is indeed a complex task. Now, our finding could be interpreted in two ways:
• Impossibility option: given that it is so difficult, we must abandon it and conclude that it is not possible to assess research and its impacts; or, • Pragmatic option: use our knowledge on the difficulty of the assessment of research and use our proposed framework with a pragmatic purpose, which is, to develop possibly meaningful models of research assessment. The latter is exactly what we pursue here. selection is very difficult to handle. What can be done, according to the pragmatic perspective pursued in this paper, is monitoring the model development and its evolution, including the characterization of the Quality, according to our framework dimensions.
In our framework we identify three implementation factors and three enabling conditions that may be helpful to monitor the model development.
We highlight again that our framework is able to act as a common denominator of many different strands of literature, collecting them under the same conceptual scheme. In the following we report just a few examples, leaving a systematic review and analysis of the related literature for future research.
In theory, tailorability refers to flexibility of the model for problem solving and its related learning: taking into account absorptive capacity and innovation processes à la Cohen and Levinthal (1990) . In methodology we should account for a multimethodology approach (Mingers, 2006) , according to which, instead of a single method, a combination of methods, both hard and soft, is used.
In a data perspective, tailorability is linked to the usability and end-users personalization of platforms.
Transparency and openness are two implementation factors that can be detailed along the main building blocks of our framework and have a self-evident importance.
For theory we have Open Education (see e.g. DeMillo & Young (2015) ) which refers to the transformation of higher education toward new ways of disseminating knowledge at lower cost, such as Massive Open Online Courses (MOOCS), thanks to technology fuelled innovations, and research on learning processes.
According to OECD (2015a), Open Science refers to "efforts by researchers, governments, research funding agencies or the scientific community itself to make the primary outputs of publicly funded research results publications and the research data publicly accessible in digital format with no or minimal restriction as a means for accelerating research; these efforts are in the interest of enhancing transparency and collaboration, and fostering innovation."  Nielsen (2012) develops the concept of open research a bit further, talking about "data-driven intelligence" controlled by human intelligence which amplifies collective intelligence: "To amplify cognitive intelligence, we should scale up collaborations, increasing cognitive diversity and the range of available expertise as much as possible. Ideally, the collaboration will achieve designed serendipity. . ." According to Nielsen (2012) 
Journal of Data and Information Science and collaboration which becomes self-stimulating with online tools, which may establish architecture of attention that directs each participant where it is best suited. This collaboration may follow the patterns of open source software: commitment to working in a modular way; encouraging small contributions; allowing easy reuse of earlier work; using signaling mechanisms (e.g. scores) to help people to decide where to direct attention. The exponential increase and development of information availability and the development of the information society is leading us toward an open innovation society (see e.g. Chesbrough (2012) )  based on a Quadruple Helix model (Leydesdorff, 2012) of bottom up interactive policy framework.
In this model, government, industry, academia, and civil participants work together to co-create the future and drive structural changes far beyond the scope of what any one, organization or individual, could do alone. This model encompasses also user-oriented innovation to take full advantage of ideas' cross-fertilization, leading to experimentation and prototyping in real world setting. Different forms and levels of co-production with consumers, customers, and citizens challenge public authorities and the realization of public services. These new forms, comprised in the fourth helix of the Quadruple Helix model, allow overcoming the traditional linear top-down approach, expert-driven, to the development/realization of production and services. Carayannis and Campbell (2009) show the connection of the Quadruple Helix model with a "mode 3" innovation system based on innovation network and knowledge clusters. They show that the Quadruple Helix model facilitates the "democratization" of knowledge (von Hippel, 2005) , which is the co-development and co-evolution of different paradigms of knowledge creation, diffusion, and use. von Hippel (2016) extends the analysis of the democratization of innovation, based on user-centered innovation systems, to a "free innovation" paradigm in which there are no transactions but a peer-to-peer free interaction and diffusion.
Although the Quadruple Helix model gives emphasis to the broad idea of cooperation in innovation, it is not a very well established and much used concept in research and innovation studies, because of its conceptual and practical elusiveness. We argue here that our framework could be a valid support for the conceptualization and the implementation of a Quadruple Helix model.
The first enabling condition is mixed methods which relates to the combination of quali-quantitative analysis. It offers strengths that offset the weaknesses of both quantitative and qualitative research (e.g. Creswell & Clark, 2011 (beliefs and values) , and is practical to solve problems and combine inductive and deductive thinking. The formalization of concepts and measurements is necessary, as it offers the flexibility of qualitative research and allows for accountability, intended and unintended consequences, and monitored mechanisms.
The second enabling condition refers to convergence intended as "the coming together of insights and approaches from originally distinct fields," "provides power to think beyond usual paradigms and to approach issues informed by many perspectives instead of few" (National Research Council, 2014) .
The third enabling condition refers to the knowledge infrastructures intended as "robust networks of people, artifacts, and institutions that generate, share, and maintain specific knowledge about the human and natural worlds" (Edwards et al., 2013)  . In the next section, Figure 2 illustrates the connections of our modeling framework with the empirical, policy, and real world. The enabling conditions foster these connections.
Toward Responsible Metrics?
The discussion so far seems incomplete: what is missing? Perhaps much, but we identify two things at least: the connection to the real world and a "reference" against which to monitor the development of the model of research evaluation. We try to illustrate the contribution of our framework with respect to the different "representations" of the real world involved in research evaluation processes. Figure 2 shows the interconnections between the different views of the real world, made by the policy world, the modeling world, and the empirical world. The illustration of the different representations as concentric ellipses denotes the fact that each world is perceived differently from other worlds. Figure 2 shows the role of our modeling framework in its interplay with the empirical and policy world for the understanding of the real world. We claim that the more the Quality is conceptually and formally specified, the more the overlapping  Within some research projects funded by Sapienza University in 2013 and 2015 we did an experiment of a knowledge infrastructure, a case of an "open science of science" exercise, around Sapientia: The Ontology of Multi-Dimensional Research Assessment (Daraio et al., 2016a; 2016b) . Sapientia represents an effort of going toward a common platform which can show which data has to be collected; by offering the opportunity of making analysis under different perspectives, testing different models, but sharing the same common conceptual characterization.
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Journal of Data and Information Science area among modeling, policy, and empirical worlds is, and closer to the real world the model is. This statement is basically Postulate 2 of our framework (see Section 1). It is linked to the second missing item introduced before, namely the need to have a "reference" for checking the development of the model. It also calls for the introduction of the third postulate which is the monitoring of the developments and the evolutions of the modeling activity can be carried out in relation to the "responsibility" of the metrics proposed and involved.
But what does being a "responsible metric" mean in an evaluation process? According to Cambridge Dictionary, to be responsible could be defined as "be responsible for something or someone" that means "to have control and authority over someone or something and the duty of taking care of it;" or as "be responsible to something or someone" that means "to be controlled by someone or something." Does "responsible" relate to metric itself or to its use, or both? Wilsdon et al. (2015, p. x) propose the notion of responsible metrics as "a way of framing appropriate uses of quantitative indicators in the governance, management and assessment of research [. . .]": "Responsible metrics can be understood in terms of the following dimensions: Robustness: basing metrics on the best possible data in terms of accuracy and scope; Humility: recognizing that quantitative evaluation should support but not supplant qualitative, expert assessment; Transparency: keeping data collection and analytical processes open and transparent, so that those being evaluated can test and verify the results; Diversity: accounting for variation by field, and using a range of indicators to reflect and support a plurality of research and researcher career paths across the system; Reflexivity: recognizing and anticipating the systemic and potential effects of indicators, and updating them in response" (Wilsdon et al., 2015, p. x). Interestingly, also Benessia et al. (2016) propose "responsible" metrics at the end of their discussion on the crisis of science.
After the publication of the Independent Review of the Role of Metrics in Research Assessment and Management whose report, "The Metric Tide," was published in July 2015 (Wilsdon et al., 2015) a website for responsible metrics has been established  . Coming back to our framework, we identify some connections of its enabling conditions with the oeuvre of Alasdair MacIntyre  11 . They are illustrated in Table 5 . The third postulate of our framework, reported in the Introduction, gives the ability to give content to the concept of "responsible metrics" to the grade (level)  From the website https://responsiblemetrics.org/ (last accessed on February 10, 2017) its main aim is: "The metric tide is rising. But we have the opportunity and a growing body of evidence to influence how it washes through higher education and research. This site is intended to broaden debate and encourage action to ensure that metrics and indicators develop in more positive and responsible ways." On responsible research and innovation see Owen, Macnaghten, and Stilgoe (2012) and Stilgoe, Owen, and Macnaghten (2013) .  11 See for instance Lutz (2017) and Ballard (2000) that describes an overview on MacIntyre's oeuvre, reporting a rich bibliography on his works.
Journal of Data and Information Science of conceptualization and formalization, in an unambiguous way, of the different layers/meanings of "Quality." This could permit to give content to the somewhat "vague" idea of "excellence" (Moore et al., 2017) as well. These activities of conceptualization and formalization of Quality are strictly linked to the production, use, and effects of "standards." It is useful to recall here a precursor paper on the need for standards in bibliometrics. We refer to the work of Glänzel (1996) , still relevant today, more than 20 years after its publication. As clearly illustrated by Brunsson and Jacobsson (2002a) , standardization may be a valid alternative to market forces and to organizational forms as an institutional arrangement for coordinating and controlling complex exchanges. Brunsson and Jacobsson (2002b) summarize the arguments in favor of standardization in "more effective use of information, better coordination of activities, simplification, and the advantages of large-scale production" (Brunsson & Jacobsson (2002b, p. 170) . On the other hand, they summarize the arguments against standardization in those similar to the objections against rules and regulation in general, lack of trust in the expertise and goodwill of those who set the rules, critics of those that prefer markets to standards, or of those that want, on the other hand, a stronger formal coordination way (such as directives) (Brunsson & Jacobsson, 2002b, pp. 171-172) . In concluding their essay and the entire book, Brunsson and Jacobsson (2002b, p. 172) state that "Standardization deserves to be paid a good deal more attention than it has received up to now," and ". . . we may have something to learn from the old Greek myths. In a way, standardizing is the art of constructing a Procrustean bed. Procrustes was a legendary bandit in Greek mythology, a bandit who placed his victims on a specially constructed bed. The bed was a pattern and a yardstick intended to create conformity. . . (p. 173)." We share their conclusions, and believe that their reference to the procrustean heritage could be an interesting starting point to further explore and develop the connections of our framework with MacIntyre's oeuvre (Table 5) . Further research on the connections with MacIntyre's oeuvre could help to fill an existing gap providing new tools to assess efficiency with our framework as a background. This is out of the scope of the present paper and is left to future research.
Conclusions and Further Research
The main objective of this paper is to provide a comprehensive framework able to serve as a basis for the development of models for the assessment of research and its impacts that could be "quality-aware" (in the broad meaning discussed in the paper) i.e. fitness for use. We show that with our framework, composed of three dimensions (theory, methodology, and data) of three building blocks each (education, research, and innovation; efficiency, effectiveness, and impact; availability, interoperability, and unit-free property), three implementing factors (tailorability, transparency, and openness) and three enabling conditions (convergence, mixedmethods, and knowledge infrastructures), all joined together around the overarching idea of Quality, we are able to embrace many different and heterogeneous streams of literature.
Our framework may be particularly useful to develop models of research assessment, to frame the traditional problems of evaluation in a wider perspective and to facilitate the introduction of new methods for the assessment of research relevant to support their governance. The framework introduced has the ambition of being general and valid for different units and layers of analysis. For this reason it needs to be corroborated, tested, and extended to different specific evaluation cases.
This paper may open the way to many extensions and further research:
• Testing the proposed framework for developing effective checklists for designing and implementing policy monitoring mechanisms on the assessment of research activities along the lines of Daraio (in press); • Running additional research for providing a systematic review, analysis, and classification of the existing literature, having our framework as a common denominator;
• Corroborating the framework facing the problem of the democratization of the evaluation (Daraio, 2017b) ; • Extending the proposed framework to the characterization of different governance systems (Capano, Howlett, & Ramesh, 2015) for analyzing their systemic connection with their performance;
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• Applying the framework, mutatis mutandis, to the evaluation of education (Daraio, 2015) and innovation (Borrás & Edquist, 2013) activities;
• Investigating the ethics of evaluation by exploring the connections between our framework and MacIntyre's oeuvre; and • Corroborating the framework for the regulation of the evaluation of research.
Finally, our framework may pave the way for new revolutionary models of research assessment, which include data as a relevant conceptual dimension, and which are closer to the represented reality. Here "revolutionary" refers to the Kuhn (1962) 's idea of change of the representations of the investigated reality ("A scientific theory is usually felt to be better than its predecessors not only in the sense that it is a better instrument for discovering and solving puzzles but also because it is somehow a better representation of what nature is really like" (Kuhn (1969) Postscript, p. 206). However, to do so much additional research is needed.
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