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Towards the Quantum Computer: qubits and qudits
Araceli Venegas-Gomez
Department of Physics and SUPA, University of Strathclyde, Glasgow G4 0NG, UK
One of the key tasks in quantum computation is the correct and efficient manipulation of qubits
(quantum bits), the basic unit of information. This operation is not easy due to the fact that an
excellent control poses a challenge to prepare quantum systems. As well, the right sequence of
operations must be applied. In addition, the measurement of qubits has to be done, but they must
be isolated from the environment to prevent decoherence. Numerous publications have proposed a
number of systems for quantum states transfer. Does a quantum computer already exist? What
are the best qubits out there? This report focusses on identifying the current state-of-the-art in
quantum computation and the physical identities to make the best qubits.
I. INTRODUCTION
Richard Feynman proposed the idea that certain cal-
culations could be computed much more efficiently with
quantum mechanical rather than with classical comput-
ers; however, creating a quantum computer is not an easy
task. In fact, it is extremely challenging. Then, why do
we wish to have a quantum computer? It must be clear
that it is unlikely that a quantum computer will run email
or Web browser in the future, but, on the other hand, a
classical computer has limitations on the tasks to be per-
formed. A quantum computer provides a speed-up over
some classical algorithms, as well as for some complex
calculations (e.g. Shor’s algorithm [1]). Other tasks can
be realized only using a quantum computer, that is the
case for complicated simulations, such as many-body sys-
tems or biological processes.
On the atomic scale, the laws of quantum mechanics
rule over the classical ones. Thus, quoting Moore’s Law:
”The number of transistors per square inch on integrated
circuits has doubled every year”, will carry the shrink
of transistors where quantum effects will dominate over
classical devices.
The paper is organized as follows: in section II a gen-
eral description of the qubit is introduced, together with
some criteria for the implementation of quantum compu-
tation. Section III will focus on the physical implementa-
tion of these qubits, as well as the state of the art in the
field. To conclude, section IV will summarize the promis-
ing prospects and way ahead in quantum computation.
II. HOW TO BUILD A QUANTUM COMPUTER
A. Qubit definition
A bit is the basic unit of information in classical com-
puting. Analogously, the qubit is the basic unit in
quantum computing. A qubit is a two-state quantum-
mechanical system, in fact, an abstract entity that can
be physically realized in different ways. The main dif-
ferences between a bit and a qubit is that whereas in a
classical computer a bit of information will encode either
a 0 or a 1, the nature of the principle of superposition in
quantum mechanics allows the qubit to be in a superposi-
tion [1] of both states at the same time (as it is illustrated
in Fig. 1). This means that a quantum computer could
perform many calculations at the same time: a system
with N qubits could execute 2N calculations in parallel.
FIG. 1. Difference between a classical bit and a quantum
qubit.
Another important feature is that multiple qubits can
exhibit quantum entanglement, allowing a set of qubits
to express higher correlation than in classical systems.
In the entangled state, a system cannot be described by
meanings of a local state.
A qubit is a 2-dimensional system, likewise a qudit is
a d-dimensional system. One of the problems we faced is
that the d-dimensional generalizations of the Pauli mea-
surement basis cannot be Hermitian and unitary at the
same time, leading to the need of Hermitian operators
construction for the optimal choice for the measurement
basis [2]. Nevertheless, qudits can simplify some simula-
tions of quantum mechanical systems and improve quan-
tum cryptography.
B. Di Vincenzo’s criteria
The requirements for the implementation of quantum
computation, known as Di Vincenzo’s criteria, stated in
the 90s, can be summarized as follows [3]:
1) A scalable physical system with well-characterized
qubits;
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22) the ability to initialize the state of the qubits to a
simple fiducial state, such as |000...〉
3) long relevant decoherence times, much longer than
the gate-operation time;
4) a universal set of quantum gates;
5) a qubit-specific measurement capability.
with two more criteria for quantum communication:
6) the ability to interconvert stationary and flying
qubits;
7) the ability to faithfully transmit flying qubits be-
tween specified locations.
The different points will be better understood in the
following sections.
Although this document focusses on the use of qubits
for quantum computation, these criteria can be used for
higher dimensions.
C. Coherence and decoherence
Qubits are able to store quantum information for cer-
tain period of time denominated coherence times. When
the system connects with an environment due to un-
wanted and uncontrolled interactions, there is a tendency
of the quantum system to lose its quantumness [4].
An arbitrary state of a qubit can be represented as the
vector state Ψ, being ρ the density matrix:
|Ψ〉 = α|0〉 + β|1〉 (1)
ρ = |Ψ〉〈Ψ| =
( |α|2 αβ∗
βα∗ |β|2
)
(2)
where α and β are arbitrary complex numbers.
Two important time parameters are represented in Fig.
2:
the relaxation time T1, which characterizes changes in
the diagonal elements of the density matrix,
and T2, or loss of purity, characterizing decay of the
off-diagonal elements, or decoherences.
Generally, T2 is smaller than T1.
FIG. 2. Coherence times for qubits in a 2 level system.
III. PHYSICAL IMPLEMENTATION
A. Key concepts
First of all, what needs to be considered is the state
variable: what is our qubit/qudit? In table I there is a
selection of different possible realisations of qubit tech-
nologies that have been analysed.
The ability to control any physical system to the quan-
tum level is difficult, and the interaction between qubits
is even harder. The basic steps required for quantum
computation are described next (see [1, 6, 7] for further
information).
The initialisation includes the preparation of the qubits
in a fiducial state. Once the qubits are ready, the data is
stored in the qubits and subsequently manipulated by the
application of gate operations (a quantum gate operation
that changes the state of this qubit can act on both values
simultaneously).
Starting with simple quantum logic gates (a simple
computing device able to perform an elemental quan-
tum operation), it is fundamental to connect them into
a quantum network.
Once the information can be transmitted, it is neces-
sary to stablish how many qubits can be alive long enough
to complete a calculation. The system is never perfect,
and random fluctuations induce errors in all aspects of
the computation. The size of all errors must be below
the fault-tolerance threshold to guarantee that quantum
computing can be implemented. The solution is called
Quantum Error Correction (QEC), the basis for a robust
and scalable network, essential to achieve fault-tolerant
quantum computation to protect quantum information
from errors due to decoherence and other quantum noise
[8].
Also, it is important to mention another approach: adi-
abatic quantum computation. The key to the computa-
tion is to adjust the coupling between quantum systems
allowing it to relax into a specific ground state. Currently
there is a big effort in the research community analysing
this kind of scheme.
B. State of the art
In this section a recapitulation of the current status
in quantum computation is analysed. The research car-
ried out according the different systems used for quantum
computation is summarised, citing part of the research
groups involved or some of the most relevant papers.
On an optical quantum computer [9], the qubits are
represented by the photon polarisation, or the presence
of a photon in a different mode. Using beam splitters and
polarisers, simple operations can be carried out. The
main advantage is that photons have less decoherence
problems, allowing to transport information over large
distances. Nevertheless, these kind of systems have lim-
itations, making optical computing not very affordable
3TABLE I. Summary of common physical implementations of quantum computing systems.[5]
System Information carrier Method of control
Quantum Optics photon polarisation polarisers, half wave plates, quarter wave plates
presence of a single photon in one of two modes beam splitters, mirrors, and non-linear optical
media
Cavity QED two-level atom interacting with a single photon phase shifters, beam splitters, and other linear op-
tical elements
Trapped Ions hyperfine energy levels and the vibrational modes
of the atom
pulsed laser light to manipulate the atomic state
Nuclear Magnetic
Resonance (NMR)
nuclear spin states pulsed RF fields in the presence of a strong exter-
nal magnetic field
Superconducting Cooper-pair box electrostatic gates and Josephson junctions
circuits flux-coupled SQUID magnetic fields, spin interactions
current-biased junction pulsed microwave fields
Quantum Dots electron spin magnetic fields and voltage pulses
charge state electrostatic gates and waveguides
(see [10]). Further improvements can be foreseen for
this kind of architecture. Moreover, hybrid systems (de-
scribed later in this section) might constitute a better
approach than a pure optical one.
Another kind of system proposed for quantum compu-
tation, and one of the most promising ones, uses trapped
ions. Firstly proposed in 1995 [11], nowadays it is a disci-
pline where a number of groups work experimentally - R.
Blatt (Innsbruck), D. Lucas and A. Steane (Oxford), D.
Wineland (NIST) to cite some of them-, making it one of
the leading options for quantum computing implementa-
tion. An ion trap quantum computer use ionised atoms
in an electromagnetic field. There are various advantages
favouring this kind of scheme in the implementation of
a quantum computer, such as the presence of long co-
herence times and the possibility to be addressed indi-
vidually. On the other hand, the scaling requires very
complicated traps and the gates can be slower than in
other implementations.
A NMR quantum computer uses the spin of the atoms
as qubits, and the operations are performed by applying
radio frequency pulses [12]. The main drawback of this
alternative is that it is very hard to address the operation
to one qubit at a time, acting instead on a large number
of atoms.
Superconducting circuits have the main advantage of
being easy to couple to many other systems. As a weak-
ness, the production of regular arrays is complex. Marti-
nis group in Santa Barbara, in collaboration with Google,
is one of the main groups working on this kind of imple-
mentation. One of the latest publications is [13].
Quantum dots using electron spins have the advantage
of fast gate times, but faster decoherence. The first pro-
posal was in 1998 [14]. Despite the amount of effort on
this kind of systems for quantum computation, the pro-
duction of these regular arrays is still very challenging.
Nitrogen-Vacancy (NV) centers combine atomic sys-
tems with solid state, taking advantages from both sys-
tems. They can be operated at room temperature and
have fast gate times though faster decoherence. Nonethe-
less, coupling qubits is really difficult. For an introduc-
tion to the scheme of diamond NV centers for quantum
computing a very interesting reference can be found in
[15].
Hybrid systems combine physical systems for differ-
ent parts of the computation. This approach also makes
it possible to couple classical and quantum algorithms.
Several hybrid proposals exist already, such as electron
and nuclear spin in semiconductors, neutral atoms in lat-
tices and optical cavities, and superconducting qubits
with microwave cavity photons. Other proposals, like
topological quantum computation, are as well cited in
[4, 6, 7, 16].
IV. CONCLUSION
There are diverse companies, like D-Wave systems,
currently developing quantum computers. Nevertheless,
how truly quantum these machines are has excited a
lively controversy among fellow scientists.
Overall, there are numerous strategies to implement a
quantum computer, and it is not clear at all which of
the promising technologies will sustain quantum compu-
tation in the future. The current proposals are still being
studied, and since each of them has a certain amount of
disadvantages, it is very difficult to be able to estimate
when a large quantum computer will be built.
However, the science in this field is developing very
fast and it will not be a surprise to witness a first fully
quantum computer prototype in the near future.
[1] R. VanMeter and C. Horsman, Communications of the
ACM, 56, 10 (2013).
[2] D. Reich, G. Gualdi, and C.P. Koch J. Phys. A: Math.
4Theor 47 385305 (2014).
[3] D.P. DiVincenzo, Fortschritte der Physik 48, 771 (2000).
[4] T.E. Northup and R. Blatt, Nature Photonics 8, 356-363
(2014).
[5] R. Vathsan, Introduction to Quantum Physics and Infor-
mation Processing, CRC Press; 1st edition (2015).
[6] C.A. Perez-Delgado and P. Kok, Phys. Rev. A 83, 012303
(2011).
[7] D. Nigg et al., Science 345, 6194 (2014).
[8] S.J. Devitt, W.J. Munro and K. Nemoto, Reports on
Progress in Physics 76, 076001 (2013).
[9] P. Kok et al., Rev. Mod. Phys. 79, (2007).
[10] Y. Li, P.C. Humphreys, G.J. Mendoza, and S.C. Ben-
jamin, Phys. Rev. X 5, 041007 (2015).
[11] J.I. Cirac, and P. Zoller, Phys. Rev. Lett. 74, 4091 (1995).
[12] R.M. Serra, and I.S. Oliveira, Phil. Trans. R. Soc. A 370,
46154619 (2012).
[13] R. Barends et al., Nature 534, 222226 (2016).
[14] D. Loss and D.P. DiVincenzo, Phys. Rev. A 57, 120
(1998).
[15] L. Childress and R. Hanson, MRS Bulletin 38, 1938-1425
(2013).
[16] H.R. Wei and G.L. Long, Scientific Reports 5, 12918
(2015).
