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Abstract
We present a bi-orthogonal approach for modeling the response of
localized electromagnetic resonators using quasinormal modes, which rep-
resent the natural, dissipative eigenmodes of the system with complex
frequencies. For many problems of interest in optics and nanophoton-
ics, the quasinormal modes constitute a powerful modeling tool, and the
bi-orthogonal approach provides a coherent, precise, and accessible deriva-
tion of the associated theory, enabling an illustrative connection between
different modeling approaches that exist in the literature.
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1 Introduction
Electromagnetic resonators are omnipresent in science and engineering and come
in diverse sizes and shapes, ranging from microwave resonators, via cavities for
gas and semiconductor lasers, to optical micro cavities and plasmonic nano res-
onators. Common to all of them is the fact, that the resonances — i.e. the
discrete set of special frequencies that show up as peaks in scattering spectra —
all have associated electromagnetic field distributions, which are often referred
to as “modes” of the resonators. In all realistic physical resonators, moreover,
there is a certain degree of dissipation of energy to the environment. This ef-
fect is responsible for a broadening of the peaks in the spectra and is typically
quantified in terms of the so-called quality factor Q — the higher the Q factor,
the longer it takes before an initial excitation of the resonator has dissipated
away — either through radiation to the environment or absorption in the mate-
rial. From the panoply of different physical systems exhibiting electromagnetic
resonances, it is not obvious, that a common mathematical framework exists,
which can be used to precisely capture their physical properties in terms of the
resonant and possibly dissipative modes. Nevertheless, such a framework does
exist, and it is the goal of this Tutorial to present it in some detail along with a
number of relevant applications. Indeed, from a modeling perspective, it is an
interesting fact, that the dissipative modes of electromagnetic resonators can be
calculated as solutions to a specific eigenvalue problem, namely the sourceless
Maxwell wave equation subject to a radiation condition to allow only solutions
propagating away from the resonator as large distances. These solutions, which
have complex resonance frequencies, are known in the literature as resonant
states [1, 2], morphology dependent resonances [3, 4], or quasinormal modes
(QNMs) [5, 6].
A brief comment on nomenclature
In the history of physics modeling, the first use of solutions to the wave equation
having complex energies is commonly attributed to Gamow [7], and Zel’dovich
appears to be the first to have introduced a method for normalization of such
solutions [8]. Both Gamow and Zel’dovich were concerned with problems oc-
curring in quantum mechanics, where the solutions are typically referred to as
“resonant states” or “resonance states”, yet the wave nature of the Schro¨dinger
equation implies that mathematical approaches developed in this context are
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useful also in electromagnetism [9]. “Morphology dependent resonances” is the
name originally given to the resonances observed in various optical micro par-
ticles, and which clearly depend on the shape and structure of the particles.
For spheres, in particular, the resonances can be immediately related to poles
in the Mie expansion coefficients [10] and the associated dissipative modes of
the spheres [11]. By comparing to the Schro¨dinger equation, one can appreciate
that the electromagnetic problem of the sphere is very similar to the problem of
an electron in a spherical potential well, but with a radially dependent potential
which vanishes at large distances [4]. The terminology “quasinormal modes” ap-
pears to have been first used in the context of decaying perturbative solutions to
the Einstein equations close to a black hole [12, 13]. The similarity between the
linearized Einstein equations and Maxwell’s equations [14], as well as the open
nature of the universe around a black hole, means that the mathematics are
similar to that of electromagnetic resonators in free space. Indeed, some results
originally derived for optical resonators have been subsequently applied also to
gravitational systems [15]. We shall use the term “quasinormal mode (QNM)”
to emphasize the fact, that in many ways they represent a precise generalization
of the well-known modes of closed cavities (with infinite Q factor) to the case
of general dissipative resonators, in which the local electromagnetic energy may
be lost in the form of radiation to the environment and possibly absorption in
the material.
Motivation for QNM models
In many expositions of resonator optics, the dissipation of the cavity mode is
treated in a perturbative manner, where the cavity mode is first calculated
for the closed cavity with no absorption and subsequently coupled to the en-
vironment via mostly phenomenological coupling constants. Such models, for
example, have been extremely successful in modeling optical cavities of high
Q factors. Also when the evolution of electromagnetic resonators has led to
smaller and smaller devices (in particular in the broad research area known as
nanophotonics) the associated modeling has largely been based on ideas rooted
in the perturbative approch. The strive for smaller resonators (often quantified
by the effective mode volume Veff) has largely been driven by the associated
increase in the attainable electromagnetic field strength, even at the expense
of lower Q factors, as long as the ratio Q/Veff remains large; a lower Q factor
can even be beneficial, as it relaxes the fabrication tolerances or allows larger
bandwidth operation. The limit of low Q factors, however, is exactly where the
perturbative closed-cavity resonator models break down, and where a model of
the cavity modes in terms of QNMs may be particularly advantageous. In the
case of metallic nano particles, for example, the QNMs describe the localized
surface plasmon polaritons that are supported by the nano structures.
A QNM framework is attractive from a conceptual as well as a computa-
tional point of view, since in the general case there may be no practical way of
calculating or even defining a closed cavity. This is the case, for example, in the
second introductory example in Section 1.3.2. Even in cases where one can make
such a definition, the coupling to the environment may lead to substantial fre-
quency shifts and field distortions, which cannot be accurately predicted based
on closed-cavity modes. Moreoever, typical descriptions based on QNMs are no
more complicated than the perturbative closed-cavity models — the main dif-
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ference is that a QNM framework usually provides an explicit and precise way of
calculating the various coupling parameters entering the model. In cases where
a single QNM dominates the response, for example, the result of a QNM model
of the Purcell factor can be immediately written in exactly the same form of
the original formula due to Purcell [16], but with a slightly modified expression
for the effective mode volume [17]; this definition of a mode volume for a leaky
resonator can even be extended to plasmonic systems by properly accounting
for absorption and dispersion in the material [18]. Finally, In systems described
by several QNMs, there will generally be a phase difference between the com-
plex QNM amplitudes and so a formal framework based on QNMs may be very
useful.
1.1 An overview of the existing literature
Below we attempt to provide an overview of the existing literature on QNMs.
As already mentioned in the introduction, the generality of the wave equation
means that the usefulness of a framework based on dissipative modes extends
through many branches of physics. In keeping with the scope of this Tutorial,
however, we shall limit the overview to electromagnetism.
1.1.1 Theoretical developments
Due to the relatively large computational costs of calculating QNMs for general
structures, an impressive body of work has been developed for problems in one
dimension as well as the analytically tractable cases of cylinders and spheres
in two and three dimensions, where the QNMs can be calculated relatively
easily. Perturbation theory for QNMs was presented by Lai et al. in Ref. [19],
and, in a series of papers, Leung et al. have treated completeness [20, 21, 22],
perturbation [23, 24] and dispersive materials [25]. Lee et al. discussed the
QNM completeness and electromagnetic Green tensor expansions [26] as well
as perturbation theory [27] with applications to dielectric spheres; the case of
degenerate perturbation theory was later discussed in Ref. [28]. In Ref. [29]
both one and three-dimensional problems were treated by Muljarov et al. using
direct expansions in a subspace of QNMs — a method generally referred to as
resonant state expansion [30] — to calculate the effects of material changes;
this method was later extended to the case of dispersive media in Ref. [31].
The one-dimensional problem was also investigated by Settimi in Refs. [32, 33],
and Doost et al. have treated slabs [34], cylinders [35] and spheres [36] by a
QNM expansion of the Green tensor. For modeling using a bi-orthogonal basis
in one dimension, see also Refs. [37] and [38]. Recently, the completeness of
QNM expansions in spheres made from dispersive materials was investigated by
Mansuripur et al. [39]. Armitage et al. used a QNM expansion of the Green
tensor to model planar waveguides with oblique incidence of light in Ref. [40],
and Lobanov et al. recently suggested the use of a resonant state expansion
based on the QNMs of a sphere in combination with the Dyson equation to
calculate the scattering properties of general resonators [41].
For treating QNMs in general structures, a variety of numerical methods have
been employed and are still under active development for both QNM calculation
and normalization. These include the use of volume [17, 42] or surface [43, 44, 45]
integral equation formulations, as well as the Fourier Modal Method (FMM) —
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also known as rigorous coupled wave analysis — for periodic structures [46, 47],
or for single resonators by use of so-called Perfectly Matched Layers (PMLs) [18,
48]. In two-dimensional coupled cavity-waveguide structures, the QNMs have
been calculated by a Dirichlet-to-Neumann technique in Ref. [49], by FMM [50],
or by Finite Element (FEM) calculations with a nonlocal boundary condition
in Ref. [51]. The latter work also discussed normalization of the QNMs via the
theory of divergent series. Ro¨mer et al. [52] used QNMs obtained as the solutions
to the wave equation in FEM calculation with PMLs to study spontaneous
emission from emitters in photonic crystal cavities. To this end, the QNMs of
interest were normalized by a volume integration which extended through the
PML, a technique which was later used also by Sauvan et al. in combination
with FMM calculations [18, 48]. A FEM formulation leads essentially to one
numerical eigenmode per degree of freedom in the problem. The vast majority
of these eigenmodes, however, are connected with the PMLs and at first sight
do not appear to be useful for modeling. Nevertheless, as shown by Vial et
al. for two-dimensional open systems [53], the full set of modes containing
the dominant QNMs and the auxiliary PML modes provide a useful basis for
expansion of the solutions to the wave equation. These ideas were subsequently
further developed by Yan et al. [54] in three dimensions. Muljarov et al. have
contributed to the discussion of usefulness of various normalization methods in
Ref. [55]; see also Refs. [56, 57, 58].
Numerical eigenmode calculations are typically expensive. As an alterna-
tive, therefore, direct calculations of the electromagnetic response at complex
frequencies may be advantageous, as was pointed out by Bai et al. [59] and
Perrin [60]. Such approaches are similar in spirit to the Riesz projection ap-
proaches [61, 62], which, in turn, are closely related to the Green tensor ex-
pansion usually employed in resonant state expansion literature. Although the
QNMs are defined in the frequency domain, they have been successfully cal-
culated also with time domain methods — notably the finite difference time
domain (FDTD) method — in combination with PMLs and a Fourier transfor-
mation [17, 63, 64].
An inherent exponential divergence of the QNMs at large distances from the
resonator means that they cannot be directly used to describe fields far from
the resonators. To handle these limits, the use of a Dyson equation approach
based on QNMs has been suggested [63, 65]. The far field problem has also
been treated by Abdelrahman et al. in Ref. [66], and in the context of coupled
mode theory (CMT) in Ref. [67]. The problem is closely connected to that
of scattering calculations, which have been treated in a number of ways in
Refs. [68, 54, 69, 41, 70]. Similar to the divergence at large distances, the
dramatic increase of the electromagnetic feedback close to metal surfaces cannot
be captured by a single QNM. In such cases, the response can be conveniently
handled by an additional quasi-static contribution to the Green tensor [63].
1.1.2 Practical applications
Even with some fundamental questions still unsolved, there has been a recent
bloom in the use of QNMs for practical modeling tasks in nanophotonics. Many
of these applications can be seen as refinements of well-established calculation
methods for resonant structures, where now the QNMs provide explicit and
precise definitions of parameters that would normally be inferred by fitting to
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calculation data or measurements. The close connection between the QNMs
and the resonances in scattering matrices of general structures has been clari-
fied [41, 68, 69], and QNMs have been used as inputs to laser models [71, 72] and
for the derivation of the so-called temporal CMT [67], including applications
to switching in nonlinear materials [73]. Yang et al. used QNM perturbation
theory for sensing applications [74], and QNMs of resonators modeled with a
nonlocal material response were presented in Ref. [75]. The QNMs in coupled
cavity-waveguide systems were used for perturbation theory and Purcell factor
calculations [51] as well as broadband local density-of-states (LDOS) calcula-
tions in two dimensional systems [76]. Malhotra et al. subsequently applied
the theory in three dimensions to describe on-chip single photon emitters [77].
Also, QNM descriptions have been employed for LDOS calculations in hybrid
plasmonic photonic structures [78] and used for theoretically predicting [79] and
interpreting [80] electron energy loss spectroscopy results.
Classical laser cavity models can be said to implicitly rely on a QNM picture,
namely that of a cavity with a multitude of resonant modes, each of which
repeats itself after a full round trip. Partial transmittance at the cavity end
facets means that part of the electromagnetic energy escapes, leading to complex
resonance frequencies. By compensating the radiative energy loss through a
gain medium, the resonance frequency can be shifted towards the real axis,
which leads to the characteristic line width narrowing at the onset of lasing [71,
81]. In the limit of single energy quanta, microscopic semi-classical theories
of light-matter interaction can be set up in a number of ways, often based
on the Green tensor. In these limits, a QNM expansion immediately leads to
physically appealing models for modified spontaneous emission calculations. As
an alternative to methods related to the Green tensor, the QNMs have been
used as input to single mode master equations [45, 82, 83, 84]. The problem
of full quantum models based on QNMs has been discussed by Ho et al. [85],
Dutra et al. [86], Severini et al. [87], and recently by Franke et al. [88].
To round off this overview, we remark that the QNMs of localized elec-
tromagnetic resonators are related to the modes of optical fibers and general
waveguides, where absorption or radiation will also lead to inherently dissipative
modes, and one can conveniently perform projections by use of suitably defined
adjoint modes as we do in the derivations to follow. In addition, as mentioned
above, QNMs have been studied in areas of physics other than electromagnetic
resonators, notably in quantum mechanics [89] and in general relativity [90],
but also in acoustics [91]. For a number of reviews on QNMs of electromagnetic
resonators, see Refs. [6, 92, 93].
1.2 Scope and structure
In this Tutorial, we present a variant of the well established expansion and
projection method using bi-orthogonal modes [94] to model light scattering by
localized electromagnetic resonators in terms of QNMs. At first sight, this ap-
proach, which is independent of the particular calculation technique used to
obtain the QNMs, suffers from the fact, that the QNMs in two and three di-
mensions obey the asymptotic requirement of a radiation condition instead of
a boundary condition. For this reason, the traditional approach [94] is not di-
rectly applicable in dimensions higher than one. Nevertheless, as we shall see, it
is possible to extend the theory to higher dimensions by ideas originally devel-
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oped in the literature on resonant states. For definiteness, we limit most of the
derivations and illustrations to resonators embedded in homogeneous materials,
where the scattered electromagnetic fields obey the Silver-Mu¨ller radiation con-
dition. This does not include all technologically relevant geometries. Indeed,
the electromagnetic field in resonators on top of substrates [46, 47, 54] or cou-
pled to optical waveguides [49, 50, 51, 76, 77] obey different radiation conditions
and are not immediately covered by the theory laid out in this article. Such
cases must be treated either by modifications of the theory using suitable radia-
tion conditions, or by theoretical approaches specific to the calculation method
of the QNMs. References [18, 54], for example, describe modal techniques in
which the calculation domain truncation by use of PMLs are an integral part
of the modeling approach, in particular of the normalization procedure. Simi-
larly, the normalization scheme by use of divergent series in Refs. [51, 76, 77]
arises naturally from the waveguide radiation condition of the QNMs in coupled
cavity-waveguide systems. These and other interesting cases are beyond the
scope of this Tutorial, and we refer instead to the literature, cf. Section 1.1.
In Section 1.3, we present two introductory examples of practical QNM mod-
eling applications; transmission through a dielectric barrier in one dimension,
and Purcell factor calculations for a plasmonic dimer of nano spheres in three
dimensions. In the course of the Tutorial, we shall repeatedly return to these
example structures to exemplify the various calculations. The one-dimensional
example is sufficiently simple that most of the calculations can be handled an-
alytically, and we much encourage the interested reader to repeat them. As a
supplement to this Tutorial, we provide a number of Matlab files implementing
some of the one-dimensional examples [95] as well as the code necessary for
calculating QNMs of three-dimensional resonators [96] using the freeware code
MNPBEM [97, 98, 99].
The remainder of this Tutorial is organized as follows. In Section 2, we
discuss various methods currently in use for practical QNM calculations. Sec-
tion 3 lays out the basic elements of the theory for general, three-dimensional
resonators in homogeneous environments. We define the QNMs as the solutions
to the sourceless wave equation subject to the Silver-Mu¨ller radiation condition
and show how this requirement naturally leads to the definition of adjoint QNMs
and a projection operator for projection of certain solutions to the wave equation
onto the QNMs. Using the projection operator, we construct formal expansions
of general electromagnetic fields and the electromagnetic Green tensor in terms
of QNMs. In addition, we discuss how the QNMs are directly related to the
residues of the Green tensor, as typically exploited in the literature on resonant
states, and we show how such an approach leads naturally to a convenient al-
ternative normalization procedure for the QNMs. In Section 4, we discuss the
question of convergence of the formal expansions in terms of QNMs which, for
QNM expansions, can be assessed by the limiting behavior of the Green tensor.
We discuss, how an investigation of the Green tensor can be used to define a
region of convergence for the QNM expansions, and how one can subsequently
exploit this knowledge to extend the region of convergence. Section 5 is devoted
to a number of practical applications of QNM modeling. Section 5.1 presents the
CMT and scattering calculations, Section 5.2 is concerned with hybridization
and discusses how one can expand the QNMs of coupled resonators in terms of
the QNMs of the individual resonators, Section 5.3 presents various applications
of perturbation theory, and Section 5.4 discusses the use of QNMs for Purcell
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factor calculations. Finally, Section 6 holds the conclusions.
1.3 Introductory examples
To illustrate the usefulness of the QNMs in modeling responses of electromag-
netic resonators, we consider two examples — a one-dimensional example of a
dielectric block, and a three-dimensional example of a dimer made from two
gold nano spheres. We shall repeatedly come back to these introductory exam-
ples throughout the article, to illustrate the explicit application of the various
results.
1.3.1 Dielectric barrier in one dimension
We consider first the classical example of a dielectric barrier with constant
refractive index nR = pi in a background with refractive index nB = 1. For
definiteness, we consider propagation along the x axis, and we take the electric
field to point in the y direction; the barrier has a width of L and is centered on
the origin. The top panel in Fig. 1 shows the transmission through the barrier
as a function of frequency. It features a number of distinct peaks with unity
transmission; these are the well-known Fabry-Perot resonances, each of which
can be directly associated with a QNM. The center panel shows a part of the
complex frequency spectrum below the real axis, in which the QNM frequencies
show up as dark spots. For this particular choice of refractive index, the real
part of the QNM frequencies are evidently spaced equally by L/c, and all QNM
frequencies have the same imaginary part. The bottom panel of Fig. 1 shows an
example of a QNM field in the vicinity of the resonator. As one might expect,
the QNMs represent standing waves inside the resonator, as would be the case
also for a closed cavity made from perfect reflectors at each side. Contrary to the
closed cavity case, the field is non zero outside, where it propagates away from
the resonator at both sides. Notably, the field magnitude clearly increases in
the direction away from the resonator, which is a general feature of QNMs and
necessitates the use of a normalization which is different from that of the closed
cavity case. Once normalized, however, the QNMs can be used to calculate
quantities of typical interest in the description of electromagnetic resonators.
As an example, the dashed red curve in the top panel shows the approximate
transmission as calculated using the three QNMs with 3 c/L ≤ Re{ω˜} ≤ 5 c/L.
The approximation is best in the center of the frequency interval, where the
relative error is less than one percent, and by systematically increasing the
number of QNMs the error can be made arbitrarily small, as we shall see in
Section 5.1.3.
1.3.2 Plasmonic dimer of gold spheres
As a second example, we consider a dimer made from two gold spheres of radius
R = 50 nm embedded in air and separated by a distance d = 50 nm. The
electromagnetic response of the gold is modeled with a Drude model of the
form
r(ω) = 1−
ω2p
ω2 + iγω
, (1)
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Figure 1: Top: Transmission through the dielectric barrier as a function of fre-
quency for the case of nR = pi. Dashed red curve shows the approximate trans-
mission calculated using three QNMs. Center: Complex spectrum, in which
the discrete QNM frequencies show up as dark spots in the lower half of the
complex plane. The logarithmic color coding indicates the magnitude of the
left-hand side of Eq. (4). Bottom: Mode profile of the electric field QNM with
Re{ω˜} = 4c/L. Red solid and blue dashed curves show the real and imaginary
parts of the field, respectively, and the black curve shows the absolute value,
which increases (exponentially) as a function of distance from the resonator.
Gray shading indicates the extent of the dielectric barrier.
where we use ~ωp = 7.9 eV and ~γ = 0.06 eV for the plasma frequency and
damping rate, respectively. The top panel in Fig. 2 shows the Purcell factor
— the spontaneous emission enhancement relative to the homogeneous back-
ground medium — as a function of frequency of a dipole emitter oriented along
the dimer axis and located in the gap center. The panel below shows a part of
the complex frequency spectrum below the real axis, in which the QNM frequen-
cies show up as dark blue spots. A clear correlation is visible between the peaks
in the spectrum of Purcell factors and some of the QNM resonance frequencies.
In particular, the real part of ω˜1 is (almost) aligned to the first peak in the spec-
trum. The associated QNM F˜1(r) is the so-called dipole mode of the resonator,
with a Q factor of only Q = 1.75; the mode profile of its electric component
f˜1(r) is depicted in the first figure below the spectrum. From the mode profiles
of the modes f˜2(r) and f˜3(r), we can immediately see that they vanish in the
gap center, which is why they do not contribute to the Purcell factor at this
location (they will contribute at other locations). In fact, the Purcell factor in
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the gap center is almost entirely due to the response of the dipole mode, as seen
from the red dashed curve showing the result of a QNM model using only this
mode. The relative difference between the curves at the peak maximum is on
the order of a few percent, which is typical of — or even slightly worse than —
the level of accuracy found in many practical applications of QNM theory using
one or very few QNMs. The level of accuracy can be dramatically increased by
including also the mode F˜
∗
1(r) in the model, as seen from the solid red curve;
this can be done at no additional computational cost. Also, the bandwidth of
the QNM approximation can be increased to accurately cover the higher lying
peaks in the spectrum (not shown in Fig. 2). These facts are discussed in detail
in Section 5.4.1.
2 QNM calculation methods
Although the dissipative nature of physical electromagnetic resonators is easy to
accept, the introduction of associated dissipative modes of the electromagnetic
field appears to be less intuitive. Indeed, scientists will routinely refer to the Q
factor of a resonator, but rarely to the Q factor of the dissipative mode of the
electromagnetic field associated with the resonator. One conceptual difficulty, it
appears, is that the word “mode” is sometimes reserved to the solutions of Her-
mitean eigenvalue problems, and any mode associated with dissipation would
fall outside this category. It is conceptually very fruitful, however, to broaden
the scope of the word “mode” to mean simply the eigenfunctions of a given
differential equation problem. In electromagnetism, for example, this would be
the eigenfunction of the Maxwell curl equations. A central point in the theory
of differential equations, however, is that a differential equation in itself does
not specify a well-defined problem; only by introducing a set of boundary or
radiation conditions do we obtain a well-posed mathematical problem, the so-
lutions of which we can then refer to as “modes”. From this point of view, the
modes of a closed cavity belong to a different class of modes than the modes of
a leaky cavity, because they fulfill different boundary conditions. Mathemati-
cally, therefore, the conceptual as well as computational difficulties associated
with QNMs can be seen as a consequence of the fact that the QNMs obey a
radiation condition instead of a boundary condition, and radiation conditions
are comparably difficult to handle numerically, even if important progress has
been made over the past decades.
In practical QNM calculations, one typically does not enforce the radiation
condition explicitly, but rather imposes the correct radiation behavior by one
of several different strategies. One option is to directly look for solutions to
the wave equation in terms of analytic continuation of functions obeying the
correct radiation condition at real frequencies. For spheres in free space, in
particular, this provides an analytically tractable approach for calculating the
QNMs in terms of spherical wave functions [19, 29], and we use this approach
also for the case of the dielectric barrier in one dimension below. A numeri-
cal variant of this approach is QNM calculations via a Fourier Modal Method
framework [18, 46, 47, 48, 50]. Another option is to calculate the QNMs via
an integral equation formulation [17, 42, 44, 45]. In such approaches, the ra-
diation condition is built in via analytical continuation of the Green tensor,
which manifestly fulfills the correct radiation condition. A third option, which
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Figure 2: Top: Purcell factor of a dimer made from gold nano spheres (see
inset) as a function of frequency. Red curves shows the approximate responses
calculated using only the QNMs F˜1(r) (dashed) or F˜1(r) and F˜
∗
1(r) (solid).
Center: Complex QNM spectrum, in which the QNM resonance frequencies
show up as dark blue spots. The logarithmic color coding indicates the smallest
magnitude eigenvalue of the operator MG(ω)− 1, cf. Eq. (8). The lowest order
eigenvalues of interest are indicated with black circles and numbered. Bottom:
Field profiles showing the absolute values of the three QNM fields corresponding
to the frequencies indicated in the spectrum above. Only f˜1(r) contributes to
the Purcell factor in the gap center.
is likely the most widely adopted, relies on PML type truncations of the cal-
culation domain to eliminate as much as possible reflections at the domain
boundaries and effectively emulate radiation in free space [17, 18, 59]. This
calculation method has traditionally been the workhorse for many optical cav-
ity calculations, but the lack of an explicit correspondence with the radiation
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condition meant that many properties of the modes were not broadly appreci-
ated - in particular the divergent nature of the QNMs at large distances. The
explicit correspondence between QNM calculations with an integral equation
formulation and with PML truncations was illustrated in Ref. [17], and Maes
et al. [100], de Lasson et al. [101] and Lalanne et al. [102] recently compared
a number of different calculation methods commonly in use in the literature.
In addition to direct numerical solutions, numerous approximate methods ex-
ist, which may be used to device simple analytical descriptions of the QNM
fields as well as insight to the physical mechanisms responsible for the partial
trapping of the electromagnetic field. Models of linear defect cavities have been
presented in Ref. [103] and plasmonic nanorods and resonators are treated in
Refs. [104] and [105], respectively. For resonators with high Q factors, such as
micro toroids, for example, one can also obtain approximations to the QNMs
by calculating the modes of the resonator embedded in a closed cavity and sub-
sequently estimate the radiative energy loss by integration of the field on the
resonator surface [106].
In Sections 2.1 and 2.2 below, we present details of the calculations for the
QNMs of the two example material systems from Section 1.3.
2.1 QNMs of the dielectric barrier
A general electromagnetic field in a one dimension system with piecewise ho-
mogeneous materials can be expanded in forward and backwards propagating
plane waves. For the dielectric barrier, we find that the electric field solutions to
the wave equation with the requirement of purely outgoing waves in the regions
left and right of the resonator can be written in the form
f˜m(x) =

Ame
−inBk˜mx x < −L/2
einRk˜mx + e−inRk˜mx+impi −L/2 < x < L/2
Ame
inBk˜mx+impi L/2 < x
(2)
where k˜m = ω˜m/c, and
Am =
(
e−i(nR+nB)k˜mL/2 + ei(nR−nB)k˜mL/2+impi
)
, (3)
see Appendix D.1 for details. The field inside the barrier has a cosine or a sine
dependence, and the parity of m is reflected in the parity of the QNMs with
respect to the point x = 0; odd and even values of m correspond, respectively, to
odd and even electric field functions. The fields outside the barrier at |x| > L/2
manifestly respects the radiation condition. Demanding continuity of f˜m(x)
and the associated magnetic field g˜m(x) at x = ±L/2, it follows that the QNM
frequencies appear as solutions to the equation
tan
(
nRω˜L/c
)
+ 2i
nRnB
n2R + n
2
B
= 0, (4)
and evaluating the absolute value of the left hand side, we can map out the
complex frequency spectrum, as shown in Fig. 1. The solutions to Eq. (4) can
be written explicitly as
ω˜mL/c =
2pim+ i ln
[
(nR − nB)2/(nR + nB)2
]
2nR
, (5)
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where m ∈ Z counts the position along the real axis. The frequencies in Eq. (5)
all have negative imaginary parts. From the functional form of the QNMs, we
can then immediately appreciate that the QNMs diverge (exponentially) in the
regions x < −L/2 and x > L/2, cf. Eq. (2).
As an alternative to the analytical approach taken here, we could have solved
the problem numerically with algebraic boundary conditions connecting the
electric and magnetic QNM fields,√
0
µ0
nB f˜m(±L/2)∓ g˜m(±L/2) = 0. (6)
This is always possible in one dimension, where the Silver-Mu¨ller radiation
condition turn into a regular boundary condition, which can be applied at any
distance from the resonator.
Supplementary code
As a supplement to this Tutorial we provide Matlab code to conveniently calcu-
late and plot the QNMs of the dielectric barrier [95], and we encourage interested
readers to investigate the variation in the QNM resonance frequencies and field
distributions as a function of the mode index m or the permittivity difference.
2.1.1 Limit of vanishing permittivity difference
It is instructive to consider the limit of vanishing permittivity difference be-
tween the resonator and the surrounding medium, for which one might expect
to recover the plane wave solutions of the wave equation in homogeneous me-
dia. From Eq. (5) it follows immediately that the spacing of the real parts of
the complex resonance frequencies tend to ∆ω = pi/nB, whereas the imaginary
parts diverge along paths parallel to the negative imaginary axis. The logarith-
mic divergence, however, is extremely slow. For a 10% difference in refractive
index, setting nR = 1.1 and nB = 1, we find γmL/c ≈ 2.8. Reducing the refrac-
tive index difference by a factor ten by setting nR = 1.01 and nB = 1, we find
γmL/c ≈ 5.3.
As the refractive index contrast between the dielectric barrier and the sur-
rounding medium vanishes, the QNMs change in a continuous fashion and be-
come more and more leaky as the imaginary part of the resonance frequency
tends to minus infinity (albeit extremely slowly). In this limit, the real-frequency
electromagnetic response due to a given QNM blends with that of the other
QNMs, in a subtle way mimicking the continuous spectrum of the free one-
dimensional problem. The individual QNMs, however, retain the form in Eq. (2),
which is manifestly different from the plane waves because the QNMs obey dif-
ferent boundary conditions than the plane waves. Also, whereas the plane waves
can be used as a basis along the entire real line, the QNM expansions converge
to the correct solution only inside or close to the resonator, as we shall discuss
further in Section 4.
2.2 QNMs of the plasmonic dimer
Even though the plasmonic dimer consists of only two spheres, the geometry
is too complicated for any analytically tractable approach, and we must re-
sort to numerical calculations. All results in Fig. 2 were calculated with the
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volume integral equation (VIE) method described in Ref. [42]. This method
is specialized to the problem of collections of spherical scatterers, for which it
provides relatively precise results. To illustrate the generality of the results,
and to comment on the issues of convergence and consistency, we also carry out
nominally identical calculations with the use of the free code MNPBEM by Ho-
henester [97, 98, 99], which is an implementation of a boundary element method
(BEM) formulation by de Abajo and Howie [107]. For the QNM calculations
using MNPBEM, we follow the approach in Ref. [45], and we provide supple-
mentary code to enable the reader to repeat several of the calculations [96].
Both integral equation methods benefit from the fact that they are defined by
use of the electromagnetic Green tensor. Consequently, they manifestly respect
the correct radiation condition, and the numerical errors are therefore expected
to derive primarily from the discretization.
2.2.1 Calculations using spherical wave functions
In the VIE formulation of Ref. [42], a general electric field QNM is expanded in
spherical wave functions inside each sphere i as
f˜m(ri) =
∑
α,l,m
eiαlmjl(nik˜mri)Y
m
l (θi, φi)eα, (7)
where eiαlm are the expansion coefficients to be determined, jl(r) denotes the
spherical Bessel function of order l, and ni and ri are, respectively, the refrac-
tive index and local radial coordinate in sphere i . Y ml denotes the spherical
harmonics of order l,m, and eα is a unit vector in the direction α. The index
l takes integer values in the range 0 to lmax, and m takes integer values in the
range −l to l. After discretization, the electric field QNMs appear as solutions
to a generalized eigenvalue equation of the form
a = MG(ω)a, (8)
and the QNM frequencies can thus be found as the points in the complex plane at
which the eigenvalues of the operator MG(ω) − 1 vanish. With this approach,
one can scan the complex plane and create a frequency landscape where the
QNM frequencies are located at the bottom of the valleys as shown in Fig. 3.
The spectrum is clearly mirror symmetric with respect to the imaginary axis,
which is a general feature of the QNM spectrum, and we shall return to it in
Section 3.1. The possible degeneracy of the QNMs is fully captured by Eq. (8),
but is not immediately clear from Fig. 3.
The accuracy is governed by the cut-off parameter lmax. In practice, there-
fore, the complex resonance frequency can be thought of as a (discrete) function
of lmax, and to estimate the accuracy of a given calculation, we consider the dif-
ference between results obtained using lmax and lmax + 1,
D+1(lmax) = ω˜(lmax)− ω˜(lmax + 1). (9)
For the case of the complex QNM resonance frequency ω˜1, Fig. 4 shows the
logarithm of D+1 as a function of lmax. To a very good approximation, the
points corresponding to large values of lmax fall on a straight line, indicating an
exponential convergence of the form
ω˜(lmax) = ω˜1 + Ek−lmax . (10)
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Figure 3: Complex QNM spectrum for the dimer of gold nano spheres, showing,
at each position ω = ωR + iωI in the lower half of the complex plane, the
logarithm of the smallest magnitude eigenvalue of the operator MG(ω)− 1, cf.
Eq. (8). The QNM frequencies show up as distinct dark blue spots indicating
the minima in the modal landscape. The black frame in the upper right corner
indicates the extent of the frequency map displayed in Fig. 2. Evidently, the
whole spectrum extends far below this region.
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Figure 4: Convergence analysis for the calculation of ω˜1 using spherical wave
functions showing, as a function of lmax, the difference D1+(lmax) between re-
sults obtained using lmax and lmax + 1. Red circles and blue squares correspond
to real and imaginary parts of the difference, respectively. Solid and dashed
lines show the corresponding fits to the last two data points of each set.
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With this assumption, we can use fits to the data points in Fig. 4 to estimate
the true value of ω˜1 to an accuracy of approximately one part in a billion,
ω˜1d/2pic ≈ 0.11057832294(5)− 0.03161631327(9)i, (11)
see Appendix A for details. Such an extreme accuracy is seldom necessary
in practical calculations. Indeed, any uncertainty in the parameters defining
the material system will likely lead to a much larger uncertainty in the result.
Nevertheless, a convincing convergence plot as in Fig. 4 gives us confidence that
the numerical method is properly implemented and that the calculation method
is generally sound. In addition, as we shall see below, it can serve as a useful
reference in cases where one does not have such a nice convergence behavior.
2.2.2 Calculations using a boundary element method
In the BEM approach of Refs. [97, 98, 99, 107], the electric and magnetic vector
potentials φ(r) and A(r) are cast in terms of surface charges and currents, σ(r)
and h(r), inside and outside the material boundaries. The material boundary
itself is then discretized in surface elements, and we can formally write the
corresponding discretization of the surface charges and currents as
σ(r) =
∑
j
σjpj(r) h(r) =
∑
j
hjpj(r), (12)
where σj and hj are the expansion coefficients to be determined, and pj(r) is
the so-called pulse basis function, which is unity for positions in element j and
vanishes everywhere else. After discretization, the QNMs appear once again as
the solutions to a generalized eigenvalue problem [45],
Σ(ω)x = 0, (13)
where now the expansion coefficients can be calculated by post processing of
the eigenvector x [45].
For a given calculation mesh approximating the resonator geometry, we can
set up Eq. (13) to map out the complex frequency plane as in Fig. 3 and find
the QNMs at the positions where the eigenvalues of the operator Σ(ω) vanish.
The discretization introduces numerical errors via the discrete approximation
to the surfaces charges and currents and via the approximation of the spherical
surface with piecewise flat triangles. As in the case of the VIE method, we can
investigate the change in resonance frequency as a function of the fineness of the
mesh to assess the convergence properties of the BEM method. Because of the
high estimated accuracy of the VIE method, we can use the result in Eq. (11)
as a reference value for calculating the error. Figure. 5 shows the relative error
as a function of average side length in a double logarithmic plot. The calculated
relative errors in Fig. 5 are consistent with a polynomial convergence in which
the calculated value depends on the triangle side length h as
ω˜BEM(h) = ω˜ref + E0hα, (14)
where E0 and α are initially unknown parameters characterizing the functional
behavior of the error, see Appendix A. Defining y = log10{|ω˜BEM − ω˜ref|/|ω˜ref|}
and x = log10{h/d}, we can rewrite Eq. (14) in the form y = αx + β, and
comparing to the fit in the inset of Fig. 5, we can immediately appreciate that
the important order of the polynomial convergence is α ≈ 1.
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Figure 5: Convergence analysis for the BEM calculation of ω˜1 showing the
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Inset shows an example of a relatively coarse mesh with log10{h/d} = −0.5.
Supplementary code
As a supplement to this Tutorial we provide a number of Matlab files which
enable the calculation of QNMs using MNPBEM [96]. In particular, we pro-
vide the files necessary to reproduce the Purcell factor spectrum and the mode
profile(s) in Fig. 2 as well as the convergence analysis in Fig. 5. Even though
the examples focus on the plasmonic dimer of gold nanospheres, they may also
serve as a convenient template for analysis of QNMs in other geometries.
3 Theoretical framework
In this Section, we lay out the basic elements of QNM modeling theory for
general, three-dimensional resonators in homogeneous environments and discuss
how the resulting expressions relate to various formulations in the literature.
The main emphasis is on a bi-orthogonal approach, in which the differen-
tial equation and the radiation condition is used in a systematic way to define
an adjoint problem and an associated projection operation. In Section 3.1, we
start by precisely defining the differential equation problem of interest, namely
the Maxwell curl equations subject to the Silver-Mu¨ller radiation condition;
the QNMs are defined as solutions to this problem in the absence of sources.
Section 3.2 shows how one can use the differential equation problem and the
radiation condition as inspiration to define the adjoint QNMs and a useful pro-
jection operator with the interesting property that the projection of one QNM
onto another is zero, and the projection of a QNM onto itself provides a well-
known normalization formula for QNMs. The projection operator can be used
to expand certain electromagnetic fields, such as the electromagnetic Green ten-
sor, in the vicinity of electromagnetic resonators, as we discuss in Section 3.3.
A conceptually different complementary approach to QNM modeling is offered
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by the Green tensor approach presented in Section 3.4, which is inherently very
generally applicable because the Green tensor by definition obeys the correct
radiation condition, whatever that may be. In practical calculations along such
a route, one can use the normalization procedure in Section 3.4.1, provided one
can calculate the Green tensor at complex frequencies.
3.1 The differential equation problem and QNMs
Assuming a time dependence of the form exp{−iωt}, we shall be interested
in electric and magnetic fields, E(r, ω) and H(r, ω), which solve the Maxwell
equations with electric and magnetic source currents, Js(r, ω) and Ms(r, ω) and
no free charges. In particular, we require ∇ · E(r, ω) = ∇ · H(r, ω) = 0 and
focus on the curl equations for the six component electromagnetic field vector
F(r, ω) = [E(r, ω),H(r, ω)]T in the form
D F(r, ω) = −iωF(r, ω) + W−1J(r, ω), (15)
where
D =
 0 [0r(r)]−1∇×
−[µ0µr(r)]−1∇× 0
 , (16)
W = diag{0r(r), µ0µr(r)}, J(ω) = [Js(r, ω),Ms(r, ω)]T, 0 and µ0 denote
the permittivity and permeability of free space, and r(r) and µr(r) denote the
relative permittivity and permeability, which we assume, initially, to be disper-
sionless and absorptionless, i.e., r(r) and µr(r) are real; the case of dispersive
and absorptive materials is treated in Section 3.2.2, and in general we shall
limit the discussion to passive materials without gain. At sufficiently large dis-
tances, moreover, we shall assume that r(r) and µr(r) take on the constant
values B = n
2
B and µB = 1. In addition to the curl equations, we require the
electromagnetic fields to obey the Silver-Mu¨ller radiation condition [108, 109],
in the form
rˆ×E(r, ω)→
√
µ0
0B
H(r, ω), r →∞ (17)
rˆ×H(r, ω)→ −
√
0B
µ0
E(r, ω), r →∞, (18)
where rˆ is the unit vector in the direction r and, for real frequencies, the limit is
to be understood in the sense A→ B if A−B → 0. The Silver-Mu¨ller radiation
condition derives from the requirement that there be no sources of radiation in
the far field [108] and, therefore, admits only fields that, at larges distances,
travel away from the resonator. Scattering calculations, notably, often involve
an incoming field, such as a plane wave, traveling from far away and hitting
the scattering geometry; the incoming field does not obey Eqs. (17) and (18),
but the resulting scattered field does. Combining the second curl equation with
Eq. (18), we can write the Silver-Mu¨ller radiation condition in the form
rˆ×∇×E(r, ω)→ −inBω
c
E(r, ω), r →∞, (19)
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from which it follows that rˆ ·E(r, ω) vanishes at large distances.
In general, at positions sufficiently far away, the solutions to Eqs. (15), (17)
and (18) can be written in terms of outgoing waves with exponential factors of
the form
F(r, ω) ∝ eikBr. (20)
where kB = nBω/c. In one dimension, this fact was used explicitly in the
ansatz for the QNMs of the dielectric barrier in Section 2.1. The other possible
solution to the wave equation of the form exp{−ikB|x|} does not satisfy Eq. (19).
Similarly, the QNMs of the plasmonic dimer in Section 2.2 can be expanded
at positions outside the spheres in terms of outwards propagating spherical
wavefunctions of the form
hl(kBr)Plm(rˆ), (21)
where hl(z) is the spherical Hankel function of the first kind of order l, and
Plm(rˆ) is any one of the vector spherical harmonics of order (l,m) [110]. This
expansion is an integral part of the VIE formulation in Ref. [42] or the BEM
approach of Refs. [97, 98, 99, 107]. The spherical Hankel functions of the first
kind, in general, can be written in the form hn(z) = Rn(z) exp{iz}, where Rn(z)
is a rational function of polynomials [111], see also Appendix F. Again, the other
possible solutions to the wave equation in terms of spherical Hankel functions
of the second kind do not satisfy Eq. (19).
In the absence of sources, Eqs. (15), (17) and (18) have no solutions at real
frequencies (except possibly the case ω = 0, which leads to non-trivial solutions
only for longitudinal fields). Nevertheless, it is possible to find solutions at
complex frequencies, which behave as outgoing waves and obey Eqs. (17) and
(18) in the weaker sense A→ B if A/B → 1. These solutions can be expanded
in outgoing spherical wave functions of the form in Eq. (21), whose analytical
continuations onto the real frequency axis obey Eqs. (17) and (18) in the stronger
sense A → B if A − B → 0. These solutions are what we refer to as the
QNMs. To explicitly distinguish them from general fields, we use the notation
F˜n(r) = [f˜n(r), g˜n(r)]
T for the six component QNMs, in which case we can write
the defining equation for the QNMs in compact form as
D F˜n(r) = −iω˜nF˜n(r). (22)
Since D is real, it is clear from Eq. (22) that if F˜n(r) is a QNM with resonance
frequency ω˜n, then F˜
∗
n(r) is another QNM with resonance frequency −ω˜∗n.
From the chosen time dependence of the form exp{−iωt} and the assumption
of no gain in the materials, we can infer that the imaginary part of the complex
QNM resonance frequency ω˜n = ωn − iγn must be negative (γn > 0) in order
to correspond to an overall temporal decay of the local electromagnetic field as
energy radiates away from the resonator or is absorbed in the material. This is
consistent with the example calculations in Sections 2.1 and 2.2. Indeed, as we
shall see, the QNM resonance frequencies can be associated with the poles of
the electromagnetic Green tensor, which must all be located in the lower half of
the complex plane in order to ensure causality. Also, as we shall see, from the
definition of the Q factor of a resonance as the ratio of the angular resonance
frequency to the full-width at half-maximum (FWHM) of the spectral response,
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we can calculate the Q factor pertaining to a single QNM resonance frequency
as
Qn =
ωn
2γn
. (23)
The temporal decay of the electromagnetic fields associated with each of the
QNMs has an interesting effect on the spatial variation of the QNMs. From
Eq. (20) it is clear, that if the frequency is complex with a negative imaginary
part, then F˜n(r) must increase exponentially at sufficiently large distances out-
side the resonators. This increase is visible, for example, in the QNM of the
dielectric barrier in Fig. 1. The exponential increase of the QNMs is a real ef-
fect, in the sense that if one excites a resonator close to the resonance frequency
of a QNM, the electromagnetic field in the resonator will subsequently decay
exponentially in time as energy leaks to the environment. From the exponential
nature of the decay, the field just outside the resonator is directly proportional
to the field in the resonator; this can be seen clearly in the CMT calculations
in Section 5.1, for example. Therefore, the exponential temporal decay for a
time-harmonic field dependence is correspondingly mapped onto what appears
to be an exponential growth of the spatial dependence of the field propagating
away. As time goes on, the field in the resonator decays to zero, and the field
outside the resonator propagates further away. In this way, the field at the
wavefront becomes exponentially large relative to the field in the resonator [9],
as illustrated in Fig. 6.
For practical problems of interest in nanophotonics, the calculations can of-
ten, if not always, be carried out in regions close to the resonators, wherefore
the divergence of the field does not lead to unphysical results. Indeed, consis-
tency of QNM approximations is restricted to regions close to the resonator,
as we discuss in Section 4.3. As a result, the exponential growth of the fields
outside the resonator should under no circumstances be interpreted in such a
way that the coupling strength of, say, an electric dipole to the field in the
resonator increases with increasing separation. On a related note, we remark
that there is no immediate connection between the magnitude of the individual
QNM fields and the electromagnetic energy density. In particular, this means
that the exponential growth of the QNM fields outside the resonators cannot in
any way lead to the conclusion that the fields carry infinite energy.
The complex resonance frequencies, and the associated divergent nature of
the QNMs, are consequences of the fact, that they appear as solutions to a
non-Hermitian eigenvalue problem. For this reason, they cannot immediately
be used for modeling by the well-known mathematical framework developed for
Hermitian eigenvalue problems — in particular, they cannot be normalized by
the norm that is often used for such problems. Instead, a slightly more general
approach based on the adjoint eigenvalue problem is needed, as we discuss in
the next Section.
3.2 Adjoint QNMs and normalization
As in usual approaches to field expansions, we now seek to define an appropriate
operator for projection of a given field onto the QNMs. As a starting point, we
consider the familiar inner product 〈FA(r)|FB(r)〉 between two arbitrary fields
FA(r) = [EA(r),HA(r)]
T and FB(r) = [EB(r),HB(r)]
T defined with a weight
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Figure 6: Sketch of the exponential decay of a field in a resonator due to radia-
tion. At t = 0, the field is approximately confined to the resonator, illustrated by
gray shading. At all times, the field is continuous across the resonator boundary,
and as the field inside the resonator decays in time, the field outside propagates
away (at the speed of light). In this way, the exponential temporal decay of
the field inside the resonator is mapped inversely onto the spatial distribution
outside, and the field at the wavefront becomes exponentially large compared
to the field in the resonator.
function W = diag{0r(r), µ0µr(r)} as
〈FA(r)|FB(r)〉 =
1
20
∫
V
FTAW FB(r)dV (24)
=
1
20
∫
V
EA(r)0r(r)EB(r) + HA(r)µ0µr(r)HB(r)dV, (25)
where the integral is over a volume V enclosing the electromagnetic scattering
geometry. At real frequencies, and for FA(r) = FB(r) this inner product is
proportional to the electromagnetic field energy in the volume V . With the
definition in Eq. (25), we consider the special case of the inner product between
an as yet undetermined field F˜
‡
m(r) = [f˜
‡
m(r), g˜
‡
m(r)]
T and the field DF(r, ω),
〈F˜‡m(r)|D F(r, ω)〉 =
1
20
∫
V
f˜‡m(r) · [∇×H(r, ω)]− g˜‡m(r) · [∇×E(r, ω)]dV.
(26)
Using the relation ∇ · [A×B] = B · [∇×A]−A · [∇×B] and the divergence
theorem, one can rewrite the expression as
〈F˜‡m(r)|D F(r, ω)〉 = −〈D F˜
‡
m(r)|F(r, ω)〉+ I∂V
(
F˜
‡
m(r),F(r, ω)
)
, (27)
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where
I∂V
(
FA(r),FB(r)
)
=
1
20
∫
∂V
[HB(r)×EA(r)−EB(r)×HA(r)] · nˆ dA. (28)
where nˆ is the unit vector describing the orientation of the infinitesimal surface
element. It is clear from Eq. (27), that the operator D is not self adjoint under
the choice of inner product in Eq. (25). Nevertheless, as will be shown below,
we can use Eq. (27) as inspiration to determine both the adjoint QNMs and a
useful projection operator.
To determine the adjoint QNMs, one must determine both the associated
differential operator and the radiation condition [94]. From Eq. (27), it follows
that one should define the adjoint operator as D‡ = −D. Moreover, in the limit
of large volume (and real frequencies), the fields E(r, ω) and H(r, ω) fulfill the
Silver-Mu¨ller radiation condition on the boundary ∂V . In this limit, therefore,
one can rewrite the surface integral as
I∂V =
1
20
∫
∂V
E(r, ω) ·
[
−
√
0
µ0
f˜‡m(r) + nˆ× g˜‡m(r)
]
dA, (29)
from which it follows, that (at real frequencies) the integrand vanishes if one
defines the adjoint QNM field radiation condition as
rˆ× f˜‡m(r)→ −
√
µ0
0
g˜‡m(r), r →∞ (30)
rˆ× g˜‡m(r)→
√
0
µ0
f˜‡m(r), r →∞. (31)
As compared to Eqs. (17) and (18), the signs have flipped, so that the analytical
continuation of the Poynting vector S˜‡m(r) = f˜
‡
m(r) × g˜‡m(r) points inwards.
Writing out the matrix equation, one can verify, that if F˜n(r) = [f˜n(r), g˜n(r)]
T
is a solution to Eq. (22) obeying the Silver-Mu¨ller condition in Eqs. (17) and
(18), then F˜
‡
m(r) = [f˜m(r),−g˜m(r)]T is a solution to the equation
D‡F˜
‡
m(r) = −iω˜mF˜
‡
m(r), (32)
obeying the adjoint radiation condition formulated in Eqs. (30) and (31). From
Eqs. (27) and (32) it now follows that if F(r, ω) is a solution to Eq. (15), then
0 = 〈D‡F˜‡m(r)|F(r, ω)〉 − 〈F˜
‡
m(r)|D F(r, ω)〉+ I∂V
= −i(ω˜m − ω)〈F˜‡m(r)|F(r, ω)〉+ I∂V (33)
= −i(ω˜m − ω)〈〈F˜‡m(r)|F(r, ω)〉〉, (34)
where
〈〈F˜‡m(r)|F(r, ω)〉〉 = 〈F˜
‡
m(r)|F(r, ω)〉+
i
ω˜m − ωI∂V
(
F˜
‡
m(r),F(r, ω)
)
. (35)
The adjoint QNMs were chosen so as to make the surface integral vanish in the
limit of large volume (and real frequencies). At finite distances (and complex
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frequencies), the surface integral is non-zero in general, and we must keep it.
For the special case of ω = ω˜m, it follows from Eq. (33) that the surface integral
vanishes identically, but so does the denominator in the second term of Eq. (35).
To investigate this limit, we thus expand the electromagnetic field F(r, ω) to
first order as
F(r, ω) ≈ F˜m(r) + (ω − ω˜m)∂ωF(r, ω)|ω=ω˜m . (36)
and use the central enabling insight, as already pointed out in Ref. [29], that
outside the resonator, the functional form of the electromagnetic fields of interest
is of the general form F(r, ω) = F(k˜mr), where k˜m = ω˜m/c. This justifies the
relation
ω∂ωF(r, ω) = r∂rF(r, ω), (37)
where ∂ω and ∂r denote partial derivatives with respect to ω and r, respectively.
Inserting in Eq. (35) and taking the limit ω → ω˜m, we can introduce a QNM
normalization, by defining
〈〈F˜m(r)|F˜m(r)〉〉 =
1
20
∫
V
0r(r)f˜m(r) · f˜m(r)− µ0g˜m(r) · g˜m(r) dV
+
i
20ω˜m
∫
∂V
[
[r∂r f˜m(r)]× g˜m(r)− f˜m(r)× [r∂rg˜m(r)]
]
· nˆ dA,
(38)
as found also in Ref. [112] via a different approach. Note, that in general Eq. (38)
will produce a complex number, and the QNM normalization then proceeds by
scaling the QNMs by the square root of this number. To connect to other
formulations of the QNM normalization that exist in the literature, we note
that the expression in Eq. (35) is identical to Eq. (B2) in Ref. [58]. Therefore,
one can use the same procedure to rewrite the expression and arrive at the
exact expression for the normalization due to Muljarov et al. in Ref. [29],
where it is expressed in terms of the electric field QNMs only. If one does
not keep the surface integral I∂V in Eq. (28), or the second term in Eq. (38),
the resulting normalization is identical to the formula introduced by Sauvan et
al. [18], which, in turn, is intimately related to the normalization formula due
to Lai et al. [19]; in both cases, one must in principle regularize the resulting
integral, in which case the results of the three normalization procedures are
identical, as demonstrated in Ref. [56]; see also [57, 58]. We shall hereafter
implicitly assume all QNMs to be normalized in the above sense. It follows
from the discussion above, that we can substitute F˜n(r) for F(r, ω) in Eq. (35)
and take the limit ω → ω˜n to find that, due to Eq. (34) the projection vanishes,
unless m = n. It is tempting, then, to sum this up as
〈〈F˜‡m(r)|F˜n(r)〉〉 = δmn. (39)
This relation, although valid as written, is slightly deceptive, in that it might
suggest that one can directly insert any sum of QNMs in Eq. (35) to get the
projection onto the QNM of interest. Such an approach will not work in general,
however, because of the frequency dependence of the second term in Eq. (35).
In practice, therefore, we find meaningful expressions only when working with
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solutions to the wave equation (which is not the case for general superpositions
of QNMs).
For the special class of electromagnetic fields F(r, ω), which solve Eqs. (15),
(17) and (18), the operation 〈〈F˜‡m(r)|F(r, ω)〉〉 does provide the projection onto
the QNM F˜m(r), as we show in Section 3.3. The necessity of the fields F(r, ω) to
obey the Silver-Mu¨ller radiation condition lies in the fact that only if this is true
does the surface integral vanishes in the limit ω → ω˜m. In particular, Eq. (34)
is valid for any F(r, ω), which solves Eq. (15), but only if F(r, ω) behaves as
the proper analytical continuation of the QNM is it true that F(r, ω)→ F˜m(r)
as ω → ω˜m. Moreover, as shown in Appendix E, the sum of the two integrals
in Eq. (35) is independent of size and shape of the volume V , as long as it
contains the electromagnetic resonator. If the integral is extended to infinity
using a complex coordinate transformation, for example by the use of PMLs,
the surface integral vanishes, and the projection reduces to the exact expression
for the projection due to Sauvan et al. [18].
In one dimension, the radiation condition turns into an algebraic boundary
condition, and the second term in Eq. (35) vanishes identically. The first term
then defines a projection of an arbitrary sum of QNMs onto F˜m(r), as suggested
from Eq. (39).
3.2.1 Degenerate modes
For degenerate QNMs with ω˜m = ω˜n, but F˜m(r) 6= F˜n(r), it is possible that the
modes are not immediately orthogonal under the operation in Eq. (35). In such
cases, as long as the individual QNMs are normalizable, one can always define
a new set of QNMs via the Gram-Schmidt orthogonalization process. More-
over, in certain cases of degenerate QNMs, Eq. (38) may not be immediately
useful for normalization. In the case of a spherical resonator, for example, the
QNMs can be chosen to have an azimuthal dependence of the form exp{±iϕ} for
which the integral in Eq. (38) vanishes. Any small perturbation of the circular
shape, however, will break the degeneracy and result in QNMs with azimuthal
dependencies of the form exp{iϕ} ± exp{−iϕ}. In this case, therefore, one can
define the QNMs by these linear combinations, for which Eq. (35) is immedi-
ately applicable [56]. In the particular case of spheres, for which the QNMs
can always be written as products of the form Fm(r) = Rm(r)Plm(θ, ϕ), where
Plm(θ, ϕ) is any of the vector spherical harmonics of order (l,m), one can also
define the adjoint modes via complex conjugation of the angular dependence
only, as was done in Refs. [26, 27]. Throughout, however, we shall use exclu-
sively the definition F˜
‡
m(r) = [f˜m(r),−g˜m(r)]T and assume that any problems
arising from degeneracies can be handled by defining the QNMs as a suitable
linear combinations, as described above.
3.2.2 Dispersive and absorptive materials
The bi-orthogonal framework can be immediately extended to the technologi-
cally interesting case of resonators made from dispersive and absorptive mate-
rials by use of auxiliary fields governing the material response [54, 113]. In the
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case of a Drude material response, for example, for which
D(r, ω) = 1−
ω2p(r)
ω2 + iωγ(r)
, (40)
we introduce an additional field J(r, ω) describing the current density governed
by the equation
−iωJ(r, ω) = 0ω2p(r)E(r, ω)− γ(r)J(r, ω), (41)
where ωp(r) and γ(r) denote the plasma frequency and the damping coefficient
of the material, respectively. As described in detail in Appendix C, one can
follow an approach completely analogous to the one used for the dispersionless
case above, and define generalized QNM fields F˜m(r) = [f˜m(r), g˜m(r), j˜m(r)]
T
as the solutions to an equation of the same form as Eq. (22) along with a
corresponding projection operator
〈〈F˜‡m(r)|F(r, ω)〉〉 =
1
20
∫
V
0ηm(r, ω)f˜m(r) ·E(r, ω)− µ0g˜m(r) ·H(r, ω) dV
+
i
20(ω˜m − ω)
∫
∂V
[E(r, ω)× g˜m(r)− f˜m(r)×H(r, ω)] · nˆ dA.
(42)
where now
ηm(r, ω) = 1−
ω2p(r)
(γ(r)− iω˜m)(γ(r)− iω) . (43)
In the limit ω → ω˜n, we find, that the normalization can be written as in
Eq. (38) with the substitution r(r)→ η(r, ω˜m), where
η(r, ω) = 1− ω
2
p(r)
(γ(r)− iω)2 = ∂ω
(
ωD(r, ω)
)
, (44)
as found also in Refs. [18, 54]. Upon rewriting the expression in terms of the
electric fields only [58, 63], the resulting expression is identical to the formulation
with a slightly different weight function σ(r, ω) = [2ω]−1∂ω[ω2r(r, ω)] used for
dispersive materials in Refs. [25, 55].
3.2.3 Adjoint QNMs and normalization for the dielectric barrier
In one dimension, the radiation condition turns into an algebraic boundary
condition, cf. Eq. (6). Therefore, if we choose the integration volume for the
normalization of the QNM of the dielectric barrier to be |x| ≤ L/2, the second
term in Eq. (35) vanishes identically, provided we choose the adjoint QNMs
obey the boundary conditions√
0
µ0
nB f˜m(±L/2)± g˜m(±L/2) = 0. (45)
As in the general case, we can now see, that if f˜m(x) and g˜m(x) are electric
and magnetic field QNMs, then f˜
‡
m(x) = f˜m(x) and g˜
‡
m(x) = −g˜m(x) are the
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associated adjoint electric and magnetic field QNMs. In the absence of the
second term in Eq. (35), we can immediately take the limit ω → ω˜m. In this
way, we can write the integral for the QNM normalization as
〈〈F˜‡m(r)|F˜m(r)〉〉 =
1
2
∫ L/2
−L/2
n2R f˜
2
m(x)−
µ0
0
g˜ 2m(x) dx (46)
Note, that even though we chose the integration to be |x| ≤ L/2 for convenience,
the value is independent of this choice, as long as the integration boundaries
are beyond the extent of the barrier. In Eq. (46), this property is a result of
the fact that the integrand vanishes identically outside the resonator. Inserting
the explicit form of f˜m(x) and g˜m(x) the integral simplifies substantially, and
we find
〈〈F˜‡m(r)|F˜m(r)〉〉 = (−1)m2n2RL. (47)
3.3 Formal expansions in terms of QNMs
We now first take the point of view that a given field can be expanded in
QNMs within the volume V enclosing the resonator, in which case the projection
operator arises naturally to provide the expansion coefficients. Subsequently,
we shall worry about the validity of the expansion, i.e. the convergence and
consistency of the formal expansion.
3.3.1 Formal expansion of a general electromagnetic field
We consider a general electromagnetic field F(r, ω), which solves Eqs. (15), (17)
and (18). Multiplying from the left with F˜
‡
m(r)W and integrating over a volume
V containing the resonator and all sources, we find that
〈〈F˜‡m(r)|F(r, ω)〉〉 =
i
ω˜m − ω 〈F˜
‡
m|W−1J(r, ω)〉. (48)
From the peaks in Fig. 2, we know that the QNMs appear as poles in the
scattering matrix. We shall therefore assume, that the electromagnetic fields of
interest can be represented by the series
F(r, ω) =
∑
n
an(ω)
ω − ω˜n F˜n(r), (49)
where an(ω) are analytic functions representing the unknown expansion coef-
ficients to be determined. To see that the operator 〈〈F˜‡m(r)|F(r, ω)〉〉 acts to
project the solution onto the QNM F˜m(r), we use an approach similar to the
Riesz projection technique [2, 114] by first rewriting it using the Cauchy integral
theorem as
〈〈F˜‡m(r)|F(r, ω)〉〉 =
1
2pii
∮
Γω
〈〈F˜‡m(r)|F(r, z)〉〉
(z − ω) dz, (50)
where the integral is taken along a closed counterclockwise oriented curve Γω
around the point z = ω and sufficiently small that no other poles are encircled,
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as illustrated in Fig. 7. We next express F(r, z) in the numerator of Eq. (50)
using Eq. (49), but explicitly evaluate an(z) at z = ω, which is warranted since
for analytical functions f(ω) and g(ω), we have
f(ω)g(ω) =
1
2pii
∮
Γω
f(z)g(z)
z − ω dz =
1
2pii
∮
Γω
f(ω)g(z)
z − ω dz =
1
2pii
∮
Γω
f(z)g(ω)
z − ω dz.
(51)
With this procedure, the left hand side of Eq. (48) can be rewritten as
〈〈F˜‡m(r)|F(r, ω)〉〉 =
∮
Γω
1
2pii
∑
n
an(ω)
(z − ω˜n)(z − ω)
×
{
〈F˜‡m(r)|F˜n(r)〉+
i
ω˜m − z I∂V
(
F˜
‡
m(r), F˜n(r)
)}
dz,
(52)
and by expanding the integration contour to infinity — while in the process
excluding all poles ω˜n — the projection is rewritten as a sum over the residues
at z = ω˜n as
〈〈F˜‡m(r)|F(r, ω)〉〉 =
∑
n
an(ω)
ω − ω˜n 〈〈F˜
‡
m(r)|F˜n(r)〉〉. (53)
The additional contribution from the integral along the outer contour ΓN van-
ishes because of the functional form of the integrand. Using the orthogonality
in Eq. (39), we conclude, that
〈〈F˜‡m(r)|F(r, ω)〉〉 =
am(ω)
ω − ω˜m . (54)
Re{z}
Im
{z
}
Γω
Γ4
Figure 7: Integration contours of the Riesz projection technique. An initial inte-
gration contour Γω is enlarged into a contour ΓN while in the process excluding
all poles ω˜N by integration around them as illustrated for the case of N = 4.
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Finally, returning to Eq. (48), we find that if the electromagnetic field can
be expanded as in Eq. (49), then the expansion coefficients are given as
am(ω) = − i
20
∫
f˜m(r) · Js(r, ω)− g˜m(r) ·Ms(r, ω)dV. (55)
From the expansion in Eq. (49) or the projection in Eq. (54), we can now
appreciate, that for a constant source, the electromagnetic response due to each
of the QNMs is a lorentzian centered on ω = ω˜m and with a FWHM of 2γm, thus
justifying the definition in Eq. (23). Note, however, that in general the contri-
butions to the spectrum from different QNMs interfere, and depending on the
particular resonator and the excitation conditions, this may lead to substantial
deviations from lorentzian line shapes in practice.
It is instructive to consider the problem of the source-free electromagnetic
field. Setting J(r, ω) = 0, it follows from Eq. (55) that there are no non-
trivial solutions to the source-free wave equation of the form in Eq. (49) with
an(ω) 6= 0. Instead, the solutions are of the form F(r, ω) = F˜n(r), i.e. they are
QNMs. In this case, the analytical continuation of the QNMs in the form of
Eq. (55) implies that we must have an(ω) = (ω − ω˜n)(1 +O(ω)).
3.3.2 Formal expansion of the Green tensor
As a special case, the QNMs can be used for expansion of the electromagnetic
Green tensor. Because of the transverse nature of the QNMs, the expansions
are limited to the transverse part of the Green tensor, as further discussed in
Section 4.1. We define the matrix Green tensor as the solution to the equation
D G(r, r′, ω) + iωG(r, r′, ω) =
δ(r− r′)
iωµ0
W−1, (56)
with the additional requirement that each column of G(r, r′, ω) fulfills the Silver-
Mu¨ller radiation condition in Eqs. (17) and (18). With this definition, the
electromagnetic field can be calculated in the usual way via integration as
F(r, ω) = iωµ0
∫
G(r, r′, ω) · J(r′, ω)dV ′, (57)
where the integral is over all space. To proceed, we assume that the matrix
Green tensor can be expanded as
G(r, r′, ω) =
∑
n
F˜n(r)
αTn (r
′)
ω − ω˜n , (58)
and follow identical steps as in Section 3.3.1 to find, that if the matrix Green
tensor can be expanded as in Eq. (58), then
αTn (r
′, ω) = − c
2
2ω
[F˜
‡
n(r
′)]T. (59)
Inserting in Eq. (58), the matrix Green tensor expansion then takes the form
G(r, r′, ω) =
c2
2ω
∑
n
F˜n(r)[F˜
‡
n(r
′)]T
ω˜n − ω , (60)
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and it follows immediately, that the electric field Green tensor expansion is
GEE(r, r′, ω) =
c2
2ω
∑
n
f˜n(r)f˜n(r
′)
ω˜n − ω , (61)
as also found in Refs. [48, 36]. An identical expression was found for the one-
dimensional problem in Ref. [29]; the two dimensional problem of scattering
from a cylinder was discussed in Ref. [35], where it was pointed out that it
includes a branch cut contribution to the Green tensor in addition to a term
identical to Eq. (61).
We note, that because of the symmetric property of the QNM resonance
frequency spectrum, as illustrated in Fig. 3, it follows immediately from Eq. (61)
that the Green tensor satisfies the so-called crossing relation
GEE(r, r′,−ω∗) = [GEE(r, r′, ω)]∗ , (62)
which can be associated with the reality of the electromagnetic response in the
time domain.
3.3.3 Green function expansion for the dielectric resonator
As a first test of the Green function expansion in Eq. (61), we consider now the
QNM expansion for a one-dimensional dielectric resonator system of the form
GN (x, x
′, ω) =
c2
2ω
N∑
n=−N
f˜n(x)˜fn(x
′)
ω˜n − ω , (63)
where the index n is chosen to count the real part of the QNM frequencies, cf.
Fig. 1. The QNMs are known analytically, cf. Section 2.1, so one can easily
sum the series to get the approximation to arbitrary accuracy, assuming the
series converges. Figure 8 shows the approximation with N = 500 along with
the relative error
EN (x, x′ω) = |GN (x, x
′, ω)−Gref(x, x′, ω)|
|Gref(x, x′ω)| (64)
for the case of x′ = 0 in the center of the barrier, and where Gref(x, x′, ω) is
the analytically known reference for the electric field Green function, see Ap-
pendix D.2. Judging from the relative error, the QNM approximation appears
to break down for |x| & 2L, which is also clearly visible as an abrupt jump in
the calculated values, with barely visible Gibbs oscillations due to high number
of QNMs used. At distances further away from the resonator, the approximate
Green tensor diverges in a series of steps (first of which is visible in Fig. 8), each
step of width pi and with exponentially increasing height (not shown).
As a first glimpse at the convergence properties of the QNM Green function
approximation in Eq. (63), Fig. 9 shows a double logarithmic plot of the relative
error in Eq. (64), as well as the integrated error
IN (x′, ω) =
∫ |GN (x, x′ω)−Gref(x, x′ω)|dx∫ |Gref(x, x′ω)|dx , (65)
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Figure 8: Illustration of the QNM approximation to the Green function for
the dielectric barrier in one dimension from Section 1.3.1. Top: QNM Green
function approximation G500(x, x
′, ω) as a function of x, with x′ = 0, ω0 = 4L/c,
and in units of G0 = c/2nRω. Red solid and blue dashed curves show the real
and imaginary parts, respectively, and the black curve shows the absolute value.
The gray shading indicates the extent of the dielectric barrier. Bottom: Relative
error E500(x, x′, ω0).
where the integrals are taken in the region −L/4 < x < L/4 around the center of
the barrier. The width of the integrals were chosen not to be the full width of the
barrier in order that we may conveniently use the same measure of the relative
error for the scattering calculations in Section 5.1.3, where the convergence of
the boundary at x = −L/2 turns out to problematic. Both measures of the
error appear to vanish in a first order polynomial fashion, as evidenced by the
fit to the last three data points. Although this is a relatively slow convergence,
this is our first indication that the formal QNM Green function approximation
does indeed tend to the correct reference in the limit of large N .
Supplementary code
With the supplementary code [95] we provide the files necessary to reproduce
Fig. 9, and we encourage interested readers to investigate the convergence of
the QNM Green function approximation when changing the number of terms
in Eq. (63) or study the non-trivial divergence of the QNM Green function
approximation as x→∞.
3.4 QNMs as the residues of the Green tensor
To lay the foundation for the convergence analysis in Section 4, and as a comple-
mentary QNM modeling approach to that taken in Section 3.3, it is illustrative
to see how the QNMs appear as the residues of the Green tensor. The starting
point, is that the Green tensor has a number of poles, all of which are located
in the lower half of the complex plane. Close to a pole Ωn, we assume that the
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Figure 9: Convergence analysis for the QNM Green function expansion inside
the dielectric barrier. Red circles show the relative integrated error IN (0, ω0)
with fixed x′ = 0 in the region −L/4 < x < L/4 around the center of the
barrier, and blue squares show the relative error EN (0, 0, ω0) at x = x′ = 0 in
the center of the barrier. For both data sets, ω0 = 4L/c, and black lines show
linear fits to the last three data points.
Green tensor can in general be approximated as
G(r, r′, ω) ≈
ρ
n
(r, r′)
ω − Ωn + χ(r, r
′, ω), (66)
where (D + iω)χ(r, r′, ω) is bounded at ω = Ωn. Treating initially the case
r 6= r′, we insert this expression in Eq. (56), multiply by ω − Ωn, and take the
limit ω → Ωn to see that
Dρ
n
(r, r′) + iΩnρ
n
(r, r′) = 0. (67)
It follows from Eq. (67) and the inherited radiation condition, that each column
of ρ
n
(r, r′) solves the defining equations for the QNMs in Eqs. (17), (18), and
(22). Therefore, the complex QNM resonance frequencies are the poles of the
Green tensor, Ωn = ω˜n, and ρ
n
(r, r′) is proportional to the QNM F˜n(r), as was
tacitly assumed in Eq. (58). In the vicinity of ω ≈ ω˜n, we write this as
ρ
n
(r, r) ≈ F(r, ω)βT
n
(r′). (68)
Relaxing now the condition r 6= r′, we use Eqs. (66) and (68) in Eq. (56),
multiply from the left with F˜
‡
n(r)W and integrate across the volume V to find
that
i〈〈F˜‡n(r)|F(r, ω)〉〉βTn (r′) + (ω − ω˜n)〈F˜
‡
n(r)|(D + iω)χ(r, r′, ω)〉 = −i
c2
2ω
F˜
‡
n(r).
(69)
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Last, by taking the limit ω → ω˜n, we find, that the residues of the matrix Green
tensor can be expressed as
Res
{
G(r, r′, ω), ω = ω˜m
}
= − c
2
2ω˜m
F˜m(r)[F˜
‡
m(r
′)]T, (70)
which is consistent with the formal expansion in Eq. (60), but leads to a slightly
different expansion of the form
G(r, r′, ω) =
c2
2
∑
m
F˜m(r)[F˜
‡
m(r
′)]T
ω˜m(ω˜m − ω) , (71)
as was also found for QNMs in spherical resonators in Ref. [26]. The con-
nection between Eqs. (61) and (71) was also discussed in Ref. [31]. For the
one-dimensional problem, the expansion of the Green tensor may include an
extra term in addition to the sum in Eq. (71), as pointed out in Ref. [29]; see
also discussion in Section 4.1.1.
3.4.1 Alternative scheme for evaluation of the normalization integral
From a numerical point of view, especially with integral equation techniques, the
use of a volume integral for normalization is not ideal, since one must necessarily
evaluate the field at numerous positions within the integration domain. Bai et
al. [59] suggested a combined calculation and normalization approach for QNMs,
which is useful when one has access to the Green tensor at complex frequencies.
In a slightly different formulation, but exploiting the same idea, we can derive
a variant of this normalization evaluation by noting that if Eq. (70) holds, then
the inverse of the normalization integral can be inferred from the residue of any
of the components of G(r, r′, ω) at ω = ω˜m. In particular, for α, β ∈ {x, y, z},
one can use the α, β component of the electric field Green tensor along with
the α and β components of the electric field QNM at the positions r and r′,
respectively, to calculate the inverse normalization integral as
〈〈F˜m(r)|F˜m(r)〉〉−1 =
i
pi
ω˜m/c
f˜mα(r)˜fmβ(r′)
∮
ω˜m
GEEαβ (r, r
′, z) dz, (72)
where the integral is on a closed curve around the point z = ω˜m in the complex
frequency plane, and r and r′ are any two positions where the electric field QNM
components f˜mα(r) and f˜mβ(r
′) do not vanish. In practical calculations, one can
work only with the scattered part of the Green tensor, since the background
Green tensor has no poles at non-zero frequencies.
A particularly interesting property of Eq. (72), is that it can be handled
effectively by the trapezoidal rule because of the periodic nature of the inte-
gral [115]. In practice, we can always find a circle of radius R centered on the
QNM resonance frequency ω˜m and surrounding only this one pole. Parameter-
izing the curve in terms of the angle θ as z(θ) = ω˜m + R exp{iθ}, we write the
integral as
iR
∫ 2pi
0
GEEαβ (r, r
′, z)eiθdθ, (73)
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which is of the same form as Eq. (2.1) in Ref. [115]. As a consequence, the
corresponding trapezoidal rule approximation of order N ,
〈〈F˜m(r)|F˜m(r)〉〉−1N = −
2R
N
ω˜m/c
f˜mα(r)˜fmβ(r′)
N∑
k=1
GEEαβ (r, r
′, z(θk)) eiθk , (74)
with θk = 2pik/N , converges exponentially fast as a function of N [115].
3.4.2 Alternative normalization for the dielectric barrier
Using the analytical expression for the Green tensor in Appendix D.2, we can
evaluate the right hand side of the (inverse) normalization integral in Eq. (72)
by explicitly calculating the residue of the Green tensor at z = ω˜m. Using the
eigenfunctions in Eq. (2), it takes the value
〈〈F˜m(x)|F˜m(x)〉〉−1ref =
(−1)m
2n2RL
, (75)
which is equivalent to the result of the direct calculation in Eq. (47). To illustrate
the practical numerical calculations, we can also use the analytical expression
for the Green tensor to set up the sum in Eq. (74) and evaluate it for various N
and thereby test the convergence properties. Figure 10 shows the logarithm of
the relative error using Eq. (74) as a function of N . To a good approximation,
the points fall on a straight line indicating that the convergence is exponential
as expected. Points corresponding to odd values of N fall on a parallel straight
line (not shown). To illustrate the usefulness of the approach in the general case,
where one does not have access to a reference calculation, we consider also the
difference between results obtained using N and N +2 points in the trapezoidal
approximation,
D+2(N) = |〈〈F˜4(x)|F˜4(x)〉〉−1N+2 − 〈〈F˜4(x)|F˜4(x)〉〉−1N |. (76)
The logarithm of D+2(N) is also shown in Fig. 10, and the points fall on a
straight line with a slope similar to that of the data for the relative error.
Using the analysis in appendix A, we can estimate the value of the inverse
normalization integral to be
〈〈F˜4(x)|F˜4(x)〉〉−1L ≈ 0.050660591821169, (77)
with an estimated error less than 5×10−16. Comparing directly to the reference
value, one can verify that the actual error is less than the estimated error.
3.4.3 Normalization for the plasmonic dimer
We have no reference calculations of the normalization integral for the QNMs
of the plasmonic dimer. Moreover, we have no analytical expressions for the
QNMs or the Green tensor, so both will have to be calculated numerically, and
any numerical error will ultimately limit the accuracy of the calculated inverse
norm.
The convergence properties of the trapezoidal rule approximation to the
inverse normalization integral in Eq. (74) is almost independent of the accuracy
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Figure 10: Convergence analysis for the numerical calculation of the in-
verse normalization integral for the QNM of the dielectric barrier with
m = 4. The figure shows the relative error E(N) = |〈〈F˜4(x)|F˜4(x)〉〉−1N −
〈〈F˜4(x)|F˜4(x)〉〉−1ref |/|〈〈F˜4(x)|F˜4(x)〉〉−1ref | (red circles) and the difference D+2(N)
(blue squares) between results obtained using N and N + 2 points in the trape-
zoidal sum. Solid and lines show the corresponding fits to the last two data
points of each set.
of the integrand. Therefore, we can perform calculations with a relatively low
accuracy of the integrand using lmax = 2 to find the number of elements N
necessary for a given accuracy of the integral. Subsequently, using this value
of N , we then vary lmax to estimate the true value of the inverse normalization
integral as done also for the complex QNM frequency in Section 2.2. To this
end, we define
D+1(N) = |〈〈F˜1(r)|F˜1(r)〉〉−1N+1 − 〈〈F˜1(r)|F˜4(r)〉〉−1N |, (78)
and Fig. 11 shows the logarithm of D+1 as a function of lmax for constant
N = 42 which is sufficiently high to make the integration limited by the machine
accuracy. The points clearly fall approximately on straight lines, as expected
from the exponential convergence of the QNMs. Choosing a scaling in which the
electric field QNMs are unity in the center of the gap between the two spheres,
we use the approach in Appendix A.1 to find the value
〈〈F˜1(r)|F˜1(r)〉〉−1d3 ≈ 0.2101658(4)− 0.0527264(3)i, (79)
with an estimated (absolute) error less than 5× 10−7.
4 Convergence and consistency
To answer the question of convergence and consistency of the formal expan-
sions, we follow a line of argumentation similar to that of Refs. [20, 21, 26] for
optical cavities and Ref. [2] for solutions to the Schro¨dinger equation. We re-
serve the word “convergence” to the property of certain series, that they tend
to a finite value as the number of terms are increased. The more restrictive
requirement of “consistency” is reserved for the cases where the finite limit is
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Figure 11: Convergence analysis for the calculation of the inverse normalization
integral in the case of the plasmonic dimer. The figure shows, as a function of
lmax, the difference D1+(lmax) between results obtained using lmax and lmax +1.
Red circles and blue squares correspond to real and imaginary parts of the
difference, respectively. Solid and dashed lines show the corresponding fits to
the last two data points of each set.
also the correct function value that one hopes to approximate. Appendix A.1
discusses these properties in the context of general numerical calculations, and
within the present framework, the use of N QNMs can be understood simply as
a specific choice of basis function set, with the parameter h = 1/N controlling
the accuracy.
In practice, of course, we are mostly interested in the cases where the QNM
expansions are consistent. As we shall see, this is not always the case, because
there may be additional contributions that stem from branch cuts of the ana-
lytical continuation of the Green tensor. Moreover, as we have already seen in
Fig. 8, the QNM expansion may be convergent at some points without being
consistent. Even though the solution to the general question of convergence
and consistency appears to be out of reach at this point, we can make some
useful progress by carefully analyzing the structure of the Green tensor as in
Refs. [2, 20, 21, 26] and combine this insight with numerical investigations. In
this way, we introduce a so-called region of convergence, and we further exploit
the results of the analysis to device a prescription to formally extend this region.
For the one-dimensional resonator example, we can analyze the region of
convergence exactly and show that the QNM expansion of the Green function,
and other expansions that can be derived from the Green function, in general
converges to the correct value only for positions x and x′ strictly within the
resonator. Nevertheless, for positions x′ within the resonator, the region of con-
vergence for x extends beyond the boundary, in agreement with Fig. 8. For the
three-dimensional example, we us a numerical estimate of the region of conver-
gence and illustrate the usefulness of the expansion method by an example using
full three-dimensional calculations of a plasmonic dimer of gold nano spheres.
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4.1 Convergence of the QNM Green tensor expansion
The starting point is the fact that for any ω > 0, we can write the product of ω
and the matrix Green tensor as
ωG(r, r′, ω) = − i
2pi
∮
Γω
z
G(r, r′, z)
z − ω dz, (80)
where the contour Γω is a circle around z = ω with a sufficiently small radius
that zG(r, r′, z) has no poles inside. If, from this starting configuration, and
assuming G(r, r′, ω) has not branch cuts, we increase the radius of the contour,
and if we exclude any poles encountered in the process, we find that
ωG(r, r′, ω) = − i
2pi
∮
Γ0
z
G(r, r′, z)
z − ω dz −
i
2pi
∮
ΓN
z
G(r, r′, z)
z − ω dz
−
N∑
n=1
Res
{
z
G(r, r′, z)
z − ω , z = ω˜n
}
, (81)
where now the contour Γ0 encircles the special point z = 0 in the clockwise
direction, and the contour ΓN encircles the origin and exactly N additional
poles of the matrix Green tensor in the counter clockwise direction, cf. Fig. 7.
Assuming, for now, that zG(r, r′, z) has no pole at z = 0, we can use
Eq. (70), to find that
G(r, r′, ω) = − i
2piω
∮
ΓN
z
G(r, r′, z)
z − ω dz +
c2
2ω
N∑
n=1
F˜m(r)[F˜
‡
m(r
′)]T
ω˜m − ω , (82)
from which, upon comparing to Eq. (60), we conclude that the formal expansion
of the matrix Green tensor converges to the actual matrix Green tensor if the
integral along the contour ΓN vanishes in the limit N →∞. Clearly, a sufficient
condition for the integral along the contour ΓN to vanish, is for the product
zG(r, r′, z) to vanish sufficiently fast in the limit |z| → ∞; this will be the
condition we explore in the next Section.
4.1.1 Alternative expression for the Green tensor
If, instead of Eq. (80), we start with the expression
G(r, r′, ω) = − i
2pi
∮
Γω
G(r, r′, z)
z − ω dz, (83)
we can follow identical steps as above, to find that
G(r, r′, ω) = − i
2pi
∮
Γ0
G(r, r′, z)
z − ω dz −
i
2pi
∮
ΓN
G(r, r′, z)
z − ω dz
−
N∑
n=1
Res
{
G(r, r′, z)
z − ω , z = ω˜n
}
. (84)
If we now assume (as is sometimes the case) that G(r, r′, ω) has a simple pole at
ω = 0, we can use Eq. (70) along with the same arguments as above to conclude,
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that if G(r, r′, z) vanishes sufficiently fast in the limit |z| → ∞, then the matrix
Green tensor can be expressed as
G(r, r′, ω) =
c2
2
∑
m
F˜m(r)[F˜
‡
m(r
′)]T
ω˜m(ω˜m − ω) +
1
ω
Res
{
G(r, r′, z), z = 0
}
, (85)
where, comparing to Eq. (60), the sum over the QNMs has a slightly different
weight function.
4.1.2 Electric field Green function in one dimension
In one dimension, the electric field Green function in general is the sum of the
background Green tensor
GB(x, x
′, ω) = i
c
2ω
eiω|x−x
′|/c (86)
and a scattered Green function. In cases where the scattered Green function
has no pole at ω = 0, the residue of the total Green function in this point is
therefore a0 = ic/2. By direct application of Eq. (85), we find
G(x, x′, ω) =
c2
2ω
∑
m
f˜m(x)˜fm(x
′)
ω˜m − ω =
c2
2
∑
m
f˜m(x)˜fm(x
′)
ω˜m(ω˜m − ω) + i
c
2ω
, (87)
as also derived using a different argumentation in Ref. [29]; note, that there
is a sign difference between the definition of this Green tensor and the one in
Ref. [29].
It is illustrative to consider what happens if one substitutes the scattered
part of the Green function, Gscat(x, x
′, ω) for G(r, r′, ω) in Eq. (83). In this
case, one can carry through the same arguments to find, that if Gscat(x, x
′, z)
vanishes sufficiently fast in the limit z →∞, then
Gscat(x, x
′, ω) =
c2
2
∑
m
f˜m(x)˜fm(x
′)
ω˜m(ω˜m − ω) , (88)
which would then, by comparing with Eq. (87), lead to the wrong conclusion that
GB(x, x
′, ω) = ic/2ω. The resolution of this puzzle is the fact that Gscat(x, x′, z)
does not vanish in the limit z →∞. Instead, the vanishing of the Green function
in the limit |z| → ∞ is governed by an interesting interplay between the two
parts of the Green function.
4.1.3 Electric field Green tensor in three dimensions
In three dimensions, the electric field Green tensor can be split in a transverse
(divergence free) part and a longitudinal (curl free) part as
GEE(r, r′, ω) = GEE⊥ (r, r
′, ω) + GEE‖ (r, r
′, ω). (89)
Since for a local background material the scattered part is purely transverse [116],
the longitudinal part in general equals the longitudinal part of the background
Green tensor,
GEE‖ (r, r
′, ω) = − c
2
3ω2
δ(R)− c
2
4piω2R3
[
I− 3RR
R2
]
. (90)
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Considering the cases, where the scattered part of the Green tensor has no poles
at ω = 0, we have then the relation
GEE(r, r′, ω) =
c2
2ω
∑
m
f˜m(r)[f˜m(r
′)]T
ω˜m − ω + G
EE
‖ (r, r
′, ω). (91)
From Eq. (90), it follows immediately, that GEE‖ (r, r
′, z) → 0 for |z| → ∞, so
a necessary condition for the equality to hold is GEE⊥ (r, r
′, z) → 0 for z → ∞.
It is clear, then, that the QNMs lead to an expansion for the transverse part of
the field, only. To obtain the full Green tensor, one must add the longitudinal
part as in Eq. (91).
In the cases, where the transverse part of the Green tensor has no pole
at ω = 0 we can find a QNM expansion for it by substituting GEE⊥ (r, r
′, z) for
G(r, r′, z) in either Eq. (80) or (83) to find, that if the integral along the contour
ΓN vanishes, the transverse part of the electric field Green tensor can be written
in terms of the QNMs as
GEE⊥ (r, r
′, ω) =
c2
2
∑
m
f˜m(r)[f˜m(r
′)]T
ω˜m(ω˜m − ω) =
c2
2ω
∑
m
f˜m(r)[f˜m(r
′)]T
ω˜m − ω . (92)
The fact that the QNM expansion will provide only the transverse part of the
Green tensor was explicitly pointed out in Refs. [26, 27], as well as Ref. [36]
which discusses the need to include also the longitudinal modes. The second
equality was also discussed in Ref. [31].
4.2 Convergence of the general field
Any solution to Eqs. (15), (17) and (18) can be written in terms of the Green
tensor as in Eq. (57). Starting from this equation, and rewriting the function
ωG(r, r′, ω) as in Eq. (80), we find
F(r, ω) =
µ0
2pi
∫ ∮
G(r, r′, z)
z − ω · J(r
′, ω)dzdV ′, (93)
from which we can follow the same line of argumentation as in Section 4.1
to rewrite the Green tensor as a sum of pole terms pertaining to the QNMs.
Assuming that zG(r, r′, z) has no pole at z = 0 and vanishes in the limit
|z| → ∞, we can express the solution as
F(r, ω) = −iµ0
N∑
n=1
∫
Res
{
z
G(r, r′, z)
z − ω , z = ω˜n
}
· J(r′, ω)dV ′, (94)
and by use of Eq. (70), we can write this in the exact form of Eq. (49) with
an(ω) given by Eq. (55).
In this way, the expansion of the general field inherits the convergence
properties of the Green tensor, and we conclude, that the formal expansion
in Eq. (49) is convergent if and only if zG(r, r′, z)→ 0 for |z| → ∞.
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4.3 Regions of convergence
From the discussion in Sections 4.1 and 4.2, it is clear that a sufficient con-
dition for convergence of the QNM expansion is for the matrix Green tensor
G(r, r′, z) to vanish in the limit |z| → ∞ along all directions in the complex
frequency plane. It follows, that for any pair of positions r and r′, one can
in principle trace out the borders of a region of convergence by investigating
this limit. In practical calculations, the behavior of the Green tensor is almost
always exponential, when the frequency is varied along curves parallel to the
negative imaginary axis. Indeed, the background Green function is proportional
to exp{iz|r−r′|/c} and thus tends to zero exponentially as |z| → ∞ in the upper
half of the complex plane. The scattered part of the Green tensor represents
the scattering of the electromagnetic field due to the presence of material in an
otherwise homogeneous background. From a physical point of view, therefore, it
is clear that also the scattered part of the Green tensor will vanish as |z| → ∞ in
the upper part of the complex plane, and we shall focus only on the frequencies
in the lower half, where the behavior is non-trivial.
For problems in one dimension [20], and for the case of spherically symmet-
ric resonators [21], Leung et al. have used the WKB approximation to assess
the limiting behavior of the Green tensor. The conclusion is, that the QNMs
are complete when both positions r and r′ are inside a boundary set by the
outermost spatial discontinuity in the function (or even the derivative of the
function) that describe the resonator material. These conclusions are fully con-
sistent with very convincing direct evaluations of the associated sum closure
relations [20, 21] and higher order advanced perturbation theory [23, 21, 27]
and resonant state expansions [29, 36, 31].
With certain numerical calculation methods, it is possible to investigate this
limit numerically by directly calculating the Green tensor at various positions
in the complex plane along the negative imaginary axis. While such an analysis
cannot constitute a regular proof of consistency, it can provide a convincing
picture of the region of convergence for general resonators. In particular, it can
be used in cases where there is no clear definition of the resonator boundary,
such as in the case of the plasmonic dimer in Section 1.3. As we shall see, for
certain choices of r′, the region of convergence for r may extend beyond the
volume of the resonator material. What we have found consistently, however, is
that the QNM expansion of the Green tensor seems to be convergent only when
at least one of the observation points is within the resonator material.
4.3.1 Formally extending the region of convergence
In cases where the region of convergence is bounded by the outermost discon-
tinuity in the permittivity distribution, at a distance xA from the origin, say,
one can immediately device a new geometry with an arbitrarily small, but dis-
continuous, perturbation ∆ of the permittivity distribution at a distance of
xB > xA, as illustrated in Fig. 12. By identical arguments as those leading to
the conclusion that the QNMs are complete for |x| < xA in the original geome-
try, one can appreciate that the QNMs are complete for −xA < x < xB in the
new geometry, cf. Fig. 12.
For a given QNM approximation with a fixed number of terms N , one can
choose a ∆ > 0 sufficiently small so that the changes to the QNM approxima-
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Figure 12: Sketch of the material distribution for a dielectric barrier with
permittivity R for −xA < x < xA and a small additional permittivity pertur-
bation ∆. For any ∆ > 0, the region of convergence extends to the outermost
boundary of the perturbation at x = xB .
tion are arbitrarily small. It would seem then, that the same QNM approxima-
tion, which was convergent only for |x| < xA in the original geometry, is now
convergent also for xA < x < xB . The resolution to this puzzle is the fact that
even if the difference between the two QNM approximations, each with N terms,
can be made arbitrarily small, the difference will not remain small if more terms
are added. Indeed, only one of them will tend to the correct value of the field
as the number of terms is increased. This observation, therefore, is mostly of
formal relevance. In practical calculations, for example, one is often interested
in single- or few-QNM approximations at positions close to the resonator, yet
possibly outside the formal region of convergence. Even if direct comparison
to reference calculations show a convincing approximation, the truncation of
a series which formally does not converge to the right value is arguably prob-
lematic. By extending the region of convergence as suggested above, one can
immediately remove this concern by formally considering a different material
system, the response of which can be chosen to be arbitrarily close to that of
the original system over the bandwidth of interest.
4.3.2 Region of convergence for the dielectric barrier
The Green function for the dielectric slab can be written in closed form, as
detailed in Appendix D.1, and one can therefore analytically investigate the
behavior of G(x, x′, z) as |z| → ∞. In the general case, however, it is difficult
to investigate the limit analytically. To illustrate the viability of a numerical
approach, we use a one-dimensional version of the integral equation method in
Refs. [42, 117] to investigate the limiting behavior of the electric field Green
tensor along the negative imaginary frequency axis, ω = −iξ, for increasing
values of ξ. Figure 13 shows the magnitude of the Green function for fixed
x′ = 0 and three different values of x to the left of the resonator. From the
logarithmic scale, it is evident that the magnitude of the Green tensor varies
exponentially on the curve oriented downwards in the complex plane. Moreover,
for x sufficiently close to the resonator, there is a qualitative change in behavior
so that instead of growing exponentially, the magnitude falls off exponentially.
The change in behavior occurs at positions slightly to the left of x = −2L.
From a detailed analysis of the Green tensor, we find that it vanishes in the
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Figure 13: Top: Magnitude of the electric field Green function, in units of
G0(−iξ) = c/2ξ, for ω = −iξ plotted as a function of ξ. The position x′ = 0
is held fixed at the center of the resonator of length L, and x is set equal to
x = −3L (red), x = −2L (green) and x = −L (blue). Bottom: Geometry of
the dielectric block in one dimension showing the permittivity as a function of
position (black curve). Red and blue shading indicates the region of convergence
for x′ = 0 (red) and x′ = L/4 (blue), as indicated by the vertical colored lines.
limit |z| → ∞ if
−L/2− pi(L/2 + x′) < x < L/2 + pi(L/2− x′), (95)
see Appendix D.1 for details. Interestingly, the region of convergence is not
always symmetric around x′. Moving x′ closer to the barrier edge results in the
edge of the region of convergence also moving closer to the edge (but from the
opposite side), cf. Eq. (95). In the general case, the Green tensor vanishes in
the limit |z| → ∞ only for x and x′ both strictly within the resonator region,
which is consistent with the results in Ref. [20]. For the case of x′ = 0, the
region of convergence is symmetric and extends to x = ±(pi + 1)L/2 ≈ 2.07L,
which are exactly the locations of the abrupt jumps in the QNM Green tensor
approximation in Fig. 8.
To set up a practical calculation method for estimating the region of con-
vergence, we note that the slope of the curves in Fig. 13 are proportional to
the distance of x from the boundary. Therefore, we can estimate the region of
convergence by plotting the logarithm of the magnitude of the Green tensor as
a function of varying real space position and for different values of ω = −iξ.
This results in a number of straight lines with different slopes, and the crossing
points will approximate the boundary of the region of convergence, as illustrated
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in Fig. 14. The approximation becomes better when using lines pertaining to
larger negative imaginary frequencies ξ. Indeed, calculating the intersection
between lines calculated using ξL/2pic and ξL/2pic + 0.25, the relative error
becomes exponentially smaller with increasing ξ, as seen in the bottom panel of
Fig. 14. From a practical point of view, the fact that the result of this purely nu-
merical investigation of the Green function agrees with the analytical result gives
us confidence that we can apply a similar approach for general structures where
no analytical results are available. In particular, we shall apply this method to
estimate the region of convergence of the plasmonic dimer in Section 4.3.3.
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Figure 14: Top: Magnitude of the electric field Green function as a function of
position for fixed frequencies along the negative imaginary axis, ω = −iξ, with
ξL/2pic = 0.5 (red), ξL/2pic = 1 (green) and ξL/2pic = 1.5 (blue). Bottom:
Relative error ERoC(γ) when estimating the boundary of the region of conver-
gence as the intersection of lines as in the top panel calculated using ξL/2pic
and ξL/2pic + 0.25.
Extending the region of convergence for the dielectric barrier
To illustrate the ideas put forward in Section 4.3.1, we consider now the addition
of a small (constant and real valued) perturbation to the background permit-
tivity of width ∆X and centered on x0 = 3L. Using the Dyson equation, we
can write the total Green function of the dielectric barrier and the additional
perturbation as
Gtot(x, x
′, ω) = G(x, x′, ω) + k20∆
∫
∆X
G(x, y, ω)Gtot(y, x
′, ω)dy, (96)
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where k0 = ω/c. To appreciate that the total Green function may vanish for
certain choices of x and x′ and increasing values of ξ, we consider the case of
a sufficiently narrow barrier, so that the integrand is approximately constant.
Choosing x = x0, we can then approximate Eq. (96) as
Gtot(x0, x
′, ω) ≈ G(x0, x′, ω) + k20∆∆XG(x0, x0, ω)Gtot(x0, x′, ω), (97)
from which we can express the total Green function approximation explicitly as
Gtot(x0, x
′, ω) ≈ G(x0, x
′, ω)
1− k20∆∆XG(x0, x0, ω)
. (98)
In this way, we can see how the asymptotic properties of Gtot(x0, x
′,−iξ) are
related to the asymptotic properties of the Green functions G(x0, x
′,−iξ) and
G(x0, x0,−iξ). The magnitude of all three Green functions are shown in Fig. 15
along with a direct reference calculation of Gtot(x0, x
′,−iξ).
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Figure 15: Magnitude of different electric field Green functions along the nega-
tive imaginary axis ω = −iξ in units of G0(−iξ) = c/2ξ. The positions x′ = L
and x0 = 3L are both outside the original resonator and outside the region of
convergence of the single dielectric barrier. Red and blue solid lines show be-
haviors of the green functions for the single dielectric barrier as indicated, and
grey dashed line shows behavior of the approximate total Green function with
circles indicating the corresponding reference calculation.
From the above analysis, we conclude that the faster divergence of the de-
nominator in Eq. (98) results in an overall exponential decay in the asymptotic
form of Gtot(x0, x
′,−iξ). Notably, the asymptotic form is independent of the
actual values chosen for ∆ and ∆X. Therefore, we can choose them arbitrarily
small so as to not influence a given QNM approximation with fixed number of
terms, as argued in Section 4.3.1.
4.3.3 Region of convergence for the plasmonic dimer
Following a similar approach as for the dielectric block in one dimension, we
can now investigate the region of convergence for the dimer of gold nano spheres
from Fig. 2. To this end, we must rely on numerical calculations of the three-
dimensional Green tensor at complex frequencies, which is not as well-behaved as
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in the one-dimensional case. Therefore, we first verify that the method works by
investigating the case of a single gold nano sphere, for which we can calculate the
region of convergence analytically, as shown in Appendix F. From the analysis,
we know that the region of convergence for the single sphere is itself a sphere
with the same center. Therefore, placing the center of the single golde nono
sphere at the origin, we fix the position of r′ inside the sphere by setting x′ =
R/2 and y′ = z′ = 0, and calculate the radius of the region of convergence
for 100 different angles equally distributed on a circle in the plane through
the center. Figure 16 shows the average relative error, as a function of the
negative imaginary frequency ξ, when estimating the boundary of the region
of convergence as the intersection of lines corresponding to various complex
frequencies ω−iξ along a line parallel to the imaginary axis with fixed ω = pic/R.
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Figure 16: Relative error ERoC(ξ) as a function of imaginary freqency ξ when
calculating the radius of the region of convergence for a single gold sphere based
on the Green tensor at complex frequencies ω− iξ using ξR/2pic and ξR/2pic+1.
At sufficiently large values of ξ, the matrix problem becomes poorly condi-
tioned, which limits the attainable relative error. This problem becomes par-
ticularly severe when using large values of the cut-off parameter lmax governing
the expansion in terms of spherical wave functions, cf. Section 2.2.1. From the
analysis in Appendix F, however, we know that the limiting behavior of the
Green tensor is governed by the components with l = 0, so we can carry out
the analysis using only these wave functions, which also significantly speeds up
the calculations. Despite the limited number of calculation points available, the
average relative errors appears to tend to zero as a function of ξ in a polynomial
manner, with the lowest attainable relative error on the order of a few parts in a
thousand. Although the convergence and the accuracy appears to be markedly
different from that of the exponential convergence found in the one-dimensional
case, we still consider this a useful approach, since in practice we are mostly
interested in the overall shape of the region of convergence.
Turning to the case of the plasmonic dimer, we start by fixing r′ in the
center of one sphere and vary the position r in the plane through the centers of
both spheres. As in the one-dimensional case and the case of a single sphere,
we find that the Green tensor behaves in an exponential manner and diverges
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for positions relatively far away, whereas it tends to zero at positions within
a curve in the plane defining the region of convergence, as shown in Fig. 17
for two different positions of r′ inside the sphere. As expected, the region
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Figure 17: Regions of convergence for the dimer of gold spheres from Fig. 2
showing, for different values of r′ inside one of the spheres, the positions r for
which the absolute value of the Green tensor tends to zero in the limit |z| → ∞.
Dark gray shading corresponds to r′ = R1 in the center of the first sphere
(indicated by a +) and light gray corresponds to r′ = R1 − 0.9Rx close to the
boundary of the first sphere (indicated by a ×). Note, the dark shading extends
under the light shading.
of convergence depends on the choice of r′, but in both cases, the region of
convergence appears to be a sphere centered on the other gold nano sphere.
As in the previous cases studied, the boundary of the region of convergence
appears to tend to the boundary of the sphere, when r′ is moved towards the
boundary from the inside. For r and r′ both outside the spheres, we have found
no numerically reliable examples where the Green tensor does not appear to
diverge in the limit ξ →∞.
5 Applications
In this Section, we apply the QNM modeling framework to a number of prob-
lems of interest in nanophotonics. Section 5.1 discusses the derivation of the
Coupled Mode Theory (CMT) equations using either the projection operator
in Eq. (35) or the so-called Field Equivalence Principle [118]. As an alternative
to the CMT — which provides the QNM expansion of the total field — we
discuss also how one can calculate the scattered field by means of the QNM
expansion of the Green function inside the resonator. In Section 5.2, we apply
the Field Equivalence Principle to investigate QNM hybridization by calculating
the QNMs of coupled systems based on the QNMs of the individual resonators.
Section 5.3 presents the use of QNMs for perturbation theory calculations and
lastly, in Section 5.4, we discuss the use of QNMs for Purcell factor calculations.
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In all cases, we show practical applications of the results using one or both of
the example material systems from Section 1.3.
5.1 Scattering calculations and CMT
As we have seen in Section 3.4, the QNMs are intimately related to the poles of
the Green tensor. Therefore, in general, it is possible to use the QNMs to calcu-
late the scattered field resulting from a given input field, an exercise generally
referred to as the construction of the scattering matrix [68, 41, 69] and directly
related to calculations of experimentally relevant quantities such as scattering
and extinction cross sections [54, 70]. Instead of treating the problem in a scat-
tering framework, one can also take the point of view, that the electromagnetic
resonator can act as a temporal energy storage when excited by an incoming
pulse. In this case, the problem is conceptually identical to the so-called (tempo-
ral) CMT, which represents a physically appealing modeling tool for integrated
optical circuitry based on cavities coupled through waveguides [119, 120, 121].
Indeed, a QNM framework was used to derive the (temporal) CMT equations
of coupled cavity-waveguide systems in Ref. [67], and very similar ideas were
recently applied to excitation of plasmonic resonators in Ref. [54].
In classical scattering calculations, the total electromagnetic field is split
in two parts corresponding to the incoming field and the scattered field as
Ftot(r, ω) = Fin(r, ω) + Fscat(r, ω). The incoming field is taken to be a solution
to Maxwell’s equations in the background material without the electromagnetic
resonator, and in general it does not obey the Silver-Mu¨ller radiation condition.
The scattered field represents the change in electromagnetic field profile caused
by the resonator and does obey the Silver-Mu¨ller radiation condition. Applica-
tion of the projection operator in Eq. (35) requires the field F(r, ω) to obey the
Maxwell curl equations inside the volume V , as well as the Silver-Mu¨ller radi-
ation condition. For a rather general approach to scattering calculations with
QNMs, we now artificially change the total field by subtracting off the incoming
field at positions outside and on the border of the volume V . In essence, this ap-
proach is similar to the use of a total field/scattered field technique in numerical
electromagnetism [122, 123, 124]. In this way, we define the field FTFSF(r, ω)
as
FTFSF =
 Ftot(r, ω), for r ∈ V \ ∂VFscat(r, ω), otherwise. (99)
To set up equations for the driving of the field in an electromagnetic resonator
by an incoming field, we start from defining equation for the total field,
D Ftot(r, ω) = −iωFtot(r, ω), (100)
multiply from the left with F˜
‡
m(r)W and integrate over a volume V containing
the electromagnetic resonator. Following the same approach as in Section 3.3,
we can rewrite this in terms of the projection operator in Eq. (35),
−(ω˜m − ω)〈〈F˜‡m(r)|Ftot(r, ω)〉〉 = 0, (101)
but this expression is not immediately useful, since Ftot(r, ω) does not fulfill
the Silver-Mu¨ller radiation condition. To utilize the projection operator, we
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now split the surface integral in two terms corresponding to the incoming field
and the scattered field,
〈〈F˜‡m(r)|FTFSF(r, ω)〉〉 = −
i
ω˜m − ωI∂V
(
F˜
‡
m(r),Fin(r, ω)
)
. (102)
Last, assuming that FTFSF(r, ω) can be expanded as in Eq. (49), we can use
the same arguments as in Section 3.3.1 to arrive at a CMT type expression for
the expansion coefficients of the form
am(ω) =
i
20
∫
∂V
[
Hin(r, ω)× f˜m(r) + Ein(r, ω)× g˜m(r)
]
· nˆ dA. (103)
To derive the temporal CMT equations, we can follow the exact same pro-
cedure as in Ref. [67] by first Fourier transforming Eq. (49) and defining
F(r, t) =
∑
n
Fn(t)F˜n(r), (104)
where
Fn(t) =
1
2pi
∫ ∞
−∞
an(ω)
ω − ω˜n e
−iωtdω. (105)
Differentiating with respect to t and rearranging the resulting integrand, we find
the temporal CMT equation
∂tFn(t) = −iω˜nFn(t)− ian(t), (106)
where an(t) is the inverse Fourier transform of an(ω).
5.1.1 Derivation using the Field Equivalence Principle
The same expression can be derived using the Field Equivalence Principle and
the QNM expansion of the Green tensor in Eq. (61). This approach has previ-
ously been applied to derive the CMT equations for coupled cavity-waveguide
structures in Ref. [67]. The starting point is the equivalent surface currents
Jin(r, ω) = nˆ×Hin(r, ω) (107)
Min(r, ω) = Ein(r, ω)× nˆ, (108)
where nˆ is an outward oriented unit vector perpendicular to the surface enclosing
the sources of Ein(r, ω) and Hin(r, ω). Using Eq. (57), we focus on the top
equation for the electric field inside the resonator,
E(r, ω) = iωµ0
∫
∂V
GEE(r, r
′, ω) · Jin(r′, ω) + GEM(r, r′, ω) ·Min(r′, ω) dV.
(109)
By inserting the relevant components of the QNM expansion for the matrix
Green tensor in Eq. (60) and rearranging the terms in the form of Eq. (49), we
find
am(ω) =
i
20
∫
∂V
f˜m(r
′) · [nˆ×Hin(r′, ω)]− g˜m(r′) · [Ein(r′, ω)× nˆ] dA′, (110)
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which can be rewritten in the exact form of Eq. (103) by use of the vector
relation A · [B×C] = B · [C×A] = C · [A×B].
From the derivation, it appears that the integration surface in Eqs. (103)
or (110) must be strictly outside the material defining the resonator in order
to ensure that the scattered field can be written in terms of purely outwards
propagating fields, or to ensure that the equivalent surface currents can be
written in terms of the incoming field only. In practice, however, the integration
can be performed on the inside of the boundary, since changes in the normal
components of f˜m(r
′) and g˜m(r′) across the boundary do not affect the value of
the integral.
5.1.2 Scattered field calculations
While Eq. (103) provides the QNM expansion of the total field inside the vol-
ume V , it may also be interesting to calculate the expansion coefficients of the
scattered field explicitly. Assuming for simplicity µr = 1, we consider the scat-
tered part of the electric field, which can be calculated based on the electric
field Green function and the incoming field Ein(r, ω) as
Escat(r, ω) = k
2
0
∫
V
GEE(r, r′, ω)∆(r′)Ein(r′, ω)dV, (111)
where k0 = ω/c, and ∆(r) = r(r) − B is the local change in permittivity
defining the electromagnetic resonator in a homogeneous background with per-
mittivity B. Defining
Fscat(r, ω) =
∑
m
bm(ω)
ω − ω˜m F˜m(r), (112)
we can use Eq. (111) and the QNM expansion of the Green tensor in Eq. (61)
to find that
bm(ω) = −ω
2
∫
V
f˜m(r
′)·∆r(r′)Ein(r′, ω)dV, (113)
which is similar to the expression derived by Yan et al. using a slightly different
approach [54]. We note, that Eq. (112) is valid also in cases where the QNM
expansion of the Green tensor does not converge to the proper value at the
boundary, since the derivation is fundamentally based on the volume integral in
Eq. (113).
In cases where the resonator is made from a homogeneous material, we can
use the vector Green theorem of the second kind and the wave equation to
rewrite the expression as a surface integral,
bm(ω) =
i
20
ω∆
ω˜2mr − ω2B
∫
∂V
[
ωHin(r, ω)× f˜m(r) + ω˜mEin(r, ω)× g˜m(r)
]
· nˆ dA,
(114)
where the integral is over the resonator surface. Clearly, following analogous
argumentations as for the QNM expansion of the total field in Eqs. (104) to
(106), one can now calculate the temporal CMT equations for the scattered
field, as found also in Ref. [54].
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Even though Eqs. (103) and (114) are very similar in shape, they are not
identical. Whereas the former provides the QNM expansion of the total field
inside the volume V , the latter provides only the scattered field. Consequently,
the difference cn(ω) = an(ω)− bn(ω) gives the QNM expansion of the incoming
field inside the volume V .
5.1.3 Scattering calculations and CMT for the dielectric barrier
The calculations in Section 5.1 include a surface integral coupling the incoming
field to each of the QNMs at the boundary between the total field and the scat-
tered field regions. For the scheme to work at all positions inside the dielectric
barrier, we must choose the boundary of V to coincide with the physical bound-
aries at x = ±L/2. To calculate the transmitted and reflected field at positions
outside the resonator, we apply the Field Equivalence Principle in Eq. (109)
with equivalent surface currents at x = L/2 and x = −L/2 given in terms of the
QNM expansion of the scattered field in Eq. (112). The QNM approximation
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Figure 18: Transmission through the dielectric barrier in one dimension from
Section 1.3.1. Top: QNM approximation to the total electric field in the case
of a scatting type calculation with an incoming field from the left of the form
Ein(x, ω0) = E0 exp{iω0x/c} with ω0 = 4c/L. Red solid and blue dashed curves
show the real and imaginary parts, respectively, and the black curve shows
the absolute value. Gray shading indicates the extent of the dielectric barrier.
Bottom: Relative error as a function of position.
to the total field inside the volume V can be written as
Etot,N (x, ω) =
N∑
n=−N
an(ω)
ω − ω˜n f˜n(x), (115)
with an given explicitly in Eq. (110). For any point −L/2 < x ≤ L/2 inside the
resonator, EN (x, ω) converges to the correct value in the sense that the relative
error
EN (x, ω) = |Etot,N (x, ω)− Etot(x, ω)||Etot(x, ω)| (116)
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can be made arbitrarily small by increasing N .
Instead of approximating the total field directly using Eq. (115), we can
calculate the QNM approximation to the scattered field as
Escat,N (x, ω) =
N∑
n=−N
bn(ω)
ω − ω˜n f˜n(x), (117)
with bn given explicitly in Eq. (113) or (114). By adding the incoming field, we
find the alternative expression
Estot,N (x, ω = Ein(x, ω) + Escat,N (x, ω), (118)
and we define the associated relative error as
EsN (x, ω) =
|Ein(x, ω) + Escat,N (x, ω)− Etot(x, ω)|
|Etot(x, ω)| . (119)
To calculate the transmitted electric field beyond the barrier at x > L/2,
one can treat the QNM approximation to the total field at the boundary of
the total field region as the input field in the Field Equivalence Principle. The
corresponding calculation of the total field at positions x < −L/2 is much
more delicate. In principle, one can calculate the reflected field at the position
x = −L/2 by subtracting off the incoming field from the total field, but the
expansion in Eq. (115) fails at the position x = −L/2 because of the manifest
outwards propagating nature of the QNMs. One option, then, is to use the
approximate field value at a position just inside the resonator where the QNM
approximation converges to the correct total field. Another, much more efficient
method is to calculate the scattered field at the left boundary directly from the
QNM approximation to the scattered field in Eq. (117) with x = −L/2.
Considering now the explicit case of an incoming plane wave from the left
of the form Ein(x, ω0) = E0 exp{iω0x/c} with ω0 = 4c/L, Fig. 18 shows the
calculated approximation to the total electric field using N = 500 along with the
relative error. At positions outside the resonator, the relative error is constant,
because the approximate reflected and transmitted fields are calculated using
the Field Equivalence Principle. The failure of the QNM approximation to the
total field at x = −L/2 is evident as a peak in the relative error.
To assess the convergence properties of the QNM approximation to the to-
tal field in Eq. (115), Fig. 19 shows a double logarithmic plot of the relative
integrated error
IN (ω) =
∫ |Etot(x, ω)− Etot,N (x, ω)|dx∫ |Etot(x, ω)|dx , (120)
where the integrals are taken in the region −L/4 < x < L/4 around the center
of the barrier in order to stay clear of the problematic point at the left boundary.
A fit to the last data points indicate a first order polynomial convergence with
the number of QNMs. The figure also shows the relative error EN (x, ω0) at x = 0
in the center of the barrier, which tends to zero in a second order polynomial
fashion. We attribute this increased rate of convergence to the special symmetry
of the point in the center. Similar analysis for general off-center points (not
shown) show first order polynomial convergence, which evidently limits the rate
of convergence of the relative integrated error.
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Figure 19: Convergence analysis for the CMT approximation to the total field in-
side the dielectric barrier. Red circles show the relative integrated error IN (ω0)
in the region −L/4 < x < L/4 around the center of the barrier, and blue squares
show the relative error EN (x, ω0) at x = 0 in the center of the barrier. Black
lines show linear fits to the last three data points.
As a curious consequence of the region of convergence, we show in Fig. 20
an example of a CMT calculation in which the total field region is defined by
−(pi + 1)L/2 < x < L/2. In this case, it follows from the expression for the
region of convergence in Eq. (95) that the QNM expansion will be convergent
only for x′ > 0. This is exactly what we observe as an abrupt jump in the field
and in the associated relative errors at x = 0. At positions left of the total
field region, the electric field is the sum of the incident field and the reflected
field as calculated at the boundary x = −(pi+ 1)L/2 where the QNM expansion
of the scattered field is not convergent. The transmitted field is calculated by
use of the Field Equivalence Principle at the right boundary x = L/2, where
the QNM expansion is convergent. Comparing to Fig. 18, the relative error is
larger, because the rate of convergence of the total field is not as good as when
coupling the field at x = −L/2.
Transmission spectrum calculations for the dielectric barrier
We return now to the transmission calculations in Fig. 1 and the claim, that we
can make the error in the QNM approximation to the transmission arbitrarily
small. We define the transmission through the dielectric barrier as the ratio
between the outgoing electric field at x = L/2 to the incoming electric field
at x = −L/2. There is no scattering back at positions beyond the rightmost
boundary, and since the electric field is continuous at the boundary, we can
write the transmission as
T (ω) =
Etot(L/2, ω)
Ein(−L/2, ω) . (121)
In Fig. 21, we show the real and imaginary parts of the transmission spectrum
from Fig. 1 along with the CMT approximation as calculated using a sum similar
to that in Eq. (115), but using only the three QNMs with indices n ∈ {3, 4, 5]}.
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Figure 20: Top: QNM approximation to the total electric field similar to Fig. 18,
but calculated for a total field region defined by −(pi + 1)L/2 < x < L/2.
Bottom: Relative error as a function of position.
The bottom panel shows the associated relative error as well as the relative
error in the single QNM approximation using only n = 4; the minima in the
relative errors are at approximately 2% and 7%. As more QNMs are included in
the sum, the minimum error decreases and the bandwidth of the approximation
increases in a symmetric way around the center point.
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Figure 21: Top: Real (red) and imaginary (blue) parts of the transmission
through the dielectric barrier as a function of frequency. Dashed curves indicate
the CMT approximation using the three QNMs with n ∈ {3, 4, 5}. Bottom:
Relative error E(ω) = |TCMT(ω) − Tref(ω)|/Tref(ω). Dark shading shows the
error in the QNM approximation in the top panel, and light shading shows the
error in the single QNM approximation using only n = 4 (not shown in the top
panel).
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When using a modest number of QNMs, as in Fig. 21, it is useful to choose
the QNMs symmetrically around the frequency of interest. Indeed, while the
relative error is as low as a few percent at ωL/c = 4, it is on the order of unity at
ωL/c = 2. The rate of convergence, however, is expected to be independent of
the center point for the summation, so we can generally approximate Etot(x, ω)
either directly using Eq. (115) or as the sum of the incoming field and the
scattered field as in Eq. (118). The associated relative errors in the transmission
become simply the relative errors in the total field at x = L/2 as calculated using
either Eq. (116) or Eq. (119), respectively. Figure 22 shows the relative errors
in the transmission as a function of the number of QNMs in the sum. The
error in the direct total field QNM approximation appears to tend to zero in
a second order polynomial fashion, which we attribute to the special point at
the resonator boundary. The scattered field approach, which is inherently based
on integrating across the barrier, appears to inherit the first order polynomial
convergence, as was the case also for the relative integrated error, cf. Fig. 19.
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Figure 22: Convergence analysis for the CMT approximation to the transmission
through the dielectric barrier at the frequency ω0 = 4c/L. Red circles and
blue squares show the relative error EsN (L/2, ω0) in calculations based on the
scattered field in Eq. (118) or the relative error EN (L/2, ω0) in calculations
based on the total field in Eq. (115), respectively. Black lines show linear fits to
the last three data points.
Supplementary code
With the supplementary code [95] we provide the files necessary to reproduce
the scattering calculation in Fig. 18. We encourage interested readers to vary
the number of QNMs in the sum or change the left boundary of the total field
region to reproduce the curious example in Fig. 20.
5.1.4 Coupled mode theory for the plasmonic dimer
We now turn to the plasmonic dimer and consider the electromagnetic response
of the dimer when illuminated by a plane wave of magnitude E0 polarized along
the dimer axis. Figure 23 shows the broadband electric field at the position r0
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Figure 23: Magnitude of the local electric field at the point r0 in the middle
between the two gold spheres of the plasmonic dimer when illuminated by a
plane wave of magnitude E0 and polarization along the dimer axis. Red dashed
and full curves show the single- and two-QNM CMT approximations when using
F˜1(r) or F˜1(r) and F˜
∗
1(r), respectively, and gray shading shows the reference
calculation.
directly in the middle between the two spheres. As in the case of the Purcell
factor in Fig. 2, a number of distinct peaks are visible, each of which can be
attributed primarily to a single QNM. The peak maximum is found at ωd/2pic ≈
0.11, which corresponds roughly to the real part of ω˜1, cf. Eq. 11.
The QNM F˜1(r) is commonly referred to as the “dipolar mode” of the dimer,
because of the field pattern, which resembles the field between two particles with
opposite charges. From a physical point of view, this mode is therefore expected
to couple effectively to the incoming plane wave, wherefore it is also known as a
“bright mode”. Other modes are so-called “dark modes”, because they cannot
be effectively excited from the far field. Typically, the distinction between bright
and dark modes are inferred from symmetry considerations of the exciting field
and the QNMs as in Ref. [125], for example. The expression for the expansion
coefficient in Eq. (103) exactly captures the excitation of the different QNMs
by an incoming field, and hence provides a precise mathematical distinction
between bright and dark modes in general resonators.
Even if the QNM expansion is not formally convergent at the position of in-
terest between the two spheres, we can extend the region of convergence by the
procedure discussed in Section 4.3.1. In this case, for example, we can imagine
including a sphere of finite but vanishingly small permittivity difference between
the gold spheres making up the plasmonic dimer. Alternatively, we can embed
the entire dimer in a large sphere of vanishingly small permittivity difference
with respect to the background. In both cases, we expect then the QNM ex-
pansion to be convergent at the position r0. At the same time, the change in
the QNMs of interest can be made arbitrarily small, see also Section 5.3.4, so
the expansion coefficients an(ω) of any truncated series can be calculated sim-
ply by use of the QNMs of the original plasmonic dimer. The red dashed and
full curves in Fig. 23 show the magnitude of the CMT approximation to the
electric field when using either F˜1(r) or F˜1(r) and F˜
∗
1(r). As in the case of the
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dielectric barrier, the CMT approximation captures not only the magnitude,
but also the phase of the electromagnetic field. Focusing on the low-frequency
region, Fig. 24 shows the real and imaginary parts of the electric field reference
calculations, as well as the relative error. The relative error of the two-QNM
CMT approximation is below 0.05 over a large bandwidth and as low as a few
parts in a thousand at best.
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as a function of frequency.
5.2 Coupled resonators
When two electromagnetic resonators are placed in close proximity, we expect
them to couple to each other and produce new, hybridized resonances. Indeed,
this is a fundamental phenomenon, which can be observed in all areas of physics.
In the so-called tight binding approach, or the linear combination of atomic
orbitals (LCAO), the hybridized resonances of coupled, localized wave functions
can be calculated through the use of an overlap integral [126]. In this way, one
can immediately appreciate the origin of the coupling, and one can use this
methodology to enhance or suppress the coupling, or to calculate approximate
band structures, for example. The QNMs, however, are not localized, so we
cannot immediately apply the LCAO framework. The exponential divergence,
in particular, would lead to larger and larger overlap integrals if the distance
between the resonators was increased. Instead, we take a different approach
and use the QNMs of the individual resonators in combination with the Field
Equivalence Principle to set up a self-consistent set of equations for the scattered
field expansion coefficients of the compound system.
On the boundary of a given resonator, we assume that the scattered field at
frequency ω can be expanded as in Eq. (112). The scattered field is radiated
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away and may itself lead to scattering off another resonator. In this way, and
quite analogous to multiple scattering theory, we can set up a self-consistent
set of equations for the scattered field expansion coefficients b
(i)
m , where i now
counts the scatterers. By use of Eq. (109) with equivalent surface currents given
in terms of the QNM expansion in Eq. (112), the scattered field from resonator
j at position r is given as
Fscat(r, ω) = iωµ0
∑
n
b
(j)
n
ω − ω˜n
∫
∂V
GB(r, r
′, ω)
nˆ× g˜n(r′)
f˜n(r
′)× nˆ
 dA, (122)
where GB(r, r
′, ω) denotes the matrix Green tensor of the homogeneous back-
ground material. This field leads to a scattered field in resonators i 6= j, for
which the expansion coefficients are given by Eq. (114) with Fscat(r, ω) in place
of Fin(r, ω). Using a fixed number of QNMs in each resonator, one can use this
approach to set up a matrix eigenvalue equation for the expansion coefficients
of the coupled system of the form
b = B(ω)b, (123)
from which the QNMs of the coupled system can be found as the points where
the eigenvalues of the matrix B− 1 vanish. The procedure is thus very similar
to the expansion in terms of spherical wave functions discussed in Section 2.2.1,
but with the important difference that the basis functions are now the QNMs
of the individual resonators.
5.2.1 Coupled dielectric barriers
We now consider the system made from two copies of the dielectric barrier
in Section 1.3.1 that are positioned a distance of D = L apart. This system
does not allow a simple, closed form expression for the QNMs or the resonance
frequencies, and so we turn to numerical methods. In practice, we use a one-
dimensional formulation of the VIE formulation from Section 2.2.1, but we note
that these calculations can be performed with practically all the methods dis-
cussed in Section 2. For the particular choice of separation, we find two QNM
resonance frequencies close to ω˜1 of the single barrier system,
ω˜evenL/c = 0.948576736961− 0.098814034278i (124)
ω˜oddL/c = 1.145319154125− 0.092211949692i, (125)
which, upon inspection of the mode profiles, can be associated with an even and
an odd mode, as shown in Fig. 25.
To set up Eq. (123) for the double barrier system, we note that the bound-
aries of the resonators are simply the four points x−1 , x
+
1 , x
−
2 and x
+
2 , indicating
the left (−) and right (+) boundaries of resonators 1 and 2. Starting from
Eq. (114), we can use the wave equations to formulate b
(1)
m and b
(2)
m in terms of
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the electric field only as
b(1)m = B
(1)
m (ω)
[
E
(1)
inc(x
+
1 , ω)∂xf˜m(L/2)− f˜m(L/2)∂xE(1)inc(x+1 , ω)
−E(1)inc(x−1 , ω)∂xf˜m(−L/2) + f˜m(−L/2)∂xE(1)inc(x−1 , ω)
]
(126)
b(2)m = B
(2)
m (ω)
[
−E(2)inc(x−2 , ω)∂xf˜m(−L/2) + f˜m(−L/2)∂xE(2)inc(x−2 , ω)
E
(2)
inc(x
+
2 , ω)∂xf˜m(L/2)− f˜m(L/2)∂xE(2)inc(x+2 , ω)
]
, (127)
where
B(i)m (ω) =
c
2
ω∆
ω˜2i r − ω2B
, (128)
and the incoming fields E
(1/2)
inc (x, ω) are taken to be the scattered fields from
resonators 2/1. The propagation of the scattered fields is particularly simple in
one dimension, since it is done by a simple multiplication with the exponential
factor exp{±ikx}, where ± denotes the orientation of the normal vector at the
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boundary. Thus, the scattered fields impinging on resonators 1/2 are given as
E
(1)
inc(x, ω) = E
(2)
scat(x
−
2 , ω)e
−ik(x−x−2 ) (129)
E
(2)
inc(x, ω) = E
(1)
scat(x
+
1 , ω)e
ik(x−x+1 ). (130)
Expanding the scattered fields as in Eq. (112) symmetrically around n = 1,
E
(i)
scat(x, ω) =
1+N∑
n=1−N
b
(i)
n
ω − ω˜n f˜n(x), (131)
and inserting in Eqs. (126) and (127), we can immediately set up Eq. (123)
for a given choice of N and map out the corresponding frequency landscape
(not shown). We solve Eq. (123) by an iterative search to find the approximate
frequencies ω˜QNM and compare to the high accuracy reference calculations in
Eqs. (124) and (125). Figure 26 shows the relative error as a function of the
number of QNMs used in the expansion. Using only a single QNM in each
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Figure 26: Convergence analysis for the calculation of ω˜even (red circles) ω˜odd
(blue squares) of the double barrier system by means of a QNM expansion
showing the relative error EQNM = |ω˜QNM − ω˜ref|/|ω˜ref| as a function of num-
ber of QNMs used in the expansions (in each barrier). Black lines show the
corresponding fits to the last four data points.
resonator (case of N = 0) gives qualitatively correct results with relative errors
of 9% for ω˜even and 22% for ω˜odd, and in general we find that the relative
error decreases linearly with the number of QNMs used in the expansion, cf.
Fig. 26. The expansion of the double barrier QNMs in terms of the single
barrier QNMs thus appears to be convergent, which is in full agreement with
the analysis in Section 4.3.2 We remark, that since the proposed calculation
scheme relies on expansion of the scattered field in terms of QNMs inside the
resonators only, the limited region of convergence of the QNM expansions do
not affect the convergence of the coupled resonator calculations. Last, we note
that for this particular, example, the reference calculations were done with
two basis functions in each barrier, leading to the solution of a 4 × 4 matrix
equation problem. The last points in Fig. 26, in contrast, were calculated using
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a 1024× 1024 matrix equation. The coupled resonator approach, therefore, will
likely not be an effective way of calculating QNMs of general coupled resonators,
even if it is fundamentally a convergent scheme. Rather, we consider it to be
an interesting analytical tool to investigate the coupling mechanism between
QNMs in different resonators.
5.3 First order perturbation theory
If the material defining the electromagnetic resonator is slightly perturbed by
a local change ∆(r) or ∆µ(r), we expect to be able to calculate the dom-
inant change to the QNM resonance frequency using first-order perturbation
theory [19]. Indeed, we may in principle calculate the change in the QNM res-
onance frequency — as well as the changes in the QNM itself — to arbitrary
accuracy by going to perturbation theory of sufficiently high order. In practice,
the use of higher order perturbation theory quickly becomes cumbersome, espe-
cially in the so-called Rayleigh-Schro¨dinger formulation [127]. An alternative to
the Rayleigh-Schro¨dinger formulation — the Brillouin-Wigner formulation —
expresses the energy as an implicit series expansion [127]. Alternatively, as was
illustrated in Ref. [29], one can use the QNMs of the unperturbed system to
formulate a linear eigenvalue problem for the perturbed system.
5.3.1 Perturbations in the permittivity
To see how the normalization integral in Eq. (38) arises naturally in this process,
we write the defining equation for the m’th QNM of the perturbed system as
D F˜
′
(r, ω˜′) + iω˜′F˜
′
(r, ω˜′) = −iω˜′∆ F˜′(r, ω˜′), (132)
where ∆ = diag{∆(r)/r(r),∆µ(r)/µr(r)}, and
F˜
′
(r, ω′) = F˜m(r) + ∆F˜(r, ω
′) (133)
ω˜′ = ω˜m + ∆ω˜. (134)
Inserting in Eq. (132) and expanding to first order, we find that the perturbation
∆F˜(r, ω′) solves the equation{
D + iω˜m
}
∆F˜(r, ω′) + i∆ω˜F˜m(r) = −iω˜m∆ F˜m(r). (135)
Multiplying from the left with F˜
‡
m(r)W and integrating, we can use Eq. (27) to
find the expression
I∂V
(
F˜
‡
m(r),∆F˜(r, ω
′)
)
+ i∆ω˜〈F˜‡m(r)|F˜m(r)〉 = −iω˜n〈F˜
‡
m(r)|∆ F˜m(r)〉, (136)
which can be simplified by noting that ∆F˜(r, ω′) ≈ ∆ω˜∂ωF˜m(r), so that
∆ω˜
[
〈F˜‡m(r)|F˜m(r)〉 − iI∂V
(
F˜
‡
m(r),∆F˜(r, ω)
)]
= −ω˜m〈F˜‡m(r)|∆ F˜m(r)〉.
(137)
Last, writing out the expression for the surface integral and making use of
Eqs. (37) and (39), we can write the first-order correction in the form
∆ω˜ = −ω˜m〈F˜‡m(r)|∆ F˜m(r)〉. (138)
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In cases with ∆µ(r) = 0, this reduces to the well-known form
∆ω˜ = − ω˜m
2
∫
V
∆(r)f˜m(r) · f˜m(r)dV, (139)
as also found in Refs. [19, 27]. Higher-order perturbation theory with QNMs has
been treated in Refs. [21, 23, 27], and Ref. [28] treats the question of degenerate
perturbation theory. First-order perturbation theory of the resonance frequency
is easily performed with numerically calculated QNMs for which one does not
usually have easy access to the entire spectrum. Because of the coupling between
different QNMs, higher-order perturbation theory is best suited to geometries
where one has access to analytical expressions for the QNMs.
5.3.2 Shifting boundaries
Perturbation theory with shifting boundaries represents a non-trivial extension
of the theory, since the local change in material properties close to the bound-
ary of the resonator material will generally change in a non-perturbative way.
The problem has been solved by Lai et al.. [19] and by Johnson et al. [128] for
Hermitian eigenvalue problems, but for which the central arguments immedi-
ately carry over to the case of first-order perturbation theory of QNMs. For the
case of a resonator made from a non-magnetic material in a background with
permittivity B, we can, therefore, immediately infer that [19, 128]
∆ω˜m = − ω˜m
2
∫
∂V
[
(r − B) f˜‖m(r) · f˜‖m(r)
−
(
2r/B
r
−
2r/B
B
)
f˜⊥m(r) · f˜⊥m(r)
]
∆h(r) dA, (140)
in which ∂V is the surface of the original volume, r/B denotes the permittivity
of the material on the side of the interface where the field is evaluated, and
∆h(r) represents the local shift of the surface in the normal direction.
5.3.3 Perturbation theory for the dielectric barrier
To illustrate the practical use of Eq. (139), we use the one-dimensional example
of the dielectric barrier, for which the QNM resonance frequencies are known
analytically, cf. Eq. (5). Assuming the permittivity of the dielectric barrier is
changed by a small and constant amount ∆, we find from Eq. (139) that the
first order change in resonance frequency should be
∆ω˜m = − ω˜m
2
∆
∫ L/2
−L/2
f˜m(x)
2dx, (141)
where the electric field QNMs f˜m(x) are given by Eq. (2), and the normalization
integral is given by Eq. (47). Depending on the parity of m, the electric field
QNMs are proportional to either the sine or the cosine functions. By direct
integration, we find that we can write the result as
∆ω˜mL/c = − ∆
2n3R
[nRω˜mL/c + (−1)m sin{nRω˜mL/c}] , (142)
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which, by use of the explicit form for the resonance frequencies in Eq. (5), can
be simplified as
∆ω˜mL/c = − ∆
2n3R
[
nRω˜mL/c− i 2nRnB
n2R − n2B
]
. (143)
To assess the validity of this result, we can compare directly with the explicit
expression in Eq. (5), which is valid for all values of nR. Substituting nR + ∆n
in place of nR, we can make a series expansion around the point ∆n = 0
to find that the first order change in the resonance frequency is indeed given
by Eq. (143). Figure 27 shows the real and imaginary parts of ω˜4 when the
permittivity is changed by adding or subtracting as much as ∆ = ±5. The
first order approximation, as calculated from Eq. (143), provides the tangents
to the curves for the exact results in the point ∆ = 0, as expected.
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Figure 27: Top: Real (red circles) and imaginary (blue squares) parts of the shift
in the complex QNM resonance frequency ω˜4 as a function of permittivity change
∆ of the dielectric barrier. Dashed curves show the first order perturbation
theory result. Bottom: Absolute value of the difference between the exact result
and the first-order perturbation theory result.
5.3.4 Perturbation theory for the plasmonic dimer
To illustrate the influence of the vector nature of the QNMs, we consider the
case where a small sphere with radius R∆ and local constant permittivity change
∆ is inserted at the point r0 directly between the gold spheres of the plasmonic
dimer.
For simplicity, we approximate the integral by assuming the QNMs are con-
stant throughout the volume V∆ of the small sphere, in which case Eq. (139)
can be written as
∆ω˜1 − ω˜1
2
4piR3∆
3v1
∆, (144)
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where
vn =
〈〈F˜‡n(r)|F˜n(r)〉〉
r(r0)f˜2n(r0)
(145)
is the generalized effective mode volume of QNM n, as introduced for leaky
optical cavities in Ref. [17] and extended to the case of dispersive materials in
Ref. [18]. Since the location r0 is the same location that was chosen for the
scaling of the QNMs to unity in Section 3.4.3, the generalized effective mode
volume reduces to the QNM normalization integral in this case.
The assumption that the electric field QNM f˜1(r) is constant throughout
the volume ∆V is a remarkably good approximation, even for relatively large
spheres, as measured by the difference
∆V =
∫
V
f˜1(r) · f˜1(r)
f˜21 (r0)
dV − V∆, (146)
where V∆ =
4
3piR
3
∆ is the volume of the small sphere. For R∆ = 0.1R, the
relative difference is ∆V/V∆ ≈ 0.001, and for R∆ = 0.25R, it is ∆V/V∆ ≈ 0.006.
For the latter case, Fig. 27 shows the change in resonance frequency as a function
of ∆ along with the first-order perturbation theory result as calculated from
Eq. (144). The first order perturbation theory correctly captures only the initial
change and quickly breaks down as it is incapable of following the nonlinear
nature of the complex frequency change at larger values of the permittivity
change. Part of the reason for the breakdown can be related to the lack of
properly accounting for the vector nature of the QNM. To investigate this effect,
instead of working with changes in permittivity, we can treat the sphere as a
constant change in polarization of the form
∆P˜ ≈ α∆
V∆
f˜1(r0), (147)
where α∆ is the polarizability of a sphere with radius R∆ and permittivity ∆ =
r − B. Using B = 1 and the Clausius-Mossotti relation for the polarizability
of a sphere with radius R and permittivity r in the long wavelength limit,
αsph = 4pi0R
3 r − 1
r + 2
, (148)
we find α∆ = 4pi0R
3∆/(3−∆) and
∆P˜ = 0
∆
1 + ∆/3
f˜1(r0). (149)
The factor ∆/(1 + ∆/3) evidently plays the role of a linear susceptibility, so
we can immediately substitute it in place of ∆ in Eq. (144). In this way, we
obtain an approximation which is first order in the constant field, f˜1(r) ≈ f˜1(r0),
but which treats the change in polarization to all orders. The solid black curves
in Fig. 28 shows the results of this approach, which clearly captures the correct
resonance frequency change over a much larger range of permittivity changes
than the direct application of Eq. (144).
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Figure 28: Top: Real (red circles) and imaginary (blue squares) parts of the
shift in the complex QNM resonance frequency ω˜1 as a function of permittivity
change ∆ of a sphere with radius R∆ = R/4 in the center between the gold
spheres of the plasmonic dimer. Dashed curves show the first order perturbation
theory result, and full curves show the result of more properly accounting for
the vector nature of the QNM by use of the known polarizability of a small
sphere. Bottom: Relative difference E(∆) = |∆ω˜−∆ω˜1|/|∆ω˜| between the full
curves and the reference calculations in the top panel.
Shifting boundaries
As an example of the practical use of Eq. (140), we consider the shift in complex
resonance frequency ω˜1 from Fig. 2 resulting from increasing or decreasing the
size of the gold spheres. At each point on the surface, the (normalized) electric
field QNM f˜1(r) is split in a parallel and a normal component to enable the
evaluation of the integral in Eq. (140). Figure 29 shows the real part of the
differential contribution to the frequency shift plotted on the surface of the
dimer. Comparing to the field profile in Fig. 2, the shape of the QNM is partly
recognized by the relatively large contribution from the parts of the spheres
closest to the dimer center. By standard numerical integration, we can now
evaluate the surface integrals to find
∆ω˜1
∆R
d2
2pic
≈ −0.119440(1) + 0.009168(1)i. (150)
As a reference, we compare to high accuracy calculations of the resonance
frequency by use of the VIE method as detailed in Section 2.2.1. Figure 30
shows the movement of ω˜1 in the complex plane as a function of varying radius
of the spheres. The first-order perturbation result in Eq. (150) provides the
tangent to the curve in the point z = ω˜1 as expected.
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Figure 29: Real part of the differential contribution to the complex frequency
shift of ∆ω˜1/∆R in units of 2pic/d
2 plotted on the surface of the dimer.
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Figure 30: Zoom of the Complex QNM spectrum in Fig. 2 in the vicinity of
ω˜1. Full curve shows the movement of the complex resonance frequency when
changing the radius of the gold spheres continuously between 40 nm and 60 nm
as indicated. The dashed curve shows the tangent to the curve as given by first
order-perturbation theory with shifting boundaries.
5.4 Purcell factor calculations
The Purcell factor [16] is a common figure of merit for nanophotonic resonators
and provides a measure for the enhanced emission rate of an electric dipole
source inside the resonator relative to the emission in a homogeneous material.
In the so-called weak coupling regime, it is well known that the rate of spon-
taneous emission of a quantum emitter, with resonance frequency Ω and dipole
moment d = d ed, is proportional to the imaginary part of the transverse Green
tensor [129, 130],
Γ =
2Ω2
~0c2
d · Im{GEE⊥ (r0, r0,Ω)} · d, (151)
where ~ is the reduced Planck constant, and r0 is the location. It follows, that
the rate of emission is not an intrinsic property of the emitter, but depends also
on its position in the environment, as observed also experimentally using a num-
ber of different material systems, including fluorescing molecules in front of a
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dielectric mirror [131], Rydberg atoms in a superconducting cavity in Ref. [132],
and quantum dots in an optical micro cavity in Ref. [133].
Upon dividing the general result in Eq. (151) by the corresponding emission
in a homogeneous background medium of refractive index nR, for which we have
the relation
d · Im{GEEB (r0, r0,Ω)} · d = nRΩ6pic d2, (152)
we obtain the Purcell effect in the form
FP =
6pic
nRΩ
ed · Im
{
GEE⊥ (r0, r0,Ω)
} · ed. (153)
If the quantum emitter is placed in a resonator, we can expand the transverse
Green tensor by use of the QNMs. For instance, using the first of the expressions
in Eq. (92), we find
FP ≈ 3pic
3
nRΩ
ed · Im
{∑
m
f˜m(r0)[f˜m(r0)]
T
ω˜m(ω˜m − Ω)
}
· ed. (154)
When a single QNM f˜m(r0) is sufficient to adequately approximate the Green
tensor, and when the emitter frequency is tuned to coincide with the real part
of the QNM resonance frequency, Ω = ωm, we find the approximate relation
FP ≈ 3pic
3
nRωm
Im
{
i
f˜2m(r0)
ωmγm
}
. (155)
Last, using Q = ωm/2γm, as defined in Eq. (23), and r = n
2
R, we can write the
expression in the exact form due to Purcell [16],
FP ≈ 3
4pi2
(
λres
nR
)3
Q
Veff
, (156)
where λres = ωm/2pic is the (real) resonance wavelength, and the effective mode
volume Veff is calculated from the generalized effective mode volume vn from
Eq. (145) as
1
Veff
= Re
{
1
vm
}
. (157)
The expression for the emission rate in Eq. (151) is valid for emitters in the
vicinity nano photonic resonators made of general dispersive and absorptive
materials as long as the emitter is placed outside the material, which typically
are the positions of interest in physical realizations. For example, in the case of
the plasmonic dimer below, the emitter will be placed in vacuum at the position
directly in between the two spheres. The above derivations follow the approach
of Ref. [17]. An identical result was presented in the more general case of
dispersive and absorptive materials in Ref. [18], see also Refs. [63, 55, 56, 57, 58].
If the emitter is not tuned into resonance with the QNM, one can write the
approximate Purcell factor by multiplying a correction factor onto the expression
in Eq. (156), but it is typically much easier to work directly with the QNM Green
tensor expansion in Eq. (154), as we do below.
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5.4.1 Purcell factor in gap center of plasmonic dimer
The plasmonic dimer supports a large number of QNMs, some of which show up
as distinct peaks in scattering spectra or Purcell factor calculations, as noted
already in a somewhat qualitative manner in connection with Figs. 2 and 3. In
this Section, we discuss the practical application of the QNM approximations
in detail.
The red dashed curve in Fig. 2 shows the result of approximating the electric
field Green tensor by a single term as
GEE⊥ (r, r
′, ω) ≈ c
2
2
f˜1(r)f˜1(r
′)
ω˜1(ω˜1 − ω) . (158)
The approximate expression arguably captures the main qualitative features of
the spectrum around the resonance, and the relative error at the peak is as
low as a few percent. The agreement can be dramatically improved, however,
by using the symmetry property of the QNMs to ensure the correct crossing
behavior of the Green tensor. By adding to Eq. (158) the corresponding term
from the mode f˜∗1 (r) at the complex resonance frequency −ω˜∗1 , we find
GEE⊥ (r, r
′, ω) ≈ c
2
2
f˜1(r)f˜1(r
′)
ω˜1(ω˜1 − ω) +
c2
2
f˜∗1 (r)f˜
∗
1 (r
′)
ω˜∗1(ω˜
∗
1 + ω)
, (159)
the result of which is shown with the red solid curve in in Fig. 2. Moreover, in
this case, the peak relative error is of the order of just one part in a thousand,
and the range of validity of the approximation is greatly improved as well. It
is also interesting to note that using a single QNM approximation with the
alternative Green tensor expansion
GEE⊥ (r, r
′, ω) ≈ c
2
2
f˜1(r)f˜1(r
′)
ω(ω˜1 − ω) (160)
results in an approximation that is worse (not shown in Fig. 2) because of the
built-in divergence of the approximate Green tensor at ω = 0, which is not
present in the full (transverse) Green tensor.
As this example shows, even at the position r0 in the middle between the
spheres, where we do not expect the QNM expansion to converge to the correct
value of the Green tensor, an expansion in terms of a few QNMs can be a very
good approximation. For Purcell factor calculations as these, there is also the
interesting fact, that most emitters would themselves be treated one way or
another as having an intrinsic passive electromagnetic response. The passive
response of a quantum dot, for example, could be modeled as a tiny dielectric
sphere. Because of the small size, the inclusion of a tiny sphere will only cause a
perturbative shift in the lower lying QNMs, but the position r = r′ will be inside
the tiny sphere, wherefore the QNM expansion is expected to be convergent, as
discussed in Section 4.3.3.
Large bandwidth approximation
To obtain a deeper understanding of the convergence properties of the QNM
Green tensor expansion, it is illustrative to calculate it in a wider frequency
range that covers several resonances. The high-symmetry point between the
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two nano spheres is well suited for this purpose, because a large fraction of the
QNMs vanish at this point. Tables 1 and 2 in Appendix B list the complex
resonance frequencies as well as the generalized effective mode volumes of the
five first QNMs of interest in the region 0 < ωn < ωsp and γ1 ≤ γn, where
ωsp = ωp/
√
2 is the frequency at which the in-plane wave vector k‖(ω) of a
surface plasmon polariton on a planar Drude metal surface in air tends to infin-
ity [130]. In this limit, the associated in-plane wavelength λ‖(ω) = 2pi/k‖(ω),
which describes propagation along the interface, tends to zero, wherefore the fi-
nite curvature of the spheres becomes irrelevant and the spheres look locally like
plane surfaces. Nevertheless, the spherical shapes lead to a periodicity require-
ment on the QNMs, which can only be met at certain in-plane wavelengths. As
the spacing between the in-plane wavelengths becomes smaller, one can fit an
ever increasing number of oscillations around the sphere, and this effect shows
up as an accumulation point in the spectrum at ω ≈ ωsp. Figure 31 shows the
Purcell factor from Fig. 2 along with Purcell factors calculations based on Green
tensor approximations of the form
GEEN (r, r
′, ω) =
N∑
n=1
c2
2
f˜n(r)f˜n(r
′)
ω˜n(ω˜n − ω) +
c2
2
f˜∗n(r)f˜
∗
n(r
′)
ω˜∗n(ω˜∗n + ω)
, (161)
for increasing values of N . To simplify the notation, we dropped the “⊥” in
Eq. (161), since the QNM approximations are inherently transverse, as discussed
in Section 4.1.3. Each additional term in the sum results in the sampling of an
extra peak in the spectrum. To quantify the error, we consider the Purcell
factor difference ∆FP = FP,N − F refP , where FP,N is calculated with Eq. (153)
by substituting the QNM approximation to the Green tensor in Eq. (161), and
F refP is the reference calculation. From the plot of the relative error, the conver-
gence appears to be non-trivial (at least initially), in that, for a given peak in
the spectrum, the error is seen to initially drop as the corresponding QNM is
included in the sum, but then subsequently increase as more terms are added
and the width of the overall agreement increases. When including the first five
QNMs in the region with ωn < ωsp and γn ≤ γ1 , there is a residual relative
error on the order of several percent. Obviously, if the Green tensor expan-
sion is consistent, we expect that this error can be lowered by sufficiently many
additional QNMs. We note, that the estimated relative error in the numerical
calculation of both the QNMs and the reference spectrum are several orders of
magnitude lower than the disagreement Therefore, we trust that the observed
residual error in Fig. 31 is entirely due to the approximation in Eq. (161) and
is not the result of limited numerical accuracy. In practice, however, there will
be an infinite number of QNMs in the region of interest at smaller and smaller
distances to an accumulation point around ωsp. The ever decreasing distance
between the QNMs makes the numerical determination and normalization of
the modes increasingly difficult. For practical purposes, therefore, a controlled
approximation of the full spectrum by use of an expression such as Eq. (161)
with N →∞ seems to be prohibitively difficult for plasmonic resonators, unless
the QNMs can be calculated analytically. For dispersionless materials, or pos-
sible other materials which show no accumulation point in the spectrum, these
shortcomings may not be as severe. Nevertheless, the example arguably serves
to illustrate some general points about the power and shortcomings of QNM
Purcell factor calculations, namely that the QNM approximations in general
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Figure 31: Top: Purcell factor, Eq. (153), for a dipole oriented along the y-
axis at the position r0 in the center between the two gold spheres as in Fig. 2
but showing a larger bandwidth. Grey shading shows the reference calculation
F refP . The red dashed curve shows the approximate Purcell factor resulting from
Eq. (158), and the solid colored lines show the approximations FP,N resulting
from Eq. (153) by substituting the QNM approximations to the Green tensor
in Eq. (161) for increasing values of N . Red, green, blue, purple and dark grey
curves show the result FP,N withN = 1, 2, 3, 4, 5, respectively. The dashed verti-
cal line indicates the position of ωsp. Bottom: Relative error |∆FP(ω)|/|F refP (ω)|
corresponding to the calculations in the top panel.
are remarkably good when only the dominant QNMs are included, but the ac-
curacy or band width provided by more QNMs may not be worth the additional
computational costs and complexity of the model.
6 Conclusions
In this Tutorial, we have presented a bi-orthogonal approach to modeling elec-
tromagnetic resonators using QNMs, and used this approach, in combination
with examples of a dielectric barrier and a plasmonic dimer in one and three
dimensions, respectively, to analyze and illustrate the usefulness and limitations
of resonator models based on QNMs.
Starting from the QNMs as solutions to the Maxwell curl equation with the
Silver-Mu¨ller radiation condition, we have illustrated how a bi-orthogonal ap-
proach leads to a useful definition of adjoint QNMs and an associated projection
operator. When the operator is applied to project a QNM onto itself, it pro-
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vides a well-known formulation of the QNM norm. By applying the operator to
a certain class of electromagnetic field problems, including Green tensor calcu-
lations, one can derive formal expansions of the fields in terms of QNMs. For
the case of the Green tensor, we have discussed how this approach compares
to an alternative approach in which the QNMs are directly associated with the
residues of the analytical continuation of the Green tensor.
The question if and when the formal solutions are convergent and consis-
tent was discussed in some detail, building on ideas from the literature. Much
of the convergence analysis is based on the central enabling fact, that QNM
expansions of the electromagnetic Green tensor G(r, r′, ω) is possible for posi-
tions within the resonators and possibly beyond, depending on the parameters
of the resonator and position r′, as discussed in Section 4.3. In general, for a
given choice of r′, one can numerically trace out a region of convergence for
which the Green tensor expansion is expected to converge to the correct result
in the limit when infinitely many QNMs are included in the expansion. Even
then, in certain cases there might be additional contributions stemming from
branch cuts in the analytical continuation of the Green tensor. At positions
inside the region of convergence, the actual convergence is generally a relatively
slow function of the number of QNMs N ; for the dielectric barrier, where we
can investigate the convergence explicitly, we find it to be of the order 1/N in
general, cf. Figs. 9 and 26. For certain special points in the Coupled Mode
Theory (CMT) calculations, such as the center of the barrier and the rightmost
boundary, the QNM approximation was found to sometimes converge as 1/N2
as seen in Figs. 19 and 22.
Depending on the calculation method and level of accuracy, the computa-
tional costs for individual QNMs are relatively large. In combination with the
modest convergence properties, this means that the appeal of a QNM decom-
position is largest when the response of the system is governed mainly by a
few QNMs. In such cases, a QNM approach provides a physically appealing
and analytically tractable mode decomposition which is often very accurate.
In the transmission spectrum for the dielectric barrier in Fig. 1, the relative
error of the one and three QNM approximations are as low as seven percent
and two percent, respectively, as analyzed in Section 5.1.3. Similarly, in the
Purcell factor approximation in Fig. 2, the relative errors of the one and two
QNM approximations are as low as a few percent and one part in a thousand,
as discussed in Section 5.4.1.
The final part of the Tutorial was devoted to four examples of QNM model-
ing: Scattering calculations and CMT, coupled resonators, perturbation theory,
and Purcell factor calculations. The derivation of the scattering calculations in
Section 5.1 provided an interesting display of the importance of the radiation
conditions. Indeed, the total field in a scattering calculation does not fulfill the
radiation condition, and therefore cannot be expanded in terms of the QNMs
by use of the projection operator derived in Section 3.2. The scattered field,
however, does fulfill the radiation condition, and by splitting the total field in
an incoming and a scattered field part, the projection onto the QNMs lead to
a physically appealing expression in which the incoming field acts as a source
for the total field inside the resonator. To derive expressions for the scattered
field, one can instead work with an integral equation and the well-known QNM
expansion of the Green tensor. The same integral equation can be used to set
up a linear equation system for calculating the hybridized QNMs in coupled
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resonances, as illustrated in Section 5.2. Conceptually, such an approach is well
known from tight binding type theories, but the exponential divergence of the
QNMs outside the individual resonators complicates the formulation in practice.
Sec. 5.3 presented a number of applications of first-order perturbation theory
in order to illustrate how the QNM normalization integral arises naturally in
this process, and to show practical limitations and extensions, such as the case
of shifting boundaries and the use of the polarizability of small scatterers to
improve the accuracy. Lastly, in sec. 5.4 we discussed the use of QNMs in
the calculation of Purcell factors, and showed how the original formula due to
Purcell arises naturally from a single QNM approximation to the Green tensor.
We hope that this Tutorial can serve to illustrate how the use of QNMs pro-
vides a mathematically rigorous framework for the modeling of a multitude of
different phenomena associated with electromagnetic resonators. As argued in
the introduction, many models of resonator phenomena — such as laser models
or models for light propagation through coupled cavity-waveguide structures —
have been implicitly relying on a mode decomposition, although almost exclu-
sively by treating the cavity as a closed system and rarely by explicitly defining
the cavity modes as QNMs obeying a radiation condition. By fully exploiting a
QNM approach, one can usually obtain models of the same complexity, but with
explicit and precise definitions of the various parameters in the models such as
mode volumes and coupling constants.
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A Practical convergence studies
Contemporary modeling of electromagnetic scattering relies heavily on numer-
ical solutions of partial differential equations. These numerical solutions natu-
rally come with associated numerical errors, and it is therefore of considerable
interest to have a systematic way of estimating the accuracy. In this appendix,
we discuss how one can use the mathematical definitions of convergence and
consistency to assess the convergence and ultimately assign an estimated error
to a numerical calculation in a systematic way.
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A.1 Convergence and consistency
Any discretization will introduce some kind of parameter h controlling how fine
the discretization is. The implicit assumption is that, as the size of h is varied to
make the discretization finer and finer, the resulting calculated values become
closer and closer, so that the sequence of results is convergent:
Convergence (Cauchy criterion)
A sequence of numbers s1, s2, s3, ..., sn is convergent if for any  > 0, there exists
a number N , so that |sm − sn| <  for all n,m > N .
In practice, however, we require not only that a sequence is convergent, but
also that it tends to the correct result — a requirement known as consistency:
Consistency
A sequence of numbers s1, s2, s3, ..., sn is convergent with limit S if for any  > 0,
there exists a number N , so that |S − sn| <  for all n > N .
The ideas behind the two definitions are reflected in different approaches for
assessing the convergence of a given sequence, which we shall refer to as conver-
gence and consistency studies. Convergence studies rely on the Cauchy criterion
and therefore can be performed on any set of data. Consistency studies, on the
other hand, can only be applied to cases in which the result is known analyti-
cally. In such (rare) cases, one can directly plot the absolute or relative error as
a function of the parameter(s) limiting the accuracy. In both cases, if the norm
|S − sn| or |sm − sn| decrease in a systematic way as we increase the param-
eter(s) limiting the accuracy, we shall assume that the sequence is convergent.
As noted in the introduction, however, we should also be interested in somehow
estimating the error in the calculations. While this is straightforward in cases
where the result is known, it requires a bit of work (and additional assumptions)
for convergence studies based on the Cauchy criterion. Ideally, one should use
both approaches to assess the accuracy. Indeed, there can easily be systematic
errors that only appear in direct comparison to analytical solutions — this is the
case, for example, with reflections from PML boundaries. One would then first
check for consistency by use of an auxiliary problem with comparable physical
dimensions and materials and comparing to a high-accuracy reference calcula-
tion to identify the parameter(s) limiting the accuracy. Only thereafter does it
make sense to worry about the convergence properties and the accuracy of the
actual problem at hand.
In practical calculations, one can vary a (sometimes rather large) number
of parameters, and the error will depend stronger on some of these parameters
than on others. A prominent example of a parameter liming the accuracy is
the size of the discrete triangles making up the calculation mesh in a BEM
calculation, in which case the error is expected to vanish only in the limit of
vanishing discretization size. For a generic parameter h and a convergent series
of function values f(h) with limit f0, we can write the calculated value at any
h as the correct value plus an error term as
f(h) = f0 + E(h), (162)
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where E(h) → 0 for h → 0. Assuming that one can identify the parameters
limiting the accuracy, one can typically also identify the functional form of the
error term - even if one does not know the correct limit f0. To this end, the
observations in Sections A.1.1 and A.1.2 below may be of help.
In cases where we are able to obtain a model for the error term, we can
estimate the limiting value f0 by rewriting Eq. (162) as
f0 ≈ f(hmin)− E(hmin), (163)
where hmin is the smallest value of h used in the calculations. In addition to the
estimated value of f0, we shall generally use the absolute value of E(hmin) as a
conservative estimate of the numerical error on the estimated value. We write
the estimated numerical error in parenthesis immediately behind the digit(s) to
which it pertains. A value of pi ≈ 3.15(2) thus signifies that there is an estimated
error of ∆pi = ±0.02, so that we expect the true value of pi to lie in the interval
3.13 < pi < 3.17.
A.1.1 Polynomial convergence
In many numerical calculations, the error tends to zero in a polynomial fashion
for which we can write the dominant term as
E(h) = E0hα, (164)
where E0 and α are the initially unknown parameters characterizing the dom-
inant polynomial behavior. Assuming Eq. (162) to hold, we can eliminate the
unknown correct limit f0 by considering the difference
f(h)− f(xh) = E(h)− E(xh) (165)
= E0hα[1− xα] (166)
for x < 1. Taking the logarithm on both sides of the equation we then find that
log (f(h)− f(xh)) = α log(h) + log (E0[1− xα]) , (167)
so that one can conveniently extract the exponent in the (dominant) polynomial
error term by a simple fit of the logarithm of the differences as a function of the
logarithm of h. One can conveniently limit the numerical work, by only calculat-
ing the function at exponentially spaced values as f(h), f(xh), f(x2h), f(x3h), ... .
Traditionally, x = 1/2 is often used, corresponding to successively halving the
parameter h.
A.1.2 Exponential convergence
In some cases, the numerical error tends to zero for increasing p in an exponential
fashion as
E(p) = E0kp, (168)
for k < 1. To make this model fit with Eq. (162), we can set h = kp. As in
the case of a polynomial convergence, we can eliminate the unknown limit f0
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by forming the difference
f(p)− f(p+ q) = E0
[
kp − kp+q] (169)
= E0kp
[
1− kq], (170)
for q > 0. Taking the logarithm on both sides we find
log(f(p)− f(p+ q)) = p log(k) + log(E0[1− kq]), (171)
so that one can convenient extract the base k and subsequently the parameter
E0 from a simple fit of the logarithm of the differences as function of p.
B Calculation details for the plasmonic dimer
In the VIE calculations for the plasmonic dimer, the spherical wave functions
constitute a complete basis within the individual spheres. Therefore, we can
assume the expansion to converge to the correct solution in the limit lmax →∞,
provided the numerical solution of the matrix problem in Eq. (8) does not itself
introduce errors. In practice, there will be truncation errors associated with
the representation of the data in finite precision, but these errors are expected
to be at least thousand times smaller than the estimated errors below, so we
shall ignore them in this analysis. In practice, the calculations were performed
by assuming that the material parameters of the Drude permittivity is given
exactly by ~ωp = 7.9 eV and ~γ = 0.06 eV, which are similar to values that
have been found to provide a reasonable description for gold, see for example
Refs.[134, 135].
For the calculation of ω˜1, Fig. 4 shows, as a function of the cut-off parameter
lmax, the logarithm of D+1(lmax) = ω˜num(lmax) − ω˜num(lmax + 1). To a good
approximation, the data points for both the real and the imaginary parts in
Fig. 4 fall on a straight line, indicating an exponential convergence in both cases,
cf. the discussion in Section A.1.2. For the other QNM resonance frequencies
of interest, we find a similar behavior. Assuming that the finite value of lmax is
the dominating source of error in the calculation, we can use fitted values of k
and E0 in Eq. (168) to get a model for E(lmax). Rewriting Eq. (162) by setting
f0 = ω˜n and f(p) = ω˜num(p), we can then use the largest value of lmax = 8 to
estimate the true value as
ω˜n ≈ ω˜num(8)− E0k8. (172)
The calculated values are listed in Tab. 1 along with the estimated errors
∆ωn = |∆ωn − i∆γn|, which grow as a function of n, because all calculations
were performed with a fixed number of spherical wave functions set by lmax = 8.
The QNM wave functions of interest grow in complexity with increasing values
of n, and this translates into a slower rate of convergence and hence an increase
in numerical error for a given value of lmax. The associated generalized effective
mode volumes of the five QNMs are listed in Table 2. They were all calculated
using integration around the complex resonance frequency as described in Sec-
tion 3.4.3 with post processing of the data to estimate the numerical error as
described above.
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n ω˜nd/2pic |∆ω˜n|d/2pic
1 0.11057832294(5)− 0.03161631327(9) 1× 10−10
2 0.171958419(6)− 0.004371575(6)i 7× 10−10
3 0.19622876(2)− 0.00140568(9)i 3× 10−9
4 0.20561015(0)− 0.00117600(5)i 8× 10−9
5 0.2105409(5)− 0.0011639(6)i 1× 10−8
Table 1: Complex resonance frequencies of the QNMs of interest with non-
vanishing electric field components along the dimer axis at the point in the
center of the gap between the two spheres.
n v−1n d
3 |∆v−1n |d3
1 0.2101658(4)− 0.0527264(3)i 5× 10−7
2 0.0977(7)− 0.0013(3)i 1× 10−5
3 0.06278(0) + 0.00919(2)i 6× 10−6
4 0.0383(30) + 0.00091(2)i 4× 10−6
5 0.02185(7) + 0.00008(8)i 2× 10−6
Table 2: Generalized (inverse) effective mode volumes v−1n =
f˜2yn(r0)r(r0)/〈〈f˜n(r)|f˜n(r)〉〉 of the QNMs of interest with non-vanishing
electric field components along the dimer axis at the point in the center of the
gap between the two spheres.
C Dispersive materials
Upon adding Eq. (41), the governing matrix equation for the QNMs takes the
form

0 [0]
−1∇× −[0]−1
−[µ0]−1∇× 0 0
0ω
2
p(r) 0 −γ(r)


E(r, ω)
H(r, ω)
J(r, ω)
 = −iω

E(r, ω)
H(r, ω)
J(r, ω)
 , (173)
with J(r, ω) = 0 at positions outside the material. In the Drude model, the cur-
rent density is directly proportional to the electric field, so we do not introduce
additional boundary conditions for J(r, ω) at the boundary of the material. The
weight function in the inner product is extended to W = diag{0, µ0, [0ω2p]−1},
and the arguments of Sec. 3.2 can be repeated to find, that if F˜m(r) =
[f˜m(r), g˜m(r), j˜m(r)]
T is a solution to Eq. (22), where D is the matrix in Eq. (173)
and the electromagnetic fields obey the Silver-Mu¨ller radiation condition, then
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F˜
‡
m(r) = [f˜m(r),−g˜m(r),−j˜m(r)]T is a solution to Eq. (32), in which
D‡ =

0 −[0]−1∇× [0]−1
[µ0]
−1∇× 0 0
−0ω2p(r) 0 −γ(r)
 , (174)
and the electromagnetic fields obey the adjoint radiation condition. The pro-
jection operator in Eq. (35) can now be generalized as
〈〈F˜‡m(r)|F(r, ω)〉〉 =
1
20
∫
V
0f˜m(r) ·E(r, ω)− µ0g˜m(r) ·H(r, ω)
− j˜m(r)J(r, ω)/0ω2p dV
+
i
20(ω˜m − ω)
∫
∂V
[E(r, ω)× g˜m(r)− f˜m(r)×H(r, ω)] · n dA,
(175)
and the rest of the arguments in Sec. 3.2 remains valid, as do the arguments
surrounding the projection properties in Section 3.3. Note, that the surface
integral is unaffected, because the current density vanishes outside the material.
It is illustrative to rewrite the projection operator in terms of the electro-
magnetic fields only. From Eq. (173), it is clear that the current density is
directly proportional to the electric field,
J(r, ω) = 0
ω2p(r)
γ(r)− iωE(r, ω). (176)
Inserting this expression in Eq. (175), we can write the projection operator in
the compact form of Eq. (42).
D Calculation details for the dielectric barrier
The one dimensional example of a dielectric barrier represents the special case
of a dielectric slab in three dimensions, when considering only fields of perpen-
dicular incidence. For definiteness, we consider electromagnetic waves moving
along the x axis and choose the polarizations of the electric and magnetic fields
to be along the y and z axes, respectively. Writing E(r, ω) = E(x, ω)yˆ and
H(r, ω) = H(x, ω)zˆ, we find that the Silver-Mu¨ller radiation condition takes
the form
E(x, ω)→
√
µ0
B0
H(x, ω), x→∞, (177)
The general solutions to the wave equation is known to be a sum of forwards
and backwards propagating plane waves of the form E(x, ω) ∝ exp{±iωx/c}.
Therefore, if the radiation condition is satisfied in the limit x→∞, it must also
be satisfied at all finite values of x outside the scattering region. Considering
also positions left of the barrier, we can therefore rewrite the radiation condition
as a boundary condition in the exact form in Eq. (6), which is satisfied by both
the QNMs and the Green function for the dielectric barrier.
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D.1 QNMs of dielectric barrier
To calculate the QNMs of the dielectric barrier, we start with the Ansatz for
the electric field QNM
f˜m(x) =

Ame
−inBk˜mx x < −L/2
Bme
inRk˜mx + Cme
−inRk˜mx −L/2 < x < L/2
Dme
inBk˜mx L/2 < x
(178)
where k˜m = ω˜m/c. Because of the symmetry of the problem, the solutions
will be either even or odd with respect to the point x = 0. Therefore, we can
set Cm = (−1)mBm and Dm = (−1)mAm. Moreover, since the QNMs are
eigenfunctions, we can introduce a scaling of choice by setting Bm = 1. Finally,
for a given m we can then calculate Am using the continuity at x = −L/2 to
find the general form for the electric field QNM in Eq. (2). From the Maxwell
curl equation it now follows that the corresponding magnetic field QNM must
be of the form
g˜m(x) =
√
0
µ0

−nBAme−inBk˜mx x < −L/2
nR
(
einRk˜mx − (−1)me−inRk˜mx
)
−L/2 < x < L/2
(−1)mnBAmeinBk˜mx L/2 < x
. (179)
To calculate the complex QNM frequencies, we use the requirement of con-
tinuity of both f˜m(x) and g˜m(x). At x = −L/2 we find the conditions
Ame
inBk˜L/2 = e−inRk˜mL/2 + (−1)meinRk˜mL/2 (180)
and
−nBAmeinBk˜L/2 = nR
(
e−inRk˜mL/2 − (−1)meinRk˜mL/2
)
, (181)
and combining the two, we can eliminate Am to find the condition
(nR + nB)
2e−inRk˜L = (nR − nB)2einRk˜L. (182)
Rearranging the terms by expanding the squares, this relation can be rewritten
in the form of Eq. (4) for which the solutions are given in Eq. (5). Up to
a normalization factor, this completely specifies the QNMs of the dielectric
barrier.
D.2 Electric field Green function for the dielectric barrier
Combining the equations for GEE(r, r′, ω) and GHE(r, r′, ω) in Eq. (56), it fol-
lows that the electric field Green tensor solves the equation
∇×∇×GEE(r, r′, ω)− R(r, ω)ω
2
c2
GEE(r, r′, ω) = δ(r− r′). (183)
In the one dimensional case, we limit the discussion to the yˆyˆ component of the
dyadic, and we define G(x, x′, ω) = yˆ ·GEE(x, x′, ω) · yˆ. Writing out the curl
operator, we find that the one dimensional Green function solves the equation
∂2xxG(x, x
′, ω) + R(x, ω)k2G(x, x′, ω) = −δ(x− x′), (184)
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where k = ω/c, and we further impose the condition, that the Green tensor
should also satisfy the Silver-Mu¨ller radiation condition. To calculateG(x, x′, ω),
we choose a fixed x′ within the barrier and expand the function in forward and
backwards traveling waves in the various regions defined by x′ and the bound-
aries at x = ±L/2. For the case of x′ inside the resonator, this gives the ansatz
G(x, x′, ω) =

A(x′)e−inBkx x < −L/2
B(x′)einRkx + C(x′)e−inRkx −L/2 < x < x′
D(x′)einRkx + E(x′)e−inRkx x′ < x < L/2
F (x′)einBkx L/2 < x
, (185)
for which we must determine the six expansion coefficients. Demanding con-
tinuity of the Green function at x = ±L/2, we can express A(x′) and F (x′)
as
A(x′) = ei(nR−nB)kL/2C(x′) + e−i(nR+nB)kL/2B(x′) (186)
F (x′) = ei(nR−nB)kL/2D(x′) + e−i(nR+nB)kL/2E(x′), (187)
and by combining with the requirement of differentiability, we can eliminate
A(x′) and F (x′) to find the relations
C(x′) = αe−inRLB(x′) (188)
D(x′) = αe−inRLE(x′), (189)
in which α = (nR + nB)/(nR − nB). To find expressions for B(x′) and E(x′),
we combine the requirement of continuity at x = x′ and the requirement that
the Green function should be a solution to Eq. (184). To this end, we integrate
Eq. (184) from x = x′ −  to x = x′ +  to find the condition
lim
→0
{
G′(x′ + , x′, ω)−G′(x′ − , x′, ω)} = −1, (190)
where G′(x, x′, ω) denotes the derivative of G(x, x′, ω) with respect to x. In this
way, we find that B(x′) and E(x′) solve the equation einRkx′ −αe−inRkLeinRkx′
αe−inRkLe−inRkx
′ −e−inRkx′
B(x′)
E(x′)
 = − i
2nRk
 1
−1
 , (191)
for which we can write the solutions as
B(x′) = − i
2nRk
einRk(L−x
′) + α einRkx
′
einRkL − α2 e−inRkL (192)
E(x′) = − i
2nRk
einRk(L+x
′) + α e−inRkx
′
einRkL − α2 e−inRkL . (193)
Inserting in Eq. (185), this completely specifies the electric field Green function
for the dielectric barrier in the case where at least one of the two point x or x′
are inside the material.
From the expansion coefficients in Eqs. (192) and (193), we can find the
poles of the Green function as the solutions to the equation
einRkL = α2 e−inRkL, (194)
which is identical to the condition for the QNM resonance frequencies in Eq. (182).
In addition, the Green function has a pole at k = 0, which has consequences for
the QNM expansions, as pointed out in Section 4.1.1
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D.3 Region of convergence for the dielectric barrier
From the analytical form of the Green function, we can calculate the boundaries
of the region of convergence for the dielectric barrier, by analyzing the analytical
continuation of the Green tensor as discussed in Section 4.3. For x′ inside the
resonator, and x > L/2, we focus initially on the functional form of E(x′) as
given in Eq. (193) and investigate the behavior for complex values of k in the
lower half of the complex plane.
Simplifying the expression for E(x′) by the factor exp{inRkL}, we can
rewrite it as
E(x′) = R(k)
einRkx
′
+ α einRk(x
′−L)
1− α2 e−2inRkL , (195)
where R(k) = −i/2nRk is unimportant in determining the region of convergence.
The second term in the denominator tends to zero in an exponential fashion as
k is varied along any straight line downwards in the lower half of the complex
plane, and the first term in the numerator will be decisive in determining the
region of convergence. Combining Eqs. (189) and (187), we can write
F (x′)einBkx = (α+ 1)e−i(nR+nB)kL/2E(x′), (196)
and inserting Eq. (195), we find, that the numerator tends to zero when k is
varied along any straight line downwards in the complex plane, provided
nR(x
′ − L/2) + nB(x− L/2) < 0. (197)
As the position of x′ is varies towards the boundary from the inside, the region
of convergence closes in on the boundary from the outside. For x′ = L/2, a
detailed analysis shows that x = L/2 is not in the region of convergence. Due
to the symmetry of the problem, we can immediately infer a similar behavior
for x < L/2, and rewriting slightly, we find the general condition
−L
2
− nR
nB
(
L
2
+ x′
)
< x <
L
2
+
nR
nB
(
L
2
− x′
)
. (198)
E Independence of integration volume in Eq. (35)
Starting from Eq. (35) and considering any part of the volume with r(r) = B,
denoted by V ′B, we show below that the contribution to the entire integral from
this part vanishes.
Considering two volumes V and V + V ′B, as illustrated in Fig. 32, the con-
tribution to the projection operation from integration throughout V ′B can be
written as
IV ′B =
1
20
∫
V ′B
0Bf˜m(r) ·E(r, ω)− µ0g˜m(r) ·H(r, ω)dV ′B
+
i
20(ω˜m − ω)
∫
∂V ′B
[
H(r, ω)× f˜m(r) + E(r, ω)× g˜m(r)
]
· nˆ dA.
(199)
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V V ′B
Figure 32: Schematic showing an electromagnetic resonator in the form of two
spheres within an integration volume V . For calculations of the projection of
a field onto the QNMs, the additional integration through the volume V ′B does
not contribute.
Considering the first term in the surface integral, we can express the magnetic
field in terms of the electric field using the curl equation and apply Green’s
vector theorem of the first kind,∫
V
[∇×P] · [∇×Q]−P · ∇ ×∇×Q dV = ∫
∂V
nˆ · [P×∇×Q] dA, (200)
to find∫
∂V ′B
[
H(r, ω)× f˜m(r)
]
· nˆ dA = i
µ0ω
∫
V ′B
[∇× f˜m(r)] · [∇×E(r, ω)]
− f˜m(r) · ∇ ×∇×E(r, ω) dV.
(201)
Rewriting the first term using the curl equation, and the second term using the
electric field wave equation, we can further simplify the expression as∫
∂V ′B
[
H(r, ω)× f˜m(r)
]
· nˆ dA = −i
∫
V ′B
ω˜mµ0g˜m(r) ·H(r, ω) + ω0Bf˜m(r) ·E(r, ω) dV.
(202)
In a similar fashion, we can rewrite the second term in the surface integral as∫
∂V ′B
[E(r, ω)× g˜m(r)] · nˆ dA = i
∫
V ′B
ωµ0H(r, ω) · g˜m(r) + ω˜m0BE(r, ω) · f˜m(r) dV.
(203)
Finally, inserting the previous expressions in Eq. (199), we find that the contri-
butions from the surface integrals exactly cancel the volume integral, so that
I∂V ′B = 0. (204)
We conclude that the regions outside the scatterers do not contribute to the
value of the integral in Eq. (35), so one is free to choose any integration volume
of convenience as long as it contains the scatterers for which R(r) 6= B.
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F Region of completeness for the sphere
To investigate the region of completeness for the sphere, we shall focus initially
on the scalar electric field Green function g(r, r′, ω) of the Helmholtz equation
∇2g(r, r′, ω) + (r, ω)ω
2
c2
g(r, r′, ω) = δ(r− r′). (205)
As we shall see, the arguments leading to the region of convergence in the scalar
case are identical to those in the vectorial case. The scalar Green function fulfills
the Dyson equation
g(r′, r, ω) = gB(r′, r, ω) + k20
∫
gB(r
′, s, ω)∆(s, ω)g(s, r, ω)dV, (206)
in which k0 = ω/c, gB(r, r
′, ω) is the Green function of the homogeneous back-
ground material with permittivity B = n
2
B, and ∆(r, ω) = (r, ω)−B. For the
present calculations, we shall assume that the material of the sphere is homoge-
neous, so that ∆(r, ω) = ∆(ω) inside the sphere, and zero outside. The Green
function in the homogeneous background material can be written in terms of
the spherical Hankel function of the first kind as
gB(r, r
′, ω) =
ikB
4pi
h0(kB|r− r′|), (207)
where kB = nBω/c = nBk0.
Since we are ultimately interested in the limiting behavior of the Green
function g(r, r′,−iξ) in the limit ξ →∞, we shall make use of the fact that the
spherical Hankel functions of the first kind, in general, can be written in the
form [111]
hn(z) = Rn(z)e
iz, (208)
where [111]
Rn(z) =
i−(n+1)
z
n∑
k=0
(n+ k)!
k!Γ(n− k + 1)(−2iz)k (209)
is a rational function of polynomials; R1(z) = −(z + i)/z2, for example. Sim-
ilarly, since the spherical bessel function jn(z) can be written in terms of the
spherical Hankel functions of the first and second kind, we can write
jn(z) = Pn(z)e
iz +Qn(z)e
−iz, (210)
where Pn(z) and Qn(z) are rational functions of polynomials. Clearly, when z
is varied in the direction of the negative imaginary axis, terms with exp{iz} will
diverge (exponentially). As we shall see, the exponentially divergent terms will
be decisive in determining the region of convergence, whereas the terms with
exp{−iz} will be unimportant rest terms in the calculations below.
We consider the case of a single spherical and homogeneous resonator with
radius R. For our analysis r′ is inside the sphere and r is outside, as illustrated in
Fig. 33. The integral is over the volume of the sphere, and the general approach
shall therefore be to express the Green functions in terms of spherical Bessel and
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Or
r′
s
Figure 33: Schematic of a single homogeneous sphere with coordinates used for
the derivation of the region of convergence. In the calculations using the Dyson
equation, the background Green functions, which depend on the distances |r−r′|
and |r′ − s| (indicated by dashed lines), are reformulated in terms of vectors
defined with respect to the center of the sphere O.
Hankel functions defined with respect to the center of the sphere. For s > r′,
for example, we can write the spherical Hankel function as [109]
h0(kB|r′ − s|) = 4pi
∑
l,m
hl(kBs) {Y ml (ˆs)}∗ jl(kBr′)Y ml (rˆ′), (211)
where Y ml (vˆ) denotes the spherical harmonic of order l,m evaluated at the
direction of the vector v. Even if we do not know the explicit expression for
g(r′, r, ω) at this point, we know that we can expand it in terms of spherical
Bessel functions defined with respect to the center of the sphere as [42]
g(r′, r, ω) =
∑
ν,µ
jn(nRk0r
′)Y µν (rˆ
′)αν,µ(r, ω), (212)
where the unknown expansion coefficients αν,µ(r, ω) depend on both r and ω as
indicated.
Inserting now Eqs. (211) and (212), we can express the integral in Eq. (206)
in terms of spherical wave functions defined with respect to the center of the
sphere. For the angular part of the integration, the orthogonality relation [109]∫
Ω
Y mn (ˆs) {Y µν (ˆs)}∗ dΩ = δnνδmµ, (213)
where Ω denotes the surface of the sphere, leads to considerable simplifications.
For the integration over s we rewrite the spherical Bessel function as in Eq. (210).
Looking at the integrand of this expression, the limiting behavior is given by the
terms in the integrand with s > r′ and divergent exponential factors of the form
exp{ikBs} exp{inRkBs}. In particular, by treating the integral as a Riemann
sum, we can appreciate that there will be contributions to the integral with
exponential factors of the form exp{ikBR} exp{inRkBR}, and since s ≤ R, terms
with these factors will be the fastest growing terms. With this argumentation,
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we write the resulting expression in the form
g(r′, r, ω) = gB(r′, r, ω) +
∑
l,m
Rmaxl,m e
ikBReinRk0ReikBr
′
αlm(r, ω)
+ rest terms, (214)
where Rmaxl,m contains factors from Y
m
l (rˆ
′) and the rational functions multiplying
onto the spherical Hankel and Bessel functions; they depend at most in a non-
exponential manner on kB. As suggested by the superscript, the sum contains
the fastest growing exponential terms that will be decisive in determining the
limiting behavior of the Green function; the rest terms contain terms that grow
slower or decay (exponentially) to zero when kB is varied in the direction of the
negative imaginary axis.
Next, we rewrite the expression as
g(r′, r, ω) ≈ gB(r
′, r, ω)
1− Ξ , (215)
where
Ξ =
∑
l,m
Rmaxl,m αlm(r, ω)
eikBReinRk0ReikBr
′
g(r′, r, ω)
. (216)
The use of “≈” in Eq. (215) signifies that we dropped the rest terms in Eq. (214),
which are unimportant in the limit of interest. From Eqs. (210) and (212) we can
appreciate, that if g(r′, r, ω) tends to zero as kB is varied in the direction of the
negative imaginary axis, then αlm(r, ω) must also tend to zero in this limit —
and it must do this faster than exp{−inRkBr′}. One term in the expansion for
g(r′, r, ω) will tend to zero slower than the other terms. Denoting this term l = L
and m = M , we can simplify the fraction in Eq. (216) by exp{inRkBr′}αLM to
find
Ξ =
RmaxL,Me
ik0(nBR+nRR+nBr
′−nRr′)
1 + rest terms
+
∑
l 6=L
m6=M
Rmaxl,m
αlm(r, ω)
αLM (r, ω)
eik0(nBR+nRR+nBr
′−nRr′)
1 + rest terms
, (217)
where the rest terms in the numerators all tend to zero as kB is varied in the
direction of the negative imaginary axis. By construction, the limiting behavior
of Ξ is now governed by the first term in Eq. (217).
In the last step, we expand the background Green function gB(r
′, r, ω) in
spherical Hankel and Bessel functions defined with respect to the center of the
sphere using Eq. (211) and simplify the fraction in Eq. (215) by exp{ik0(nBR+
nRR+nBr
′−nRr′)}. In this way, we can see, that the Green function g(r′, r,−iξ)
tends to zero in the limit ξ →∞ if
r < R+
nR
nB
(R− r′). (218)
Thus, the region of convergence for the spherical resonator is itself a sphere with
the same center and with a radius which depends on r′. As r → R, the radius
of the region of convergence tends to the radius of the spherical resonator.
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Generalization to the tensor case
The electric field Green tensor in general satisfies the Dyson equation
GEE(r, r′, ω) = GEEB (r
′, r, ω) + k2B∆
∫
∆V
GEEB (r
′, s, ω)GEE(s, r, ω)dV, (219)
where the Green tensor in the homogeneous background material can be written
in terms of the scalar background Green function in Eq. (207) as
GEEB (r, r
′, ω) =
(
1 +
∇∇
k2B
)
gB(r, r
′, ω). (220)
As in the scalar case, even if we do not know the explicit expression, we know
that we can expand all components of GEE(r, r′, ω) in terms of spherical wave
functions as in Eq. (212). In this way, we can expand all terms in the integrand
to end up with 9 separate equations of the form in Eq. (214). The rest of the
argumentation remains valid, so we conclude that the region of convergence is
the same as in the scalar case in Eq. (218).
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