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a ﬁnite and non-integer, though rational, partitioning of Mersenne
numbers, i.e., those of form 2n − 1. This conjecture had arisen
from a pattern of values observed for interference coeﬃcients
present in a system of absorbers in transmission spectroscopy.
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simplifying the proof of the conjecture. The proof also establishes
the validity of related partitions for various number families, such
as even perfect numbers, in which a Mersenne number type of
factor is present.
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1. Introduction
The ﬁeld of combinatorics is the source of a variety of unusual relationships, among which are
many identities involving combinatorial sums. A substantial number of these have been published
in classical works, e.g., the monograph of Riordan [4]. However, a vast majority of such identities is
contrived in the sense that, starting with basic relationships and deﬁnitions involving factorials and
binomial coeﬃcients, it is possible to construct equations which, upon inspection, are not intuitively
obvious. Indeed, this is the case for some of the preliminary lemmas to be established here.
Occasionally, however, there will be a physical or phenomenological basis for suspecting an un-
usual identity. In this case the proof may be quite complex or perhaps the apparent relationship may
not even be valid for all parameter index values. One such example, related to a problem in analytical
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involve products of combinatorial terms, including a nested sum [1]. Although the term Mersenne
number is often used speciﬁcally for cases in which n is prime, here the terminology will be applied
to all numbers of the form 2n − 1. The conjecture, expressed in binomial coeﬃcient notation, states
that for all positive integers n the corresponding Mersenne number can be expanded as
2n − 1 =
[(
2n
n
)]−1 n∑
r=1
{(
n + 1
r
)(
2n − 2r
n − r
) r−12 ∑
k=0
(−1)k
(
2r
k
)(
n + 3r − 2k
r − 2k − 1
)}
(1)
where  r−12  indicates the largest integer not exceeding r−12 .
The origin of this conjecture arises from the analysis of a problem concerning the transmission
spectrum of radiation passing through a medium containing two absorbers of Lorentzian cross section
which differ only in the energy of maximum absorption. A Lorentzian cross section is given by
σ j(E j,Γ, E) = Γ
4(E − E j)2 + Γ 2
where E j is the energy of maximum absorption for species j. For two absorbing species having exactly
the same concentration parameter t and linewidth parameter Γ the transmittance will be T (E) =
e−tΓ [σ1(E)+σ2(E)] , which can also be written as
T (E) = e−tΓ σ1(E)e−tΓ σ2(E) =
{
1+
∞∑
n=1
[−tΓ σ1(E)]n
n!
}{
1+
∞∑
m=1
[−tΓ σ2(E)]m
m!
}
.
Hence,
T (E) = e−tΓ σ1(E) + e−tΓ σ2(E) − 1+
{ ∞∑
n=1
[−tΓ σ1(E)]n
n!
}{ ∞∑
m=1
[−tΓ σ2(E)]m
m!
}
.
The terms arising from the product of series will all contain the factor σ1(E)σ2(E), i.e.,
σ1(E)σ2(E) =
[
Γ
4(E − E1)2 + Γ 2
][
Γ
4(E − E2)2 + Γ 2
]
,
which approaches zero if |E1 − E2| becomes very large compared to the linewidth Γ . In such a case
the absorbers are essentially independent, and the transmission can be approximated as T ∗(E) =
e−tΓ σ1(E) + e−tΓ σ2(E) − 1. The product of series term which is omitted in this so-called independent
absorber approximation represents a kind of “interference” analogous to that arising in classical optics.
The coincidence of T (E) and T ∗(E) shown in Fig. 1 illustrates a case where the parameter values
allow such an approximation. Plots of T (E) and T ∗(E) for widely separated spectral line energies
show no noticeable difference in their respective integrated spectral areas, A and A∗ , relative to the
baseline T ≡ 1. We designate the magnitude of the difference as the “interference effect”, i.e., A =
|A∗ − A| = ∫∞−∞[T (E) − T ∗(E)]dE , which is illustrated in Fig. 2 for a case where the separation of the
two energies is much less than that shown in Fig. 1. As a boundary condition, when two symmetric
lines completely overlap, i.e., E2 → E1, the result is the same as if there were one line with twice as
large a concentration parameter, i.e., 2t , so that
[
T (E) − T ∗(E)]= e−2tΓ σ1(E) − [2e−tΓ σ1(E) − 1].
2168 R.T. Eakin / Journal of Number Theory 132 (2012) 2166–2183Fig. 1. Transmission T (E) and transmission function for independent absorbers T ∗(E) with Γ = Γ1 = Γ2 = 0.1; E1 = 0.25;
E2 = 0.75; and t = 0.8. In this case the two functions are nearly identical.
Fig. 2. Transmission T (E) and transmission function for independent absorbers T ∗(E) with Γ = Γ1 = Γ2 = 0.1; E1 = 0.45;
E2 = 0.55; and t = 0.8. In this case the independent absorber assumption does not give a close approximation and the “inter-
ference” effect of the line overlap is manifested as A, shown by the shading between the two spectral lines.
Terminology from spectroscopy can be eliminated by letting Z(t) ≡ 2A
Γ
and x ≡ 2(E−E1)
Γ
. This gives
as the underlying expression of interest
Z(t) =
∞∫ [
1− e− t1+x2 ]2 dx. (2)
−∞
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[
1− e− t1+x2 ]2 = [2− 2e− t1+x2 ]− [1− e− 2t1+x2 ], (3)
thus providing two ways of evaluating (2). Using the right hand side of (3) for the integrand and
applying elementary calculus methods gives one particular representation of Z(t):
Z(t) = π
∞∑
p=2
{[
2p−1 − 1] (−1)p+1(2p − 2)!
4p p![(p − 1)!]2
}
t p. (4)
A more complicated procedure for evaluation involves expressing the integrand as the square of a
power series
[
1− e− t1+x2 ]2 =
[
−
∞∑
p=1
(−1)p
p!(1+ x2)p t
p
]2
and performing contour integration around the upper half plane containing the non-simple pole at
x = i. This procedure [1] leads to the expression
Z(t) = π
∞∑
p=2
{
(−1)p+1
p!
(2p − 2)!
4p[(p − 1)!]2
p−1∑
r=1
h(p, r)
}
t p (5)
where, using binomial coeﬃcient representation,
h(p, r) ≡
p∑
m=1
p−m−1∑
q=0
q∑
y=0
m+y∑
ζ=0
m+q+ζ∑
ξ=0
1
2 (−1)m+ξ+r[(−1)q + (−1)ζ ](2p−2
p−1
) (p
m
)(
2p − 2m − 2− q
p −m − 1
)
×
(
m − 1+ q − y
m − 1
)(
m − 1+ y
y
)(
m + y
ζ
)(
m + q2 + ζ2
ξ
)(
m + y − ξ
r
)
.
The inﬁnite power series expansion for Z(t) must be unique, requiring that there be term by term
correspondence of the coeﬃcients of t p in Eqs. (4) and (5). Equating coeﬃcients of each expression
and dividing through by common factors produces the combinatorial identity 2p−1 −1 =∑p−1r=1 h(p, r),
which with a change of variable p → n + 1 can be expressed as
2n − 1 =
n∑
r=1
β(n, r) (6)
where
β(n, r) ≡
n+1∑
m=1
n−m∑
q=0
q∑
y=0
m+y∑
ζ=0
m+q+ζ∑
ξ=0
1
2 (−1)m+ξ+r[(−1)q + (−1)ζ ](2n
n
) (n + 1
m
)(
2n − 2m − q
n −m
)
×
(
m − 1+ q − y
m − 1
)(
m − 1+ y
y
)(
m + y
ζ
)(
m + q2 + ζ2
ξ
)(
m + y − ξ
r
)
. (7)
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mations, with the number of terms escalating rapidly as n increases. These can be evaluated by
computer up through n = 29, 1  r  n, with 36 decimal digit precision integer arithmetic. For ex-
ample, the ﬁrst few values of n give for β(n, r)
β(1,1) = 1,
β(2,1) → β(2,2) = 1,2,
β(3,1) → β(3,3) = 6
5
,
9
5
,4.
Of course these values of β(n, r) ﬁt the hierarchal type relationship involving ﬁve-fold nested sum-
mations from which they were generated, as given in (7). It would be interesting, though, if they
could be expressed as simpler functions of the parameters n and r. A general pattern is not readily
transparent, but a ﬁrst step in obtaining a simpliﬁcation is to transform the function to one whose
values are apparent integers. Such is the case if ρ(n, r) is deﬁned by
ρ(n, r) ≡
[ (2n
n
)
(2n−2r
n−r
)][ r
n + 1
]
β(n, r). (8)
Computer calculation shows that, indeed, for 1  n  29, 1  r  n, all values of ρ(n, r) are whole
integers. For example the ﬁrst few values of n give for ρ(n, r)
ρ(1,1) = 1,
ρ(2,1) → ρ(2,2) = 1,8,
ρ(3,1) → ρ(3,3) = 1,9,60.
Close examination of all computed values of ρ(n, r) shows that they coincide with the values of a
function s(n, r) deﬁned by
s(n, r) ≡
 r−12 ∑
k=0
(−1)k
(
2r
k
)(
n + 3r − 2k
r − 2k − 1
)
. (9)
Since this empirical coincidence of ρ(n, r) and s(n, r) holds for all 435 individual cases involving 36
or fewer decimal digits, a reasonable general hypothesis is
ρ(n, r) = s(n, r) (10)
for all n  1, 1  r  n. While such a simpliﬁcation would retain the complexity of a summatory
function, at least the internal nesting would be eliminated. By deﬁning
ψ(n, r) ≡
[(2n−2r
n−r
)
(2n
n
) ][n + 1
r
]
s(n, r) (11)
the general hypothesis in (10) can also be expressed, using (8), as
β(n, r) = ψ(n, r). (12)
R.T. Eakin / Journal of Number Theory 132 (2012) 2166–2183 2171A corollary of (12), as a consequence of (6), is the conjecture
2n − 1 =
n∑
r=1
β(n, r) =
n∑
r=1
ψ(n, r). (13)
Then, using the deﬁnitions given in (9) and (11) to express ψ(n, r), the conjecture stated in (13) is
converted into the form given in (1).
A further compelling indication that the conjecture given in (1) is valid in general for all positive
integers, in addition to the observed empirical coincidence given by (10), is provided by computer
veriﬁcation of the equality using arbitrary precision integer arithmetic to evaluate the single-nested
summation. Using this method, the range of validity has been extended up through n = 508, i.e., for
all Mersenne numbers  2508 − 1.
2. Basic tools from combinatorics and complex analysis
Though a bit trivial we should mention a few elementary combinatorial relationships merely so
that they may be referenced later when being used in proofs. Occasionally we will use the symmetry
relationship
(
n
m
)
=
(
n
n −m
)
(14)
with the convention
(
n
m
)
m>n0
= 0. (15)
Likewise, we will have occasional need for the expansion
(1+ x)n =
n∑
m=0
(
n
m
)
xm =
n∑
m=0
(
n
m
)
xn−m. (16)
By deﬁning the operator
D(m)x ≡ 1m!
dm
dxm
and applying it to the function xn gives
D(m)x x
n =
(
n
m
)
xn−m. (17)
Similarly, D(m)x x
−n = (−1)m(n+m−1m )x−n−m so that
(−n
m
)
= (−1)m
(
n +m − 1
m
)
. (18)
2172 R.T. Eakin / Journal of Number Theory 132 (2012) 2166–2183When the operator D(m)x is applied to a product of two functions, f (x)g(x), the result is
D(m)x f (x)g(x) =
m∑
k=0
[
D(k)x f (x)
][
D(m−k)x g(x)
]
. (19)
Additional tools for use in developing proofs of combinatorial identities arise from applications
of complex analysis. In particular, the use of an integral representation of combinatorial terms has
proven to be quite powerful. This methodology is given in detail in the monograph of Egorychev [2].
The relationships relevant to the proof of the conjectured identity for Mersenne numbers will again
be presented here merely as a convenience for later reference. Foremost among these is the Cauchy
integral formula
1
2π i
∮
c
f (z)
(z − x)m+1 dz =
[
D(m) f (z)
]∣∣
z=x (20)
and the special case for m = 0
1
2π i
∮
c
f (z)
(z − x) dz =
[
f (z)
]∣∣
z=x. (21)
Of particular usefulness is the expression for binomial coeﬃcients
(
n
m
)
= 1
2π i
∮
(1+ z)n
zm+1
dz (22)
obtained from the generating function f (z) = (1+ z)n .
If f (z) = (1− 4z2)− 12 a similar integral representation of (2nn ) is obtained:
(
2n
n
)
= 1
2π i
∮
(1− 4z2)− 12
zn+1
dz. (23)
If the function f (z) is itself another contour integral, or if it is a sum, then the interchange of the
orders of summations and integrations is possible for ﬁnite series and is valid for inﬁnite series if the
contour is chosen to assure uniform convergence. Thus if we generically designate summation and
contour integration operators symbolically as O then
O 1 f (x)O 2g(x) = O 1
[
O 2 f (x)g(x)
]= O 2[O 1 f (x)g(x)] (24)
over all permutations of operator pairs. A ﬁnal basic equation that will be used extensively is the sum
of a geometric series
∞∑
k=0
xk = 1
1− x . (25)
In addition to these classical methods, closed form expressions for certain hypergeometric sums can
be veriﬁed using the WZ method of proof certiﬁcates developed by Wilf and Zeilberger [5]. This
method produces a proof certiﬁcate R(n,k) that is a rational function of a boundary parameter n and
a counting index k.
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There are nine preliminary lemmas that will be useful in the ﬁnal proof of the original conjecture.
These will be established here.
Lemma 1. For all non-negative integers n,
{
D(n)x
[
x−r−1(1+ x)2r−1]}∣∣x=1 = 22r−n−1
n∑
k=0
(−2)k
(
r + k
k
)(
2r − 1
n − k
)
.
Proof. Using the product rule given in (19),
D(n)x
[
x−r−1(1+ x)2r−1]= n∑
k=0
[
Dkxx
−r−1][D(n−k)x (1+ x)2r−1].
By (17), the ﬁrst factor of each term on the right hand side is
(−r−1
k
)
x−r−1−k and the second factor is(2r−1
n−k
)
(1+ x)2r−1−(n−k) . Thus
D(n)x
[
x−r−1(1+ x)2r−1]= n∑
k=0
(−r − 1
k
)
x−r−1−k
(
2r − 1
n − k
)
(1+ x)2r−1−(n−k).
Then, using (18) to evaluate
(−r−1
k
)
and setting x = 1 gives the lemma. 
Lemma 2. For all positive integers n,
{
D(n)x
[
xp(1+ x)q]}∣∣x=1 =
n∑
k=0
2q−k
(
p
n − k
)(
q
k
)
.
Proof. Using the product rule given in (19),
D(n)x
[
xp(1+ x)q]= n∑
k=0
[
D(n−k)x xp
][
D(k)x (1+ x)q
]
.
By (17), the ﬁrst factor of each term on the right hand side is
( p
n−k
)
xp−n+k and the second factor is(q
k
)
(1+ x)q−k . Thus
D(n)x
[
xp(1+ x)q]= n∑
k=0
(
p
n − k
)
xp−n+k
(
q
k
)
(1+ x)q−k
and setting x = 1 gives the lemma. 
Lemma 3. For all positive integers r,
{
D(n)x
[
x−r−1(1+ x)2r−1(x− 1)]}x=1 =
2r−1∑
k=0
(
2r − 1
k
)(
k − r − 1
n − 1
)
.
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x−r−1(x− 1)
2r−1∑
k=0
(
2r − 1
k
)
x2r−1−k =
2r−1∑
k=0
(
2r − 1
k
)
xk−r−1(x− 1) (26)
and the D(n)x operator can be brought inside the summation. The product rule of Eq. (19) can then be
applied:
D(n)x x
k−r−1(x− 1) =
n∑
p=0
{
D(p)x x
k−r−1}{D(n−p)x (x− 1)}.
Using Eq. (17), the ﬁrst factor becomes
(k−r−1
p
)
xk−r−1−p which is just
(k−r−1
p
)
when evaluated at x = 1.
The second factor will vanish unless p = n−1 or p = n. If p = n, then the second factor will be (x−1)
which also vanishes at x = 1, and will reduce to unity if p = n − 1. Thus
{
D(n)x x
k−r−1(x− 1)}∣∣x=1 =
(
k − r − 1
p
)∣∣∣∣
p=n−1
=
(
k − r − 1
n − 1
)
which, when used in conjunction with Eq. (26), veriﬁes the lemma. 
Lemma 4. For all positive integers r,
2r−1∑
k=0
(
2r − 1
k
)(
k − r − 1
q − 1
)
=
2r−1∑
k=0
(−1)q−1
(
2r − 1
k
)(
q + r − k − 1
q − 1
)
. (27)
Proof. The summation over k on the right hand side of (27) can be extended to ∞ using (15). After
converting the binomial coeﬃcients to integral representations according to (22) and interchanging
the order of summation and integration, the result is
2r−1∑
k=0
(
2r − 1
k
)(
k − r − 1
q − 1
)
= 1
2π i
∮
(1+ v)−r−1
vq
[
1
2π i
∮
(1+ u)2r−1
u
∞∑
k=0
(
1+ v
u
)k
du
]
dv
which can be further simpliﬁed by evaluating the geometric series by (25) and the resulting residue
at u = 1+ v according to (21). This yields
2r−1∑
k=0
(
2r − 1
k
)(
k − r − 1
q − 1
)
= 1
2π i
∮
(1+ v)−r−1
vq
[
(1+ v) + 1]2r−1 dv. (28)
The factor [(1+ v) + 1]2r−1 in (28) can be expanded by (16), the order of integration and summation
interchanged, and the resulting integral transformed to a binomial coeﬃcient using (22) to give
2r−1∑(2r − 1
k
)(
k − r − 1
q − 1
)
=
2r−1∑(2r − 1
k
)(
r − k − 2
q − 1
)
. (29)k=0 k=0
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and then setting x = 1 yields
2r−1∑
k=0
(
2r − 1
k
)(
k − r − 1
q − 1
)
= {D(q−1)x x−r−1(1+ x)2r−1}∣∣x=1. (30)
Thus, using Lemma 1 to evaluate the right hand side of (30),
2r−1∑
k=0
(
2r − 1
k
)(
k − r − 1
q − 1
)
= 22r−q
q−1∑
k=0
(−2)k
(
r + k
k
)(
2r − 1
q − 1− k
)
. (31)
With the change of counting index, p = q − 1 − k, in the right hand side summation, extending the
summation over p to ∞ by (15), using the integral expression of the binomial coeﬃcients as given
in (22), and interchanging the order of summation and integration, Eq. (31) can be expressed as
2r−1∑
k=0
(
2r − 1
k
)(
k − r − 1
q − 1
)
= 22r−q(−2)q−1
(
1
2π i
)∮
(1+ u)r+q−1
uq
×
{
1
2π i
∮
(1+ v)2r−1
v
∞∑
p=0
[ −u
2(1+ u)v
]p
dv
}
du. (32)
Evaluating the geometric series in (32) using (25) and obtaining the residue at v = − u2(1+u) according
to (21) gives
2r−1∑
k=0
(
2r − 1
k
)(
k − r − 1
q − 1
)
= (−1)q−1
(
1
2π i
)∮
(1+ u)q−r
uq
(2+ u)2r−1 du.
Then, expanding the factor (2 + u)2r−1, equivalent to [(1+ u) + 1]2r−1, using (16), interchanging the
order of integration and summation, and converting the remaining integral to a binomial coeﬃcient
as in (22), yields the lemma as stated in (27). 
Lemma 5. For all positive integers n,
n−1∑
p=0
(−1)p
(
n + 1
p + 2
)(
r − k + p
p
)
=
(
n + k − r
k − r + 1
)
.
Proof. Create a function f (n, p) by dividing the summand of the left hand side by the expression on
the right hand side. The WZ method then gives a proof certiﬁcate
R(n, p) = −
[
p(p + 2)
(n − p)(n − r + k + 1)
]
. 
Lemma 6. For all positive integers r,
2r−1∑
k=0
(
2r − 1
k
)(
n + k − r
k − r + 1
)
=
r∑
p=0
(
2r − 1
p
)(
n + r − 1− p
n − 1
)
. (33)
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Thus, letting q → k − r + 1 and using (14),
2r−1∑
k=0
(
2r − 1
k
)(
n + k − r
k − r + 1
)
=
r∑
q=0
(
2r − 1
r − q
)(
n + q − 1
n − 1
)
. (34)
Multiplying the right hand side of (34) by x(n+q−1)−(n−1) , sequentially applying (17) and (19), then
setting x = 1 gives
2r−1∑
k=0
(
2r − 1
k
)(
n + k − r
k − r + 1
)
=
{
n−1∑
k=0
[
D(n−1−k)x xn−1
][
D(k)x
r∑
q=0
(
2r − 1
r − q
)
xq
]}∣∣∣∣∣
x=1
. (35)
Evaluation of (35) using (17) yields
2r−1∑
k=0
(
2r − 1
k
)(
n + k − r
k − r + 1
)
=
n−1∑
k=0
(
n − 1
k
) r∑
q=0
(
2r − 1
r − q
)(
q
k
)
. (36)
Then, letting p → r − q and rearranging the order of summations in (36) according to (24) gives
2r−1∑
k=0
(
2r − 1
k
)(
n + k − r
k − r + 1
)
=
r∑
p=0
(
2r − 1
p
)n−1∑
k=0
(
n − 1
k
)(
r − p
k
)
. (37)
After extending the summation over k to ∞ using (15), converting binomial coeﬃcients to integral
representations using (22), and interchanging the order of summation and integration, Eq. (37) can be
written as
2r−1∑
k=0
(
2r − 1
k
)(
n + k − r
k − r + 1
)
=
r∑
p=0
(
2r − 1
p
)(
1
2π i
)∮
(1+ u)n−1
u
×
{
1
2π i
∮
(1+ v)r−p
v
∞∑
k=0
(
1
uv
)k
dv
}
du.
Then applying (25) to the geometric series, evaluating the resulting residue at v = 1u by (21), and
transforming the result back to binomial coeﬃcient representation using (22) yields the lemma as
stated in (33). 
Lemma 7. If n is a positive integer and k is an integer less than n, then
n−1∑
q=0
2n−2k+q
(
k
q
)(
2n − 2k − 1
n − q − 1
)
=
2n−2k−1∑
p=0
(
2n − 2k − 1
p
)(
2n − 1− k − p
n − 1
)
. (38)
Proof. Multiplying the right hand side of (38) by x(2n−1−k−p)−(n−1) , applying (17), then setting x = 1
gives
n−1∑
q=0
2n−2k+q
(
k
q
)(
2n − 2k − 1
n − q − 1
)
= {D(n−1)x xk(1+ x)2n−1−2k}∣∣x=1. (39)
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n−1∑
q=0
2n−2k+q
(
k
q
)(
2n − 2k − 1
n − q − 1
)
=
n−1∑
p=0
22n−2k−1−p
(
k
n − 1− p
)(
2n − 2k − 1
p
)
. (40)
Then, with a change of counting index, q → n − 1 − p in the right hand side summation of (40) and
terminating the summation at q = k using (15) gives the lemma as stated in (38). 
Lemma 8. For all non-negative integers k,
k∑
m=0
(
k
m
)(
2n − 1− k −m
n − k
)
=
k∑
q=0
2q
(
k
q
)(
2n − 2k − 1
n − q − 1
)
. (41)
Proof. Expanding the factor 2q in the right hand side of (41) according to (16) when the parameter x
in that equation is set to 1 gives
k∑
m=0
(
k
m
)(
2n − 1− k −m
n − k
)
=
k∑
q=0
(
k
q
)(
2n − 2k − 1
n − q − 1
) q∑
m=0
(
q
m
)
. (42)
The summation over m can be extended to m = k in the right hand side of (42) using (15), and the
order of summations interchanged, giving
k∑
m=0
(
k
m
)(
2n − 1− k −m
n − k
)
=
k∑
m=0
(
k
m
) k∑
q=0
(
k −m
q −m
)(
2n − 2k − 1
n − q − 1
)
. (43)
Now the summation over q in the right hand side of (43) can be extended to ∞ using (15), the
binomial coeﬃcients transformed to integral representation using (22), and the order of summation
and integration interchanged, yielding
k∑
m=0
(
k
m
)(
2n − 1− k −m
n − k
)
=
k∑
m=0
(
k
m
)(
1
2π i
)∮
(1+ v)2n−2k−1
vn
×
{
1
2π i
∮
(1+ u)k−m
u−m+1
∞∑
q=0
(
v
u
)q
du
}
dv.
Then, applying (25) to the geometric series, evaluating the resulting residue at u = v by (21), and
converting the remaining integral back to a binomial coeﬃcient according to (22) gives the lemma as
stated in (41). 
Lemma 9. For all non-negative integers n,
(
2n
n
)
=
n∑
r=0
{
2−2r
(
2r
r
) r∑
k=0
(
r
k
)(
2n − r − 1− k
n − k − 1
)}
. (44)
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ing the order of summations gives
(
2n
n
)
=
∞∑
k=0
∞∑
r=0
4−r
(
2r
r
)(
r
k
)(
2n − r − 1− k
n − k − 1
)
.
Using the integral representation in (23) for
(2r
r
)
and that given in (22) for the other two binomial
coeﬃcients allows the lemma to be stated as
(
2n
n
)
=
∞∑
k=0
∞∑
r=0
4−r
[
1
2π i
∮
(1− 4u)− 12
ur+1
du
][
1
2π i
∮
(1+ v)r
vk+1
dv
]
×
[
1
2π i
∮
(1+ w)2n−r−1−k
wn−k
dw
]
. (45)
Interchanging the order of summation and integration in (45) gives
(
2n
n
)
=
∞∑
k=0
1
2π i
∮
(1+ w)2n−k−1
wn−k
{
1
2π i
∮
(1− 4u)− 12
u
×
{
1
2π i
∮
1
vk+1
∞∑
r=0
[
(1+ v)
4u(1+ w)
]r
dv
}
du
}
dw. (46)
The internal geometric sum can be evaluated using (25) as
∞∑
r=0
[
(1+ v)
4u(1+ w)
]r
=
[
1
1− (1+v)4u(1+w)
]
=
{
4u(1+ w)
[4u(1+ w) − 1] − v
}
.
Inserting this value into (46) gives
(
2n
n
)
=
∞∑
k=0
1
2π i
∮
(1+ w)2n−k
wn−k
{
1
2π i
∮
4(1− 4u)− 12
×
{
1
2π i
∮
1
vk+1[φ(u,w) − v] dv
}
du
}
dw (47)
where
φ(u,w) ≡ [4u(1+ w) − 1]. (48)
But by (20),
1
2π i
∮
1
vk+1[φ(u,w) − v] dv =
{
D(k)v
[
1
φ(u,w) − v
]}∣∣∣∣ . (49)v=0
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geometric series relationship given by (25), the expression for the right hand side of (49) becomes
1
φ(u,w)
{
D(k)v
[
1
1− v
φ(u,w)
]}
= 1
φ(u,w)
{
D(k)v
∞∑
r=0
[
v
φ(u,w)
]r(r
k
)
vr−k
}∣∣∣∣∣
v=0
.
All terms in the series will vanish unless r = k, so that (49) becomes
1
2π i
∮
1
vk+1[φ(u,w) − v] dv =
1
φ(u,w)
[
1
φ(u,w)
]m(m
m
)
=
[
1
φ(u,w)
]m+1
. (50)
Substituting expression (50) back into (47) yields
(
2n
n
)
=
∞∑
k=0
1
2π i
∮
(1+ w)2n−k
wn−k
{
1
2π i
∮
4(1− 4u)− 12
φ(u,w)k+1
du
}
dw. (51)
Interchanging the order of summation and integration in (51) then gives
(
2n
n
)
= 1
2π i
∮
(1+ w)2n
wn
{
1
2π i
∮
4u(1− 4u)− 12
φ(u,w)
∞∑
k=0
[
w
(1+ w)φ(u,w)
]m
du
}
dw. (52)
From (25), the geometric series in (52) can be written as
∞∑
k=0
[
w
(1+ w)φ(u,w)
]m
=
[
1
1− w
(1+w)φ(u,w)
]
= φ(u,w)
φ(u,w) − [ w1+w ]
= φ(u,w)[φ(u,w) + 1] − [1+ w1+w ]
. (53)
Substituting the expression for φ(u,w) given in (48) back into the denominator of the right hand
side of (53) gives
φ(u,w)
[φ(u,w) + 1] − [1+ w1+w ]
= φ(u,w)
4u(1+ w) − [ 1+2w1+w ]
= φ(u,w)
4(1+ w)
[
1
u − (1+2w)
4(1+w)2
]
.
Using this expression for the geometric series in (52) then yields
(
2n
n
)
= 1
2π i
∮
(1+ w)2n−1
wn
{
1
2π i
∮
(1− 4u)− 12
[
1
u − (1+2w)
4(1+w)2
]
du
}
dw.
Now (21) can be used to evaluate the internal integral, giving
(
2n
n
)
= 1
2π i
∮
(1+ w)2n−1
wn
[
(1− 4u)− 12 ]∣∣∣∣
u=[ 1+2w
4(1+w)2 ]
dw. (54)
But
2180 R.T. Eakin / Journal of Number Theory 132 (2012) 2166–2183[
(1− 4u)− 12 ]∣∣u=[ 1+2w
4(1+w)2 ]
=
[
1− 1+ 2w
(1+ w)2
]− 12
=
[
w2
(1+ w)2
]− 12
=
[
(1+ w)
w
]
so that (54) becomes
(
2n
n
)
= 1
2π i
∮
(1+ w)2n−1
wn
[
1+ w
w
]
dw = 1
2π i
∮
(1+ w)2n
wn+1
dw
which is precisely the integral representation of
(2n
n
)
given by (22). Thus, the lemma as given in (44)
is veriﬁed. 
4. Proof of the conjecture
The preliminary lemmas and tools can now be used to obtain a proof of the original conjecture
given in (1). Stated as a formal theorem:
Theorem. For every positive integer n the corresponding Mersenne number, 2n − 1, can be partitioned as
displayed in (1).
Proof. The factor in braces in (1), which was deﬁned as s(n, r) in (9), can be evaluated by extending
the summation to ∞ using (15), applying (22) to the binomial coeﬃcients, and interchanging the
order of summation and integration. This procedure yields
s(n, r) = 1
2π i
∮
(1+ v)n+3r
vn+2r+2
{
1
2π i
∮
(1+ u)2r
u
∞∑
k=0
[ −1
u(1+ v)2
]k
du
}
dv. (55)
Using (25) to evaluate the geometric series in (55) gives
s(n, r) = 1
2π i
∮
(1+ v)n+3r
vn+2r+2
{
1
2π i
∮
(1+ u)2r
u − [ −1
(1+v)2 ]
du
}
dv
which can be reduced using the residue formula given in (21) to
s(n, r) = 1
2π i
∮
(1+ v)n−r
vn+2
[
(1+ v) + 1]2r dv. (56)
Expanding the term [(1+ v) + 1]2r in (56) by (16), reversing the order of summation and integration,
and using (22) yields another combinatorial expression for s(n, r):
s(n, r) =
2r∑
k=0
(
2r
k
)(
n + r − k
n + 1
)
. (57)
Multiplying the right hand side of (57) by x(n+r)−(n−1) , applying (17) followed by (16), and setting
x = 1 gives
s(n, r) = {D(n+1)x xn−r(1+ x)2r}∣∣x=1.
Using this expression for s(n, r), and thus as the factor in braces in (1), multiplying through by
(2n
n
)
,
and then applying the product rule according to (19), the conjecture can be recast as
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2n − 1)(2n
n
)
=
{
n+1∑
λ=0
[
D(n+1−λ)x xn
]
×
[
D(λ)x
n∑
r=1
(
n + 1
r
)(
2n − 2r
n − r
)
xr
(
x−1 + 1)2r
]}∣∣∣∣∣
x=1
. (58)
However, the term for λ = 0 vanishes according to (17), so that the summation can start with
λ = 1. Thus, using the operator relationship D(λ)x = 1λ D(λ−1)x ddx and applying (17), Eq. (58) can be
reformulated as
(
2n − 1)(2n
n
)
=
{[
n+1∑
λ=1
(
n
n + 1− λ
)
xn−(n+1−λ)
]
×
[
1
λ
D(λ−1)x
n∑
r=1
(
n + 1
r
)(
2n − 2r
n − r
)
d
dx
xr
(
x−1 + 1)2r
]}∣∣∣∣∣
x=1
.
Then, evaluating the internal ﬁrst derivative term using basic calculus and setting x = 1 gives
(
2n − 1)(2n
n
)
=
n+1∑
λ=2
(
n
n + 1− λ
)
1
λ
×
{
D(λ−1)x
n∑
r=1
(n + 1)
(
2n − 2r
n − r
)[
x−r−1(1+ x)2r−1(x− 1)]
}∣∣∣∣∣
x=1
(59)
where the term for λ = 1 can be omitted since the factor (x − 1) vanishes. Now by a change of
variable, q → λ − 1, and application of Lemma 3, Eq. (59) reduces to
(
2n − 1)(2n
n
)
=
n∑
q=1
(
n
n − q
)(
1
q + 1
) n∑
r=1
(n + 1)
×
{(
2n − 2r
n − r
)2r−1∑
k=0
(
2r − 1
k
)(
k − r − 1
q − 1
)}
. (60)
Interchanging the order of summations over q and r in (60), using (14), and applying Lemma 4 to
evaluate the summation over k gives
(
2n − 1)(2n
n
)
=
n∑
r=1
(n + 1)
(
2n − 2r
n − r
) n∑
q=1
(
1
q + 1
)(
n
q
)
α(r,q) (61)
where α(r,q) is deﬁned by
α(r,q) ≡ (−1)q−1
2r−1∑(2r − 1
k
)(
q + r − k − 1
q − 1
)
.k=0
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( 1m+1 )
(n
m
)= ( 1n+1 )(n+1m+1) to give
(
2n − 1)(2n
n
)
=
n∑
r=1
(
2n − 2r
n − r
) n∑
q=1
(
n + 1
q + 1
)
α(r,q).
Then, with a change of counting index, p → q − 1, in the internal summation on the right hand side
we get
(
2n − 1)(2n
n
)
=
n∑
r=1
(
2n − 2r
n − r
)n−1∑
p=0
(−1)p+2
(
n + 1
p + 2
)2r−1∑
k=0
(
2r − 1
k
)(
r − k + p
p
)
. (62)
Interchanging the order of summations over p and k in (62) gives
(
2n − 1)(2n
n
)
=
n∑
r=1
(
2n − 2r
n − r
)2r−1∑
k=0
(
2r − 1
k
)n−1∑
p=0
(−1)p
(
n + 1
p + 2
)(
r − k + p
p
)
so that, using Lemma 5 to evaluate the summation over p,
(
2n − 1)(2n
n
)
=
n∑
r=1
(
2n − 2r
n − r
)2r−1∑
k=0
(
2r − 1
k
)(
n + k − r
k − r + 1
)
. (63)
Now the summation over k in (63) can be evaluated using Lemma 6 to give
(
2n − 1)(2n
n
)
=
n∑
r=1
(
2n − 2r
n − r
) r∑
p=0
(
2r − 1
p
)(
n + r − 1− p
n − 1
)
. (64)
After a change in counting index, k → n− r, in the right hand side, Eq. (64) can then be expressed as
(
2n − 1)(2n
n
)
=
n−1∑
k=0
(
2k
k
)n−k∑
p=0
(
2n − 2k − 1
p
)(
2n − k − 1− p
n − 1
)
. (65)
But (2n − 2k − 1)  (n − k) so that the summation over p in (65) can be extended to 2n − 2k − 1
using (15) and then evaluated using Lemma 7. Thus
(
2n − 1)(2n
n
)
=
n−1∑
k=0
2n−2k
(
2k
k
) k∑
q=0
2q
(
k
q
)(
2n − 2k − 1
n − q − 1
)
. (66)
Evaluating the summation over q in (66) using Lemma 8 gives
(
2n − 1)(2n
n
)
=
n−1∑
2n−2k
(
2k
k
) k∑(k
m
)(
2n − k − 1−m
n − k
)
. (67)k=0 m=0
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2n−2n
(
2n
n
) n∑
m=0
(
n
m
)(
2n − n − 1−m
0
)
=
(
2n
n
)
.
Adding this term to both sides of (67) reduces the conjecture stated in (1) to
(
2n − 1)(2n
n
)
+
(
2n
n
)
=
n∑
k=0
2n−2k
(
2k
k
) k∑
m=0
(
k
m
)(
2n − k − 1−m
n − k
)
which, after dividing through by 2n and applying (14), is precisely Lemma 9. 
Thus, the conjecture given in (1) is valid for all positive integers n.
5. Conclusion
The phenomenological observation that the conjecture given in (1) is valid for the ﬁrst 508
Mersenne numbers is a compelling indicator of its general validity, yet does not constitute an absolute
proof. Indeed, Mersenne numbers are a speciﬁc case of an example where an eventual counterexample
of a systematic property was eventually obtained when incrementing an integer parameter. For a long
time it was thought that the cyclotomic polynomial, of which the irreducible factoring of a Mersenne
number is a special case, would not have coeﬃcients of magnitude greater than 1, but eventually
Migotti [3] found a counterexample for order 105. The analytic proof presented here guarantees that
no counterexample to the conjecture given in (1) will occur as n is increased indeﬁnitely. However,
this proof of the conjecture, a corollary of the general hypothesis given in (12), does not constitute
proof of the general hypothesis itself, but note that in addition to Mersenne numbers per se, the the-
orem established here can also be used for generating other combinatorial identities for entities in
which 2n − 1 is a factor, even perfect numbers being an obvious example.
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