ABSTRACT. We show that a generalization of Stanley-Féray character formula for characters of symmetric groups holds true for skew Young diagrams. This generalization is very useful for dealing with asymptotic questions; for example we use it to show that balanced skew Young diagrams have the asymptotic property of approximate factorization of characters and therefore the fluctuations of a randomly selected irreducible component are Gaussian. We also find a new proof of the estimates of the symmetric groups characters related to Thoma characters.
1. INTRODUCTION 1.1. Normalized characters. For a (skew) Young diagram λ having n boxes and a permutation π ∈ S l (where l ≤ n) we define the normalized character
where (n) l = n(n − 1) · · · (n − l + 1) denotes the falling power and where
is the character rescaled in such a way that χ λ (e) = 1.
Young diagrams.
We may identify a (skew) Young diagram λ with the set of its boxes which we regard as a subset of N 2 given by a graphical representation of λ according to the French notation. For example, for a Young diagram λ = (λ 1 , . . . , λ k ) it is the set (1) 1≤i≤k {1, 2, . . . , λ i } × {i} = {(p, q) ∈ N 2 : 1 ≤ p ≤ λ q }.
1.3. The main result: Stanley-Féray character formula for skew Young diagrams. The set of cycles of a permutation π is denoted by C(π). If a (skew) Young diagram λ is fixed we say that a function h : C(σ 1 )⊔C(σ 2 ) → N is compatible with permutations σ 1 , σ 2 ∈ S l if for all c 1 ∈ C(σ 1 ) and 1 c 2 ∈ C(σ 2 ) if c 1 ∩ c 2 = ∅ then (h(c 1 ), h(c 2 )) ∈ λ. If λ is a Young diagram this condition takes an equivalent form:
(2) 0 < h(c 1 ) ≤ λ h(c 2 )
for all c 1 ∈ C(σ 1 ), c 2 ∈ C(σ 2 ) such that c 1 ∩ c 2 = ∅.
The following theorem and its applications are the main result of this paper.
Theorem 1. For any (skew) Young diagram λ and a permutation
where (3) N λ (σ 1 , σ 2 ) = #{h : C(σ) 1 ⊔C(σ 2 ) → N : h compatible with σ 1 , σ 2 }.
We postpone its proof to Section 2.
Stanley-Féray character formula.
The direction of research presented in this paper was initiated by Stanley [Sta04] who proved the following result. Let p = (p 1 , . . . , p r ) and q = (q 1 , . . . , q r ) with q 1 ≥ · · · ≥ q r be two sequences of positive integers. We denote by p × q the multi-rectangular partition p × q = (q 1 , . . . , q 1
We denote by S(l) (r) the set of coloured permutations, i.e. pairs (σ, φ), where σ ∈ S l and φ : {1, . . . , l} → {1, . . . , r} is a function constant on each cycle of σ. Alternatively, the colouring φ can be regarded as a function on C(σ), the set cycles of σ. Given a coloured permutation (σ, φ) ∈ S(l) (r) and a non-coloured one π ∈ S l we define their product (σ, φ) · π = (σπ, ψ), where the colouring ψ is defined by
where c ∈ C(σπ).
The following generalization of Theorem 2 to multi-rectangular Young diagrams was conjectured by Stanley [Sta06] and proved by Féray [Fér06] .
Theorem 3. The value of the normalized character is given by
where ψ was defined in (4).
In Section 2 we will show that Theorem 3 is a special case of Theorem 1 when λ is a Young diagram.
1.5. Applications: Approximate factorization of characters of skew Young diagrams. Let (λ n ) be a sequence of skew Young diagrams such that λ n has n boxes. We say that it is a sequence of balanced Young diagrams if there exists a constant C with a property that any row and any column of λ n contains at most C √ n boxes.
We may identify a skew Young diagram having n boxes with a subset of R 2 + with area n. We denote by ). The following theorem will be proved in Section 3 with help of Theorem 1.
Theorem 4. Let (λ n ) be a sequence of balanced skew Young diagrams.
• For any permutation π
Furthermore, if rescaled skew Young diagrams
1 √ n λ n converge to some limit shape then for each permutation π the limit
exists and depends only on this limit shape.
• For any permutations π 1 , π 2 with disjoint supports
• For any permutations π 1 , . . . , π r with disjoint supports
Part (6), (7) and (8) of this theorem were proved in the case of Young diagrams by Biane [Bia98] . Informally speaking, (8) can be formulated as approximate asymptotic equality
this kind of result is called approximate factorization of characters. Quantity k λn appearing in (9) is an analogue of the left-hand side of (8) for a bigger number of permutations. It was introduced in our recent work [Śni06b] and it is the cumulant of permutations π 1 , . . . , π r regarded as random variables with respect to the expected value χ λn . Informally speaking, it means that an analogue of (10) holds true for a bigger number of permutations:
with a very good control over the error term (much better than the one obtained by iterating (10)).
1.6. Applications: Law of large numbers and Gaussianity of fluctuations. Any (reducible) representation ρ of S n defines a canonical probability measure on the set of Young diagrams with n boxes, prescribed as follows. We decompose ρ into irreducible components, each component corresponds to some Young diagram. We set probability of a Young diagram µ to be equal (up to a normalizing factor) to the sum of dimensions of all components of type [µ] . For a skew Young diagram λ letλ denote a random Young diagram distributed according to the canonical probability measure associated with ρ λ . Alternatively, we may consider a random standard Young tableau with shape λ and rectify it; the shape of the resulting Young diagram has the same distribution asλ described above. A lot of information about the representation ρ λ is contained in the distribution of the random Young diagram λ.
The importance of the approximate factorization of characters (8) was pointed out in a paper [Bia01] where Biane proved that it implies some analogue of the law of large numbers for 1 √ nλ n ; the importance of the improved factorization of characters (9) was pointed out in our paper [Śni06b] where we proved that it implies Gaussianity of fluctuations. In this way Theorem 4 implies the following result.
Corollary 5. Let λ n be a sequence of balanced skew Young diagrams with a property that the limit (7) exists for any permutation π.
Then the rescaled random Young diagrams 1 √ nλ n converge in distribution to some limit shape. Furthermore, the fluctuations of 1 √ nλ n around this shape are asymptotically Gaussian.
1.7.
Open problem: skew Young diagrams and random matrices. We will finish the introduction with an analysis of the canonical situation in which skew Young diagrams appear.
In the following we will use the notion of transition measure µ λ of a given Young diagram λ which was introduced by Kerov [Ker93] and turned out to be very useful in study of asymptotics of representations of symmetric groups [Bia98, Bia01, Śni06a, Śni06b] .
Let λ be a Young diagram with n boxes and let us consider the restriction
. This (reducible) representation of S k × S n−k defines a canonical probability measure on the set of pairs of Young diagrams (λ (1) , λ (2) ), where λ
(1) has k boxes and λ (2) has n − k boxes. We are interested in distribution of the random Young diagram λ (2) under condition that λ (1) has some prescribed value. Alternatively, this problem can be formulated in the language of transition measures as follows: given transition measures µ = µ λ and µ (1) = µ λ (1) prescribe the distribution of the random transition measure µ (2) = µ λ (2) . At first sight, this problem of conditioned distribution seems to be related to large deviation theory and therefore seems to be quite difficult. However, the distribution of λ (2) is the canonical probability distribution associated to the skew Young diagram λ \ λ
(1) and Theorem 4 and Corollary 5 give information about the asymptotics of λ (2) and µ λ (2) . We say that a random matrix A is unitarily invariant if A and UAU −1 have the same distribution for any unitary matrix U. If a (random) matrix A has (random) eigenvalues x 1 , . . . , x n (counted with multiplicities) we define its spectral measure µ A = δ x 1 + · · · + δ xn n which is a (random) probability measure on the complex plane.
Let A be a unitarily invariant hermitian random matrix with a spectral measureμ = µ A . We decompose A as a block matrix
where A (1) is a hermitian k × k random matrix and A (2) is a hermitian (n − k) × (n − k) random matrix. We are interested in the distribution of the (random) spectral measureμ (2) = µ A (2) under condition that the spectral measureμ (1) = µ A (1) is prescribed. At first sight, this problem seems to be related to large deviations theory and hence to be difficult. Nevertheless, since results for symmetric groups often have some counterparts in the random matrix theory, we expect that this problem should have a relatively simple explicit solution, possibly related to Knutson-Tao's honeycombs or Gelfand-Zetlin's cones. The exact form of the solution for fixed n is not clear in a moment, nevertheless we have a concrete conjecture for this in the limit n → ∞.
Conjecture 6. Assume that µ ≈μ and µ
(1) ≈μ (1) holds true in the limit n → ∞. Then the distributions of random measures µ (2) andμ (2) asymptotically coincide (in a sense that they concentrate around the same limit, the fluctuations around this limit are asymptotically Gaussian and asymptotically they have the same covariance).
We will present heuristical motivation of this conjecture below. As it was shown by Biane [Bia98] the transition measure of a Young diagram λ is equal to the spectral measure of a matrix
with respect to the state χ λ . Matrix A n can be written as a block matrix
where
and
Notice that A ′ k is equal to the matrix
with the last row and column removed, therefore the spectral measure of A ′ k (with respect to the state χ λ ) is approximately equal (for large n) to the random transition measure µ λ (1) ; therefore the joint distribution of spectral measures of A k and A n−k should be approximately equal to the joint distribution of µ λ (1) and µ λ (2) . In the limit n → ∞ the entries of the matrix A n asymptotically commute (for analogous result for Lie groups see [CŚ06] ) hence it can be approximated by a hermitian random matrix.
PROOF OF THE GENERALIZED STANLEY-FÉRAY FORMULA FOR SKEW YOUNG DIAGRAMS
For a box ∈ λ we denote by r( ) ∈ N (respectively, c( ) ∈ N) the row (respectively, the column) of ; in this way = (c( ), r( )).
Character formulas.
In the following we will distinguish the symmetric group S n which permutes the elements {1, . . . , n} and the symmetric groupS n which permutes the boxes of λ. Proof. Let us consider the case l = n. Let g be any bijection from {1, . . . , n} to the set of boxes of λ; denoteπ = g • π • g −1 ∈S n . We denote P λ ={σ ∈S n : σ preserves each row of λ}, Q λ ={σ ∈S n : σ preserves each column of λ} and define
Proposition 7. For any permutation
It is well-known that p λ = α λ c λ is an idempotent for a constant α λ which will be specified later. Its image V λ = C[S n ]p λ under the right action on the regular representation gives a representation ρ λ (where the symmetric group acts by left multiplication) associated to a (skew) Young diagram λ. It turns out that α λ = dim V λ n! . We denote by ρ l the left-regular representation ofS n ; it follows that for
Denote f = µ −1 • g; as µ runs over all permutations inS n the corresponding f runs over all bijections from {1, . . . , n} to the set of boxes of λ.
Notice that the multliset of the values of µ −1π µ (over µ ∈S n ) coincides with the multiset of the values of f • π • f −1 (over bijections f ). We define
It is easy to check thatσ 1 ∈ Q λ if and only if c • f is constant on each cycle of σ 1 andσ 2 ∈ P λ if and only if r • f is constant on each cycle of σ 2 . Thus
For a permutation σ ∈ S n we denote by supp σ ⊆ {1, . . . , n} the support of a permutation (the set of non-fixed points). We claim that a factorization π = σ 1 σ 2 has a non-zero contribution to (11) only if supp σ 1 , supp σ 2 ⊆ supp π. Indeed, if m ∈ supp σ 1 \ supp π = supp σ 2 \ supp π then for any bijection f at least one of the following conditions hold true: r(f (m)) = r(f (σ 2 (m))) (in this case r • f is not constant on the cycles of σ 2 ) or c(f (m)) = c(f (σ 2 (m))) (in this case c(f (σ 1 (σ 2 (m)))) = c(f (σ 2 (m))) hence c • f is not constant on the cycles of σ 1 ).
It follows that if π ∈ S l then we may restrict the sum in (11) to factorizations π = σ 1 σ 2 , where σ 1 , σ 2 ∈ S l which finishes the proof.
For permutations σ 1 , σ 2 ∈ S l we defineN λ (σ 1 , σ 2 ) as the number of all functions f : {1, . . . , l} → λ (with values in the set of boxes of λ) with a property that r • f is constant on each cycle of σ 2 and c • f is constant on each cycle of σ 1 .
Lemma 8. For any Young diagram λ and a permutation
Proof. Let a function f : {1, . . . , l} → λ be given which is not a one-to-one function. It follows that there exists a transposition µ ∈ S l with a property that f is constant on the orbits of µ. Function f contributes to the sum
with multiplicity (13)
where the sum runs over pairs (σ 1 , σ 2 ) with a property that σ 1 σ 2 = π and for each m ∈ {1, . . . , l} the boxes f (m) and f (σ 1 (m)) are in the same column and the boxes f (m) and f (σ 2 (m)) are in the same row.
is an involution of the pairs (σ 1 , σ 2 ) which contribute to (13); furthermore since (−1)
|σ ′ 1 | therefore their contributions to (13) cancel. In this way we proved that (13) is equal to zero which finishes the proof.
Proof of Theorem 1. Proposition 7 and Lemma 8 show that
Now it is enough to notice that N λ (σ 1 , σ 2 ) =N λ (σ 1 , σ 2 ); the desired bijection is defined as follows: if m ∈ {1, . . . , l} fulfills m ∈ c 1 ∩ c 2 for c i ∈ C(σ i ) we set f (m) = (h(c 1 ), h(c 2 )). 
Young diagrams on R
If we fix some numbering of the cycles in C = C(σ 1 ) ⊔ C(σ 2 ) then any function f : C → R + can be identified with an element of R |C| + . We define
f compatible with σ 1 , σ 2 }. Notice that in the case when λ ⊂ R 2 is as prescribed by (14), the set of functions f ∈ R |C| + compatible with λ is a polyhedron hence there is no difficulty in defining its volume; furthermore definitions (3) and (15) give the same value.
The advantage of the definition (15) is that it allows to define characters for any bounded set λ ∈ R 2 + , in particular for multi-rectangular Young diagrams p × q for general sequences p 1 , . . . , p k ≥ 0, q 1 , . . . , q k ≥ 0 which do not have to be natural numbers-just like in the original papers [Sta04, Sta06, Fér06] .
Proof of Stanley-Féray character formula.
Proof of Theorem 3. Let permutations σ 1 , σ 2 ∈ S l such that σ 1 σ 2 = π −1 be given. We denote σ = σ 2 .
The sequence (1, . . . , 1
, . . . ) can be viewed as a colouring of the set {1, . . . , p 1 +· · ·+p r } with the colours {1, . . . , r}. In this way function h : C(σ 2 ) → {1, 2, . . . , p 1 + · · · + p r } defines a colouring φ of the permutation σ. Clearly, there are b∈C(σ) p φ(b) functions h which correspond to a given colouring φ. We shall count now in how many ways a function h : C(σ 2 ) → {1, 2, . . . , p 1 + · · · + p r } can be extended to a function h : C(σ 1 ) ⊔ C(σ 2 ) → N compatible with σ 1 , σ 2 . Condition (2) takes the form
Notice that q ψ(c) = min a∈c q φ(a) therefore the number of such extensions is equal to c∈C(σπ) λ ψ(c) .
In this way we proved that
APPROXIMATE FACTORIZATION OF CHARACTERS
Lemma 9. Let λ be a (skew) Young diagram with n boxes and such that in each row and column of λ there are at most k boxes. Then
number of orbits of (σ 1 , σ 2 )
Proof. Assume that permutations σ 1 , σ 2 ∈ S l act transitively on {1, . . . , l}. It follows that it is possible to order the cycles C(σ 1 )⊔C(σ 2 ) = {c 1 , . . . , c r } (where r = |C(σ 1 )⊔C(σ 2 )|) in such a way that c 1 ∈ C(σ 1 ), c 2 ∈ C(σ 2 ) and for each 3 ≤ a ≤ r there exists 1 ≤ b < a with a property that c a ∩ c b = ∅. There is n ways to specify the value of the pair (h(c 1 ), h(c 2 )) (which corresponds to a choice of a one box of λ); once we specified h(c 1 ), . . . , h(c a−1 ) there are at most k choices of h(c a ). It follows that
Proof of Theorem 4. We will use Lemma 9 for
which finishes the proof of (6).
For permutations π 1 ∈ S l 1 , π 2 ∈ S l 2 we consider π 1 × π 2 ∈ S l 1 +l 2 . Theorem 1 shows that
where we used that if σ 1 , σ 2 / ∈ S l 1 ×S l 2 the the factorization σ 1 σ 2 = π 1 ×π 2 is non-minimal and |σ 1 | + |σ 2 | ≥ |σ 1 σ 2 | + 2.
We are going to use the notations and from the paper [Śni06b] . In order to do this, for a permutation π ∈ S l we define
where the sum runs over one-to-one functions f and f • π • f −1 denotes a partial permutation of the set {1, . . . , n} with the support equal to the image of f . It is easy to check that so defined Σ π coincide with normalized conjugacy classes. Now the left hand side of (16) can be written as
which is the disjoint cumulant of the conjugacy classes Σ π 1 , Σ π 2 . In [Śni06b] we proved that the estimate (16) for the disjoint cumulants implies implies (8).
In order to prove (9) we find an expression for a disjoint cumulant
where the sum runs over factorizations σ 1 σ 2 with a property that σ 1 , σ 2 , S l 1 × · · ·×S lr act transitively on {1, . . . , l 1 +· · ·+l r }; it follows that |σ 1 |+|σ 2 | ≥ |σ 1 σ 2 | + 2(r − 1). The rest of the proof is analogous.
CHARACTERS OF SYMMETRIC GROUPS RELATED TO THOMA

CHARACTERS
In the following we present a new proof of the estimates of characters of S n related to Thoma characters [VK81] . 
,
Proof. Let a Young diagram λ be fixed. In analogy with the notation introduced in Section 1.3 for a bipartite graph G = G 1 ⊔ G 2 we say that a function h : G → N is compatible with G if for any pair of connected vertices v 1 ∈ G 1 , v 2 ∈ G 2 the box (v 1 , v 2 ) bolongs to λ and define N λ (G) analogously.
For permutations σ 1 , σ 2 we consider a bipartite graph G = G 1 ⊔ G 2 , where G 1 = C(σ 1 ), G 2 = C(σ 2 ) with an edge between vertices c 1 ∈ C(σ 1 ) and c 2 ∈ C(σ 2 ) if c 1 ∩ c 2 = ∅. Our goal is to find an upper bound for N λ (σ 1 , σ 2 ) = N λ (G). If graph G contains a pair vertices, each of degree bigger than one, connected by an edge, we remove this edge and we iterate this procedure. After this procedure stops, each connected component of the resulting graph G ′ must be either of the form F 1,b or of the form F a,1 , where F a,b denotes the full bipartite graph F = F 1 ⊔ F 2 with |F 1 | = a, |F 2 | = b.
It is easy to check that The number of connected components of G ′ is greater or equal to the number of connected components of G which is equal to the number of orbits of σ 1 , σ 2 . Since (number of orbits of σ 1 , σ 2 ) − |C(π)| ≤ |σ 1 | + |σ 2 | − |π| 2 it follows that if σ 1 σ 2 = π is fixed then the maximal contribution of (18) is obtained if |σ 1 | + |σ 2 | = |π| (hence the graph G is a forest) and G = G ′ . In the case when π consists of a single cycle this corresponds to the following two factorizations: σ 1 = e, σ 2 = π and σ 1 = π, σ 2 = e which correspond to the two summands on the right-hand side of (17). In general case, each cycle of π must be factorized separately as a product of two factors described above.
