Digital scholarship in the Humanities, :
Introduction
The Ryan Report (Ryan, 2009) catalogue of abuse carried out in these schools and had a major societal impact in Ireland with respect to public attitudes to the moral authority of the Roman Catholic Church (Donnelly and Inglis, 2010; Pilgrim, 2012) . However, aspects of its narrative structure have been criticised for obscuring as much as it revealed. The anonymisation of names of the clergy for instance has been criticised for protecting the religious orders (Powell et al, 2012) and the structure of the document obscures the systematic nature of the abuse (Pine et al. 2017 ).
This paper reports on the use of text analytics to surface heretofore-invisible underlying patterns and enable a system-wide analysis of the contents of the report and facilitate new kinds of reading through an interactive web-based platform 1 . It presents a distant reading methodology whereby word embedding is used to compile domainspecific semantic lexicons for feature extraction to enable machine learning classifiers to annotate excerpts of the Ryan Report according to its meaning. In the remainder of this introduction, we identify key shortcomings of the Report (see section 1.1), specify our motivation for doing the current work (section 1.2), outline the key themes in the report (section 1.3) and outline the structure of the remainder of the paper.
Shortcomings of the Ryan Report
The structure and narrative form of the Ryan Report organises information in a way that impedes a system-wide analysis of abuse in the Irish industrial school system.
Preliminary chapters describe the historical background of the school system, the terms of the Commission of Investigation and how various selected sources were used 2 . The main body of the report is then comprised of a collection of chapters organized by school 3 . Each chapter begins with a historical overview of the school and its management. The narrative then moves to a consideration of the events involving clerics or lay staff in the school, about whom accusations of abuse were made.
Due to this segregation of information by school, the descriptions of serial abusers and their movements from school to school are distributed across many chapters. This makes it very difficult, if not impossible, for the reader to build a coherent history of a given individual who may have worked at several schools. Indeed, in the context of 432 members of religious orders spread across 66 chapters, even the most assiduous reader cannot easily connect a given individual's sequence of offenses in any coherent way. This narrative structure obscures the movement of staff between institutions, which was a common response of governmental and congregational bodies to allegations of abuse. This structure also makes institutional comparisons difficult, thus obfuscating the system-wide conditions that allowed abuse to emerge and become endemic.
Within the chapters on each school, information is further divided in sections according to individual perpetrators detailing evidence of abuse and the response of the religious orders. While this approach is consistent with the concept of individual responsibility that is fundamental to a retributive justice system (Hagan et al., 1981) , such individualised narratives deflect from the complex social phenomena that contribute to the occurrence of abuse (Keenan, 2012 ).
Motivation for a Distant Reading of the Ryan Report
The motivation for the current work arose from the difficulties in undertaking a crossinstitutional, systemic analysis. Hence, we advance a suite of techniques, using word embedding and text analytics (i.e. text classifiers) to perform distant readings of the document and annotate extracts of text based on their content. We outline a methodology for generating a set of domain-specific keywords (doing query expansion from minimal seed keywords) to compile lexicon-based features for classifiers that can be used in conjunction with other features to identify paragraphs based on their semantic content. This methodology could potentially be used to analyse the content of similarly voluminous reports resulting from other investigations (e.g. Royal
Commission Report, Australia, 2017 (covering 8,000 witness testimonies); Truth and Reconciliation Commission, Canada, 2015 (over 7,000 testimonies)).
A central motivation also concerned issues with the application of machine learning techniques in the area of digital humanities. In many digital humanities projects, although corpora are too large to conduct comprehensive close readings, they are often not large enough to employ 'big-data' methodologies such as machine learning mainly due to the cost of compiling sufficient training data (Schöch, 2013) . We addressed this issue by outlining a scalable methodology that enables machine learning to be used for annotation with relatively small training-datasets.
Knowledge Categories
Annotating excerpts of the Ryan Report based on their semantic content enabled the existing narrative of the report to be deconstructed and its findings to be extracted and read in new ways. The following outlines the thematic foci of this analysis and their relevance to gaining a system-wide understanding of the dynamics of abuse at Irish industrial schools:
Witness testimonies: Extracting the accounts of individual witnesses recorded in the text, to allow us to collate and examine in detail all of the testimony embedded in the Report.
Experts of testimony of witnesses in the Ryan Report are most commonly presented in the form of block quotes and preceded by a colon along with introductory text contextualising the source of quotations. Shorter in-text quotations are identified by quotation marks. The same punctuation is used also to signify extracts from historical documentary sources such as reports and letters necessitating semantic analysis of the text introducing the quitations. Abuse events: These paragraphs detail abusive events (i.e., physical, emotional and sexual abuse) and are a crucial to understanding the scale and nature of abuse across the industrial school system. The language used to describe abusive events is complex reflecting the varied experiences of the 1,090 witnesses who gave evidence of abuse experienced at the industrial schools. Extracting such paragraphs allows us to identify, collate and examine in detail the representations of abuse in the Ryan Report.
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Outline of Paper
In the remainder of this paper, we present the techniques we used for a distant reading of the Ryan Report. We review the main collections of research relevant to our concerns in Section 2. We then describe the techniques and present the results of our research. In Section 3, we outline how we used word-embedding methods, specifically word2vec (Mikolov, 2013) , to carry out feature extraction in order to classify the semantic content of excerpts of the report. Section 4 describes how these domain-specific semantic lexicons along with other features can be used in a suite of classifiers designed to automatically identify particular text items in the Report. This section also reports the results evaluating the effectiveness of these classifiers in detecting the semantic content.
Background
The approach we adopted in this project encompasses findings from previous studies in relation to the requirements for a digital platform to enable distant reading. It also builds upon previous approaches to using machine learning to automatically classify text. Widlöcher et al. (2015) outlined guidelines for platforms for humanities research demonstrating how enriching data through annotation, segmentation of documents, statistical analysis and comprehensive search functionality enables distant reading. They also emphasise the importance of retaining structural elements of documents to facilitate close readings. This incorporation of both close and distant reading functionality within an exploratory digital interface was demonstrated in work by Hinrichs et al. (2015) and Kopaczyk (2013) .
Digital Platforms for Humanities Research
Distant reading though the extraction and exploration of relationship between entities in text is a central function of many platforms (Muralidharan and Hearst, 2013; Vuillemot et al., 2009 ). Jokers and Mimno (2013) emphasises distant reading using methods such as topic modelling and visualisation. In developing an approach to digitally analysing the Ryan Report we build on requirements outlined in these related digital humanities projects.
Annotation in Humanities Research
Analysis of the contents of the Ryan Report involved the automatic classification of paragraphs based on their content. In exploring approaches to annotation in humanities research it is important to appreciate the important role that manual annotation plays in the critical analysis of text (Jackson, 2001) . Researchers gain in-depth knowledge of the corpus through the process of evaluating its meaning and annotating the text. The development of distant reading methods must therefore aim not to simply replace this interpretative stage but to enhance it. Incorporating input from domain experts into the process is key to achieving that and also ensuring the interpretability of automation so the classification process itself may be critically analysed. This is demonstrated in work by Sweetnam and Fennel (2012) who included input from experts in each stage of their annotation process.
Automated Annotation
There are two main approaches to automated annotation, rule-based and statistical machine learning. Chiticariu et al. (2013) outlines how the data-analytics industry primarily employs rule-based approaches to annotation and information extraction despite major developments in academia in using machine learning. This they found, is largely due to the fact that rule-based methods are interpretable, can incorporate domain knowledge easily and do not require extensive training data.
A comparable situation persists in digital humanities where despite an abundance of research developing automated methods for annotation many projects rely on manual annotation of text (Mahlow et al., 2012) . This is due in large part to the domainspecificity of the language of many digital humanities corpora and the high levels of accuracy required to produce reliable analysis (Frank et al.; 2012 , Hampson et al. 2013 ).
Compiling sufficient training data to yield accurate results in this context is often costly and error prone. To address this, we explored an approach to automated classification that ensures high levels of accuracy with limited training data, while also incorporating domain knowledge and emulating the transparency and interpretability of a rule-based approach.
Annotation Using Word Embedding and Semantic Text Classifiers
The most relevant research on automated annotation pertains to identifying witness testimony. In the Ryan Report this information is represented as excerpts of reported speech. Our methodology therefore builds upon previous approaches to automatically identifying reported speech in text. This commonly relies on pattern-based extraction rules to detect linguistic markers such as quotation marks (Krestel et al., 2008; Pouliquen et al., 2007; Iosif et al., 2014) . However, in the Ryan Report, punctuation does signal speech, but that punctuation also signals other kinds of text so semantic information from the paragraphs has to be taken into consideration making research extracting indirect speech more relevant (Krestel et al., 2008) .
Using machine learning, Schöch et al. (2016) developed an approach that involves semantic analysis using a lexicon of 81 linguistic features associated with direct speech derived from a corpus of French 18th century literature. These were used as features to train a classifier, yielding an accuracy of 84.4 percent. Weiser and Wartin (2012) developed a dictionary of verbs that introduce speech in text (reporting verbs) and used this in conjunction with pattern-based extraction rules to annotate indirect speech.
Machine learning approaches to text classification commonly use a bag-ofwords approach to feature selection. However, this approach is problematic when instances to be classified are short giving rise to over-fitting (Brooks, 2013) . A lexiconbased approach to feature selection can prevent address this but encounters new issues concerning the domain specificity of some corpora. Existing lexical databases such as WordNet (Miller, 1995) have been used to generate lists of synonyms from seed words to compile semantic lexicons (Argamon et al., 2007) . However, they often do not recognise terms specific to particular domains such as the domain of ecclesiastical discourse used in the Ryan Report. Our project therefore required a methodology that used machine learning with lexicon-based features that take account of specific terms used in the Ryan Report.
In compiling domain-specific lexicons for feature extraction we called upon work by Mikolov (2013) who developed word2vec, a word-embedding algorithm.
Word2vec is a set of neural network models that produces distributed representations of words from text that reflect many aspects of their meanings. It implements the distributed semantics notion that the "meaning of a word can be determined by the company it keeps" 4 . This technique analyses word co-occurrence over large corpora representing a given word by a large vector of all the other words it is found beside it. Using these vectors one can then establish that two words are "similar" or synonymous by virtue of whether their vectors are the same or close in a multi-dimensional space.
Mikolov's (2013) work provides a method for uncovering word-similarities that are tailored to the language of the Ryan Report.
This word-embedding technique was used by Chanen (2016) to identify synonyms and compile lexicons for feature extraction in order to account for the multiplicity of terms used to refer to the same semantic concept in a corpus of flight incident reports. Their method of identifying semantically related terms involved generating 20 word-2-vec ensembles, extracting terms that re-occurred over each ensemble and manually filtering antonyms and semantically dissimilar words. Given the domain-specificity of the language in the Ryan Report this approach suggests a useful way to compile lexicons that are specific to the language of the religious, industrialschool and legal worlds of the Ryan Report.
Distant Reading the Ryan Report: Methodology
A central aim of this project was to provide a methodology for identifying the semantic content of text in the Ryan Report and extracting given categories of information. The semantic categories identified included testimony of witnesses included in the Report (witness testimony), details of the transfer of clergy from school to school (transfer events) and descriptions of abusive (abuse events). Machine learning classification was used to annotate the text based on domain-specific semantic lexicons along with other features. In order to generate these domain-specific lexicons, word embedding was used to find terms in the Ryan Report that were semantically similar to a given set of seed words; this task can be cast as a type of query expansion or feature extraction.
These text-analytic methods for paragraph identification were extensions to our construction of a digital platform involving an exploratory web interface and database into which the significant parts of the Ryan Report were processed 5 . The core basic record in the database of this web-based system stored each paragraph from the relevant chapters in the Ryan Report. These paragraph records were then linked to other tables detailing actors in the Report (witnesses, clerics, officials), the Schools, the Congregations and time periods. Named actors were extracted using NLTK (Bird and Looper, 2002) and other information was identified using a rule-based approach. The web-interface also had a string-search facility for the paragraphs along with filters for other categories of entity (e.g., one could search on a single school or a diocese).
In the remainder of this section, we report on the other aspects of the methodology we developed to permit automated paragraph identification.
Method

The Corpus & Paragraph Categories
In the Ryan Report, 22 of the chapters detail events at each school. This dataset, comprising 6,839 paragraphs and 597,651 words was the corpus annotated according to its semantic content. Each paragraph is a definite unit-of-analysis in the Report, as they are systematically numbered and tend to focus on particular events and issues. The following are characteristic features of each semantic category:
Feature Extraction Techniques: Using Word Embedding
Using machine learning with lexicon-based features can address the issue of over-fitting of classification models when instances of text to be classified are short as is the case with paragraphs in the Ryan Report (see section 2.4). However, the language of the Ryan Report is domain-specific and general thesauri would not identify concepts such as "dispensation" as being synonymous with "dismissal". Hence, we used the word2vec algorithm (Mikolov, 2013) supplemented by synonyms generated from WordNet to find semantically related words from a set of seed-keywords building on the methodology outlined by Chanen (2016) .
To compile the semantic lexicon five word-2-vec ensembles were generated from seed words. The top 30 words were extracted from each ensemble. A set of words common to each ensemble were identified and the results were then reviewed by a domain expert to validate their validity as synonyms within the context of the Ryan Report. Using this method many non-obvious synonyms were found. General synonyms were collected using the WordNet lexical database. This involved entering each seed word and compiling a list of synonyms from the results of a search in WordNet. The resulting lists were verified manually to ensure they were appropriate synonyms for the context of the Ryan Report.
Seed words were manually selected based on initial readings of the texts. In the case of paragraphs detailing transfers and direct speech, initial seed words were straight forward to compile as terms such as 'transfer' and 'said' were commonly used in the report. However, in the case of descriptions of abuse, the language varied widely. A support vector machine-learning algorithm was used in this case to generate a classification model using 100 example paragraphs based on a bag-of-words feature set.
Analysis of the support vectors highlighted words that best distinguished paragraphs describing abuse and the highest-ranking of these were used as seed words. The domain-specific semantic lexicons that resulted from this word embedding procedure are detailed in the next section.
Feature Extraction Techniques: Lexicon-Based Features
Domain-specific semantic lexicons were supplemented with other less domain-specific features. Verbs introducing reported speech, colons or quotation marks signal witness testimony in the Ryan Report. Punctuation such as commas, question marks and word contractions seemed to be used more frequently and testimony was also expressed in the first person. This information was therefore included as features to classify excerpts of direct speech in the Ryan Report (Table 1) . A lexicon was also manually generated in order to filter out excerpts from written reports and letters. This lexicon included the terms: visitation, visitor, report, letter, wrote, written. 'Visitations' for instance is the term used for inspections of industrial schools carried out by the church. Various combinations of all features were examined to identify the optimal feature set.
Generally, the person being transferred is named in a paragraph detailing such an event. Similarly, in describing abuse, the perpetrator is commonly named. Names were therefore included as features for both of these semantic categories. In describing transfer events, the names of the institutions were often mentioned and the events seemed often to be described in sections, which concerned abuse or named the alleged perpetrator. This information was therefore included as features for classification. 
Classifiers Used for Paragraph Identification
Separate classifiers were built for each of the paragraph categories. Using training data for each paragraph type, features were extracted based on the semantic lexicons generated using word embedding and WordNet to build feature vectors for each paragraph based on frequency counts. A random-forest classifier (Breiman, 2001 ) was then trained to find the relative weightings of features that predicted the content-class for given paragraphs using the Weka toolkit (Holmes et al., 1994) . The random-forest algorithm was chosen because, as an ensemble learner that creates a 'forest' of decision trees by randomly sampling from the training set, it is well suited to learning from smaller datasets (Poliker, 2006) .
Training Data
Sample paragraphs belonging to each paragraph category were manually selected from the Ryan Report as training data for classifiers. In order to address the issue of the cost of compiling training data in digital humanities projects (Fran et al., 2012; Hampson et al., 2013) , minimising the number of examples required was a guiding principle.
The training data consisted of 25 paragraphs detailing transfer events, 150 paragraphs containing direct speech and 100 paragraphs describing abuse. The vacience in numbers of training examples reflected the volume of instances in the report itself and the cost of compiling training data. Positive examples of each case were selected from across the report to capture the variety within the category. Negative examples were compiled through a random selection and manual verification of paragraphs.
Validation & Evaluation
Preliminary testing of the classifiers was done using 10-fold cross validation. These metrics indicated the most effective combination of features and were subsequently evaluated on a sample taken from a larger set of unseen data. The sample of unseen data 
Results & Discussion
The results showed that using word embedding to generate semantic lexicons for feature extraction is effective in yielding high accuracy where the language of a corpus is domain-specific and the volume of training data is limited. This allowed the integration of the semantic annotations in an online search tool for the report (Fig. 1) . In the following sections we outline the results of using word embedding to generate semantic lexicons and then report on effectiveness of the classifiers. 
Domain-specific Semantic Lexicons: Using Word Embedding
Semantic lexicons for each category of text were generated from an initial set of seed words derived from readings of the report. In the case of witness testimony, the seed words were the reporting verbs "said", "told" and "explained". A reading of the Report suggested some obvious key terms to describe the transfer of staff from school to school: "transfer", "dismiss" and "sack".
Seed words for abusive events were uncovered through analysis of the support vectors in a model generated by a support vector machine learning algorithm based on the words in a sample of 100 positive and negative paragraphs (details on this approach in section 3.2). This showed that terms distinguishing paragraphs describing abuse from the remainder of the report formed five semantic categories: perpetrator, abusive actions, body parts, emotions engendered in the victims and implements used in the abuse. The highest-ranking support vectors from these word types were selected as seed-words to form the semantic lexicon: abuse, beaten, raped, arms, humiliation, implement.
The word lists generated from running the word2vec algorithm on the full text of the Ryan Report are detailed in Table 2 . This details the common terms among the top-30 words across 5 word-embedding ensembles generated for each seed word. After the manual verifications step, they were supplemented by general synonyms of each seed word generated from a search of the WordNet lexical database.
Text Category Source Feature Witness Testimony
Seed terms Said, told, explained Word embedding Accepted, acknowledged, added, admitted, advised, agreed, alleged, angry, answered, asked, asking, asserted, assured, believed, called, claimed, commented, complained, conceded, concluded, confessed, confirmed, convinced, denied, describes, explained, explained, felt, guarantee, heard, informed, insisted, knew, described, learned, mentioned, presumed, protested, questioned, realised, recalled, recollection, recounted, relieved, remarked, remember, remembered, replied, requested, said, saw, saying, says, screams, stated, stating, suggested, surmised, tells, thinks, thought, told, warned, witnessed, reported WordNet Apologise, apology, articulate, articulated, assure, assured, condone, condoned, enounced, enounce, explicate, explicated, express, expressed, narrate, narrated, pardon, pardoned, posit, posited, recite, recited, recount, recounted, said, state, stated, submit, submitted, tell, told, verbalise, verbalised
Transfer Events
Seed terms Transfer, dismiss, sack Word embedding Application, applied, apply, appointed, appointment, arrival, arrived, arriving, assigned, attended, committed, continued, converted, decision, departure, discharge, discharged, dismiss, dismissal, dismissed, dispensation, dispensed, entered, expelled, leaving, move, moved, position, posted, posting, proposal, referring, release, relieved, removal, remove, removed, replaced, request, resignation, resigned, returned, returning, sacked, sanction, seek, sending, sent, served, stayed, suspended, transferred, withdraw, withdrawal WordNet Transferred, transfer, moved, remove, dismiss, dismissed, sacked
Descriptions of Abuse
Seed terms Abuse, beaten, raped, arms, humiliation, implement Word embedding Lexicons pertaining to parts of the body, abusive actions, emotion engendered in the victims and implements of abuse 
Classifier Results
The results showed that the semantic lexicons generated using word embedding played a key role in producing accurate classifiers using limited training data. In classifying abuse paragraphs the words in the semantic lexicons were the sole features used. For transfer paragraphs, the semantic lexicon denoting transfer events featured in each of the combinations yielding the highest classification results. Results for classifying witness testimony were also highest when the semantic lexicon of reporting verbs were used as features. However, as was expected, features based on punctuation such as colons were also important in identifying this category of paragraph.
Classification: Witness Testimonies
In classifying paragraphs containing witness testimony, the model using a combination of all feature sets gained the highest accuracy in 10-fold cross-validation (Table 3) .
Most combinations of features were well-balanced between precision and recall. The best performing model as indicated by the 10-fold cross validation was then was run on the remainder of the report. Based on a random sample of 600 paragraphs, an accuracy of 87 percent was achieved (Table 4) . Error analysis showed that false negative results were primarily due to in-text quotations of short-phrases. There were no instances of larger blocks of quotations being missed by the classifiers. The rate of false positives was relatively high primarily due to the misclassification of letters, extracts from inspection reports and diary entries.
Feature Sets
However, in many cases the source of such content can be challenging to decipher even on reading the report.
Classification: Transfer Events
When all features were included in the classifier to automatically detect paragraphs detailing the transfers of religious throughout the industrial school system, 88 percent accuracy was gained based on 10-fold cross validation (Table 5) . However, when named entities were excluded as feature-sets, accuracy increased to 94%. This counterintuitive result was verified further by applying the 3 best performing models to 200 unseen paragraphs consisting of a 50-50 balance between positive and negative examples. This showed that on a balanced set of unseen data, using all features yielded the best results (Table 6) . The final phase of evaluation for paragraphs pertaining to transfer events involved application of the best performing model, from the results of the balanced set of 200 paragraphs, to the remainder of the report and manually examining the classification of 600 randomly sampled paragraphs (Table 7) . These results showed high levels of recall. However, there were quite a few false positive results leading to relatively low levels of precision. Error analysis showed that paragraphs that were falsely categorised as being about the transfer of clergy actually pertained to the transfer of children. However, some false positive results raised potentially new questions regarding the transfer of children throughout the industrial school system as a response of the congregations to allegations of abuse:
Classification: Abuse Events
The best performing model for identifying paragraphs describing abuse in 10-fold cross validation used two of the semantic categories along with the names of the alleged perpetrator ( Table 8 ). The domain-specific semantic lexicons that were most useful included references to the emotions engendered in the victims and references to abusive actions. The classification model was then run on the reminder of the report and a random sample of 600 paragraphs was manually verified yielding overall accuracies of 82 percent (Table 9) .
Feature Sets
Precision Recall F-Measure Accuracy (%) Action, emotion, mentions of religious actors .395 .816 .532 81.8 Table 9 : Descriptions of Abuse Tested on Random Sample of 600 Paragraphs While precision was reduced reflecting the complexity of the language, recall was high.
Error analysis showed that false positives uncovered a similarity in the language used to describe the emotional experience of victims of abuse and some memories of young clergy when they first took up positions in the schools.
Conclusions
This research demonstrates how distant reading methodologies can deconstruct an official state report narrative to enable new kinds of analysis of institutional child abuse.
Automatic annotation of excerpts of the report based on the meaning of the text enabled a more focussed close reading of these identified paragraphs, surfacing significant new patterns of events and language in the institutional system (Pine et al., 2017) . These insights were previously obscured by the legal constraints on and narrative form of the Ryan Report, which emphasised an in-depth case-by-case study, in lieu of system-wide analysis.
The feasibility of using machine learning to annotate text for digital humanities projects can be enhanced by using word embedding for feature extraction. The cost of compiling training data and the domain specificity of the text of many projects can often be a barrier to using machine learning approaches to annotation. This research demonstrates how word embedding can be used to compile context-specific semantic lexicons as a method for extracting features for text classifiers to perform automated annotations of text. This is an innovative methodology building on an approach outlined by Chanen (2016) . High accuracy was achieved using a minimal set of training examples with features based on semantic lexicons generated from the entire dataset.
There have been numerous international state investigations into the abuse of children. Wright et al. (2017) documented 40 historical child abuse enquiries to date each of which resulted in lengthy reports detailing their findings. In using automated methods to enable distant reading of the Ryan Report, this project presents an approach whereby key information may be extracted and restructured to facilitate a system-wide analysis of the findings of such investigations.
