The paper discusses some ways to strengthen (nonasymptotically) the Gilbert-Varshamov bound for linear codes. The unifying idea is to study a certain graph constructed on vectors of low weight in the cosets of the code, which we call the Varshamov graph. Various simple estimates of the number of its connected components account for better lower bounds on the minimum distance of codes, some of them known in the literature.
Introduction
Let C be a q-ary linear code of length n, dimension k and minimum distance d, in short an [n, k, d] q -code. The Varshamov bound [13] guarantees, for any given q, n, k, the existence of a linear [n, k, d] q code with a certain relation between the parameters n, k, d, q (see Proposition 12) . Moreover, Varshamov [13] suggests a greedy procedure of constructing a parity-check matrix for a code whose parameters meet the bound. Gilbert [6] suggested a similar greedy algorithm that produces (not necessarily linear) codes whose parameters satisfy a similar relation. Asymptotically, both bounds give the same function; therefore, it became common to join them into the "Varshamov-Gilbert bound."
To improve the Varshamov-Gilbert bound asymptotically is a notoriously difficult task [11] . However, for any small values of n, k, d, q, the best codes that we know are usually better than this bound. Therefore, the question whether better nonasymptotic bounds are possible seems to be a natural one. In Section 2, we introduce a graph on the standard array of the code and relate its parameters to those of the code. Simple estimates on the number of connected components of the graph lead to improvements of the Varshamov-Gilbert bound given in Propositions 10 and 14 [7] , Proposition 15 and Corollary 21 [4] .
The Varshamov graph
Definition 1. The code C is said to be maximal if it cannot be obtained by shortening
The following is a useful characterization of maximal codes.
Proposition 2. The code C is maximal if and only if its covering radius
Proof. If x ∈ F n q has distance d − 1 to C, then the code C spanned by (x, 1) and {(c, 0) | c ∈ C} has the parameters [n + 1, k + 1, d] q , and shortening C with respect to the last coordinate position gives C. Conversely, if C is obtained by shortening an [n + 1, k + 1, d] q -code C , then any word in C which is nonzero in the shortening position yields a vector x ∈ F n q at distance d − 1 from C.
The following proposition, a generalization of a result by Elia [5] , extends this observation to codes with arbitrary covering radius. The proof is completely analogous to that of the preceding proposition. Obviously, the number of vertices in G α is equal to
The number of edges will turn out to be a function of the weight distribution i,j arise naturally in estimating the error probability of bounded distance decoding on the q-ary symmetric channel [1] .
In the sequel we need an explicit formula for the p w i,j .
Proposition 5 [1] .
For q = 2, this reduces to
Proof. In (1), we may assume that x = 0 and wt(y) = w. So p w i,j counts the number of z with wt(z) = i and wt(z − y) = j. Put
where the sum is taken over all nonnegative integer solutions of the system
Solve for α, β and γ , and substitute in (3 ).
Remark 6. Another formula for p w i,j is
with
The K x (y) are polynomials of degree x in y, the so-called Krawtchouk polynomials. Again, we refer to the relevant sections of [3, 8, 9] . A more explicit formula in the binary case is
Proof. If c ∈ C is a codeword of weight w > 0, then the set The graph G α (C) has a very simple structure: its components are complete graphs whose vertices are the intersections of V α with the cosets of weight α of C. Let c α (C) be the number of components of G α (C). It is also the size of the largest coclique in G. Applying Turán's theorem ( [10] or [12] ) we get a relation between c α and E α .
Proposition 8. If c α K, then
Hence the integer
is a lower bound for c α .
Another useful invariant of the graph G α (C) is µ α (C), the size of its largest component (i.e. clique). Turán's theorem for the complementary graph G α yields the following lower bound for µ α (C).
Proposition 9. If µ α (C) M, then
is a lower bound for µ α .
However, the next proposition shows that good upper bounds for µ(C) := µ d−2 (C) are much more useful. What we really need are upper bounds for the number of words of weight up to d − 2 in the cosets of C.
is not maximal.
Proof. Consider the Varshamov graph G(C).
For i = 1, 2, . . . , µ := µ(C), let ν i denote the number of components of size i. Then
Hence c(C) is upperbounded by the maximal value of µ i=1 x i under the constraints
We claim that
is an optimal solution. So the maximal value of µ i=1 x i is equal to
Indeed, the dual linear program
has a feasible solution z 1 = 1, z 2 = − 2 µ that produces the same value of the objective function.
Remark 11.
Following the idea of Proposition 3, we can generalize this result:
Varshamov-Gilbert type results
The number c α (C) of components of G α (C) cannot exceed q n−k , the total number of cosets. Obviously, C is maximal if and only if the number of components c(C) of the Varshamov graph G(C) :
Our goal is to find upper bounds on c(C). For if such an upper bound is smaller then q n−k , then C is not maximal. The simplest upper bound is
which immediately gives the classical Varshamov-Gilbert bound.
Proposition 12 [13] . If
Remark 13. By Proposition 3, we can generalize this: If
For α = d − 3 this reduces to Elia's result [5] .
A general approach to find Varshamov-Gilbert type bounds would be to estimate the number of components of specific subgraphs of the Varshamov graph. We discuss two examples, basically due to [4, 7] , respectively.
The first idea to consider a forest F in G. If F ⊇ F is a spanning forest of G, then
So if we can find a forest in G with many edges, we have a good upper bound for c(C). An interesting example was found by Hashim.
Proposition 14 [7] .
Proof. Consider the two disjoint subsets and by (4),
Hashim's result admits a simple improvement.
Proof. Now consider the bipartite graph with the same vertex sets X 1 , X 2 as in the preceding proposition, but with edge set
By the same reasoning, this bipartite graph is seen to be a forest. Its number of edges is
Again we apply (4).
Remark 16. In the binary case, Expression (5) takes the form
Corollary 21 [4] . From (7) we infer that
We can embed any 
Indeed, let n + 1 be the extra coordinate index in C . We can split the vertex set V α (C ) of C into the q subsets [2] on bounds for optimal linear ternary and quaternary linear codes. Without doubt, the method will work for larger alphabets as well.
