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Abstract: Wir beschreiben die Implementierung eines einfachen verdeckten Zeitka-
nals u¨ber HTTP und evaluieren dessen Kapazita¨t im Internet. Im Experiment kom-
munizierte ein leicht modifizierter Apache-Webserver mit einem selbst geschriebenen
HTTP-Proxy auf der Seite des Clients. Optimiert man den Kanal auf Fehlerfreiheit,
ko¨nnen 3 Bit/s u¨bertragen werden; akzeptiert man bis zu 10 % Fehler, sind 14 Bit/s
mo¨glich. Die einfache Machbarkeit demonstriert erneut die Gefa¨hrlichkeit verdeckter
Kana¨le auch fu¨r Heimanwendungen.
1 Einleitung
Es ist seit langem bekannt, dass selbst ein perfekter Zugriffsschutzmechanismus keine
vollsta¨ndige Vertraulichkeit erreichen kann. Die Ursache hierfu¨r sind die so genannten ver-
deckten Kana¨le. Ein Kommunikationskanal gilt als verdeckt, wenn er urspru¨nglich nicht
fu¨r Kommunikation eingerichtet wurde. Als Beispiel fu¨r das Vorhandensein eines verdeck-
ten Kanals wird ha¨ufig das Beispiel eines fiktiven Krankenhausinformationssystems heran-
gezogen. In diesem System hat jeder Patient vollen Zugriff auf seine Krankenakte, die alle
a¨rztlichen Diagnosen und medizinischen Messwerte entha¨lt. Um die Psyche der Patienten
zu schu¨tzen, sollen to¨dliche Diagnosen (wie etwa Krebs) den Behandelten
”
schonend“,
also im perso¨nlichen Gespra¨ch mit einem Arzt, beigebracht werden. Umgesetzt wird dies,
indem das System allen Patienten mit einer solchen Diagnose den Zugriff auf ihre Daten
verweigert. Mit dem Wissen u¨ber diese Systemeigenheit kann ein Patient jedoch allein aus
der Tatsache, dass ihm der Zugriff verweigert wurde, auf eine to¨dliche Diagnose schließen.
Der Zugriffsschutzmechanismus wird zum verdeckten Kanal.
Der Begriff des verdeckten Kanals geht auf eine Arbeit von Lampson [Lam73] zuru¨ck.
Man unterscheidet zwischen Ressourcen- und Zeitkana¨len. Wa¨hrend erstere durch den ge-
meinsamen Zugriff der beteiligten Prozesse auf eine Systemressource (wie Plattenplatz,
Rechenzeit, Hauptspeicher) gepra¨gt sind, arbeiten Zeitkana¨le mit manipulierten zeitlichen
Absta¨nden zwischen zwei Systemereignissen. Das in diesem Zusammenhang immer wie-
der heraufbeschworene Szenario entha¨lt ein Trojanisches Pferd innerhalb einer besonders
geschu¨tzten Systemumgebung, das mit einem Spion außerhalb dieser Umgebung u¨ber
einen verdeckten Kanal kommuniziert. Zeitkana¨le leiden oft unter Rauschen: Das Zeit-
verhalten des Systems ist nicht nur vom sendenden Prozess auf dem verdeckten Kanal
abha¨ngig, sondern auch vom restlichen System- und Netzwerkverhalten.
Verdeckte Kana¨le stellen eines der am schwersten beherrschbaren Pha¨nomene in der IT-
Sicherheit dar. Wa¨hrend fru¨here Arbeiten die Gefahren im Wesentlichen im (milita¨rischen)
Hochsicherheitsbereich sahen [Eck03], ist heute aufgrund der steigenden Verbreitung von
Viren, Wu¨rmern und Trojanischen Pferden die Gefa¨hrdung von Firmen und Privatpersonen
unabstreitbar. In der industriellen Praxis wird versucht, verdeckte Kana¨le durch Design-
methoden [Kem83] oder komplexe Schleusentechnologien [HEM00] zu erkennen und zu
vermeiden. In privaten Netzen verhindern Techniken wie Network Address Translation
(NAT) oder eine Firewall ungewollten Datenverkehr. Wie diese Arbeit zeigt, bleiben die
Gefahren durch verdeckte Kana¨le dort jedoch grundsa¨tzlich bestehen.
Der Ausgangspunkt fu¨r die vorliegende Arbeit war eine Adaption des oben beschriebe-
nen Szenarios: Ein Nutzer unterha¨lt einen abgesicherten Rechner mit vertraulichen Daten.
Auf dem Rechner la¨uft als einziger Dienst ein Webserver, der einen gewo¨hnlichen HTTP-
Zugang u¨ber den TCP-Netzwerkport 80 anbietet. Auf dem Server wurde jedoch ein Tro-
janisches Pferd platziert, welches mit einem Nutzer im Internet kommunizieren mo¨chte.
Als Kommunikationskanal steht ausschließlich ein verdeckter Zeitkanal u¨ber Port 80 zur
Verfu¨gung. Die Fragestellung, die hier untersucht wird, lautet: Wie einfach ist es, einen
verdeckten Zeitkanal u¨ber HTTP zu realisieren und welche Kapazita¨t (d. h., wie viele Bits
pro Sekunde) kann man u¨ber diesen Kanal kommunizieren?
Um den Punkt der
”
Einfachheit“ zu erfu¨llen, wurden folgende Anforderungen gestellt:
1. Die Kommunikation soll ausschließlich u¨ber den Zeitkanal auf einer HTTP-Verbin-
dung durchgefu¨hrt werden; der eigentliche Inhalt der Verbindung darf nicht vera¨n-
dert werden.
2. Der Zeitkanal soll ausschließlich das Kommunikationsverhalten der Webanwen-
dung ausnutzen und beispielsweise nicht zusa¨tzlich noch Verzo¨gerungen von TCP-
oder IP-Paketen verwenden.
3. Insgesamt sollen die Modifikationen des Webservers durch den Trojaner minimal
bleiben.
Die Anforderungen 1 und 2 wurden besonders restriktiv gewa¨hlt, um Evidenzen fu¨r die
Mindestkapazita¨t eines solchen Kanals zu sammeln. Anforderung 3 ist in gewissem Sin-
ne konkurrierend zu Anforderungen 1 und 2 und sollte die Herausforderung versta¨rken,
maximale Kapazita¨t mit minimalen Vera¨nderungen zu erreichen.
Um die Fragestellung dieser Arbeit zu beantworten, wurde eine HTTP-Verbindung zwi-
schen einem standardma¨ßigen Apache-Webserver [Apa] und einem HTTP-Proxy als Tra¨-
gerkanal fu¨r einen Zeitkanal verwendet. Der Webserver verzo¨gert beim ¨Ubertragen einer
gro¨ßeren Datei einzelne Blo¨cke auf der TCP-Verbindung abha¨ngig davon, ob auf dem ver-
deckten Kanal der Wert 0 oder 1 u¨bertragen werden soll. Die auf diese Weise maximal
erreichbare relative Kapazita¨t ist offensichtlich 1 Bit pro Block. Die Blockgro¨ße, die vom
Apache-Webserver verwendet wird, betra¨gt 4 KByte. Mit Messungen in verschiedenen
Szenarien wurde untersucht, wie gut der optimale Wert erreicht wird und damit wie klein
das Rauschen auf dem Kanal ist. Zusa¨tzlich wurde der Nutzen von einfachen Fehlerkor-
rekturverfahren mit Hamming-Codes evaluiert.
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Die Maximalkapazita¨t des hier vorgestellten Zeitkanals ha¨ngt direkt von der gewa¨hlten
Verzo¨gerungszeit einzelner Bits ab und schwankt in den Messungen zwischen 4 und 28
Bit/s; fu¨r Fehlerraten unter 5 % liegt die Kapazita¨t zwischen 4 und 9 Bit/s.
Die Mehrzahl der Arbeiten zu verdeckten Kana¨len nutzt vorhandene (legitime) Kana¨le, um
durch Vera¨nderungen des regula¨ren Kanals verdeckte Botschaften zu u¨bertragen: Dyat-
lov und Castro [DC03] verwenden bei HTTP- ¨Ubertragungen Zusatz-Header in den Bo-
dies von HTTP-Anfrage und -Antwort sowie die URL selbst. Infranet [FBH+02] ist ein
HTTP-Tunnel mit der speziellen Zielsetzung, Internet-Zensur zu umgehen: Die Anfra-
ge wird u¨ber die URL kodiert, fu¨r die Antwort greifen die Autoren auf Steganographie
zuru¨ck. Auch generische HTTP-Tunnel-Programme (etwa GNU httptunnel [Htt]) erzeu-
gen verdeckte Kommunikation, da die Nutzung einer HTTP-Verbindung fu¨r andere Zwe-
cke als den Zugriff auf Webserver unerwartet ist. Rutkowska [Rut04] und das LOKI-
Projekt [Dae96, Dae97] vera¨ndern redundante Inhalte von TCP-Paketen und ungenutzte
Bereiche in ICMP-Echo-Paketen zur Implementierung eines verdeckten Kanals. Alle ge-
nannten Arbeiten erzeugen somit Ressourcenkana¨le, wa¨hrend die hier beschriebene Arbeit
einen Zeitkanal aufbaut. Verwandte Arbeiten mit dem Ziel der Verschleierung von Kom-
munikation sind so genannte MIX-Netze [Cha81, Bau03]: Dort tauscht eine große Anzahl
Teilnehmer parallel Informationen miteinander aus; eventuell auch dann, wenn gerade kei-
ne Daten zu u¨bertragen sind. Insbesondere in den stop-and-go MIX-Netzen [KEB98] geht
es aber anders als in dieser Arbeit gerade darum, Zeitkana¨le durch das Einbringen zufa¨lli-
ger Verzo¨gerungszeiten zu eliminieren.
Abschnitt 2 beschreibt die Software-Komponenten, die fu¨r die Tests entwickelt wurden,
die eingesetzte Hardware und die Netzwerkanbindung der Komponenten. In Abschnitt
3 werden die Messergebnisse pra¨sentiert und diskutiert. Schließlich bietet Abschnitt 4
eine Zusammenfassung, Verweise auf a¨hnliche Arbeiten und einen Ausblick. Die hier
pra¨sentierten Ergebnisse sind zusammen mit einigen weiteren Messungen an anderem Ort
ausfu¨hrlicher dokumentiert [Eße05].
2 Experiment
In diesem Abschnitt beschreiben wir den Versuchsaufbau, also die eingesetzte Soft- und
Hardware sowie die verwendete Netzwerkanbindung.
2.1 Software
Der Aufbau der Experiments ist in Abbildung 1 (auf der folgenden Seite) dargestellt. Der
Rechner des
”
Spions“ ist ganz links abgebildet. Er kommuniziert u¨ber die HTTP-Verbin-
dung mit dem Apache-Webserver (Mitte).
Die Software-Architektur auf dem Webserver ist rechts skizziert. Um den verdeckten Ka-
nal zu erzeugen, wurden drei Komponenten eingesetzt: (1) Apache-Server, (2) Kontroll-
Daemon
”
















Abbildung 1: Kommunikation zwischen Client und Server sowie lokal auf dem Server.
Modul
”
ccctrl“ ist das eigentliche Trojanische Pferd, welches u¨ber den Kontroll-Daemon
den Inhalt der versendeten Nachrichten steuern kann. In der vorliegenden Implementie-
rung kann es u¨ber zahlreiche Kommandozeilenparameter gesteuert werden [Eße05].
Die Kommunikation la¨uft wie folgt ab: Zuna¨chst stellt ein Webclient u¨ber den HTTP-
Proxy eine Anfrage an den Webserver. Der Webserver fragt bei jedem Zugriff beim Kon-
troll-Daemon an, ob eine verdeckte Nachricht gesendet werden soll. Der Kontroll-Daemon
pru¨ft in seiner Datenbank, ob die IP-Adresse in der Liste der geheimen Kommunikati-
onspartner enthalten ist. Falls ja, schickt er das na¨chste Bit einer fu¨r diese IP-Adresse
gespeicherten verdeckten Nachricht als 0 oder 1 kodiert an den Apache-Server. Abha¨ngig
von der Antwort des Kontroll-Daemons verschickt der Apache-Server den aktuellen Block
verzo¨gert (1) oder unverzo¨gert (0). Der HTTP-Proxy misst die ¨Ubertragungszeit (die Zeit
zwischen dem Aufruf von read() und dem Empfang des Blocks) und schreibt diese Zei-
ten in eine Protokolldatei. Außerdem reicht er den eigentlichen Inhalt (also die Daten des
Tra¨gerkanals) an den Webclient weiter. Nachdem die Datei komplett u¨bertragen wurde,
wird die Protokolldatei des HTTP-Proxys mit statistischen Methoden analysiert, um die
verdeckte Nachricht zu rekonstruieren.
Um eine mo¨glichst geringe Menge an Bits zu u¨bertragen, wurde der Bereich der zula¨ssi-
gen Zeichen auf ASCII-Zeichen zwischen 32 und 95 (Großbuchstaben, Ziffern und einige
Sonderzeichen) eingeschra¨nkt. Durch die Beschra¨nkung auf 64 mo¨gliche Zeichen ist ein
Zeichen in 6 Bit kodierbar. Jede Nachricht erha¨lt – zur besseren Erkennung – Anfangs-
und Endmarkierungen.
2.2 Vera¨nderungen am Apache
Der Apache-Webserver ist nur geringfu¨gig modifiziert, um den Kontakt zu einem Dae-
mon zu erlauben, der die verdeckte Kommunikation steuert; die Patch-Datei fu¨r Apa-
che 1.3.31 besteht aus 222 Zeilen. Vera¨ndert wurden im Wesentlichen die Funktionen
ap send fd length() und ap send mmap(), die den Versand von Datenblo¨cken
regeln; außerdem die Variablen MMAP SEGMENT SIZE und IOBUFSIZE, welche die
Gro¨ße der zu versendenden Blo¨cke festlegen. Der Daemon fu¨r die Steuerung der verdeck-
ten Kana¨le ist ein 439 Zeilen langes Python-Programm, das Analyse-Tool besteht aus 265
Zeilen Python-Code. Insgesamt mussten also nur a¨ußerst geringe Modifikationen an Stan-
dardsoftware vorgenommen werden. Der Quellcode ist im Internet frei verfu¨gbar [Eße05].
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2.3 Hardware und Netzwerk
Fu¨r die Tests wurden zwei Rechner verwendet: Der Server (Intel Celeron, 2 GHz, 256
MByte RAM, Debian Linux 3.0) steht im Rechenzentrum eines Hosting-Anbieters, der
Client (Intel Pentium IV, 2 GHz, 512 MByte RAM, Suse Linux 9.0) ist u¨ber eine DSL-
Leitung (768 MBit/s up-stream, 128 MBit/s down-stream) mit dem Internet verbunden.
Der Apache-Webserver versendet die angeforderten Webseiten in Blo¨cken der Gro¨ße
4 KByte. Da die Aufgabenstellung vorsah, ausschließlich das Kommunikationsverhal-
ten der Applikation auszunutzen, konnte pro solchem 4-KByte-Block nur jeweils ein Bit
kodiert werden: verzo¨gert (1) bzw. unverzo¨gert (0). Die Verzo¨gerung, mit welcher der
Apache-Server den Bitwert 1 kodiert, ist ein Parameter der Installation und wurde in den
Tests variiert, um die Kapazita¨t des Kanals zu bestimmen. Fu¨r 15 Verzo¨gerungswerte zwi-
schen 0,05 s und 0,5 s wurden je fu¨nf Testla¨ufe ausgefu¨hrt, bei denen eine 5 MByte große
Testdatei auf dem Tra¨gerkanal u¨bertragen wurde. Die vollsta¨ndig unverzo¨gerte ¨Ubertra-
gung der Testdatei beno¨tigte u¨ber diese Verbindung 42 s; bei Verzo¨gerung von durch-
schnittlich jedem zweiten 4-KByte-Block um 0,5 s erho¨hte sich die ¨Ubertragungszeit auf
322 s. Diese Zeit liegt im Rahmen der Erwartungen: Die 5 MByte große Datei besteht
aus 1280 Blo¨cken zu je 4 KByte; wird jeder zweite (also 640 Blo¨cke) um 0,5 s verzo¨gert,
ergibt sich eine erwartete ¨Ubertragungszeit von 42 s + 640× 0, 5 s = 362 s.
Der experimentelle Aufbau, der auf dem Herunterladen einer einzelnen großen Datei ba-
siert, ist natu¨rlich unrealistisch, denn in der Praxis sind die versendeten Dateien im Durch-
schnitt viel kleiner. Ziel des Experimentes war jedoch nicht, ein praktisch verwendbares
Hacker-Werkzeug zu entwickeln, sondern eine worst case-Abscha¨tzung der Kapazita¨t ei-
nes praktischen verdeckten Zeitkanals zu erhalten.
3 Ergebnisse
In diesem Abschnitt pra¨sentieren wir die Messergebnisse. Gemessen wurden die Fehler-
raten bei verschiedenen Verzo¨gerungszeiten. Es war zu erwarten, dass ku¨rzere Verzo¨ge-
rungen zu mehr Fehlern fu¨hren. Zuna¨chst pra¨sentieren wir einige Einzelergebnisse, um
den Charakter der ¨Ubertragung zu beschreiben. Danach folgen eine ¨Ubersicht aller Mes-
sungen und eine Untersuchung der Frage, inwieweit der Versuchsaufbau die Messungen
beeinflusst.
3.1 ¨Ubersicht
Abbildungen 2, 3 und 4 zeigen die gemessenen ¨Ubertragungszeiten fu¨r verschiedene Ver-
zo¨gerungen v. Auf der horizontalen Achse sind die Nummern der 4-KByte-Blo¨cke aufge-
zeichnet.
Bei einer Verzo¨gerung von v = 0, 4 s war die ¨Ubertragung zu 0,64 % fehlerbehaftet
(siehe Abbildung 2 auf der folgenden Seite). Eine deutliche Trennung verzo¨gerter und
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unverzo¨gerter Pakete in zwei Messwertblo¨cke ist optisch nicht erkennbar. Zwar gibt es
knapp oberhalb von 0,4 s eine Ha¨ufung von Messwerten, aber ein Großteil der Werte ist





unverzo¨gert“ (0) wird auf Empfa¨ngersei-
te durch eine statistische Analyse bestimmt. Dabei geht das Analyseprogramm zuna¨chst
davon aus, dass sich die Menge der gemessenen ¨Ubertragungszeiten in einen oberen und
einen unteren Block unterteilen la¨sst, so dass der Medianwert die Grenze darstellt. Ein-
zelne Werte werden danach noch auf Basis ihrer Abweichung vom Block-Durchschnitt in
den jeweiligen anderen Block verschoben.
































Abbildung 2: Messwerte und Grafik fu¨r den Test mit v = 0, 4 s.
Bei v = 0, 1 s Verzo¨gerung ergaben sich die Werte aus Abbildung 3. Die Fehlerrate von
17,1 % macht den Kanal nahezu unbrauchbar.




































Abbildung 3: Messwerte und Grafik fu¨r den Test mit v = 0, 1 s.
Eine Verzo¨gerung von v = 0, 05 s fu¨hrte zur vo¨lligen Unbrauchbarkeit des Kanals: Mit
50,64 % Fehlerrate war der Kanal vollsta¨ndig gesto¨rt. Abbildung 4 auf der folgenden Seite
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zeigt, dass sich fast alle Messwerte in einem kleinen Intervall um 0,0033 s befinden – die
erwartete Aufteilung in zwei Blo¨cke gab es nicht.





































Abbildung 4: Messwerte und Grafik fu¨r den Test mit v = 0, 05 s.
3.2 Ergebnisse ohne Fehlerkorrektur
Abbildung 5 zeigt die Fehlerquoten fu¨r die verschiedenen Verzo¨gerungszeiten im linken
Graphen mit linearer y-Achse und im rechten Graphen mit logarithmischer y-Achse. Zum
Vergleich wurde in beide Graphen die Exponentialfunktion hineingelegt. Man kann hier
























































































































































































Abbildung 5: Zusammenhang zwischen Verzo¨gerung und Fehlerrate (links: lineare y-Achse, rechts:
logarithmische y-Achse; Verbindungslinien nur zur besseren Veranschaulichung).
Fu¨r v = 0, 05 s (und kleinere v) lag die Fehlerrate bei 50 % – hier war keine Unterschei-
dung zwischen verzo¨gerten und unverzo¨gerten Blo¨cken mehr mo¨glich, und das Analyse-
programm auf der Empfa¨ngerseite interpretierte alle Blo¨cke gleich. Da die Nullen und
Einsen in der verdeckten Nachricht anna¨hernd gleich verteilt sind, ist 50 % das schlech-
testmo¨gliche Ergebnis.
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Bei den Tests mit 0,06 s ≤ v ≤0,15 s wurden 39,18 % bis 7,36 % der Bits fehlerhaft
u¨bertragen. Ab v = 0, 2 s lag die Fehlerquote unter 3,54 %, so dass die Hoffnung bestand,
dass der Einsatz eines Fehlerkorrekturverfahrens fu¨r meist korrekte ¨Ubertragungen sorgen
ko¨nnte. (Mehr dazu im folgenden Unterkapitel.) Selbst bei einer halben Sekunde Verzo¨ge-
rung traten noch Fehler auf – im Mittel waren 0,1 % der Bits falsch.
3.3 Ergebnisse mit Fehlerkorrektur
Im Anschluss an die Testreihe wurde ein einfaches Fehlerkorrekturverfahren auf Basis von
Hamming-Codes in die Kommunikation integriert. Jeweils sechs Code-Bits wurden um
vier Hamming-Bits erweitert. Ein solcher Code kann bekanntermaßen einen 1-Bit-Fehler
korrigieren und zwei 1-Bit-Fehler entdecken [RF89]. Ohne Ru¨ckkanal (wie im vorlie-
genden Fall) ist die Fehlerentdeckung uninteressant und wird im Folgenden nicht weiter
betrachtet.
Wir betrachten zuna¨chst analytisch den Nutzen der Fehlerkorrektur: Wir fragen, mit wel-
cher Wahrscheinlichkeit ein Zeichen (6 Bit) vollsta¨ndig korrekt u¨bertragen wird. Dazu sei
p die Fehlerwahrscheinlichkeit fu¨r die ¨Ubertragung eines Bits.
Im Fall ohne Fehlerkorrektur werden sechs Bits u¨bertragen. Die Wahrscheinlichkeit, dass
alle sechs Bits korrekt den Empfa¨nger erreichen, ist p1 := (1 − p)6. Im Fall mit Feh-
lerkorrektur werden die sechs Bits um vier zusa¨tzliche Bits erga¨nzt. Die Fehlerkorrektur
kann einen Fehler korrigieren, ab zwei Fehlern ist das Ergebnis falsch. Damit ist die Wahr-
scheinlichkeit fu¨r die korrekte ¨Ubertragung die Summe zweier Teilwahrscheinlichkeiten:
Die erste Teilwahrscheinlichkeit ( ¨Ubertragung aller zehn Bits ohne Fehler) ist analog zum
oberen Fall (1 − p)10. Die zweite Teilwahrscheinlichkeit ( ¨Ubertragung der zehn Bits mit
einem Fehler) ist∑10i=1 p(1− p)9. (Jeder der zehn Summanden in diesem Ausdruck steht
fu¨r die Wahrscheinlichkeit, dass Bit Nummer i falsch u¨bertragen und alle anderen Bits
korrekt u¨bertragen werden.) Da die beiden Teilwahrscheinlichkeiten disjunkte Ereignis-
mengen beschreiben, kann man sie summieren. Die Wahrscheinlichkeit, dass ein Zeichen
mit Fehlerkorrektur korrekt u¨bertragen wird, ergibt sich zu:
p2 := (1− p)10 +
10∑
i=1
p(1− p)9 = (1− p)10 + 10p(1− p)9
Fu¨r die Fehlerraten p aus den Tests ohne Fehlerkorrektur wurden die Werte p1 und p2
berechnet; Tabelle 1 auf der folgenden Seite listet die Fehlerraten (1− pi) auf.
Mit steigender Bitfehlerquote sinkt also der Nutzen der Fehlerkorrektur: Sie kann nur bei
sehr kleinen Fehlerraten deutliche Verbesserungen bewirken.
Die analytisch gewonnenen Einsichten wurden nun experimentell u¨berpru¨ft. Abbildung 6
auf der u¨berna¨chsten Seite zeigt den interessanten Bereich mit Verzo¨gerungen zwischen
0,1 s und 0,5 s: Fu¨r 0,4 s und 0,5 s war die ¨Ubertragung mit aktivierter Fehlerkorrektur
fehlerfrei, wa¨hrend ohne Fehlerkorrektur ¨Ubertragungsfehler auftraten. Fu¨r Verzo¨gerun-
gen von 0,15 s, 0,2 s und 0,3 s gab es trotz Fehlerkorrektur ¨Ubertragungsfehler, die Quote
der korrekt u¨bertragenen Daten war aber besser als ohne Fehlerkorrektur.
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Verz. p 1− p1 1− p2 (1− p2)/(1− p1)
– 0,01 % 0,060 % 0,000 % 0,001
– 0,05 % 0,300 % 0,001 % 0,004
0,50 s 0,10 % 0,599 % 0,004 % 0,007
0,40 s 0,64 % 3,779 % 0,178 % 0,047
0,30 s 1,18 % 6,874 % 0,588 % 0,086
0,25 s 1,49 % 8,614 % 0,923 % 0,107
0,20 s 3,54 % 19,447 % 4,668 % 0,240
0,15 s 7,36 % 36,789 % 16,455 % 0,447
0,12 s 9,69 % 45,748 % 25,191 % 0,551
0,11 s 11,31 % 51,332 % 31,487 % 0,613
0,10 s 17,23 % 67,846 % 53,493 % 0,788
0,09 s 20,33 % 74,428 % 63,407 % 0,852
0,08 s 23,41 % 79,815 % 71,824 % 0,900
0,07 s 30,35 % 88,584 % 85,606 % 0,966
0,06 s 39,18 % 94,939 % 94,846 % 0,999
0,05 s 49,49 % 98,339 % 98,833 % 1,005
Tabelle 1: Analytische Berechnung der Fehlerraten mit und ohne Fehlerkorrektur.
Bei 0,11 s und 0,12 s Verzo¨gerung waren die Ergebnisse mit Fehlerkorrektur sogar schlech-
ter als ohne. Hierbei ist allerdings zu beachten, dass die Datenbasis mit jeweils fu¨nf Mes-
sungen (im Fall ohne Fehlerkorrektur) bzw. vier Messungen (im Fall mit Fehlerkorrektur)
recht klein ist. Tabelle 2 fu¨hrt neben den Fehlerraten auch die ¨Ubertragungszeiten (fu¨r die
¨Ubertragungen ohne Fehlerkorrektur) auf.
Verzo¨gerung Fehler (mit Korr.) Fehler (ohne Korr.) Zeit (min)
0,05 48,33 49,49 0:45
0,06 40,38 39,18 0:46
0,07 32,91 30,35 0:55
0,08 24,40 23,41 1:00
0,09 20,04 20,33 1:04
0,1 16,67 17,23 1:10
0,11 15,68 11,31 1:16
0,12 13,98 9,69 1:31
0,15 6,54 7,36 1:41
0,2 2,22 3,54 2:12
0,25 1,92 1,49 2:44
0,3 0,64 1,18 3:15
0,4 0,00 0,64 4:19
0,5 0,00 0,10 5:22
Tabelle 2: ¨Ubersicht der Ergebnisse mit und ohne Fehlerkorrektur.
Geht man davon aus, dass die u¨bertragene Botschaft in natu¨rlicher Sprache verfasst ist,
kann man etwa 10 % der Zeichen falsch u¨bertragen, ohne einen semantischen Verlust da-
vonzutragen. Nach den gemessenen Werten sollte man in diesem Fall eine Verzo¨gerung
von knapp unter 0,25 s (ohne Fehlerkorrektur) oder von knapp unter 0,2 s (mit Fehlerkor-
rektur) wa¨hlen. Zu beachten ist jedoch, dass mit eingeschalteter Fehlerkorrektur die Kapa-























































































Abbildung 6: Ergebnisse mit und ohne Fehlerkorrektur im Vergleich; Verbindungslinien nur zur
besseren Veranschaulichung.
Die Kapazita¨t des verdeckten Kanals ha¨ngt einerseits von der Verwendung oder vom Ver-
zicht auf Fehlerkorrektur, andererseits von der Verzo¨gerungsrate ab. Aus den ¨Ubertra-
gungszeiten in Tabelle 2 (fu¨r 1280 u¨bertragene Bits) ergibt sich beispielsweise fu¨r v =
0,4 s eine Kapazita¨t von 1280259 ≈ 5 Bit/s im Fall ohne Fehlerkorrektur. Bei Verwendung
der Fehlerkorrektur sinkt die Kapazita¨t um 40 % auf ca. 3 Bit/s. Fu¨r v = 0,12 s sind die
entsprechenden Werte 128091 ≈ 14 Bit/s (ohne Fehlerkorrektur) und ca. 8,4 Bit/s.
3.4 Entdeckbarkeit des verdeckten Kanals
Die verdeckte Kommunikation ist unsichtbar in dem Sinne, dass keine Daten vera¨ndert
werden – allerdings fu¨hren die Verzo¨gerungen zu einem im Vergleich zu einer normalen
¨Ubertragung auffa¨lligen Zeitverhalten. Das la¨sst sich leicht mit einem Netzwerk-Sniffer
beobachten. Fu¨r eine Verzo¨gerungszeit von 0,3 s, die eine geringe Fehlerquote erlaubt,
wurde der Netzwerkverkehr mit dem Hilfsprogramm Ethereal [eth] untersucht; dem wur-
den Vergleichsmessungen ohne Verzo¨gerung gegenu¨bergestellt.
Wird ein verdeckter Zeitkanal vermutet und mit Ethereal danach gesucht, fallen Unter-
schiede beim Datendurchsatz auf. Abbildung 7 auf der folgenden Seite zeigt links die
Datendurchsatzstatistik (throughput graph) bei einer unverzo¨gerten ¨Ubertragung. Deut-
lich erkennbar liegt die Rate wa¨hrend des gesamten Transfers einigermaßen konstant um
125 000 Byte/s. Die rechte Abbildung zeigt den von Ethereal ermittelten Datendurchsatz
bei der ¨Ubertragung mit verdecktem Kanal – hier ergibt sich ein anderes Bild, der Maxi-
malwert von 125 000 Byte/s wird nur in wenigen Fa¨llen angenommen, die Werte sind zu
einem großen Teil u¨ber den Bereich von 15 000 bis 85 000 Byte/s verschmiert.
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Abbildung 7: Von Ethereal beobachteter Datendurchsatz – links: unverzo¨gert, rechts: verzo¨gert.
4 Zusammenfassung
In dieser Arbeit wurde die Frage untersucht, ob und in welchem Umfang es mo¨glich ist,
einen verdeckten Zeitkanal auf einer Standard-HTTP-Verbindung aufzubauen. Es wurde
nur der Fall betrachtet, dass Client und Server u¨ber das Internet kommunizieren. Erga¨nzen-
de Untersuchungen im lokalen Netzwerk und vo¨llig lokal (Server und Client auf dem glei-
chen Rechner) [Eße05] wurden hier nicht weiter behandelt, denn das Szenario mit einem
Rechner im Internet ist das praxisnaheste.
Fu¨r die Entwicklung der Software waren nur wenige Tage no¨tig; die gro¨ßte Aufgabe
lag dabei in der Analyse des Apache-Quellcodes: Nachdem die fu¨r den Blockversand
zusta¨ndigen Funktionen isoliert waren, konnte die Grundfunktionalita¨t in wenigen Stun-
den integriert werden. Probleme, die sich aus der TCP-Paketsegmentierung ergaben, erfor-
derten kleinere Korrekturen am Client-Proxy. Insgesamt ist es fu¨r einen erfahrenen Pro-
grammierer keine Herausforderung, einen verdeckten Kanal in einen vorhandenen Server
einzubauen.
Die Kapazita¨t des implementierten Zeitkanals ist bei hinreichend großer Verzo¨gerung aus-
reichend, um kleinere Informationsmengen zu u¨bertragen. Beispielsweise kann eine Kre-
ditkartennummer in 54 Bit kodiert werden (1016 < 254) und bei Verzo¨gerung v = 0, 5 s in
14 s u¨bertragen werden. Beim Einsatz des simplen Fehlerkorrekturverfahrens verla¨ngert
sich die ¨Ubertragungszeit, da statt 54 Bit nun 90 Bit no¨tig sind, auf 23,3 s.
Die Untersuchung hat gezeigt, dass vorhandene Software mit geringem Aufwand um einen
verdeckten Kanal erga¨nzt werden kann, der keine inhaltlichen Vera¨nderungen an den u¨ber-
tragenen Daten vornimmt und somit durch eine ¨Uberwachung dieser Daten nicht aufzu-
finden ist – das ist lediglich durch Beobachtung der zeitlichen Auffa¨lligkeiten mo¨glich.




[Apa] Apache Web-Server. http://www.apache.org.
[Bau03] Matthias Bauer. New Covert Channels in HTTP: Adding Unwitting Web Browsers to
Anonymity Sets. In Proceedings of the Workshop on Privacy in the Electronic Society
(WPES 2003), Washington, DC, USA, Oktober 2003.
[Cha81] David Chaum. Untraceable electronic mail, return addresses, and digital pseudonyms.
Communications of the ACM, 4(2), Februar 1981.
[Dae96] Daemon9. Project Loki: ICMP tunneling. Phrack, 7(49), 1996.
http://www.phrack.org/show.php?p=49&a=6.
[Dae97] Daemon9. LOKI2 (the implementation). Phrack, 7(51), 1997.
http://www.phrack.org/show.php?p=51&a=6.
[DC03] Alex Dyatlov und Simon Castro. Exploitation of data streams authorized by a network
access control system for arbitrary data transfers: tunneling and covert channels over the
HTTP protocol. Juni 2003. http://gray-world.net/projects/papers/
html/covert_paper.html (12.06.2004).
[Eck03] Claudia Eckert. IT-Sicherheit. Oldenbourg Wissenschaftsverlag, 2. Auflage, 2003.
[eth] Ethereal-Homepage. http://www.ethereal.com/.
[Eße05] Hans-Georg Eßer. Ausnutzung verdeckter Kana¨le am Beispiel eines Web-Servers. Di-
plomarbeit, RWTH Aachen, Mai 2005. http://privat.hgesser.com/docs/.
[FBH+02] Nick Feamster, Magdalena Balazinska, Greg Harfst, Hari Balakrishnan und David Kar-
ger. Infranet: Circumventing Web Censorship and Surveillance. In 11th USENIX Secu-
rity Symposium, San Francisco, CA, August 2002.
[HEM00] E.-G. Haffner, Thomas Engel und Christoph Meinel. Integration der Schleusentech-
nologie “Lock-Keeper” in moderne Sicherheitsarchitekturen. In M. Schumacher und
R. Steinmetz, Hrsg., Sicherheit in Netzen und Medienstro¨men. Tagungsband des GI-
Workshops “Sicherheit in Mediendaten”, Informatik Aktuell, Seiten 17–26, 2000.
[Htt] Httptunnel-Homepage. http://www.nocrew.org/software/httptunnel.
html (29.12.2004).
[KEB98] Dogan Kesdogan, Jan Egner und Roland Bu¨schkes. Stop-and-Go MIXes Providing Pro-
babilistic Security In An Open System. In David Aucsmith, Hrsg., Information Hiding:
Second International Workshop, Jgg. 1525 of Lecture Notes in Computer Science, Seiten
83–98, Portland, Oregon, U.S.A., 1998. Springer-Verlag, Berlin, Germany.
[Kem83] Richard A. Kemmerer. Share resource matrix methodology: An approach to identifying
storage and timing channels. ACM Transactions on Computer Systems, 1(3):256–277,
August 1983.
[Lam73] Butler W. Lampson. A note on the confinement problem. Commun. ACM, 16(10):613–
615, 1973.
[RF89] T. R. N. Rao und E. Fujiwara. Error-control coding for computer systems. Prentice-Hall,
1989.
[Rut04] Joanna Rutkowska. Passive covert channels in the Linux kernel. In 21st Chaos Commu-
nication Congress, Berlin, 2004.
12
