We present a new result about the shadowing of nontransversal chain of heteroclinic connections based on the idea of dropping dimensions. We illustrate this new mechanism with several examples. As an application we discuss this mechanism in a simplification of a toy model system derived by Colliander et al. in the context of cubic defocusing nonlinear Schrödinger equation.
Introduction
In the present paper we deal with the problem of shadowing a nontransversal chain of heteroclinic connections between invariant sets (fixed points, periodic orbits, etc). The motivation for us is the work [CKS+] (see also [GK] ) on the transfer of energy to high frequencies in the nonlinear Schrodinger equation (just NLS from now on). From the dynamical systems viewpoint there is one remarkable feature of the construction in [CKS+] , namely that the authors were able to shadow a non-transversal highly degenerated chain of heteroclinic connections between some periodic orbits. The length of the chain is arbitrary, but finite. Neither in [CKS+] nor in [GK] we were able to find a clear geometric picture showing how this is achieved, so it could be easily applicable to other systems. In this work we present a mechanism, which we believe gives a geometric explanation of what is happening. Moreover, we strive to establish an abstract framework, which will make it easier to apply this technique to other systems, both PDEs and ODEs, in questions related to the existence of diffusing orbits. The term diffusing orbit relates to the Arnold's diffusion [Ar] for the perturbation of integrable Hamiltonian systems. Throughout the paper we will often call diffusing orbit an orbit shadowing a chain of heteroclinic connections, and occasionally the existence of such an orbit will be referred to as the diffusion.
In our picture we think of evolving a disk of dimension k along a heteroclinic transition chain and when a given transition is not transversal, then we 'drop' one or more dimensions of our disk, i.e., we select a subdisk of lower dimension "parallel to expanding directions in future transitions". After at most k transitions, our disk is a single point and we cannot continue further. We will refer to this phenomenon as the dropping dimensions mechanism. Since this is a new mechanism, we have found it convenient to include several figures to illustrate the main differences between transversal and non-transversal heteroclinic chains. While thinking about disks has some geometric appeal, we consider instead in our construction a thickened disk called h-set in the terminology of [ZGi] and our approach is purely topological (just as the one presented in [CKS+] ).
The main technical tool used in our work is the notion of covering relations as introduced in [ZGi] , which differs from the notion used under the same name in [CKS+] . Similar ideas about the dropping exit dimensions appear implicitly also in the works [BM+, WBS] .
In our work we present an abstract topological theorem about shadowing chains of covering relations with dropping dimensions, and we show how such chains of coverings can be obtained in the presence of chains of heteroclinic connections in two examples, a linear model and a simplified Toy Model that the one in [CKS+] , which however contains all the difficulties present in its prototype. We intend to treat more complicated examples, in particular NLS from [CKS+, GK] in subsequent papers.
The content of this paper can be described as follows. In Section 2 we first describe the consequences of the difference between transversal and nontransversal intersection of invariant manifolds of fixed points and we present the model problem with a non-transversal heteroclinic chain and state our conjecture about the existence of shadowing orbits arbitrarily close to such chain. We also introduce an example formed by a triangular system, where the existence of the diffusion is quite obvious. In Section 3 we explain the basic geometric idea of our dropping dimensions mechanism. In Section 4 we recall from [ZGi] the notions of h-sets and the covering relation. In Section 5 we prove the main topological result on shadowing of chains of covering relations with dropping dimensions. Using this new mechanism, in the next two sections we rigorously analyze two simple models, a linear model in Section 6 and a simplified Toy Model in Section 7.
Notation
By N, Z, Q, R, C we denote the set of natural, integer, rational, real and complex numbers, respectively. We assume that 0 ∈ N. Z − and Z + are nonpositive and nonnegative integers, respectively. By S 1 we will denote the unit circle on the complex plane.
In R n by e i for i = 1, . . . , n we will denote the i-th vector from the canonical basis in R n , i.e. the j-th coordinate of e i is equal to 1, when j = i and 0 otherwise.
For R n we will denote the norm of x by x and when in some context the formula for the norm is not specified, then it means that any norm can be used. For x 0 ∈ R s , B s (x 0 , r) = {z ∈ R s : x 0 − z < r} and B s = B s (0, 1). Sometimes, if V is a vector space with a norm, then B V (a, r) will denote an open ball in V centered at a with radius r.
For z ∈ R u × R s we will call usually x the first coordinate and y the second one. Hence z = (x, y), where x ∈ R u and y ∈ R s . We will use the projection maps π x (z) = x(z) = x and π y (z) = y(z) = y. For functions f : R u × R s → R u × R s we will use the shortcuts f x = π x f and f y = π y f . Let z ∈ R n and U ⊂ R n be a compact set and f : U → R n be continuous map, such that z / ∈ f (∂U ). Then the local Brouwer degree [S] of f on U at z is defined and will be denoted by deg(f, U, z). See for example the Appendix in [ZGi] and references given there for the properties of deg(f, U, z).
If V, W are two vector spaces, then by Lin(V, W ) we will denote the set of all linear maps from V to W . When V = R k and W = R m , we will identify Lin(R k , R m ) with the set of matrices with m columns and k rows, denoted by
2 Non-transverse diffusion, the statement of the problem, some examples
In this section we introduce the geometric assumptions under which we expect to construct the orbits shadowing a non-transversal heteroclinic chain. Our approach is motivated by the work [CKS+] on the NLS. One of the key ingredients of the constructions of the energy transfer in [CKS+] consists on finding an orbit which visits the neighborhoods of N invariant 1-dimensional objects in a N -dimensional complex system. Each object is connected with the previous and the following one with heteroclinic connections, so the authors look for a solution that 'concatenates' these connections. This kind of scheme seems similar to the Arnold diffusion [Ar] , but we plan to explain that it is a different phenomenon since we do not have a transverse intersection between the invariant manifolds. In addition, the proposed mechanism could be applied to integrable systems in contrast to the Arnold diffusion, which is a phenomenon that only takes place in non integrable systems.
Transverse versus Non-Transverse
In this subsection we will explain the difference between the transverse and the non-transverse situation. The hint about the idea of dropping dimensions will be given.
To do so, we are going to consider a two dimensional map with four fixed points:
We are going to assume also that each point p i has a one dimensional stable manifold, T s (p i ), and a one dimensional unstable manifold, T u (p i ), both tangent to some linear subspaces. That is
• T
s (p 0 ) is tangent to the subspace generated by e 2 at p 0 and T u (p 0 ) is tangent to the subspace generated by e 1 at p 0 .
• T s (p 1 ) is tangent to the subspace generated by e 1 at p 1 and T u (p 1 ) is tangent to the subspace generated by e 2 at p 1 .
• T s (p 2 ) is tangent to the subspace generated by e 2 at p 2 and T u (p 2 ) is tangent to the subspace generated by e 1 at p 2 .
• T s (p 3 ) is tangent to the subspace generated by e 1 at p 3 and T u (p 3 ) is tangent to the subspace generated by e 2 at p 3 .
We are now going to consider two different scenarios. The first one consists on assuming that the unstable manifold of a point p i intersects transversally the stable manifold of the following point p i+1 .
The second will be given by a non-transverse intersection of the manifolds, with one of the branches of T u (p i ) coinciding with one of the branches of
The schematic situation is the following (unstable manifolds are in red and stable manifolds are in blue):
We wonder if it is possible to connect p 0 with p 3 through the map, in both situations. To do so, we consider a ball containing the first fixed point p 0 :
If we compute iterates of the ball through the maps we can expect that it is expanded in the unstable direction and contracted in the stable direction:
Notice that in both cases the domain intersects the stable manifold of the following fixed point, p 1 . In the transverse case the domain contains a heteroclinic point. In the non-transverse situation this is obvious because the manifolds are coincident. We can now restrict our domain precisely around that intersection point for the transverse case and at some place in the right-hand side of the fixed point p 0 for the non-transverse case.
The forward iterates of the restricted domain approach the fixed point p 1 since, in both cases, our domains contain heteroclinic points. The domains will not only approach p 1 but also, after some iterates, will spread along the unstable manifold of p 1 :
While our domain spreads along the unstable manifold of p 1 , here we find the first big difference between the transverse and the non-transverse case. In the transverse case, it is clear that our domain will intersect the stable manifold of p 2 . In the non-transverse situation, our domain will never cross the stable manifold of p 2 . Then, we restrict our domain in the intersection for the transverse case and in the upper part of p 1 since we want to reach p 3 :
Using, in the transverse case, the same argument as before, since our domain contains a heteroclinic point in the transverse situation, forward iterates will spread our domain along the unstable manifold of p 2 . For the non transverse case we will reach the proximity of p 2 after some iterates, but our domain will be trapped and will not visit the following fixed point, p 3 :
In the transverse case, we could continue and see that the domain will visit p 3 .
The above analysis, shows that, on the one hand, in the transverse situation there are no geometric obstructions in shadowing the heteroclinic chain. On the other hand, in the non-transverse case, we can see that, in general, we cannot visit as many invariant objects as we want. So, now, we wonder why the authors of [CKS+] can connect N periodic orbits in the Toy Model System. The main reason is the large dimension of the system and the fact that each connection takes place in a direction that has not been used in the past.
Indeed notice that, if in the non-transverse example the last fixed point p 3 is located in a new dimension (that means that the system is three dimensional) it might be possible continue with the argument and visit p 3 .
In the next subsection we are going to generate an example for which it is clear that one can shadow a non-transverse heteroclinic chain.
Examples with diffusion in a non-transverse situation -the triangular system
The triangular system isẋ = F (x)
with
with λ i > 0 for 1 ≤ i ≤ n and µ i ∈ R for 1 < i < n. Note that we can integrate (1) recursively, sincė
with f i (t) = λ i − µ i + µ i x i−1 (t) and x −1 (t) = 1. For i = 0, 1, . . . , n we denote by p i the following fixed point of (1)
Therefore we have
Observe that the interval C i = (1, . . . , 1, x i , 0, . . . , 0), where the length of the initial sequence of 1's is equal i − 1, for x i ∈ (0, 1) is the heteroclinic orbit connecting p i and p i+1 . The question is whether we can follow this heteroclinic chain, i.e., whether there exists an orbit which starts in the close vicinity of p 0 then it visits consequtively the neighborhoods of p 1 , p 2 , . . . , p n .
We can check now the linear behavior around the equilibrium points computing the derivative of the vector field:
so we have different possible choices for the parameters.
• If µ i > λ i for all i = 1, . . . , n, each point p j has only one unstable direction defined by e j+1 , while the rest of the directions are stable.
• If µ i = λ i for all i = 1, . . . , n, each point p j has only one unstable direction, defined by e j+1 . All the "past" directions, defined by {e 1 , . . . , e j } are stable while all the "future" directions, defined by {e j+2 , . . . , e n }, are linearly neutral.
• If µ i < λ i for all i = 1, . . . , n, at each point, p j , all the "past" directions, defined by {e 1 , . . . , e j }, are stable while all the "future" directions, defined by {e j+2 , . . . , e n )}, are linearly unstable.
Let us now display some numerical integration of the system for these three possibilities for n = 4. For the sake of concreteness we are going to assume λ = λ i and µ = µ i for all i = 1, . . . , n. In Figures 1, 2 and 3 we display the numerical evidence for the existence of diffusive orbits. (1) for λ = 1 and µ = 2. The initial condition is:
Figure 2: Solution of system (1) for λ = 1 and µ = 1. The initial condition is:
Figure 3: Solution of system (1) for λ = 2 and µ = 1. The initial condition is:
Of course, we could expect these numerical evidences just by looking at the equations. It is clear that lim
By induction, assuming
and looking for equilibria of x i (t) for t → ∞, it has to satisfy
So, we get l i = 0 or l i = 1 but sinceẋ i (t) > 0 for t large enough we can conclude l i = 1. This reasoning with some small effort can be turned into the rigorous proof. The main conclusion of this part is that we have obtained an easy example for which we can ensure the transition chain even if the intersection between the invariant manifolds is not transverse, regarding the high dimension and the disposition of the equilibrium points and the heteroclinic connections: each one in a new direction not used before. In addition, the system is integrable by quadratures which goes against the notion of the Arnold's diffusion. However, we have detected the reason why the connection could be possible. The geometric mechanism relies on the fact that we are dealing with a high dimensional system and that each new connection is defined by a direction that has not been used before.
The conjecture
We are now in condition to present a conjecture, which can be proved by our method discussed in the following sections under some additional assumptions.
Let n i > 0 for i = 1, . . . , L and let
. . , L the subspaces V i which are spanned by {e ki−1+j } j=1,...,ni . In this notation R n = L i=1 V i . We will use the following notation: for l ∈ N, 0 l , 1 l will denote the sequences of length l consisting of l 0's or l 1's, respectively.
Assume that we have a diffeomorphism f : R n ×R wu ×R ws → R n ×R wu ×R ws , w = w u + w s with the following properties:
• there exists a sequence of fixed points
. . .
• for any i = 1, . . . , L, the interval connecting p i−1 and p i denoted by C i
• at p i the subspace V i defined the exit directions and these directions are 'dominating' for the scattering when passing by p i . This statement is vague, because the scenario we are going to present most likely can be realized under various sets of assumptions.
Only the first n-directions really count, the others will be treated as the entry directions (in the sense of covering relations, see Section 4).
Our result is is
Conjecture 1 Under the above assumptions for any > 0 there exists a point z and a sequence of integers
Our idea of the proof of this result requires a construction of covering relations (see (25) , and then Conjecture 1 follows directly from Theorem 8.
We will show how a construction of suitable h-sets and coverings can be done for a linear model in Section 6 and for the simplified version of the toy model from [CKS+] in Section 7.
The geometric idea of dropping dimensions
In this section we will explain our idea of dropping dimensions along a nontransversal heteroclinic chain.
Let us start with a simplified version of the example from Section 2.3. Let f : R n → R n be a diffeomorphism with the following properties:
2. The segments C i that connect the points p i−1 and p i ,
3. At each point p i the i-th direction is stable and the (i + 1)-th is unstable. This means:
4. The past directions, defined by e 1 , . . . , e i−1 , are contracting directions around the fixed point p i but with a rate greater than µ i . The future directions, defined by e i+2 , . . . , e n , are expanding directions around the fixed point p i but with a rate lower than λ i .
Proposition 2 Under the previous assumptions, for all > 0 there exists a point x and a sequence of integers 0 = k 0 < k 1 < · · · < k n such that:
Remark 3 Notice that we connect n + 1 points in a n dimensional space. We cannot guarantee that the result is valid for more points.
Remark 4 Observe that we are assuming that there are only two dominant coordinates around each fixed point. That means that this could not be applied to the Toy Model System in NLS [CKS+, GK] , where we have four dominant directions. In Section 7 we treat such system.
Proposition 2 is proved in Section 6 for the linear model.
The idea of the proof: dropping dimensions
Here we sketch the basic idea of the proof of Proposition 2 with some pictures. We are going to consider only a two dimensional map. So, consider f :
with three fixed points:
with invariant segments C 1 and C 2 defined as
Assume also that the derivatives of the map around the fixed points have the following structure:
where λ 0,1 , λ 0,2 , λ 12 > 1 and 0 < µ 1,1 , µ 2,1 , µ 2,2 < 1.
We start by considering a domain (ball) D 0 of full dimension centered around p 0 .
Given the linear stability from (5), we can assume that after one iteration of the map, our initial ball D 0 will be expanded in both directions:
It is now time to make a decision: from all the possible directions, we are only interested in the one defined by the outgoing heteroclinic connection, that is, the segment C 1 . Then we consider a section S 0 = {x 1 = σ} where σ is some small parameter:
Since we are only interested in the points of our ball close to the heteroclinic connection, we intersect the domain with the section S 0 . We say that we have dropped the x 1 direction. We will not use this direction in future steps. Our domain,D 0 , has one dimension less than D 0 , that is, it has dimension one.
Then we continue with this domain. After several iterations of the map since the domain is close to the heteroclinic connection, we can ensure thatD 0 will approach p 1 and we obtain a domain D 1 :
We can use, again, the linear prediction of the map, (5), to be sure that our domain is expanded in the x 2 direction.
We use now the same argument. From all the possible directions that f (D 1 ) covers, we want to escape through the one defined by the heteroclinic connection to p 2 . So we put a section defined in the same spirit as before:
We restrict now our domain in its intersection with the section S 1 . The resulting domainD 1 will have, then, one dimension less than D 1 , which means that it will have dimension zero.
We have no more dimensions to drop, since our initial domain becomes a single point. This point is close to the heteroclinic defined in C 2 , so that we are sure that after some iterates, it will approach the final fixed point p 2 :
h-sets, covering relations
The goal of this section is to recall from [ZGi] the notions of h-sets and covering relations, and to state the theorem about the existence of point realizing the chain of covering relations. This will be the main technical tool in proving the existence of the orbits shadowing the heteroclinic chain in the next sections.
h-sets and covering relations
We set dim(N ) := n,
Hence a h-set N is a product of two closed balls in some coordinate system. The numbers u(N ) and s(N ) are called the exit and entry dimensions, respectively. The subscript c refers to the new coordinates given by the homeomorphism c N . Observe that if u(N ) = 0, then N − = ∅ and if s(N ) = 0, then N + = ∅. In the sequel to make the notation less cumbersome we will often drop the bars in the symbol |N | and we will use N to denote both the h-sets and its support.
We will call N − the exit set of N and N + the entry set of N . These names are motivated by the Conley index theory [C, MM] and the role that these sets will play in the context of covering relations.
Let w be a nonzero integer. We say that
(N f -covers M with degree w) iff the following conditions are satisfied
There exists a continuous homotopy
h : [0, 1] × N c → R u × R s ,
such that the following conditions hold true
Moreover, we require that
We will call condition (7) the exit condition and condition (8) Hence condition (11) is fulfilled with w = ±1. In fact, this is the most common situation in the applications of covering relations.
Most of the time we will not be interested in the value of w in the symbol N f,w =⇒ M and we will often drop it and write N f =⇒ M , instead. Sometimes we may even drop the symbol f , if known from the context, and write N =⇒ M .
To handle the inverse maps in the context of covering relations the following two definitions are useful.
Definition 3 [ZGi, Definition 3] Let N be a h-set. We define a h-set N T as follows
where j :
Observe that N T,+ = N − and N T,− = N + . This operation is useful in the context of inverse maps.
Main theorem about chains of covering relations
Theorem 6 (Thm. 9) [ZGi] Assume N i , i = 0, . . . , k, N k = N 0 are h-sets and for each i = 1, . . . , k we have either
Then there exists a point x ∈ intN 0 , such that
The reader is referred to [ZGi] for a proof. The basic idea of the proof of this theorem is the homotopy and the local Brouwer degree.
The following corollary is an immediate consequence of Theorem 6.
Collorary 7 Let N i , i ∈ Z + be h-sets. Assume that for each i ∈ Z + we have either
Moreover, if N i+k = N i for some k > 0 and all i, then the point x can be chosen so that
Natural structure of a h-set
Observe that all the conditions appearing in the definition of the covering relation are expressed in 'internal' coordinates c N and c M . Also the homotopy is defined in terms of these coordinates. Sometimes this makes statements and notation seem a bit cumbersome. With this in mind we introduce the notion of a natural structure on a h-set.
Definition 5 We will say that
is an h-set with a natural structure if:
.
The operation of dropping exit dimensions
Definition 6 Assume that we have a decomposition R n = R u1 ⊕R t ⊕R s1 and the norm for (
Assume that N is an h-set, with u(N ) = u 1 + t and s(N ) = s 1 . In view of the norm on R n we have
where the parentheses enclose the exit directions. Let us denote by V the subspace {0} × R t × {0}. We define a new h-set R V (N ) by setting Our setting is motivated by Proposition 1. For the sake of completeness we recall here from Section 2 some assumptions. Let n i > 0 for i = 1, . . . , L and let n 1 + n 2 + · · · + n L = n and w = w u + w s , where w u , w s ∈ N.
For i = 1, . . . , L let V i be a subspace with dim V i = n i . Let W u and W s be two subspaces of dimensions w u and w s , respectively.
In R n × R wu × R ws we will represent points as (z 1 , . . . , z L , z L+1 , z L+2 ), where
In each of the spaces V i , W j we have some fixed basis and an isomorphism with some R d equipped with the metric, so we can define balls in this subspace.
First, we put sections (hyperplanes of codimension n i ) in the vicinity of each point p i (not to be confused with the Poincaré sections for ODEs): the exit section S i is given by conditions
where ∆ i > 0. We also define δ L+1 = 0.
For 1 ≤ i ≤ L + 1 we define the set M i (centered on the section S i for i ≤ L and on p L+1 for M L+1 )
where t i,j are positive real numbers. We equip the set M i with two different h-set structures. To define the first one, denoted by
For the second one, we set
This means that (see Definition 6) we declare 
The above covering relations are expected by combining the transition where we drop the connection direction (plus some others we decide to treat from that point on as the entry ones) with the local hyperbolic behavior near p i+1 , whereas in other directions for both covering relations where the dynamics might not help us we just adjust the sizes to obtain the correct inequalities. For this purpose we need to increase the sizes during the transition if these are treated as the entry directions or to decrease the sizes if they are treated as the exit ones.
The main topological shadowing theorem
About the same time as this work was under development a theorem about shadowing a chain covering relations with decreasing number of exit directions appeared in works [BM+, WBS] , where a slightly different technique of proof was used, but it still is based on the same covering relations we are using.
Theorem 8 Assume that the following covering relations are satisfied
Proof: Equation (23) allows us to introduce the coordinates on M i through the map
Observe that the above coordinates C i , up to a permutation required to put the exit direction first, are the ones from the natural structure of h-set. From now on we will use these coordinates. Without any loss of generality we will assume that
We will prove the following statement, which implies the assertion of our theorem.
For anyȳ ∈ B Ws (0, 1),x ∈ B Wu (0, 1),
In the sequel we will denote f li by f i .
To obtain q 1 ∈ M 1 satisfying (28-30) it is enough to find a sequence
satisfying the following conditions
which we will consider in the set
Let us remind the reader that the supports of M i and
Observe that the number of equations in system (31-34) coincides with the number of variables in D. Indeed the equation count goes as follows:
• (31) gives w s equations
• (34) gives w u equations, which gives (L + 1)(n + w u + w s ) equations in the system, which coincides with the dimension of the set D.
If w u = 0, thenx = 0 and equation (34) is dropped from further considerations when defining maps F , H t . Analogously, when w s = 0 thenȳ = 0 and we drop equation (31).
Let us denote by F the map given by the left hand side of system (31-34). We have for q = (q 1 , . . . ,
We will prove that system (31-34) has a solution in D, by using the homotopy argument to show that the local Brouwer degree deg(F, intD, 0) is nonzero.
Let h i for i = 1, 2, . . . , L be the homotopies from the covering relations (26). We imbed F into a one-parameter family of maps (a homotopy) H t as follows
It is easy to see that H 0 (q) = F (q).
We show that if q ∈ ∂D then H t (q) = 0 holds for all t ∈ [0, 1]. This will imply that deg(H t , D, 0) is defined for all t ∈ [0, 1] and does not depend on t.
Let q ∈ ∂D. Then q i ∈ ∂M i for some i = 1, . . . , L + 1. We will use the following decomposition of ∂M i for i = 1, . . . , L:
• the case q i ∈ M =⇒ M i and we see from (8) that q i / ∈ h t,i (q i−1 )(M i−1 ). Therefore in this case h t,i (q i−1 ) − q i = 0. If i = 1, then y(q 1 ) = (1 − t)ȳ, because in this case y(q 1 ) ∈ ∂B ws (0, 1), hence y(q 1 ) = 1 > ȳ .
• the case i ≤ L and
From the exit condition (7), in the covering relation
• the case i = L + 1 and
We have proved that deg(H t , intD, 0) is defined. By the homotopy invariance we have deg(F, intD, 0) = deg(H 1 , intD, 0).
In the sequel the points in M i (andM i ) will be denoted by (
Observe that H 1 (q) = 0 is the following system of linear equations
where A i is a linear map which appears at the end of the homotopy h i . It is not hard to see that q = 0 is the only solution of this system. For the proof observe that y i = 0 for i = 1, 2, . . . because the first term in each equation involving A i has zero on the last (y) coordinate. To prove that z i,j = 0 for i, j = 1, . . . , L, L + 1, we should start from the two bottom equations to infer that z L+1,i = 0 for i = 1, . . . , L + 1, and since A L is an isomorphism then also z L,L+1 = 0. Now we consider z L,i from the next two equations from the bottom and so on.
Therefore deg(H 1 , intD, 0) = ±1. This and (37) implies that
hence there exists a solution of equation F (q) = 0 in D. This finishes the proof.
Generalization
In the theorem below we allow chains of coverings relations combined with dropping some directions.
Theorem 9 Assume that we have h-sets N i and M j (andM j when some exit dimensions have been dropped) and the following covering relations are satisfied
Then there exists q 0 , . . . , q l , such that
Proof: Conceptually the same as the proof of Theorem 8.
Diffusion in the linear model
We prove now Proposition 2 for f being a linear model. To formulate the precise assumptions about our linear model we need first to introduce some notations.
• z i,p = (x 1 , . . . , x i−1 ) are the past coordinates
• z i,inc = x i is the incoming coordinate
• z i,out = x i+1 is the outgoing coordinate • z i,f = (x i+2 , . . . , x n ) are the future coordinates.
These are the local coordinates around each fixed point p i .
We assume that we have a sequence of linear maps: f i for i = 0, . . . , n and affine maps f i−1,i for i = 1, . . . , n.
We assume that the map f is equal to the linear map f i around the fixed point p i and defined as f i−1,i close to the heteroclinic connection. Therefore will refer to f i ' as the local maps and f i−1,i 's will be called the transition maps.
Local maps
) the decomposition of the map f i in terms of the previous splitting of the coordinates z i . We assume that:
where A i,p and A i,f are matrices that satisfy
with |µ i |, µ i,p < 1 and 1 < λ i,f , |λ i |. The norm that we are using here and for the rest of the proof is the maximum norm, |.| = ||.|| ∞ . Let us fix > 0, 0 < σ < and 0 < η < 1 for all i = 0, . . . , n. For each i = 0, . . . , n, we want to define h-sets that will be centered in the following points q i,inc and q i,out :
• q i,inc = (0, σ, 0, 0)
Notice that q i,inc is located close to the fixed point p i in the direction of the incoming heteroclinic connection, defined by the segment C i . The point q i,out is also located close to the fixed point p i , but in the direction of the outgoing heteroclinic, defined by the segment C i+1 . Define the sets:
We equip these sets with the natural h-set structure (see Definition 5). We declare the directions (z i,p , z i,inc ) as the entry directions and (z i,out , z i,f ) as the exit directions in both cases.
Lemma 10 For every i = 0, . . . , n − 1, there exists an integer k i such that the following covering relation holds: 
and the requested inequality holds for
Consider the incoming component, z i,inc . We want
If we take
we obtain the desired inequality. Now we study the exit components. Take z i ∈ N inc i such that its outgoing component z i,out satisfies |z i,out | = . We want to see that
Notice that we have:
If we take k i such that
we obtain the desired inequality. Finally, for the future components we proceed in the same way. Take z i ∈ N inc i such that its future component z i,f satisfies |z i,f | = . We want to see that
and the requested inequality holds for when
To finish the proof of Lemma 10, we take k i large enough to satisfy the derived above lower bounds (42)- (45) for k i .
Dropping of one direction
Now we are going to equip N out i with another h-set structure, N out i . We are going to put the outgoing coordinate z i,out in the set of entry directions. Notice that N out i is the same as N out i as sets. We are only changing the declaration of entry and exit coordinates, that is, the h-set structure.
Notice that it is precisely at this moment where we drop the outgoing direction. This argument is equivalent to the one in Section 3.1 where we intersected some domain with a section of co-dimension one located in the desired outgoing direction. Notice that N out i have the same number of entry (and exit) components than N inc i+1 .
Transition along the heteroclinic connection
We define the map close to the heteroclinic segment just as a translation, f i,i+1 .
For points in N out
i , that is for points of the form q i,out + z i the map f i,i+1 is defined as:
Notice that, with the transition written in this way we do not have to perform a change of variables that would locate the fixed point p i+1 at the origin. The change is included in the transition. Our goal is to prove that N out i covers N inc i+1 . If we write the transition map in terms of z i and z i+1 we have:
With this relation, taking into account the relative sizes of the entry and exit directions in N out i and N inc i+1 we can conclude that:
Lemma 11 The following covering relation hold:
for all i = 0, . . . , n − 1.
The conclusion
By combining Lemmas 10,11 with Theorem 9 we obtain the following Theorem 12 Under the previous assumptions (39), (46), for all > 0 there exists a point x and a sequence of integers 0 = k 0 < k 1 < · · · < k n such that:
7 Diffusion in a simplified Toy Model from [CKS+] 7.1 The toy model from [CKS+] The toy model system from [CKS+, page 59, eq. (31) ] is given by
where b j ∈ C, j ∈ Z, i = √ −1, and z denote the complex conjugation of z. System (47) is Hamiltonian with
where
Another conserved quantity for (47) called the mass is given by
Following [CKS+, GK] we are interested in the dynamics (47) on the hypersurface M (b) = 1, and more specifically in the diffusing solutions, which transport the mass from modes with j small to modes with large j. This phenomenon is one of the main ingredients in the transfer of energy to high frequencies in the cubic defocusing NLS on a 2D torus established in [CKS+, GK] .
Observe from (47) that on the hypersurface M (b) = 1 there exists the following family of periodic solutions indexed by j ∈ Z: b j (t) = e it and b k (t) = 0 for k = j. Following [CKS+, GK] we denote the j-th orbit in this family by T j . It turns out there exist heteroclinic connections from T j to T j±1 . The diffusing orbits constructed in [CKS+, GK] follow the chain of heteroclinic connections T 0 → T 1 → · · · → T N for arbitrary N ∈ N.
Coordinates from [CKS+] and the local form of the toy model
In the analysis of (47) in [CKS+] (see also [GK] ) new coordinates were introduced, which turn each periodic orbit T j into a fixed point.
These coordinates are defined as follows.
We fix j and we introduce new coordinates r, θ, c k for k = j
Let
For c ∈ C we set c = ωc
where c − , c + ∈ R. The above decomposition means that we represent a complex number c in the basis {ω, ω 2 } over the field R. Then we introduce c
The form of the toy model system in these coordinate is given by the following lemma.
Lemma 13 [CKS+, Prop. 3.1, page 69 ] Consider the toy model with the constraint
Then the equations for the toy model system have the following forṁ
Moreover, all these O ? are uniform with respect to k and j
The transition between consecutive charts
In the coordinate systems 'centered' at the j-th torus we have
We look for the relation between coordinates in the j-th and (j +1)-th charts. First we will prove the following simple lemma.
Lemma 14 If
Proof: It is easy to see that
Since c −1 = c |c| 2 , the assertion follows. We will denote by the variable with tilde the coordinates expressed in the (j + 1)-th chart.
Since
we therefore obtaiñ
Simplified toy model
Our model is a simplification of the toy model system from [CKS+, GK] . However, while it is simpler analytically than the original, the problems and obstacles to be overcome to prove the existence of diffusive orbits are very similar. Our phase space is defined by a sequence of coordinate charts indexed by j ∈ Z. Each of these maps has at its center a fixed point T j .
The j-th node centered chart (we will sometimes refer to it as j-th chart) uses the following coordinates
The coordinates y ± and x ± are related to the ones from the previous subsection as follows
Let us fix σ > 0. For example we can take σ = 0.5 or σ = 0.1. We assume that our system preserves the mass j |c j | 2 .
Local evolution close to a fixed point
The evolution in the j-th chart is given by the following ODĖ
where we assume that all O() terms satisfy
Let us stress that each O(. . . ) function may depend on all the variables. Comparing with (55-59), we make the following simplifications:
• we have left only the resonant terms in the first four equations. Removing the non-resonant terms makes perfect sense, as this can be achieved by a suitable coordinate change (see [GK] ).
• √ 3 was replaced by 1 in the first four equations (only for simplicity of the notation).
For a given T > 0 we will denote by ϕ T a shift by time T along a trajectory of (71-75) in the domain of the j-th chart.
The dynamics near a heteroclinic connection
In the domain of the j-th chart we assume that system (71-75) governs the dynamics, and we will use ϕ T to map the neighborhood of the entry section y − = σ to the neighborhood of the exit section x + = σ. Next we compose this local map with the global map from the domain of the j-th chart to the domain of the (j + 1)-th chart.
Below we postulate the precise form of this "jump between charts" (compare with subsection 7.1.2), which should correspond to the movement along the heteroclinic connection between T j and T j+1 , followed by the change of coordinates to the (j + 1)-th chart.
In the formulas given below the variables without tildes are the ones referring to the j-th node chart, while those with tildes denote the variables with respect to the (j + 1)-th chart.c k≤j−2 = c k≤j−2 c j−1 = g 1 (x − , y − )
where g 1 : R 2 → C and g 2 : C → R 2 are defined by
We will denote by J the map defined by the above equations. In principle the map J depends on j, but it will be always clear from the context what is the j used.
When comparing with the toy model in [CKS+] we basically do the following simplification:
• we assume that entry section y − = σ in the j + 1-th chart and the exit section x + = σ in the j-th chart coincide. Therefore there is no need to study the evolution along the heteroclinic connection between these sections, which the authors in [CKS+] were forced to do.
• this simplification makes perfect sense as in [CKS+] this transition map was also studied using the system derived in Lemma 13, which the local system in our approach. Therefore in our model the transition along heteroclinic is achieved by the computation of the local map with the entry and exit sections located at the macroscopic distance from the T j 's.
Fixed points and heteroclinic connections
Observe that in our system we have fixed points T j parameterized by j ∈ Z given in the coordinates centered in the j-th node by
For the fixed point T j the directions c k≤j−2 , c k≥j+2 are the center directions, x − , x + are the unstable directions and y − , y + are the stable directions. Consecutive fixed points T j and T j+1 are connected by a heteroclinic connection escaping the neighborhood of T j along the solution c k (t) = 0 for k ≤ j − 2 or k ≥ j + 2, x − (t) = y − (t) = y + (t) = 0, x + (t) = e t and continued later in the coordinates centered on T j+1 as c j (t) = 0 for k ≤ j − 1 or k ≥ j + 3, x − (t) = x + (t) = y + (t) = 0, y − (t) = e −t .
There are more heteroclinic connections in the toy model (47) see Figure 7 .3, however we will only use the connection T j → T j+1 described above. 
Some heuristic discussion
Following the heteroclinic chain T 0 → T 1 → · · · → T N requires the analysis of consecutive compositions of maps ϕ T (the shift along the trajectory by T in the j-th chart) with J, which maps from the j-th chart to the (j + 1)-th chart.
After passing by the j-th torus T j we have to drop the x + -coordinate in the j-th chart and then after the application of the J map, this coordinate becomes y − and it is related to c j . Therefore we decide that in the vicinity of T j we want c k with k < j (the past modes) to be entry variables and c k with k > j (the future modes) to be the exit directions.
The realization of the above idea must take into account the following issues.
• we declare x − to be an entry direction, despite being unstable.
• in the center directions we can have also some growth or decay which might be non-desirable for the past modes and for the future modes, respectively. This growth or decay might turn out to be unbounded for T → ∞.
To overcome these difficulties we have to chose carefully the relative sizes of the variables. For heuristic reasons we will deal with three different sizes: macro, micro and nano. The macro size will be O(1), the micro size w(T )e −T and the nano size w(t)e −2T , where w is some polynomial. By increasing T we will be able to follow the heteroclinic chain as close as we desire, keeping the relative sizes of the variables. This idea appears also in [CKS+] .
In the evolution related to passing by T j in the j-th chart on the exit section x + = σ (which is of macro size), we want all the other variables of micro size, i.e. w(T )e −T , where w(T ) is some polynomial. To get this sizes on the exit section x + = σ, we will need to impose on the entry section y − = σ (the macro size) to the variable x − to be of nano size w(T )e −2T , whereas all the other variables should be of micro size.
Regarding the behavior of the center directions, it turns out that it is possible to maintain the micro size throughout this transition for the variables c k for k ≤ j − 2 or k ≥ j + 2, because the possible decay or growth is bounded by a constant, which does not depend on T . This is the content of Theorem 17.
Evolution estimates in the hyperbolic directions
We consider the system (71-75). Let
Theorem 15 Consider (71-75) satisfying (76) with initial conditions
and
Assume that T ≥ T 0 > 1 is large enough, so that the following inequalities are satisfied
In Theorem 15 it is implicitly assumed that we are working in the j 0 -th chart. This index does not appear neither in the statement of the result nor in the proof, because Theorem 15 is concerned only about the hyperbolic directions. Nevertheless, we will complete this result with the estimates in the center directions in Theorem 17 of the next subsection, and there the use of j 0 will be required.
Assumption (82) implies an a-priori bound for all variables so we have a uniform estimate on all O() terms in equations (71-75).
The proof can be obtained by a direct verification based on differential inequalities and the continuation argument (as in [CKS+] ). However we prefer to do it in a more constructive way to show how these bounds have been derived. The proof uses iterations, which produce the stabilizing estimates after the third iterate. The result of the l-th iteration step will be called the l-th approximation.
In the estimates we will repeatedly use the following simple lemma.
Lemma 16 Consider the following one-dimensional ODE
where the continuous function D : R → R satisfies
First approximation
We begin our process with
The estimates for the nonlinear terms (we skip the absolute value sign for a, b, d in the estimates for the nonlinear terms) are
for T large enough to satisfy e T > Kab 2 . 
We obtain the following estimates in 1-st approximation
We have
T is large enough for the following conditions to hold for
This concludes the proof of Theorem 15.
The estimates in the center direction
The goal of this subsection to complete the estimates for the flow near T j given in Theorem 15 by providing bounds for c j 's for j ≤ j 0 − 2 or j ≥ j 0 + 2, where j 0 is the index of the torus on which our chart is centered. Let G = 3/2 be such that for c = c − ω + c + ω 2 the following estimate holds
Theorem 17 Under the same assumptions as in Theorem 15, take
and assume that c j = 0 for j < 0 and j > N . Let j 0 be the index of the chart used and assume that
for the indexes j = 0, . . . , N such that j ≤ j 0 − 2 or j ≥ j 0 + 2 Assume also that T is large enough to satisfy
Then
Proof: Sinceċ j = ic j (1 + g(t)), where g(t) = O(c 2 (t)), we obtain
Therefore, it will important to show that under our assumptions on the initial conditions we have a good bound for T 0 j =j0 |c j | 2 (s)ds. As the main step to achieve this goal we will show that there exists B > 1 such that
holds for all t ∈ [0, T ]. We use a continuation argument. Since B > 1 then (93) is satisfied for t ∈ [0, T ]. We will show that T ≥ T .
We have the following estimate
From (93) we have that, for j = j 0 , j 0 ± 1 and t ∈ [0, T ], 
To estimate t 0 |x − (s)| 2 ds we use again Theorem 15. From
We now estimate 
It remains to estimate t 0 |x + (s)| 2 ds. By assumption (85) and the definition (88) of d we get |x + (t)| ≤ 3.5σ e −T e t , so that
By combining (94, 95, 96, 97, 98) we directly obtain
and taking into account (76) we get
For the continuation argument (93), by (89) and (92), we need that
which is equivalent to exp 2KE + 20KGσ 2 < B 2 .
It is clear that this can be achieved if we take B such that
and then take T large enough to have
which is guaranteed by hypothesis (90) on T . We have also obtained estimate (91):
Construction of the covering relations
The goal of this section is to construct a sequence of covering relations for our model using the estimates obtained in Theorems 15 and 17. Let us set (compare the estimate for the expansion and contraction rates in the center direction (91) in Theorem 17)
We will have two types of h-sets in the j-th chart, N j in and N j out (to be defined later in this section), such that the following covering relations are satisfied
In relation (101) the map ϕ T is the shift along the trajectory by the time T . The map J in relation (102) is the jump modeling the transition along the heteroclinic and the change of coordinates. Recall (see Subsection 5.1) that R <x+,y+> N j out means that we drop the directions x + and y + , because we have just 'passed' by T j in our heteroclinic chain.
In the derivation we will use the following conventions
• γ(variable) -will be used for the sizes in the entry directions,
• r(variable) -will be used for the sizes in the exit directions.
To be more precise, by the size will mean the radius or half-diameter of the balls or intervals used to define our h-sets.
Observe that when we are dropping some directions, the sizes in these directions become very close to zero (to set them to zero will not change anything, but it would require slight changes in Theorem 9).
By c p (the past modes) we will denote the collection {c k } k≤j−2 and by c f (the future modes) we will denote the collection {c k } k≥j+2 . On c p and c f we use the sup norm, i.e. c p = sup k≤j−2 |c k |.
The structure of h-sets N j in and N j out is defined as follows (we are using the j-th chart):
• the entry variables: c p , x − , y −
• the exit variables:
For the entry directions:
For the exit directions:
• parameters of N j out : For the entry directions:
We use Theorems 15 and 17 for the shift along the trajectory by time T with
To satisfy the assumptions of Theorem 15 about the size of |y − | we require that γ j in (y − )e −T < σ − σ = 0.01σ.
The conditions for N therefore it is enough to take
if γ j in (x − ) ≈ 0, which will turn out to be compatible with other conditions. In fact we had replaced 2 by 2.1 and σ by σ (σ appears in d) in order to make an explicit margin for γ j in (x − ) given by γ j in (x − ) < T (0.1Kσ (3.1σ )
2 ).
-for y − it is enough to have 
Obviously (110) is compatible with r j out (x + ) ≈ 0, which is to be expected as this is the direction which will be dropped in the next covering relation. (111) Observe that this is the direction which is dropped in the next covering relation, hence any r j out (y + ) > 0, r j out (y + ) ≈ 0 is good for our construction. Therefore we can take (where we used also the known value (103) of r j in (x + )) r j in (y + ) ≥ T 4.1Kσ 2 (3.1σ ) ,
which leaves some margin for r j out (y + ), given by r j out (y + ) < T 0.1Kσ 2 (3.1σ ) . 
Covering relation (102)
Let L ≥ 1 be the Lipschitz constant which holds for both functions g 1 and g 2 introduced in (77), where on R 2 the max-norm is used, whereas in C we use the euclidian norm.
The conditions are as follows.
In the entry directions
In the exit directions
Solving the inequalities for coverings
We have to find the following set of parameters γ j in,out (c p , x − , y − ) and r j in,out (x + , y + , c f ), such that inequalities (115-121) are satisfied.
We split these parameters into two groups: the ones related to the dropped directions γ The conditions involving these parameters are (108), (110), (113), (117) and (118). It is clear that these conditions can be easily satisfied with all these parameters being very close to zero. Now we deal with the other directions. We already have set the value for r j in (x + ) in (103) and we now set the following parameters (compare with (107),(109), (112)) r j in (x + ) = 2.1σ, γ j out (x − ) = T Q 1 , Q 1 = (2.1Kσ (3.1σ )
2 ),
r j in (y + ) = T Q 2 , Q 2 = 4.1Kσ 2 (3.1σ ) ,
The remaining inequalities involve only the sizes for the variables c p and c f . These are as follows:
• for the entry directions (see (106), (115) 
In the exit direction the situation is similar. We just take any sequence satisfying max(T LQ 2 , 2.1Lσ) ≤ r 
In (126) and (129) we introduced also an upper bound which is O(T ), so now all sizes are O(T ) times a suitable weight function (e −T or e −2T ). Observe that this bound allows us to use Theorems 15 and 17 with k = 2, for any T ≥Ã N max(2LQ 2 , 2Q 3 , Q 2 , Q 1 , 1), because then all sizes will be less than T 2 .
The conclusion
From the chain of coverings constructed above and Theorem 9 since the distance from the heteroclinics in the chain are O(T )e −T we obtain the following theorem.
Theorem 18 For the system discussed in this section for any N , for all > 0 there exists a point x 0 close to T 0 whose trajectory is close to the chain of heteroclinic connections T 0 → T 1 → · · · → T N .
