Abstract. Let G = (V,E) be a finite, simple and undirected graph. For S ⊆ V , let δ(S, G) = {(u, v) ∈ E : u ∈ S and v ∈ V − S} be the edge boundary of S. Given an integer i, 1 ≤ i ≤ |V |, let the edge isoperimetric value of G at i be defined as be(i, G) = min S⊆V ;|S|=i |δ(S, G)|. The edge isoperimetric peak of G is defined as be(G) = max 1≤j≤|V | be(j, G). Let bv(G) denote the vertex isoperimetric peak defined in a corresponding way. The problem of determining a lower bound for the vertex isoperimetric peak in complete t-ary trees was recently considered in [25] . In this paper we provide bounds which improve those in [25] .
Introduction
Let G = (V, E) be a simple, finite, undirected graph. The edge (vertex) isoperimetric problem for a graph G is to determine b e (i, G) (b v (i, G)) respectively for each i, 1 ≤ i ≤ |V |.
Discrete isoperimetric inequalities form a very useful and important subject in graph theory and combinatorics. See [6] , Chapter 16 for a brief introduction on isoperimetric problems. For a detailed treatment see the book by Harper [17] .
See also the surveys by Leader [21] and by Bezrukov [3, 2] for a comprehensive overview of work in the area. The edge(vertex) problem is NP-hard for an arbitrary graph. The NP hardness of the edge version can be seen by observing that if we know b e (i, G) for all i, 1 ≤ i ≤ |V | we can easily find solutions to the bisection width problem [13] and the sparsest cut problem [24] . Isoperimetric problems are typically studied for graphs with special (usually symmetric) structure and the edge and vertex versions of the problem are considered separately as they require different techniques. Probably the earliest example is Harper's work [14] : He studied the edge isoperimetric problem for the d-dimensional hypercubes. Hart [18] also found the same result separately. Harper later worked on the vertex version [15] . Simpler proofs were discovered for his result by Katona [20] and independently by Frankl and Füredi, see [6] , Chapter 16. The edge isoperimetric problem in the grid i.e. the cartesian product of paths was considered by Bollabas and Leader [7] . Since then many authors have considered the isoperimetric problems in graph cartesian products. See for example [11] . The isoperimetric problem for the cartesian product of two Markov chains is studied in [19] . Recently Harper considered the isoperimetric problem in Hamming graphs [16] .
The isoperimetric properties of graphs with respect to eigen values of their adjacency or Laplacian matrices is considered by many authors, for example see [1] . The isoperimetric properties of a graph is very closely related to its expansion properties. A graph G is called an expander graph if for every positive
, where ǫ and ǫ ′ are predefined constants. A great deal of effort has gone into explicitly constructing expander graphs -the first construction of an infinite family was due to Margulis [23] . See [26] for a recent construction.
The importance of isoperimetric inequalities lies in the fact that they can be used to give lower bounds for many useful graph parameters. For example it can be shown that [14] and cutwidth(G) ≥ b e (G) [4] . In [10] , it is shown that given any j (where
it is shown that carving-width(G) ≥ min j/2≤i≤j b v (i, G), where 1 ≤ j ≤ |V | and in [14] it is shown that wirelength(G) ≥ |V | i=1 b e (i, G).
Our Results
Let T = (V, E, r) be a finite,connected rooted tree rooted at r. Consider the natural partial order T induced by the rooted tree on the vertices. 
Definition 7. For any graph
k}| where k is a positive integer.
In other words ℓ G (k) is the number of integers i such that the edge isoperimetric value of G at i is at most k. The main Theorem in this paper is as follows:
We use the above result to show the following interesting corollaries. We would like to point that recently Otachi and Yamazaki have considered the problem of determining the vertex isoperimetric peak in complete t-ary trees [25] .
. Asymptotically our results are better as we prove
where c 2 is a constant. The best bound that can be obtained from their result for the edge isoperimetric peak is
while we show that b e (T t d ) ≥ c 1 √ td where c is a constant. Similarly in the special case of a complete binary tree their result 
Theorem 3. For the complete binary tree on
Ω(log n). This means that there exist trees with arbitrarily large thinness.
3 Upper bounds on the isoperimetric peak of a tree 
V } ∪ {0} as follows:
Finally if e = (u, v) ∈ δ(S, T ) , without loss of generality assume that u is a child of v in T . Then,
be a tree with root r and let S ⊆ V . Then,
Proof. We use induction on the number of vertices |V | = n. For a rooted tree
with |V ′ | = 1, it is trivial to verify the Lemma. Let the Lemma be true for any rooted tree T ′ = (V ′′ , E ′′ , r ′′ ) on at most n − 1 vertices (where n ≥ 2) and for all possible subsets of V ′′ . Let S be an arbitrary subset of V .
. By the induction assumption we have,
Noting that for any edge e ∈ E(T ) ∩ E(T i ), f (e) = f i (e) we have:
By the definitions of the functions f and f i (see Definition 8) we have:
Now substituting Equations (3) and (4) in Equation (2), we get
as required.
We need the following lemma to prove the corollaries of the next theorem.
Lemma 2. For any graph
Proof. The first part of the inequality is obvious. Let the edge isoperimetric peak occur at i and the vertex isoperimetric peak at j. Since ∆ is the maxi-
Theorem 1. For any rooted tree
Definition 8, for an edge e, f S i ,T (e) = 0 only when e ∈ δ(S i , T ). Thus we have:
How many distinct positive integers can be expressed as 
Here we have used Stirling's approximation, c ′′ √ 2πnn n e −n ≤ n! ≤ c ′′′ √ 2πnn n e −n . This means that for a sufficiently large value of d, ℓ(k) < n
where c 2 is a constant, as ∆ = 3 for a complete binary tree.
The reader may note that the above proof shows that for almost all integers i, 
) is a constant. Then we have(discarding the floor symbol),
and t ≥ 9 with m being chosen appropriately. Now consider,
Here we have used the fact that (1 + x) 1 x ≤ e for x > 0. Let the number of
. Therefore from Eqns (5) and (6) we have
Clearly for large enough d i.e d ≥ c log t, S < 1 as e 2 (
2 ) 2 < 1 for the chosen value of m . This means that for large enough d,
In our proof we have assumed that t ≥ 9.
This assumption can be removed by noting that for all values of t < 9 we can since in this case √ t < 3. This completes the proof that b e (T t d ) ≥ c 1 √ td for all t ≥ 2 where c 1 is a appropriately chosen constant.
These results can be generalized to an arbitrary tree.
Corollary 3. Let T = (V, E, r) be a rooted tree with |V | = n and weight index
where c 1 and c 2 are constants.
where c, c ′ , c ′′ and c ′′′ are suitably chosen constants. We have used the fact that 2η+ωη ≤ 2ηωη (which follows from the fact that 2η ≥ 2 and p = ωη ≥ 2).
Simplifying this yields,
x ≤ e for x > 0, ∆ for a constant c ′ .
Applications

Pathwidth
Pathwidth and Path decomposition are important concepts in graph theory and computer science. For the definition and several applications see [5] . It is not difficult to show that pathwidth(G) ≥ b v (G) (see [8] ). An obvious question is whether the reason for the high pathwidth of a graph G, is the "good" isoperimetric property of an induced subgraph or minor of G . More precisely if pathwidth(G) ≥ k is it possible to find an induced subgraph or minor 
Thinness
A new graph parameter thinness, is defined in [22] which attempts to generalize certain properties of interval graphs. The thinness of a graph G = (V, E) is the minimum positive integer k such that there exists an ordering v 1 , v 2 , · · · , v n (where n = |V |) of the vertices of G and a partition V 1 , V 2 , · · · , V k of V into k disjoint sets, satisfying the following condition: For any triple (r, s, t) where r < s < t, if v r and v s belong to the same set V i and if v t is adjacent to v r then v t is adjacent to v s also. The motivation for studying this parameter was the observation that the maximum independent set problem can be solved in polynomial time, if a family of graphs has bounded thinness. The applications of thinness for the Frequency Assignment Problems in GSM networks are explained in [22] . One intersting aspect of thinness is that for a graph G, ∆ where ∆ is the maximum degree of G. Combining this lower bound with our earlier observations, we can infer that the thinness of a complete binary tree on n vertices is Ω(log n).
