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vResumo
Neste trabalho mostra-se como abordagens matematicamente
mais simples que as tradicionais podem ser usadas na definic¸a˜o da
semaˆntica de linguagens com concorreˆncia e tambe´m de lingua-
gens com mobilidade. Completam-se tambe´m alguns aspectos da
semaˆntica da mobilidade para os quais as propostas actualmente
existentes apresentam limitac¸o˜es.
Faz-se a explorac¸a˜o de dois tipos de te´cnicas para definir as
semaˆnticas operacionais e denotacionais de linguagens com con-
correˆncia e mobilidade. Por um lado usam-se os conjuntos com
famı´lias de equivaleˆncia, um conceito mais simples e maneja´vel,
que parece substituir com vantagens ao n´ıvel da simplicidade os
espac¸os me´tricos, usados nas abordagens tradicionais. Por outro
lado, completa-se o trabalho com uma abordagem mais recente,
baseada na utilizac¸a˜o de coa´lgebras para definir sistemas e tirando
partido das facilidades proporcionadas pelos conjuntos nominais
na manipulac¸a˜o de nomes.
A avaliac¸a˜o destas te´cnicas e´ feita sobre uma linguagem com





We show how the semantics of languages involving concur-
rency and mobility can be defined using approaches that are
mathematically simpler then the traditional ones. We also com-
plete some aspects from mobility semantics for which the existent
proposals show some limitations.
This work explores two types of techniques to define opera-
tional and denotational semantics of languages with concurrency
and mobility. On the one hand we use sets with families of equi-
valence, a simpler and manageable concept that seems to substi-
tute with advantages to the level of simplicity, the metric spaces.
On the other hand, we complete the work with a more recent
approach, based on the use of coalgebras to define systems and
taking advantage on the facilities provided by nominal sets on
manipulating names.
The evaluation of these techniques is made on a language with
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1.1 Contexto e Contribuic¸o˜es
O objectivo central desta dissertac¸a˜o e´ contribuir para o constante desen-
volvimento do estudo da semaˆntica da concorreˆncia com especial eˆnfase nas
situac¸o˜es que envolvem mobilidade. Apesar de ja´ existirem diversos tra-
balhos nessas a´reas, procuramos instrumentos mais simples de usar, que
permitira˜o aplicac¸o˜es mais acess´ıveis e a generalizac¸a˜o da utilizac¸a˜o das
te´cnicas semaˆnticas a um maior nu´mero de pessoas e a um maior nu´mero de
situac¸o˜es. Nesse sentido, exploramos a utilizac¸a˜o dos conjuntos com famı´lias
de equivaleˆncia, um conceito que matematicamente e´ muito simples, e que se
apresenta suficientemente expressivo para lidar com modelos concorrentes. A
semaˆntica da mobilidade ainda e´ um campo onde ha´ muito a fazer. As pro-
postas actualmente existentes sa˜o muito complexas e apresentam limitac¸o˜es
va´rias e crite´rios que na˜o sa˜o contemplados, como e´ o caso da composicionali-
dade. A nossa contribuic¸a˜o para a semaˆntica da mobilidade tem como base os
conjuntos nominais e as coa´lgebras. Os conjuntos nominais pela sua grande
capacidade de manipular os nomes, um factor fundamental na mobilidade.
As coa´lgebras por se apresentar vantajoso trabalhar com sistemas em vez
de conjuntos estruturados. Em resumo, as nossas preocupac¸o˜es dominantes
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foram a procura de instrumentos matema´ticos simples e a considerac¸a˜o de
problemas abordados deficientemente na semaˆntica da mobilidade.
As construc¸o˜es semaˆnticas teˆm subjacentes conceitos matema´ticos bas-
tante complexos. Normalmente, a definic¸a˜o da semaˆntica exige o ca´lculo
de pontos fixos para definic¸o˜es recursivas de domı´nios semaˆnticos e de de-
notac¸o˜es nesses domı´nios de entidades sinta´cticas. A matema´tica para isso
e´ complicada e as abordagens tradicionais consistem em utilizar modelos
semaˆnticos baseados em certos tipos de conjuntos parcialmente ordenados ou
em espac¸os me´tricos. No primeiro caso as denotac¸o˜es semaˆnticas sa˜o obtidas
utilizando o teorema do ponto fixo de Knaster-Tarski, e no segundo o teorema
do ponto fixo de Banach. Em ambos os casos a perspectiva mais geral de
resoluc¸a˜o de equac¸o˜es de domı´nios baseia-se no trabalho de Smyth e Plotkin,
[SP82], desenvolvido originalmente para estruturas ordenadas e adaptado
posteriormente a`s estruturas me´tricas por America e Rutten em [AR89]. A
teoria dos conjuntos com famı´lias de equivaleˆncia, abreviadamente cfe’s, foi
desenvolvida em [Mon98] com o intuito de simplificar a matema´tica envolvida
nesse processo. Os cfe’s constituem uma especializac¸a˜o dos espac¸os me´tricos
e a respectiva teoria uma adaptac¸a˜o dos conceitos e te´cnicas dos espac¸os
me´tricos. Esta simplificac¸a˜o dos espac¸os me´tricos mostra-se suficientemente
poderosa para as definic¸o˜es semaˆnticas mais comuns.
Como um dos objectivos da dissertac¸a˜o foi simplificar a descric¸a˜o da
semaˆntica das linguagens da concorreˆncia usando cfe’s em vez de espac¸os
me´tricos, usamos para comparac¸a˜o o livro de De Bakker e De Vink [BV96],
uma obra onde os autores exploram, utilizando te´cnicas me´tricas, 27 modelos
matema´ticos de linguagens de laborato´rio. Foi estudado um largo nu´mero
dessas linguagens modelo, e todas as te´cnicas de descric¸a˜o semaˆntica, usadas
em [BV96], puderam ser adaptadas aos cfe’s com a vantagem de se obterem
descric¸o˜es mais simples sem perda de generalidade. Onde os autores uti-
lizam os espac¸os me´tricos, aqui sa˜o utilizados os conjuntos com famı´lias de
equivaleˆncia, e as demonstrac¸o˜es, que no caso dos espac¸os me´tricos sa˜o feitas
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com base nas distaˆncias, aqui sa˜o feitas por induc¸a˜o, o que permite sim-
plificac¸o˜es significativas em muitas situac¸o˜es. Ilustramos aqui a aplicac¸a˜o
destas te´cnicas, apresentando o estudo efectuado sobre um destes modelos, a
linguagem Lsyn. Trata-se de uma linguagem com uma estrutura simples mas
que ilustra bem alguns dos aspectos presentes nas linguagens concorrentes
mais comuns como a composic¸a˜o sequencial, a recursividade, a escolha na˜o
determinista e a composic¸a˜o paralela com sincronizac¸a˜o restrita.
Procurou-se ir para ale´m das linguagens de laborato´rio de De Bakker e
De Vink e aplicar a teoria ao ca´lculo-pi, que do ponto de vista semaˆntico
introduz noc¸o˜es relacionadas com a manipulac¸a˜o de nomes que na˜o tinham
aparecido ate´ aqui e portanto na˜o tinham sido objecto de estudo. Chegou-se
a` conclusa˜o de que eram exigidos conceitos completamente novos e as abor-
dagens inspiradas no trabalho de De Bakker e De Vink (escola de Amsterda˜o
da Concorreˆncia) revelaram-se desadequadas e insuficientes. Tornou-se e-
vidente que t´ınhamos de procurar uma abordagem alternativa, e a escolha
acabou por recair na teoria das coa´lgebras, uma teoria recente que parece
bastante promissora no que diz respeito a` definic¸a˜o da semaˆntica.
As coa´lgebras sa˜o modelos matema´ticos muito gerais, particularmente a-
dequados para modelar sistemas dinaˆmicos, por isso adaptam-se muito bem
a` semaˆntica da concorreˆncia e da mobilidade. Ale´m disso, nas te´cnicas
coalge´bricas os resultados aplicam-se directamente na categoria dos conjun-
tos, sem necessidade de considerar estruturas ordenadas ou me´tricas o que
da´ uma certa simplicidade a` teoria. Esta simplicidade revela-se ainda no
facto de na˜o se exigir o ca´lculo expl´ıcito de pontos fixos para as denotac¸o˜es
semaˆnticas, em seu lugar utilizam-se definic¸o˜es coindutivas.
Os nomes desempenham um papel fundamental nas questo˜es de mobili-
dade e em particular no ca´lculo-pi. Na nossa opinia˜o, um dos ponto fracos
da maioria dos modelos propostos para o ca´lculo-pi e´ a forma como estes li-
dam com os nomes. Nesta dissertac¸a˜o, procurou-se ultrapassar esse problema
utilizando a recente teoria dos conjuntos nominais ([Pit01, GP02, Mon03]).
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Trata-se de uma teoria simples mas muito promissora e poderosa no que diz
respeito a`s te´cnicas para lidar com as permutac¸o˜es de nomes.
Como passo preliminar, aplica-se a teoria das coa´lgebras e dos conjuntos
nominais a` descric¸a˜o da semaˆntica de uma linguagem para a qual tambe´m se
tinham utilizado os cfe’s. As vantagens relativas das coa´lgebras na˜o sa˜o evi-
dentes neste caso por se tratar de uma linguagem comparativamente simples.
O maior benef´ıcio e´ estabelecer a metodologia a seguir e a refinar no caso do
ca´lculo-pi. Procurou-se, em seguida, modelar a semaˆntica do ca´lculo-pi usan-
do coa´lgebras e conjuntos nominais numa perspectiva inspirada em [Sta96]
mas, enquanto Stark usou estruturas ordenadas, no nosso trabalho, usamos
as coa´lgebras e o papel dos nomes e´ captado pelos conjuntos nominais, em
vez de ser por meio de functores. Neste caso as vantagens da utilizac¸a˜o das
novas te´cnicas sa˜o evidentes.
Com este trabalho, demonstra-se que os cfe’s podem ser usados com van-
tagem sobre os espac¸os me´tricos na semaˆntica da concorreˆncia e demonstra-se
ainda a grande capacidade de expressa˜o das te´cnicas coalge´bricas, aliadas a`
dos conjuntos nominais, para estudar sistemas mo´veis baseados na manipu-
lac¸a˜o de nomes.
1.2 Organizac¸a˜o do trabalho
Esta tese e´ constitu´ıda por um cap´ıtulo de introduc¸a˜o; um cap´ıtulo de con-
ceitos e resultados acesso´rios; seguido pelo corpo principal do trabalho, for-
mado pelos cap´ıtulos 3 e 4; e, por u´ltimo, um cap´ıtulo de considerac¸o˜es
finais.
Na introduc¸a˜o descreve-se o contexto em que surgiu e se desenvolveu o
trabalho e a organizac¸a˜o do mesmo.
No cap´ıtulo 2 sa˜o expostas as teorias de base sobre as quais se desenvolvem
os dois cap´ıtulos seguintes. Esta´ dividido em treˆs secc¸o˜es. Na primeira,
apresentam-se os cfe’s, incluindo resultados de convergeˆncia e completude, e
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alguns functores, necessa´rios para a futura definic¸a˜o dos domı´nios semaˆnticos
e equac¸o˜es de domı´nios sobre cfe’s. Na segunda secc¸a˜o introduzem-se os
conjuntos-Π, os conjuntos nominais e estudam-se alguns functores sobre
os conjuntos nominais que ira˜o ser utilizados na definic¸a˜o dos domı´nios
semaˆnticos do ca´lculo-pi. A terceira e u´ltima secc¸a˜o conte´m os conceitos
ba´sicos das coa´lgebras e alguns resultados de caracterizac¸a˜o da bissimilari-
dade e equivaleˆncia semaˆntica.
No decorrer do cap´ıtulo 3, faz-se o estudo da semaˆntica da linguagem
Lsyn. Este esta´ dividido em quatro secc¸o˜es. Na primeira e´ apresentada
Lsyn. Na segunda e´ definida a sua semaˆntica operacional e a sua semaˆntica
denotacional utilizando os cfe’s e mostra-se a equivaleˆncia entre as duas.
Na terceira secc¸a˜o, e´ feito um estudo semelhante mas para as semaˆnticas
definidas utilizando coa´lgebras. Na quarta secc¸a˜o, termina-se fazendo um
estudo comparativo dos resultados obtidos pelos dois me´todos.
O cap´ıtulo 4 e´ dedicado ao estudo da semaˆntica do ca´lculo-pi e esta´ di-
vidido em seis secc¸o˜es. Na primeira e´ apresentado o ca´lculo-pi e algumas
definic¸o˜es ba´sicas. Na segunda secc¸a˜o e´ definido o domı´nio semaˆntico que
iremos utilizar nas secc¸o˜es seguintes. Na terceira e quarta secc¸o˜es, sa˜o uti-
lizadas te´cnicas coalge´bricas para definir, respectivamente, uma semaˆntica
operacional e uma semaˆntica denotacional para o ca´lculo-pi. Na quinta secc¸a˜o
prova-se a equivaleˆncia entre a semaˆntica operacional e a semaˆntica denota-
cional, no caso fechado. Terminamos mostrando, na sexta secc¸a˜o, que o
nu´cleo de equivaleˆncia das semaˆnticas coincide com a bissimilaridade forte,
no caso fechado, e com a congrueˆncia forte no caso aberto.
No quinto e u´ltimo cap´ıtulo sa˜o apresentadas algumas considerac¸o˜es finais





Este cap´ıtulo fornece conceitos de base necessa´rios para o resto do trabalho.
Esta´ dividido em treˆs partes. A primeira e´ dedicada aos conjuntos com
famı´lias de equivaleˆncia, denotados por cfe´s. Aı´, para ale´m das definic¸o˜es
ba´sicas, apresentam-se resultados de convergeˆncia e completude e estudam-se
alguns functores, necessa´rios para a futura definic¸a˜o dos domı´nios semaˆnticos.
Na segunda secc¸a˜o introduzem-se os conjuntos-Π, os conjuntos nominais e
estudam-se alguns functores sobre os conjuntos nominais que ira˜o ser uti-
lizados, no cap´ıtulo 4, na definic¸a˜o dos domı´nios semaˆnticos do ca´lculo-pi. A
terceira e u´ltima secc¸a˜o conte´m os conceitos ba´sicos das coa´lgebras e alguns
resultados de caracterizac¸a˜o da bissimilaridade e equivaleˆncia semaˆntica.
2.1 Conjuntos com famı´lias de equivaleˆncia
Nesta secc¸a˜o sa˜o apresentadas algumas definic¸o˜es e resultados baseados na
teoria apresentada em [Mon98], bem como outros resultados no aˆmbito dos





Comec¸amos por introduzir as noc¸o˜es elementares da teoria dos conjuntos
com famı´lias de equivaleˆncia (cfe’s).
Definic¸a˜o 2.1.1 (Conjunto com uma famı´lia de equivaleˆncias) Um
conjunto com uma famı´lia de equivaleˆncias, abreviadamente cfe, e´ um con-
junto S junto com uma famı´lia (≡n)n≥0 de relac¸o˜es de equivaleˆncia em S tais
que
• ≡0 e´ a relac¸a˜o S × S;
• ≡n+1⊆≡n para todo o n ≥ 0.
Denotamos a intersecc¸a˜o das ≡n por ≡ω. A famı´lia de equivaleˆncias e´ sepa-
radora, e S e´ um cfe separado, se ≡ω e´ a relac¸a˜o de identidade em S. 2
Para aliviar a escrita iremos denotar um cfe 〈S, (≡n)n≥0〉 apenas pelo
conjunto S que lhe esta´ subjacente, deixando impl´ıcita a relac¸a˜o ≡n. Quando
houver va´rios cfe’s sob considerac¸a˜o, poderemos ter de usar a notac¸a˜o ≡Sn
para explicitar qual o cfe a que nos queremos referir.
Deste modo, dados s, t ∈ S, tem-se s ≡ω t se e so´ se s ≡n t para todo
n ≥ 0. Num cfe separado s ≡ω t implica s = t e, portanto, sempre que s 6= t
e´ poss´ıvel encontrar um n ≥ 0 tal que s ≡n/ t. Neste caso, existe um maior k
tal que s ≡k t.
Dada a relac¸a˜o ≡α, onde α e´ um nu´mero natural n ou ω, a classe de
equivaleˆncia de s e´ [s]α = {t : s ≡α t}. Pelos axiomas que definem os cfe vem
que [s]0 = S e [s]n+1 ⊆ [s]n para todo o s e n. Tem-se ainda que [s]ω = ∩n[s]n,
e S e´ separado se e so´ se [s]ω = {s} para todo o s.
Vamos de seguida apresentar alguns exemplos de cfe’s.
Qualquer conjunto S pode ser visto como um cfe tomando, para todo o
n > 0, ≡n como a relac¸a˜o identidade em S. Esse tipo de cfe sera´ designado
por discreto. Deste modo, a categoria Set pode ser encarada como uma
categoria de cfe’s. Naturalmente que os cfe’s discretos sa˜o separados.
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Dados os naturais m,n, k, defina-se m ≡n k se e so´ se m = k ou n ≤
min{m, k}. As classes de equivaleˆncia de ≡n no conjunto dos naturais ω =
{0, 1, ...} sa˜o enta˜o {m} para m < n e {m : m ≥ n}. E´ fa´cil verificar que com
esta definic¸a˜o ω e´ um cfe separado. Esta e´ a estrutura usual ao considerarmos
ω como um cfe.
Outro exemplo importante e´ A∞ = A∗ ∪ Aω, o conjunto das sequeˆncias
finitas (A∗) e infinitas (Aω) sobre um alfabeto A, com a famı´lia de relac¸o˜es
definida do modo que se segue. Dadas as sequeˆncias u e v, u ≡n v se e so´ se
u = v ou u e v teˆm comprimento maior ou igual a n e teˆm o mesmo prefixo de
comprimento n. Com esta famı´lia de relac¸o˜es, A∞ constitui um cfe separado.
Podemos encarar um sistema de transic¸o˜es 〈S,A,→〉, sobre um alfabeto
A, como um conjunto S junto com a relac¸a˜o →⊆ S × A × S. Para ter-
mos um cfe basta considerarmos s ≡n t se e so´ se s e t teˆm os mesmos
trac¸os de comprimento menor ou igual a n, isto e´, para todo 0 < k ≤ n e
a1, ..., ak ∈ A, existe uma sequeˆncia de transic¸o˜es s a1−→ ... ak−→ s′ se e so´ se
existe uma sequeˆncia semelhante t
a1−→ ... ak−→ t′. Esta e´ a perspectiva que
vai ter mais interesse no nosso estudo e que vamos ver mais em pormenor
quando definirmos a semaˆntica de uma linguagem a partir de um sistema de
transic¸o˜es sobre cfe’s.
Definic¸a˜o 2.1.2 (Conservadora, aproximante) Uma func¸a˜o f : S → T
entre cfe’s e´ conservadora se s ≡n t implica f(s) ≡n f(t) para todo o s, t ∈ S
e n ≥ 0. A func¸a˜o e´ aproximante se f(s) ≡n+1 f(t) sempre que s ≡n t, para
n ≥ 0. 2
Como as func¸o˜es identidade sa˜o conservadoras e a composic¸a˜o de func¸o˜es
conservadoras e´ ainda conservadora, e´ imediato que os cfe’s com as func¸o˜es
conservadoras constituem uma categoria que sera´ denotada por Cfe. A sub-
categoria dos cfe’s separados e´ denotada por SCfe. As func¸o˜es aproximantes
sa˜o conservadoras – note-se que ≡n+1⊆≡n – mas na˜o definem uma subcatego-
ria de Cfe uma vez que as func¸o˜es identidade na˜o sa˜o, em geral, aproximantes.
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Lema 2.1.3 Se f : S → T e g : T → U sa˜o func¸o˜es conservadoras e uma
de entre f e g e´ aproximante, a composic¸a˜o g ◦ f e´ aproximante.
Demonstrac¸a˜o Suponhamos que f e´ aproximante. Enta˜o se s ≡n t em S
tem-se f(s) ≡n+1 f(t) em T e como g e´ conservadora g(f(s)) ≡n+1 g(f(t))
em U . Se for g a func¸a˜o aproximante a demonstrac¸a˜o e´ similar. 2
2.1.2 Operac¸o˜es sobre cfe’s
Introduzimos aqui algumas operac¸o˜es e functores sobre cfe’s que sera˜o u´teis
para a definic¸a˜o do functor que ira´ servir para o ca´lculo dos domı´nios semaˆn-
ticos da linguagem que vamos estudar no cap´ıtulo 3.
A primeira operac¸a˜o atenua as diferenc¸as entre os elementos de um cfe ao
substituir cada ≡n por uma outra relac¸a˜o ≡◦n que identifica mais elementos
e por isso e´ designada por atenuac¸a˜o.
Definic¸a˜o 2.1.4 (Atenuac¸a˜o) Seja S um cfe. A atenuac¸a˜o de S, denotada
por S◦, e´ o cfe constitu´ıdo pelo mesmo conjunto mas com as relac¸o˜es de
equivaleˆncia ≡◦n definidas por ≡◦0=≡0 e ≡◦n+1=≡n para todo o n ≥ 0. 2
Pela definic¸a˜o e´ imediato que S◦ e´ um cfe separado se S for separado e que
a func¸a˜o identidade em S e´ aproximante quando tomada como uma func¸a˜o de
S em S◦. Mostra-se facilmente por induc¸a˜o, que uma func¸a˜o conservadora
(aproximante) f : S → T e´ tambe´m conservadora (aproximante) quando
encarada como func¸a˜o de S◦ em T ◦. Vejamos o caso em que f e´ aproximante,
o caso em que e´ conservadora e´ ana´logo. Para n = 0, como ≡◦1=≡0, se s ≡◦0 t
enta˜o f(s) ≡◦1 f(t). Para n + 1, se s ≡◦n+1 t e´ porque s ≡n t e portanto
f(s) ≡n+1 f(t), donde f(s) ≡◦n+2 f(t). Estes resultados mostram que a
atenuac¸a˜o e´ um functor em Cfe e em SCfe, usualmente denotado por Id◦,
que aplica cada cfe S em S◦ e cada func¸a˜o conservadora f em f ◦ = f .
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Definic¸a˜o 2.1.5 (Produto) Sejam S e T cfe’s. O produto S×T e´ o produto
cartesiano usual dos conjuntos S e T com as equivaleˆncias definidas por
(s, t) ≡n (s′, t′) se e so´ se s ≡n s′ e t ≡n t′.
2
O pro´ximo resultado mostra que S×T e´ um produto na categorias Cfe e
SCfe.
Proposic¸a˜o 2.1.6 Se S e T sa˜o cfe’s, S×T e´ um cfe, que e´ separado se S e
T o forem. As projecc¸o˜es pi1 : S×T → S e pi2 : S×T → T , onde pi1(s, t) = s
e pi2(s, t) = t, sa˜o conservadoras. Dado outro cfe R e func¸o˜es conservadoras
(aproximantes) f : R → S e g : R → T , a u´nica func¸a˜o 〈f, g〉 : R → S × T
tal que 〈f, g〉(r) = (f(r), g(r)) e´ conservadora (aproximante).
Demonstrac¸a˜o Todos os resultados sa˜o fa´ceis de verificar, vamos ver ape-
nas a u´ltima afirmac¸a˜o para o caso das func¸o˜es serem conservadoras. Sejam
s, t ∈ R com s ≡n t. Como f e g sa˜o conservadoras tem-se f(s) ≡n f(t) e
g(s) ≡n g(t), logo (f(s), g(s)) ≡n (f(t), g(t)) que e´ o mesmo que 〈f, g〉(s) ≡n
〈f, g〉(t). 2
O produto pode ser estendido a pares de func¸o˜es, definindo um functor
bina´rio em Cfe ou SCfe. Dadas f : S → S ′ e g : T → T ′, o respectivo
produto f × g : S × T → S ′ × T ′ e´ definido por f × g = (f ◦ pi1, g ◦ pi2), ou
seja f × g(s, t) = (f(s), g(t)).
Definic¸a˜o 2.1.7 (Soma) Sejam S e T cfe’s. A soma S + T e´ o conjunto
{1} × S ∪ {2} × T com as equivaleˆncias definidas por
(a, s) ≡0 (b, t), para todo o (a, s), (b, t) ∈ S + T ;
para n > 0, (a, s) ≡n (b, t) se e so´ se a = b e s ≡n t.
2
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Vamos agora mostrar que definida deste modo S+T e´ um coproduto em
Cfe e em SCfe.
Proposic¸a˜o 2.1.8 Se S e T sa˜o cfe’s, S + T e´ um cfe, que e´ separado se
S e T o forem. As injecc¸o˜es i1 : S → S + T e i2 : T → S + T , onde
i1(s) = (1, s) e i2(t) = (2, t), sa˜o conservadoras. Dado outro cfe U e func¸o˜es
conservadoras f : S → U e g : T → U , a u´nica func¸a˜o [f, g] : S + T → U tal
que [f, g](1, s) = f(s) e [f, g](2, t) = g(t) e´ conservadora.
Demonstrac¸a˜o Todos os resultados sa˜o fa´ceis de verificar. 2
Tal como o produto, a soma pode ser estendida facilmente a pares de
func¸o˜es, definindo um functor bina´rio em Cfe ou SCfe. Dadas f : S ′ → S e
g : T ′ → T , define-se f + g : S ′ + T ′ → S + T por f + g = [i1 ◦ f, i2 ◦ g], isto
e´ f(s, t) = (i1 ◦ f(s), i2 ◦ g(t)).
Definic¸a˜o 2.1.9 (Espac¸o de func¸o˜es) Dados os cfe’s S e T , o espac¸o de
func¸o˜es de S em T, denotado por [S → T ], e´ o conjunto de todas as func¸o˜es
conservadoras de S em T , onde f ≡n g se e so´ se f(s) ≡n g(s) para todo o
s ∈ S. 2
Se S for um conjunto visto como um cfe, toda a func¸a˜o f : S → T e´
conservadora e, neste caso, [S → T ] e´ simplesmente o conjunto T S de todas
as func¸o˜es de S em T .
Proposic¸a˜o 2.1.10 Se S e T sa˜o cfe’s, [S → T ] e´ um cfe, que e´ separado
se T for separado.
Demonstrac¸a˜o Claramente [S → T ] e´ um cfe. Para concluir que [S → T ]
e´ separado se T o e´, vamos tomar f, f ′ ∈ [S → T ] com f ≡n f ′ para todo o
n ≥ 0. Enta˜o, para todo o s ∈ S, f(s) ≡n f ′(s) para todo o n ≥ 0, portanto,
como T e´ separado, f(s) = f ′(s). 2
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Definic¸a˜o 2.1.11 (Domı´nios poteˆncia) Seja S um cfe e X e Y subcon-
juntos de S. Definam-se as seguintes equivaleˆncias
X ≡0 Y ;
para n > 0, X ≡n Y se para todo o x ∈ X existe um y ∈ Y tal que x ≡n y,
e para todo o y ∈ Y existe um x ∈ X tal que x ≡n y.
Denotamos por P(S) o conjunto poteˆncia de S, isto e´, o conjunto de todos
os subconjuntos de S, e por Pnv(S) o conjunto de todos os subconjuntos na˜o
vazios de S. 2
Note-se que se X ⊆ Y para garantir que X ≡n Y , para n > 0, precisamos
apenas de provar que para todo o y ∈ Y existe um x ∈ X tal que x ≡n y.
Proposic¸a˜o 2.1.12 Se S e´ um cfe enta˜o P(S) e Pnv(S) sa˜o cfe’s. Se
f : S → T e´ conservadora, a func¸a˜o P(f) : P(S) → P(T ) definida por
P(f)(X) = {f(s) : s ∈ X} e a sua restric¸a˜o Pnv(f) : Pnv(S) → Pnv(T )
sa˜o conservadoras. Ale´m disso, se f e´ aproximante enta˜o Pnv(f) tambe´m e´
aproximante.
Demonstrac¸a˜o E´ imediato que P(S) e Pnv(S) sa˜o cfe’s. Para provar que
P(f) e´ conservadora, suponha-se que X ≡n Y em P(S). Se X e Y sa˜o am-
bos vazios, enta˜o sa˜o iguais e a conclusa˜o e´ imediata. Se um dos conjuntos
e´ vazio e o outro na˜o, enta˜o tem de ser n = 0 e, novamente, a conclusa˜o e´
imediata. Vamos enta˜o mostrar que P(f)(X) ≡n P(f)(Y ) no caso em que
nenhum dos conjuntos e´ vazio. Tomemos um elemento em P(f)(X), que tem
necessariamente a forma f(x) para algum x ∈ X, como X ≡n Y , existe um
y ∈ Y tal que x ≡n y. Mas f e´ conservadora, logo f(x) ≡n f(y). Do mesmo
modo, dado um elemento em P(f)(Y ) podemos encontrar um elemento em
P(f)(X) que esta´ na relac¸a˜o ≡n com o primeiro. A demonstrac¸a˜o que Pnv(f)
e´ aproximante se f o for, e´ ana´loga a esta u´ltima parte. 2
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De notar que em geral P(S) e Pnv(S) na˜o sa˜o separados mesmo que S o
seja. Por esta raza˜o P(S) e Pnv(s) sa˜o functores em Cfe, mas a sua restric¸a˜o
a SCfe na˜o e´ um functor.
Proposic¸a˜o 2.1.13 Sejam f, g : S → T func¸o˜es conservadoras tais que
f ≡n g em [S → T ]. Se k : R → S e h : T → U sa˜o conservadoras enta˜o
f ◦ k ≡n g ◦ k em [R → T ] e h ◦ f ≡n h ◦ g em [S → U ]. Em particular,
a operac¸a˜o composic¸a˜o definida de [T → U ] × [S → T ] em [S → U ], que a
cada (f, g) faz corresponder g ◦ f , e´ conservadora.
Demonstrac¸a˜o Para todo o r ∈ R, f(k(r)) ≡n g(k(r)), logo f ◦ k ≡n g ◦ k.
Para todo o s ∈ S, f(s) ≡n g(s), logo h(f(s)) ≡n h(g(s)) e portanto
h ◦ f ≡n h ◦ g. Em relac¸a˜o a` u´ltima afirmac¸a˜o, se (g, f) ≡n (g′, f ′) em
[T → U ] × [S → T ] enta˜o g ≡n g′ e f ≡n f ′ e logo, pela primeira parte da
proposic¸a˜o, g ◦ f ≡n g′ ◦ f ≡n g′ ◦ f ′. 2
2.1.3 Convergeˆncia e completude
Nesta subsecc¸a˜o vamos apresentar alguns resultados de convergeˆncia e com-
pletude para cfe’s, bem como um teorema de ponto fixo para cfe’s completos e
separados, que e´ ana´logo ao teorema do ponto fixo de Banach para os espac¸os
me´tricos. Muitos dos resultados, cuja demonstrac¸a˜o pode ser consultada em
[Mon98], na˜o sera˜o aqui demonstrados.
Definic¸a˜o 2.1.14 (Limite) Seja S um cfe. Uma sucessa˜o (sn)n≥0 de ele-
mentos de S converge para s ∈ S, ou tem limite s, se sn ≡n s para todo o
n ≥ 0. Neste caso a sucessa˜o diz-se convergente. 2
Como o conjunto ı´ndice das sucesso˜es e´ sempre o conjunto dos naturais
vamos muitas vezes abreviar (sn)n≥0 para simplesmente (sn).
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Se (sn) converge para s, cada sn fornece alguma informac¸a˜o sobre o limite
s, em particular as classes de equivaleˆncia [s]n e [sn]n sa˜o iguais. Deste
modo, a sequeˆncia na˜o crescente [s0]0 ⊇ [s1]1 ⊇ ... tem como intersecc¸a˜o [s]ω.
Reciprocamente, todo o s’ na intersecc¸a˜o esta´ em todas as classes [sn]n e,
portanto e´ um limite de (sn). Isto permite-nos concluir que num cfe separado
o limite de uma sucessa˜o, quando existe, e´ u´nico. Neste caso e´ usual denotar
o limite por lim sn. As func¸o˜es conservadoras podem ser caracterizadas
como as func¸o˜es que preservam os limites das sucesso˜es convergentes, e a
convergeˆncia interage com as construc¸o˜es apresentadas da forma esperada,
conforme mostram as duas proposic¸o˜es que se seguem.
Proposic¸a˜o 2.1.15 Uma func¸a˜o f : S → T entre cfe’s e´ conservadora se
e so´ se aplica sucesso˜es convergentes de S em sucesso˜es convergentes de T ,
preservando os limites. 2
Proposic¸a˜o 2.1.16 Sejam S, T e U cfe’s.
(i) A sucessa˜o (sn, tn)n em S×T converge para (s, t) se e so´ se (sn) converge
para s e (tn) converge para t.
(ii) Se uma sucessa˜o (fn) em [S → T ] converge para f enta˜o (fn(s))n
converge para f(s) para todo o s ∈ S.
(iii) Reciprocamente, se f : S → T e´ tal que (fn(s))n converge para f(s)para
todo o s ∈ S enta˜o f e´ conservadora e (fn) converge para f .
(iv) Se (fn) converge para f em [S → T ] e (gn) converge para g em [T → U ]
enta˜o (gn ◦ fn)n converge para g ◦ f em [S → U ].
2
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Definic¸a˜o 2.1.17 (Sucessa˜o regular, cfe completo) Uma sucessa˜o (sn)
e´ regular se sn ≡n sn+1 para todo o n ≥ 0. O cfe S e´ completo se toda a
sucessa˜o regular de S tem limite em S. A subcategoria plena de Cfe dos cfe’s
completos e separados e´ denotada por CCfe. 2
A condic¸a˜o que define uma sucessa˜o regular e´ equivalente a [sn]n ⊇
[sn+1]n+1 para todo o n ≥ 0, ou seja, (sn) da´ origem a uma sequeˆncia
[s0]0 ⊇ [s1]1 ⊇ .... Assim, toda a sequeˆncia convergente e´ regular, mas o
inverso nem sempre e´ verdade pois podemos ter
⋂
n[sn] = ∅.
Outra forma de caracterizar os cfe’s completos e´ pela propriedade que
toda a sequeˆncia C0 ⊇ C1 ⊇ ..., onde cada Cn e´ uma classe de equivaleˆncia
≡n tem intersecc¸a˜o na˜o vazia.
A noc¸a˜o de cfe completo permite-nos estabelecer o resultado que se segue,
que e´ um caso especial do teorema do ponto fixo de Banach, [Ban22],para os
espac¸os me´tricos.
Teorema 2.1.18 (Banach) Seja S um cfe completo e separado. Uma
func¸a˜o aproximante f : S → S tem um u´nico ponto fixo.
Demonstrac¸a˜o Como f aplica classes ≡n em classes ≡n+1, tem-se uma
sequeˆncia C0 ⊇ C1 ⊇ ... onde cada Cn e´ uma classe de equivaleˆncia ≡n e
f(Cn) ⊆ Cn+1. Todo o ponto fixo de f esta´ em ∩nCn. Reciprocamente, se
s ∈ ∩nCn enta˜o f(s) ∈ ∩nCn. Como num cfe completo e separado a inter-
secc¸a˜o ∩nCn e´ um conjunto singular, f(s) = s e e´ o u´nico ponto fixo de f . 2
A demonstrac¸a˜o tambe´m se poderia fazer seguindo os passos da prova do
teorema de Banach para os espac¸os me´tricos.
Naturalmente que qualquer conjunto S quando visto como um cfe e´ com-
pleto e separado.
Os functores apresentados, quando aplicados a cfe’s completos, permitem
construir outros cfe’s que ainda gozam da mesma propriedade, isto e´, se S
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e T sa˜o cfe’s completos enta˜o S◦, S × T, S + T, [S → T ], P(S) e Pnv(S)
tambe´m o sa˜o.
2.1.4 Conjuntos poteˆncia
Dado um cfe S, ja´ vimos que P(S) nem sempre e´ separado. Vamos enta˜o
estudar os conjuntos poteˆncia Pfe(S) e Pfe nv(S) dos subconjuntos fechados
e dos subconjuntos fechados e na˜o vazios de S, respectivamente. Veremos
ainda o caso das poteˆncias Pco(S) e Pco nv(S) dos subconjuntos compactos e
compactos na˜o vazios de S, respectivamente.
Definic¸a˜o 2.1.19 (Conjunto fechado, fecho) Um subconjunto X de um
cfe S e´ fechado se X ≡ω Y implica Y ⊆ X para todo o Y ⊆ S. O fecho de
X, denotado por Xc, e´ a unia˜o de todos os Y ⊆ S tais que X ≡ω Y . 2
Estes conceitos tambe´m podem ser caracterizados da forma convencional,
isto e´, seja S um cfe e X ⊆ S. O fecho Xc e´, simultaneamente, o maior
subconjunto de S tal que X ≡ω Xc e o menor dos subconjuntos fechados que
conteˆmX. Ale´m disso,Xc e´ o conjunto dos limites das sucesso˜es convergentes
de elementos de X. Um conjunto X e´ fechado se e so´ se Xc ⊆ X.
Definic¸a˜o 2.1.20 (Poteˆncias dos conjuntos fechados) Denotam-se por
Pfe(S) e Pfe nv(S), respectivamente, o conjunto de todos os subconjuntos
fechados e o conjunto de todos os subconjuntos fechados na˜o vazios de S. 2
Estes conjuntos constituem cfe’s com as equivaleˆncias ≡n definidas como
as restric¸o˜es das correspondentes equivaleˆncias em P(S). Deste modo, Pfe(S)
e Pfe nv(S) sa˜o separados e se S e´ completo sa˜o tambe´m completos.
Definic¸a˜o 2.1.21 (Conjunto compacto) Seja S um cfe completo e sepa-
rado e X ⊆ S. Diz-se que X e´ compacto se satisfaz alguma das seguintes
condic¸o˜es, que sa˜o equivalentes entre si:
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(i) X e´ fechado e toda a equivaleˆncia ≡n e´ finita´ria em X;
(ii) existe uma sucessa˜o (Xn) de subconjuntos finitos de S que converge em
Pfe(S) para X;
(iii) toda a sucessa˜o (xn) em X tem uma subsucessa˜o convergente (xin)n
com limite em X.
O conjunto dos subconjuntos compactos e o conjunto dos subconjuntos com-
pactos na˜o vazios denotam-se por Pco(S) e Pco nv(S), respectivamente. 2
Lema 2.1.22 Seja S um cfe completo e separado. Se (Xn) e´ uma sucessa˜o
regular de subconjuntos compactos de S, o seu limite em Pfe(S) e´ com-
pacto. 2
Tem-se ainda que se S e T sa˜o cfe’s completos enta˜o Pco(S) e Pco nv(S) sa˜o
completos e se f : S → T e´ conservadora e X ⊆ S e´ compacto enta˜o f(X) e´
compacto. Isto permite-nos concluir que Pco(S) e Pco nv(S) sa˜o endofunctores
em CCfe.
2.1.5 Equac¸o˜es de Domı´nios
Nesta secc¸a˜o vamos procurar soluc¸o˜es para equac¸o˜es de domı´nios sobre cfe’s,
isto e´, para equac¸o˜es que definem cfe’s por recursa˜o atrave´s de isomorfismos
do tipo S ∼= F (S) onde S e´ um cfe e F um functor sobre cfe’s.
Um functor F : SCfe → SCfe aplica uma func¸a˜o f : S → T em F (f) :
F (S)→ F (T ). Para cada par S, T , define-se uma aplicac¸a˜o
FS,T : [S → T ]→ [F (S)→ F (T )]
em que
FS,T (F ) = F (f).
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Definic¸a˜o 2.1.23 (Functores localmente conservadores e localmente
aproximantes) Um functor F : SCfe→ SCfe e´ localmente conservador (res-
pectivamente, localmente aproximante) se FS,T for conservadora (respectiva-
mente, aproximante) para todo o par S, T . 2
Todos os functores apresentados sa˜o localmente conservadores. O functor
constante e o functor atenuac¸a˜o sa˜o ainda localmente aproximantes. Se um
functor F for localmente conservador, o functor F ◦ Id◦ e´ localmente aproxi-
mante, onde (F ◦ Id◦)(S) = F (Id◦(S)) = F (S◦). Tambe´m se denota F ◦ Id◦
simplesmente por F ◦.
Definic¸a˜o 2.1.24 (Cadeia de cfe’s) Uma cadeia de cfe’s e´ uma sucessa˜o
(Sn, βn)n de cfe’s e func¸o˜es conservadoras, tais que
S0
β0←− S1 β1←− ... Sn βn←− Sn+1 ...
Um cone σ : S → (Sn, βn)n e´ um cfe S junto com uma sucessa˜o σ = (σn)n
de morfismos σn : S → Sn tais que, para todo o n ≥ 0,
σn = βn ◦ σn+1.
2
Definic¸a˜o 2.1.25 (Limite de uma cadeia de cfe’s) O limite de uma
cadeia regular de cfe’s (Sn, βn)n e´ o cone σ : S → (Sn, βn)n onde S e´ um cfe
definido por
S = {(sn)n : para todo o n, sn ∈ Sn e sn = βn(sn+1)}
com as equivaleˆncias
(sm)m ≡n (sk)k se e so´ se sl ≡n tl, para todo o l,
e para todo o n, σn : S → Sn e´ definido por σn((sn)n) = sn. 2
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O resultado que se segue esta´ demonstrado em [Mon98] numa perspectiva
mais geral do que a que temos vindo a considerar, mas que excede as nossas
necessidades; aqui limitamo-nos a apresentar a construc¸a˜o do ponto fixo sem
demonstrar que ele e´ de facto um ponto fixo e u´nico. Para enunciar o teorema
necessitamos de uma definic¸a˜o.
Definic¸a˜o 2.1.26 (Functor na˜o trivial) Um endofunctor F diz-se na˜o
trivial se F (S) 6= ∅ sempre que S 6= ∅. 2
Um functor na˜o trivial e´ tambe´m designado por functor na˜o identicamente
nulo.
Teorema 2.1.27 Seja F um endofunctor aproximante e na˜o trivial em CCfe,
enta˜o existe um u´nico S, a menos de isomorfismo, tal que S ∼= F (S).
Demonstrac¸a˜o Defina-se S0 como um cfe completo e separado com um
u´nico elemento e Sn+1 = F (Sn), para todo o n ≥ 0. Seja β0 : S1 → S0 a
u´nica func¸a˜o poss´ıvel e βn+1 = F (βn). Considere-se S o limite da cadeia
(Sn, βn)n, nestas condic¸o˜es, pelo teorema mencionado, tem-se S ∼= F (S)
u´nico ponto fixo de F . 2
Um functor para a semaˆntica de Lsyn
Na definic¸a˜o da semaˆntica de Lsyn iremos considerar, na categoria CCfe, o
endofunctor definido por
F (Q) = {pε}+ Pco(A×Q◦)
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onde A representa um conjunto de acc¸o˜es que podera´ incluir ou na˜o as acc¸o˜es
de sincronizac¸a˜o, conforme se trate da semaˆntica denotacional ou opera-
cional, respectivamente. Como o functor F ′(Q) = {pε} + Pco(A × Q) e´
conservador a utilizac¸a˜o do operador de atenuac¸a˜o torna F aproximante o
que garante a existeˆncia de uma soluc¸a˜o u´nica para a equac¸a˜o de domı´nios
S ∼= F (S).
De acordo com a secc¸a˜o anterior, define-se S0 = {∅}, Sn+1 = {pε} +
Pco(A× Sn), e os morfismos β veˆm:
β0 : S1 → S0 e´ definida por β0(y) = ∅,∀y ∈ S1;
βn+1 : Sn+2 → Sn+1 e´ definida por
βn+1(y) =
{
pε se y = pε
{(b, βn(x)) : (b, x) ∈ y} caso contra´rio.
A soluc¸a˜o da equac¸a˜o S ∼= F (S) e´ enta˜o o cfe limite da cadeia, dado por
S = {(sn)n : para todo o n, sn ∈ Sn e sn = βn(sn+1)}.
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A esseˆncia do ca´lculo-pi e´ a manipulac¸a˜o de nomes, pelo que os modelos
semaˆnticos teˆm de captar essa capacidade. Por isso vamos utilizar a teoria
sobre conjuntos nominais recentemente desenvolvida em [GP99], actualmente
com uma edic¸a˜o revista e extendida [GP02], e em [Mon03].
Nesta secc¸a˜o vamos introduzir os conjuntos nominais que constituem uma
categoria na qual sera´ definido o domı´nio semaˆntico do ca´lculo-pi. Os conjun-
tos nominais sa˜o conjuntos-Π com suporte finito. Por sua vez os conjuntos-
-Π sa˜o conjuntos onde esta´ definida uma acc¸a˜o de permutac¸a˜o. Vamos ver
algumas operac¸o˜es sobre estes conjuntos, como sa˜o os morfismos para os
conjuntos-Π e definir o functor que sera´ utilizado, no cap´ıtulo 4, para definir
a semaˆntica do ca´lculo-pi.
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2.2.1 Acc¸o˜es de permutac¸a˜o e conjuntos-Π
Aqui introduzimos as permutac¸o˜es, as acc¸o˜es e os conjuntos-Π bem como
algumas noc¸o˜es ba´sicas associadas a estes conceitos.
Definic¸a˜o 2.2.1 (Permutac¸a˜o) Dado um conjunto infinito enumera´vel de
nomes N , uma permutac¸a˜o sobre N e´ uma bijecc¸a˜o σ : N → N tal que
σ(x) 6= x apenas para um nu´mero finito de nomes. O conjunto finito
Nuc(σ) = {x ∈ N : σ(x) 6= x} diz-se o nu´cleo de σ. A permutac¸a˜o com
nu´cleo vazio designa-se por permutac¸a˜o identidade e representa-se por 1N ou
simplesmente 1. O conjunto de todas as permutac¸o˜es, que se denota por Π,
e´ um grupo com a operac¸a˜o de composic¸a˜o de func¸o˜es. 2
Dado X subconjunto de N , o conjunto de todas as permutac¸o˜es que
sa˜o a identidade em X e´ um subgrupo de Π e representa-se por ΠX . Uma
permutac¸a˜o σ e´ a identidade em N − Nuc(σ) e portanto a sua restric¸a˜o a
Nuc(σ) e´ ainda uma bijecc¸a˜o.
Para facilidade de leitura e escrita, iremos denotar frequentemente σ(x)
por xσ. Se xσ 6= x dizemos que σ renomeia x, caso contra´rio dizemos que σ
fixa x.
Se x e z sa˜o nomes distintos, a permutac¸a˜o que aplica x em z e z em x e
fixa todos os outros nomes diz-se uma transposic¸a˜o e e´ usualmente represen-
tada por (xz) ou (zx). Deste modo, tem-se x(xz) = z, z(xz) = x e w(xz) = w
para todo o w diferente de x e z. E´ imediato que (xz) ◦ (xz) = 1, onde 1
representa a identidade, e portanto (xz)−1 = (xz). De modo mais geral, uma
permutac¸a˜o c´ıclica ou simplesmente ciclo, representada por (x1x2 · · ·xn) com
n ≥ 2 e x1, x2, . . . , xn nomes distintos entre si, aplica xi em xi+1 se 1 ≤ i < n
e aplica xn em x1, mantendo fixos todos os outro nomes. Quando n = 2 e´
conveniente permitirmos que os nomes sejam iguais e nesse caso (xx) corre-
sponde a` permutac¸a˜o identidade.
Como (x1x2 · · ·xn) = (x1x2) ◦ (x2x3) ◦ · · · ◦ (xn−1xn), um ciclo e´ uma
composic¸a˜o de transposic¸o˜es. Toda a permutac¸a˜o e´ uma composic¸a˜o de ci-
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clos, logo e´ uma composic¸a˜o de transposic¸o˜es. De facto, se x e´ um nome
renomeado por σ, existe um n ≥ 1 tal que σn+1(x) = x, mas, como σ
renomeia apenas um nu´mero finito de nomes, temos um ciclo (x0x1 · · · xn)
com xi = σ
i(x) para 0 ≤ i ≤ n, e portanto os nomes renomeados por σ
da˜o origem a va´rios ciclos disjuntos, que compostos por qualquer ordem da˜o
origem a σ. Uma permutac¸a˜o pode ser vista como um caso particular das
substituic¸o˜es, a permutac¸a˜o (xz) corresponde a` substituic¸a˜o {x/z, z/x}.
Definic¸a˜o 2.2.2 (Acc¸a˜o, Conjunto-Π) Uma acc¸a˜o de Π sobre um con-
junto Q e´ uma func¸a˜o de Π×Q em Q que se escreve σ.q e satisfaz as seguintes
propriedades:
1 · q = q (identidade);
θ · (σ · q) = (θ ◦ σ) · q (associatividade).
O par (Q, ·) e´ designado por conjunto-Π. 2
Na sequeˆncia abreviaremos frequentemente σ.q para qσ e referir-nos-emos
ao conjunto-Π (Q, ·) apenas por Q, deixando a acc¸a˜o impl´ıcita. Se P for
outro conjunto-Π, diz-se que P e´ um subconjunto-Π de Q se P ⊆ Q e a
acc¸a˜o em P for a restric¸a˜o da acc¸a˜o em Q.
Um exemplo simples de um conjunto-Π e´ o pro´prio N com a acc¸a˜o σ.x =
σ(x). Qualquer conjunto A e´ um conjunto-Π com a acc¸a˜o σ.a = a para todo
o σ ∈ Π e a ∈ A. Os exemplos mais importantes sa˜o as linguagens cujas
expresso˜es sinta´cticas sa˜o constru´ıdas com os nomes de N . Nestes casos a
acc¸a˜o de permutac¸a˜o consiste na substituic¸a˜o dos nomes nas expresso˜es. No
contexto deste trabalho vai ter particular interesse o conjunto dos termos do
ca´lculo-pi, que constitui um conjunto-Π conforme mostraremos na secc¸a˜o 4.3
2.2.2 Operac¸o˜es sobre conjuntos-Π
Nesta subsecc¸a˜o introduzem-se algumas operac¸o˜es sobre conjuntos-Π. No-
meadamente, como se estende a acc¸a˜o ao conjunto dos subconjuntos de um
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conjunto-Π, ao produto cartesiano de conjuntos-Π, a` soma de conjuntos-Π e
ao espac¸o de func¸o˜es definidas de um conjunto-Π em outro.
Poteˆncia de um conjunto-Π
Se Q e´ um conjunto-Π, define-se uma acc¸a˜o no conjunto poteˆncia de Q, P(Q),
por Xσ = {xσ : x ∈ X} para X ⊆ Q. O conjunto das poteˆncias finitas de Q,
Pfin(Q), e´ um subconjunto-Π de P(Q).
Produto e soma
Se P e Q sa˜o conjuntos-Π, O produto cartesiano P × Q e´ um conjunto-Π
para a acc¸a˜o definida por (p, q)σ = (pσ, qσ) para p ∈ P e q ∈ Q.
A soma P + Q = ({1} × P ) ∪ ({2} × Q) e´ um conjunto-Π para a acc¸a˜o
(1, p)σ = (1, pσ), (2, q)σ = (2, qσ) com p ∈ P e q ∈ Q.
De futuro, para simplificar a notac¸a˜o, sempre que na˜o houver perigo de
confusa˜o vamos escrever simplesmente p e q para nos referirmos aos elementos
(1, p) e (2, q), respectivamente.
Func¸o˜es
O conjunto [P → Q] de todas as func¸o˜es de P em Q e´ um conjunto-Π onde,
para f : P → Q e σ ∈ Π, tem-se fσ definida por fσ(p) = f(pσ−1)σ para todo o
p ∈ P . Se, para todo o θ ∈ Π, denotarmos por θP e θQ as func¸o˜es (bijectivas)
p 7→ pθ e q 7→ qθ em P e em Q respectivamente, temos fσ = σQ ◦ f ◦ σ−1P .
Em termos de grafos, se o grafo de f e´ formado por todos os pares (p, q) tais
que p ∈ P e q = f(p), o grafo de fσ e´ formado por todos os pares (pσ, qσ)
tais que (p, q) esta´ no grafo de f .
2.2.3 Conjunto suporte
Aqui define-se a noc¸a˜o de suporte para os elementos de um conjunto-Π e
apresentam-se alguns resultados va´lidos para conjuntos-Π em que todos os
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elementos teˆm suporte finito - conjuntos nominais.
Definic¸a˜o 2.2.3 (Suporte, conjunto nominal) Seja Q um conjunto-Π.
1. Um conjunto X ⊆ N suporta q ∈ Q se qσ = q para todo o σ ∈ ΠX .
2. Um elemento q ∈ Q e´ finitamente suportado se q e´ suportado por um
conjunto finito.
3. Dizemos que Q e´ um conjunto nominal se todos os seus elementos teˆm
suporte finito.
2
De salientar que, como toda a permutac¸a˜o σ em ΠX e´ uma composic¸a˜o de
transposic¸o˜es (xz) onde x, z /∈ X, estas transposic¸o˜es tambe´m esta˜o em ΠX .
Assim, para verificar que X suporta q, temos apenas de verificar que q(xz) = q
para todo o x, z /∈ X.
Por definic¸a˜o de suporte, se X suporta q, enta˜o sempre que uma per-
mutac¸a˜o σ e´ a identidade em X tem-se qσ = q. Um resultado mais geral e´
que qσ = qθ se σ e θ coincidem quando restringidas ao conjunto X. Para
mostrar esta afirmac¸a˜o vamos verificar que (qσ)θ
−1
= q, para isso temos ape-
nas de mostrar que θ−1 ◦ σ e´ a identidade em X, isto e´, (xσ)θ−1 = x para
todo o x ∈ X. Mas isso e´ imediato uma vez que, por hipo´tese, xσ = xθ para
todo o x ∈ X.
Proposic¸a˜o 2.2.4 Seja Q um conjunto-Π. Todo o q ∈ Q finitamente su-
portado tem um menor conjunto finito que o suporta, denotado por sup(q).
Ou seja, sup(q) suporta q e, se X e´ um conjunto finito que suporta q, enta˜o
sup(q) ⊆ X.
Demonstrac¸a˜o Para garantir o resultado basta demonstrarmos que se X e
Y sa˜o dois conjuntos finitos que suportam q, a sua intersecc¸a˜o X ∩ Y ainda
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suporta q. Para o efeito vamos mostrar que se x, y /∈ X ∩ Y , enta˜o q(xy) = q.
Caso x, y /∈ X ou x, y /∈ Y , a conclusa˜o e´ imediata porque X e Y suportam
q. Caso contra´rio, um de entre x, y esta´ em X e o outro esta´ em Y (mas
nenhum dos dois esta´ em ambos os conjuntos X e Y , por hipo´tese), vamos
assumir que x ∈ X e y ∈ Y . Como X e Y sa˜o finitos, existe z que na˜o esta´
em X ∪ Y . Tem-se, (xy) = (xz) ◦ (yz) ◦ (xz) e, como (xz) e (yz) aplicam
q em q, porque sa˜o a identidade em Y e X respectivamente, vem que (xy)
aplica q em q, como pretend´ıamos. 2
A caracterizac¸a˜o de sup(q) tambe´m pode ser feita directamente, como
mostra o seguinte resultado demonstrado por Gabbay e Pitts em [GP02].
Proposic¸a˜o 2.2.5 (Gabbay & Pitts) Seja Q um conjunto-Π. Todo o
q ∈ Q finitamente suportado tem um menor conjunto que o suporta, sup(q),
dado por
sup(q) = {x ∈ N : q(xz) 6= q para infinitos z ∈ N}.
2
Como iremos ver mais adiante, sup(q) formaliza a noc¸a˜o de nomes livres
de q.
Proposic¸a˜o 2.2.6 Seja Q um conjunto-Π, q ∈ Q, X ⊆ Q e σ, θ ∈ Π.
Verificam-se as seguintes propriedades:
1. Se X suporta q, enta˜o Xσ suporta qσ.
Deste modo, se q e´ finitamente suportado, qσ e´ finitamente suportado.
Em particular, o conjunto de todos os elementos de Q finitamente su-
portados e´ um subconjunto-Π de Q, logo e´ um conjunto nominal.
2. Se q e´ finitamente suportado, sup(qσ) = sup(q)σ.
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Demonstrac¸a˜o 1. Se θ e´ a identidade em Xσ, temos de mostrar que
(qσ)θ = qσ, que e´ equivalente a ((qσ)θ)σ
−1
= q. Como X suporta q, basta
mostrarmos que σ−1 ◦ θ ◦ σ e´ a identidade em X, isto e´, xσ−1◦θ◦σ = x para
todo o x ∈ X. Mas a afirmac¸a˜o e´ equivalente a (xσ)θ = xσ para todo o
x ∈ X, que e´ verdade porque, por hipo´tese, θ e´ a identidade em Xσ.
2. Pela primeira propriedade, sup(qσ) ⊆ sup(q)σ. Pela mesma pro-





, e portanto sup(q)σ ⊆ sup(qσ). 2
Vejamos alguns exemplos. O suporte de cada nome x pertencente a N e´
{x}, logo N e´ um conjunto nominal. Todo o conjunto A onde σ actua como
a identidade, e´ um conjunto nominal em que o suporte de cada elemento
de A e´ o vazio. Consideremos agora um caso mais complexo: os termos do
ca´lculo-λ. Se considerarmos a igualdade textual dos termos-λ, o suporte de
cada termo e´ o conjunto dos nomes que nele ocorrem. Se, em vez disso,
considerarmos que dois termos sa˜o iguais a menos de conversa˜o-α, enta˜o o
suporte de cada termo e´ o conjunto dos nomes que nele ocorrem livres.
2.2.4 Operac¸o˜es sobre conjuntos nominais
Aqui estendem-se as operac¸o˜es apresentadas na subsecc¸a˜o 2.2.2 aos conjuntos
nominais, introduzindo as definic¸o˜es e adaptac¸o˜es necessa´rias.
Poteˆncia de um conjunto nominal
Dado um conjunto nominal Q e um conjunto P ⊆ Q, P podera´ ser ou na˜o
finitamente suportado. No entanto, Pfin(Q) e´ sempre um conjunto nominal,
como mostra a proposic¸a˜o que se segue.
Proposic¸a˜o 2.2.7 Se P e´ um subconjunto finito de Q, enta˜o P e´ finitamente
suportado e sup(P ) e´ a unia˜o de todos os sup(p) para p pertencente a P .
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Demonstrac¸a˜o Conclu´ı-se facilmente que a unia˜o dos sup(p) e´ finita e
suporta P . Vamos verificar que e´ o menor conjunto que suporta P . Su-
ponhamos que x esta´ na unia˜o – portanto x esta´ em sup(p) para algum p –
mas na˜o esta´ em sup(P ). Pela proposic¸a˜o 2.2.5 (Gabbay & Pitts), existem
infinitos z tais que p(xz) 6= p, por isso podemos escolher um que na˜o pertenc¸a
ao suporte de nenhum dos elementos de P . Deste modo, (xz) e´ a identi-
dade em sup(P ), logo P (xz) devera´ ser igual a P . Mas, pela proposic¸a˜o 2.2.6
sup(p(xz)) = sup(p)(xz), portanto z esta´ no suporte de p(xz) porque x esta´
no suporte de p, logo p(xz) esta´ P (xz) mas na˜o esta´ em P , o que contraria a
hipo´tese de P (xz) = P e portanto x esta´ tambe´m em sup(P ). 2
Se P for um subconjunto infinito de Q, podera´ na˜o ter suporte finito
e portanto P(Q) na˜o e´, em geral, um conjunto nominal. Por exemplo N
tem suporte finito mas dado X ⊆ P(N ), sup(X) = X logo P(N ) na˜o e´
um conjunto nominal. Mas podera˜o existir subconjuntos infinitos que teˆm
suporte finito. Por exemplo, seja Q = Pfin(N ). O suporte de X ⊆fin N e´
X. Vamos fixar x ∈ N e seja P o conjunto de todos os {x, z} para z ∈ N .
Neste caso sup(P ) = {x} e logo P e´ finitamente suportado.
Produto e soma
Se P e Q sa˜o conjuntos nominais, e´ imediato que P ×Q e P +Q sa˜o tambe´m
conjuntos nominais, e os suportes de (p, q), (1, p) e (2, q) sa˜o respectivamente
sup(p) ∪ sup(q), sup(p) e sup(q).
Func¸o˜es
O conjunto-Π [P → Q] na˜o e´, em geral, um conjunto nominal. Mas, o
conjunto de todas as func¸o˜es, de P em Q, finitamente suportadas, que iremos
denotar por QP , e´ um subconjunto-Π de [P → Q] e e´ um conjunto nominal.
Temos a seguinte caracterizac¸a˜o para o suporte de [P → Q].
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Proposic¸a˜o 2.2.8 O conjunto X ⊆ N suporta f : P → Q se, e so´ se,
f(pσ) = f(p)σ
para todo o p ∈ P e toda a permutac¸a˜o σ ∈ ΠX . Neste caso, X ∪ sup(p)
suporta f(p) para todo o p ∈ P .
Demonstrac¸a˜o Afirmar que fσ = f e´ equivalente a afirmar que fσ
−1
= f ,
que por sua vez e´ o mesmo que f(pσ)σ
−1
= f(p) para todo o p ∈ P , isto
e´, f(pσ) = f(p)σ para todo o p ∈ P . Como X ⊆ N suporta f : P → Q
se, e so´ se, fσ = f para todo o σ ∈ ΠX , tem-se a conclusa˜o pretendida.
Quanto a` segunda parte da proposic¸a˜o, atendendo a que se σ e´ a identidade
em X ∪ sup(p), enta˜o para todo o p ∈ P tem-se f(p)σ = f(pσ) = f(p), o que
mostra que X ∪ sup(p) suporta f(p). 2
No decorrer do trabalho estaremos interessados apenas no caso em que
P = N . Uma func¸a˜o f : N → Q sera´ interpretada como ou um sistema que
recebe um nome x e continua como f(x), ou enta˜o um sistema que gera um
nome novo (que na˜o ocorre livre no sistema inicial), x, e continua como f(x).
No primeiro caso x e´ arbitra´rio porque e´ fornecido pelo exterior; no segundo
caso, o facto de ser novo significa que x na˜o esta´ no suporte de f . Vamos
designar os elementos de QN por func¸o˜es de abstracc¸a˜o.
Teorema 2.2.9 Um conjunto X ⊆ N suporta f : N → Q se, e so´ se,
X ∪ {x} suporta f(x) para todo o x ∈ N , e f(z) = f(x)(xz) (relac¸a˜o de
generalidade) para todo o x, z /∈ X.
Demonstrac¸a˜o Suponhamos, em primeiro lugar, que X suporta f . Se σ
e´ a identidade em X ∪ {x} para todo o x ∈ N , enta˜o fσ = f e xσ−1 =
x logo f(x)σ = f(xσ
−1
)σ = fσ(x) = f(x), o que mostra que X ∪ {x}
suporta f(x). Se x, z /∈ X, e atendendo a que (xz)−1 = (xz), temos
f(x)(xz) = f(z(xz))(xz) = f (xz)(z) = f(z), porque (xz) e´ a identidade em
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X. Reciprocamente, temos de mostrar que se σ e´ a identidade em X,
enta˜o fσ = f . Como toda a permutac¸a˜o e´ uma composic¸a˜o de trans-
posic¸o˜es, e´ suficiente mostrar que f (xz) = f para todo o x, z /∈ X. Temos
f (xz)(z) = f(z(xz)) = f(x)(xz) = f(z) por hipo´tese, e de modo ana´logo se
conclui que f (xz)(x) = f(x). Para y 6= x, z, a permutac¸a˜o (xz) e´ a identidade
em X∪{y}, portanto f (xz)(y) = f(y(xz)) = f(y)(xz) = f(y), visto que X∪{y}
suporta f(y). 2
2.2.5 Morfismos de conjuntos-Π
Aqui definem-se os morfismos para os conjuntos-Π e em particular para os
conjuntos nominais, e conclui-se que os conjuntos nominais constituem uma
categoria.
Definic¸a˜o 2.2.10 (Morfismo) Um morfismo de conjuntos-Π f : P → Q,
e´ uma func¸a˜o tal que f(σ ·p) = σ ·f(p) para todo o σ ∈ Π e p ∈ P . Usando a
notac¸a˜o exponencial, a condic¸a˜o toma a forma f(pσ) = f(p)σ. Um morfismo
de conjuntos nominais e´ um morfismo dos correspondentes conjuntos-Π. 2
Aos morfismos de conjuntos-Π tambe´m e´ costume dar o nome de func¸o˜es
equivariantes. Note-se que, como elemento de [P → Q], um morfismo f :
P → Q satisfaz sup(f) = ∅, como e´ fa´cil verificar.
O resultado seguinte mostra que um morfismo de conjuntos-Π se restringe
a um morfismo dos subconjuntos-Π dos elementos de suporte finito.
Proposic¸a˜o 2.2.11 Sejam P e Q conjuntos-Π e f : P → Q um mor-
fismo. Se p ∈ P e´ finitamente suportado, f(p) e´ finitamente suportado e
sup(f(p)) ⊆ sup(p).
Demonstrac¸a˜o Se σ e´ a identidade em sup(p), enta˜o f(p)σ = f(pσ) = f(p).
Logo, sup(p) suporta f(p) e portanto sup(f(p)) ⊆ sup(p). 2
2.2 Conjuntos Nominais 31
O resultado que se segue foi apresentado por Kohei Honda em [Hon00].
Proposic¸a˜o 2.2.12 (Honda) Sejam P e Q conjuntos nominais e f um
morfismo de P em Q. Se q ∈ Q esta´ na imagem de f , enta˜o
sup(q) =
⋂
{sup(p) : f(p) = q}.
Em particular, se f e´ injectiva, sup(f(p)) = sup(p) para todo o p ∈ P .
Demonstrac¸a˜o Se f(p) = q, enta˜o, pela proposic¸a˜o anterior, sup(q) ⊆
sup(p). Reciprocamente, suponhamos x 6∈ sup(q). Temos de mostrar que
x /∈ sup(p) para algum p tal que f(p) = q. E´ suficiente mostrarmos que
se x esta´ no suporte de algum p0, e´ poss´ıvel encontrar outro p cujo suporte
na˜o conte´m x. Escolhemos a 6∈ sup(p0) ∪ sup(q) e fazemos p = p(ax)0 . Nes-
tas condic¸o˜es f(p) = f(p
(ax)
0 ) = f(p0)
(ax) = q(ax) = q e x 6∈ sup(p0)(ax) =
sup(p
(ax)
0 ) = sup(p), como pretend´ıamos. 2
Note-se que a igualdade sup(f(p)) = sup(p) nem sempre se verifica se f
na˜o e´ injectiva.
Naturalmente que a identidade e´ um morfismo pois idN (nσ) = nσ =
idN (n)σ. Dados f e g morfismos de conjuntos-Π, verifica-se facilmente que
a composic¸a˜o de morfismos e´ ainda um morfismo: (g ◦ f)(pσ) = g(f(pσ))) =
g(f(p)σ) = g(f(p))σ = (g ◦ f)(p)σ. Assim, os conjuntos nominais e os seu
morfismos constituem uma categoria.
2.2.6 Functores
Nesta secc¸a˜o vamos apresentar va´rios functores que integram a construc¸a˜o
do functor principal que sera´, mais tarde, utilizado na definic¸a˜o do domı´nio
semaˆntico do ca´lculo-pi. Os functores apresentados nesta secc¸a˜o supo˜em-se
todos definidos na categoria dos conjuntos nominais e seus morfismos.
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O functor constante N
Este functor aplica cada conjunto nominal Q em N e aplica cada morfismo
f : P → Q na identidade em N . O functor sera´ tambe´m denotado por N .
Produto
A construc¸a˜o usual de produto de conjuntos e´ um functor entre conjuntos
nominais. Se f : P → P ′ e g : Q → Q′ sa˜o morfismos, a func¸a˜o f × g :
P ×Q→ P ′×Q′ e´ dada por (f ×g)(p, q) = (f(p), g(q)). Esta func¸a˜o e´ ainda
um morfismo pois




= (f × g)(p, q)σ.
Soma
Tal como no caso do produto, a soma usual de conjuntos tambe´m constitui
um functor entre conjuntos nominais. Assim, se f : P → P ′ e g : Q→ Q′ sa˜o
morfismos, a func¸a˜o f + g : P +Q→ P ′ +Q′ aplica cada (1, p) em (1, f(p))
e cada (2, q) em (2, g(q)). Verifica-se facilmente que f + g e´ um morfismo de
conjuntos nominais:
(f + g)(i, sσ) =
{
(1, f(sσ)), se i = 1
(2, g(sσ)), se i = 2
=
{
(1, f(s)σ), se i = 1
(2, g(s)σ), se i = 2
= (f + g)(i, s)σ.
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Func¸o˜es finitamente suportadas
Vamos considerar aqui o functor que aplica cada conjunto nominal Q no
conjuntoQN das func¸o˜es finitamente suportadas deN emQ, e cada morfismo
f : P → Q no morfismo fN : PN → QN dado por fN (t) = f ◦ t para toda a
t : N → P finitamente suportada.
Temos de verificar que fN e´ de facto um morfismo, isto e´ que fN (tσ) =
fN (t)σ o que e´ o mesmo que f ◦ tσ = (f ◦ t)σ, para todo o t e σ. Ora,
para x ∈ N , tem-se f(tσ(x)) = f(t(xσ−1)σ) = f(t(xσ−1))σ = (f ◦ t)(xσ−1)σ =
(f ◦ t)σ(x).
Ter´ıamos ainda de verificar que f ◦ t e´ finitamente suportada, mas isso
decorre do facto de fN ser um morfismo.
Poteˆncia de suporte finito
O functor poteˆncia de suporte finito, Psf , associa a cada conjunto nominal Q
o conjunto nominal Psf (Q) dos subconjuntos de Q finitamente suportados,
e a cada morfismo f : P → Q, o morfismo Psf (f) : Psf (P ) → Psf (Q)
que a cada X, subconjunto finitamente suportado de P , faz corresponder o
conjunto {f(x) : x ∈ X}. Vamos verificar que Psf (f) e´ de facto um morfismo:
Psf (f)(Xσ) = {f(xσ) : x ∈ X} = {f(x)σ : x ∈ X} = {f(x) : x ∈ X}σ =
Psf (f)(X)σ. Isto tambe´m implica que Psf (f)(X) e´ finitamente suportado,
como pretend´ıamos.
O functor Psf vai ter apenas um papel auxiliar na construc¸a˜o do domı´nio
semaˆntico do ca´lculo-pi, o nosso interesse principal ira´ centrar-se no subfunc-
tor das poteˆncias finitas de um conjunto, Pfin.
Um functor para a semaˆntica do Ca´lculo-pi
Adiante, para definir a semaˆntica do Ca´lculo-pi, iremos considerar, na cate-
goria dos conjuntos nominais, o endofunctor definido por:
F (Q) = Pfin(Q+ (N ×N ×Q) + (N ×QN ) + (N ×QN ))
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onde QN e´ o conjunto das func¸o˜es de N em Q de suporte finito. Ora,
utilizando os resultados apresentados para os functores que compo˜em F , se
f : Q → P e´ um morfismo de conjuntos nominais, a func¸a˜o F (f) : F (Q) →
F (P ) e´ dada por
F (f)(X) = {f(q) : q ∈ X}
∪
{(a, x, f(q)) : (a, x, q) ∈ X}
∪
{(a, f ◦ e) : (a, e) ∈ X}
∪
{(a, f ◦ t) : (a, t) ∈ X}
O functor F e´ mono´tono pois se tomarmos S ⊆ Q temos tambe´m (N ×
N × S) ⊆ (N × N × Q) e se atendermos a que toda a func¸a˜o de SN se
pode estender de uma forma u´nica a uma func¸a˜o QN ( basta alterar-lhe o
contradomı´nio ) e denotarmos por [SN ]Q esta extensa˜o, temos [SN ]Q ⊆ QN .
Identificando cada uma das func¸o˜es de SN com a correspondente func¸a˜o em
[SN ]Q temos N × SN ⊆ N × QN . Consequentemente F (S) ⊆ F (Q) uma
vez que o functor Pfin preserva a inclusa˜o.
2.3 Coa´lgebras
As coa´lgebras sa˜o muito utilizadas nas cieˆncias da computac¸a˜o para descrever
sistemas dinaˆmicos em que o espac¸o dos estados na˜o e´ observa´vel directa-
mente, podemos apenas observar as operac¸o˜es efectuadas sobre este mesmo
espac¸o, [RT94, Rut96, JR97]. Neste contexto as te´cnicas de coinduc¸a˜o sa˜o
fundamentais tanto para as definic¸o˜es como para as demonstrac¸o˜es. Igual-
mente importantes sa˜o as bissimulac¸o˜es, isto e´, elementos que do ponto de
vista observacional sa˜o indistingu´ıveis.
A utilizac¸a˜o de coa´lgebras nas cieˆncias da computac¸a˜o comec¸ou com
Aczel e a teoria dos conjuntos na˜o bem-fundados e estendeu-se depois a`
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teoria dos auto´matos e a` semaˆntica, especificac¸a˜o e verificac¸a˜o de programas
concorrentes e orientados para objectos. As coa´lgebras sa˜o uma estrutura
matema´tica simples mas fundamental para captar o comportamento de sis-
temas dinaˆmicos. Muitas das noc¸o˜es teo´ricas fundamentais dos sistemas,
como a invariaˆncia e bissimulac¸a˜o, podem ser descritas com base na teoria
das coa´lgebras. O elemento fundamental e´ a utilizac¸a˜o das coa´lgebras finais
para captar o comportamento (possivelmente infinito) dos sistemas. Estas
coa´lgebras finais podem ser obtidas como uma generalizac¸a˜o dos maiores
pontos fixos em contraste com os menores pontos fixos utilizados para obter
a´lgebras iniciais. Uma poderosa te´cnica de prova nesse contexto de finali-
dade e´ a co-induc¸a˜o que se baseia na noc¸a˜o de bissimulac¸a˜o, introduzida no
contexto da semaˆntica da concorreˆncia por Milner, [Mil80], para formalizar a
equivaleˆncia de comportamento entre processos concorrentes. A bissimulac¸a˜o
foi mais tarde introduzida na teoria das coa´lgebras por Aczel e Mendler,
[AM88], que criaram uma definic¸a˜o categorial que se aplica a coa´lgebras
arbitra´rias. Usando esta noc¸a˜o de bissimulac¸a˜o Aczel [Acz88] formulou o
principio da coinduc¸a˜o de forma muito semelhante ao modo como Milner in-
troduziu o seu “me´todo e prova por bissimulac¸a˜o”: para provar que dois pro-
cessos tem comportamento equivalente (bissimilar), basta provar a existeˆncia
de uma relac¸a˜o de bissimulac¸a˜o entre eles. Este princ´ıpio de coinduc¸a˜o as-
sume particular interesse no contexto das coa´lgebras finais, porque numa
coa´lgebra final a bissimilaridade coincide com a identidade e portanto prova-
-se a igualdade construindo relac¸o˜es de bissimulac¸a˜o. O estudo das coa´lgebras
nas linhas da A´lgebra Universal foi iniciado por Rutten em [Rut95] e [Rut96]
(agora com uma versa˜o mais recente [Rut00]). Encontram-se cada vez mais
aplicac¸o˜es para as coa´lgebras em va´rios ramos da matema´tica e das cieˆncias
da computac¸a˜o e esta teoria esta´ a tornar-se bastante promissora.
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2.3.1 Conceitos ba´sicos
Vamos comec¸ar por introduzir algumas definic¸o˜es ba´sicas e em seguida os
produtos fibrados, as bissimulac¸o˜es e as bissimilaridades.
Definic¸a˜o 2.3.1 (Coa´lgebra) Dado um functor F , uma coa´lgebra-F ou
simplesmente coa´lgebra e´ um par (S, α) onde S e´ um conjunto e α uma
func¸a˜o de S em F (S). 2
O conjunto S e´ usualmente designado por suporte e a func¸a˜o α por estrutura
ou operac¸a˜o da coa´lgebra. Quando as coa´lgebras sa˜o utilizadas para descrever
algum tipo de sistema dinaˆmico o conjunto suporte, S, tambe´m e´ designado
por espac¸o de estados.
Exemplos 2.3.2
1. Consideremos o caso de um auto´mato finito com sa´ıda (modelo de Moore):
Dados um conjunto de entrada A e um conjunto de sa´ıda B, um auto´mato
sobre A e B e´ um triplo (Q, δ, β), onde Q e´ um conjunto de estados, δ :
Q × A → Q e´ uma func¸a˜o de transic¸a˜o e β : Q → B e´ uma func¸a˜o de
sa´ıda. Podemos reunir as duas func¸o˜es numa so´. Primeiro transforma-se δ em
δˆ : Q→ QA, em que QA e´ o conjunto de todas as func¸o˜es de A em Q, fazendo
δˆ(q)(a) = δ(q, a) para todos os q ∈ Q, a ∈ A. As func¸o˜es δˆ e β teˆm agora
o mesmo domı´nio e podem reunir-se numa so´ func¸a˜o (δˆ, β) : Q → QA × B
definida como habitualmente por (δˆ, β)(q) = (δˆ(q), β(q)) para todo o q ∈ Q.
Podemos agora definir o auto´mato como uma coa´lgebra (Q, φ) para o functor
F = (−)A×B em que, para todo q ∈ Q, φ(q) = (δˆ(q), β(q)). A interpretac¸a˜o
para φ(q) = (p, b) e´ que no estado q o auto´mato passa para o estado p, que
e´ func¸a˜o do valor de entrada, produzindo como sa´ıda b.
2. Vejamos agora o caso de um sistema de transic¸o˜es na˜o determinista:
Dado um conjunto de acc¸o˜es A, um sistema de transic¸o˜es sobre A e´ um
par (S,→) onde S e´ um conjunto de estados e→⊆ S×A×A e´ uma relac¸a˜o.
E´ usual abreviar (s, a, t) ∈→ por s a−→ t que e´ interpretado como “no estado
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s o sistema de transic¸o˜es observa (ou executa) a acc¸a˜o a e passa para o
estado t”. Definindo φ : S → P(A × S), onde P e´ o functor poteˆncia,
por φ(s) = {(a, t) : s a−→ t}, tem-se (S, φ) uma coa´lgebra para o functor
F = P(A × (−)). A interpretac¸a˜o para (a, t) ∈ φ(s) e´: no estado s pode
observar-se a acc¸a˜o a e passar para o estado t. A interpretac¸a˜o para φ(s) = ∅
e´: na˜o existem transic¸o˜es a partir do estado s. 2
A definic¸a˜o de coa´lgebra pode ser feita para um endofunctor em qualquer
categoria e na˜o apenas na categoria dos conjuntos. Para ale´m de uma breve
refereˆncia a` categoria CCfe como categoria de base, na aplicac¸a˜o a` semaˆntica
do ca´lculo-pi estaremos interessados em endofunctores na categoria dos con-
juntos nominais, definida mais adiante.
Definic¸a˜o 2.3.3 (Homomorfismo de coa´lgebras) Seja F um functor.
Um homomorfismo de coa´lgebras de uma coa´lgebra-F , (S, α), em outra co-
a´lgebra-F , (T, β), e´ uma func¸a˜o entre os conjuntos suporte, f : S → T , tal









// F (T )
2
Dados dois homomorfismos, f e g, entre coa´lgebras-F , a sua composic¸a˜o g◦f
(caso seja poss´ıvel) e´ ainda um homomorfismo de coa´lgebras-F .
Definic¸a˜o 2.3.4 (Coa´lgebra final) Seja F um functor. Uma coa´lgebra
final, γ : T → F (T ), e´ uma coa´lgebra tal que para toda a coa´lgebra do
mesmo tipo, α : S → F (S), existe um u´nico morfismo de coa´lgebras de
(S, α) em (T, γ). 2
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Uma coa´lgebra-F final (T, γ) e´ um ponto fixo de F , isto e´, γ : T → F (T )
e´ um isomorfismo, [RT94]. As coa´lgebras finais quando existem, sa˜o u´nicas a
menos de isomorfismo. Em [Rut00] existem teoremas mais gerais que garan-
tem a existeˆncia de coa´lgebras finais para certas classes de functores (poli-
nomiais, limitadas). Na˜o iremos, contudo, utilizar esses resultados porque
optamos por construir explicitamente as coa´lgebras finais de que iremos ne-
cessitar.
De notar que, na sequeˆncia do que vimos, na secc¸a˜o 2.1 para as equac¸o˜es
de domı´nios sobre cfe’s, temos o seguinte corola´rio do teorema 5.31, apre-
sentado em [Mon98], que estabelece que todo o ponto fixo de um functor
localmente aproximante e´ uma coa´lgebra final.
Corola´rio 2.3.5 Seja F um functor na categoria dos CCfe. Se γ : T → F (T )
e´ um isomorfismo enta˜o (T, γ) e´ uma coa´lgebra final. 2
Definic¸a˜o 2.3.6 (Produto fibrado)O produto fibrado das func¸o˜es f : S →
T e g : U → T e´ um triplo (P, k, l),onde k : P → S e l : P → U sa˜o
morfismos que satisfazem f ◦ k = g ◦ l, tal que para todo o conjunto X e
morfismos i : X → S e j : X → U com f ◦ i = g ◦ j existe um u´nico morfismo



















Os morfismos k e l sa˜o designados por morfismos projecc¸a˜o. O produto fibrado
fraco define-se do mesmo modo mas sem exigir que a func¸a˜o h seja u´nica. 2
As relac¸o˜es compat´ıveis com a estrutura de coa´lgebra sa˜o designadas por
bissimulac¸o˜es. A designac¸a˜o esta´ relacionada com o caso particular dos sis-
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temas de transic¸o˜es: se um estado s1 de um sistema S1 simula um estado
s2 de um sistema S2 e vice-versa dizemos que s1 e s2 sa˜o bissimilares. Uma
bissimulac¸a˜o e´ definida como um subconjunto particular desses pares bissim-
ilares.
Definic¸a˜o 2.3.7 (Bissimulac¸a˜o) Sejam (S, α) e (T, β) coa´lgebras-F . A
relac¸a˜o R ⊆ S × T e´ uma bissimulac¸a˜o entre S e T se existir ρ : R→ F (R)
(na˜o necessariamente u´nica) tal que as projecc¸o˜es pi1 : R → S e pi2 : R → T
sa˜o homomorfismos relativamente a` coa´lgebra (R, ρ). Uma bissimulac¸a˜o em
S e´ uma bissimulac¸a˜o de S em S. 2
Assim, em Set uma bissimulac¸a˜o entre S e T e´ uma relac¸a˜o bina´ria R ⊆ S×T
















// F (T )
Definic¸a˜o 2.3.8 (Bissimilaridade) Sejam s e t elementos de coa´lgebras-
F. Diz-se que s e t sa˜o bissimilares, e representa-se por s
.∼ t se existe uma
relac¸a˜o de bissimulac¸a˜o, R, tal que (s, t) ∈ R. 2
Portanto, a bissimilaridade (
.∼) e´ a unia˜o de todas as bissimulac¸o˜es e e´
ainda uma bissimulac¸a˜o.
Numa coa´lgebra final a relac¸a˜o de bissimilaridade coincide com a relac¸a˜o
de igualdade, [RT94]. Assim para provar a igualdade de dois elementos basta
verificar que estes sa˜o bissimilares - este princ´ıpio e´ usualmente conhecido
como o princ´ıpio da co-induc¸a˜o.
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2.3.2 Caracterizac¸a˜o da bissimilaridade
A proposic¸a˜o 2.3.9 sera´ usada no cap´ıtulo 4 para provar que a equivaleˆncia
semaˆntica forte do ca´lculo-pi coincide com a bissimilaridade forte. Esta secc¸a˜o
demonstra esse resultado e mostra que o functor que ira´ ser usado no cap´ıtulo
4 satisfaz duas das condic¸o˜es da proposic¸a˜o. Alguns dos resultados aqui ap-
resentados sa˜o baseados em resultados apresentados por Rutten em [Rut00],
com as respectivas demonstrac¸o˜es adaptadas a` categoria dos conjuntos no-
minais.
Nesta secc¸a˜o iremos assumir que todos os functores sa˜o endofunctores na
categoria dos conjuntos-Π nominais.
Proposic¸a˜o 2.3.9 Seja F um functor e f um morfismo de coa´lgebras-F .
Suponhamos que se verificam as seguintes propriedades:
1. F possui uma coa´lgebra final T.
2. O nu´cleo de equivaleˆncia de f , Ef = {(s, t) : f(s) = f(t)}, e´ uma
bissimulac¸a˜o.
3. A imagem {(f(s), f(t)) : (s, t) ∈ R} de uma bissimulac¸a˜o R por f e´
uma bissimulac¸a˜o.
Enta˜o a relac¸a˜o de bissimilaridade de qualquer coa´lgebra-F coincide com o
nu´cleo de equivaleˆncia do u´nico morfismo da coa´lgebra dada na coa´lgebra
final.
Demonstrac¸a˜o Seja f o u´nico morfismo da coa´lgebra dada em T. A se-
gunda condic¸a˜o da proposic¸a˜o implica que Ef esta´ contido na relac¸a˜o de
bissimilaridade
.∼. Mas a imagem de .∼ por f e´ uma bissimulac¸a˜o em T.
Como a bissimilaridade em T e´ a relac¸a˜o identidade, por T ser final , tem-se
que f(s) = f(t) sempre que s
.∼ t. Mostra-se assim que .∼ esta´ contida em
Ef . 2
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Vamos agora verificar que o functor que vamos utilizar para definir a
semaˆntica do ca´lculo-pi, F = Pfin(Id+(N×N×Id)+(N×IdN )+(N×IdN )),
introduzido na secc¸a˜o 2.2.6, satisfaz as duas u´ltimas condic¸o˜es da proposic¸a˜o.
Quanto a` primeira condic¸a˜o, iremos mostrar, no cap´ıtulo 4, que F possui
uma coa´lgebra final. Para a verificac¸a˜o da terceira condic¸a˜o, vamos utilizar
o seguinte resultado apresentado (e demonstrado) por J. Rutten no seu artigo
sobre coa´lgebras universais [Rut00].
Proposic¸a˜o 2.3.10 Se f : T → S e g : T → U sa˜o morfismos de coa´lgebras,
enta˜o 〈f, g〉(T ) = {(f(t), g(t)) : t ∈ T} e´ uma bissimulac¸a˜o de S e U . 2
Passemos enta˜o a` demonstrac¸a˜o da terceira condic¸a˜o para o functor em
questa˜o.
Proposic¸a˜o 2.3.11 Seja f : S → T um morfismo de coa´lgebras e R uma
bissimulac¸a˜o em S. A imagem {(f(s), f(t)) : (s, t) ∈ R} de R por f e´ uma
bissimulac¸a˜o.
Demonstrac¸a˜o Como R e´ uma bissimulac¸a˜o, existe γ : R→ F (R) tal que
as projecc¸o˜es pi1, pi2 : R → S sa˜o morfismos de coa´lgebras. Mas neste caso,
f ◦ pi1, f ◦ pi2 : R → T sa˜o tambe´m morfismos de coa´lgebras (a composic¸a˜o
de morfismos e´ ainda um morfismo), e a imagem de R e´ (f ◦ pi1, f ◦ pi2)(R),
que e´ uma bissimulac¸a˜o atendendo a` proposic¸a˜o anterior. 2
Falta-nos apenas demonstrar a segunda condic¸a˜o, para a qual e´ necessa´rio
que F preserve produtos fibrados fracos. Recordemos a definic¸a˜o: um functor
F preserva produtos fibrados fracos se o seguinte diagrama da esquerda e´ um


















// F (Z) Y g
// Z
Proposic¸a˜o 2.3.12 Se um functor F preserva produtos fibrados fracos, o
nu´cleo de equivaleˆncia de todo o morfismo de coa´lgebras-F e´ uma bissim-
ulac¸a˜o.
Demonstrac¸a˜o Sejam (S, α) e (T, β) coa´lgebras, f : S → T um morfismo
e Ef o nu´cleo de equivaleˆncia de f . Se f(s) = f(t), enta˜o f(s
σ) = f(s)σ =
f(t)σ = f(tσ), logo (s, t) ∈ Ef implica (s, t)σ ∈ Ef , e portanto Ef e´ um
conjunto nominal. Mais, S
pi2← Ef pi1→ S e´ um produto fibrado de S f→ T f← S,
onde pi1 e pi2 sa˜o a primeira e a segunda projecc¸a˜o,respectivamente. Definimos


































// F (T )
Para ver que esta definic¸a˜o faz sentido, comecemos por verificar que o hexa´gono
exterior comuta:
F (f) ◦ α ◦ pi1 = β ◦ f ◦ pi1
= β ◦ f ◦ pi2
= F (f) ◦ α ◦ pi2.
A primeira e a u´ltima igualdade sa˜o justificadas pelo facto de f ser um mor-
fismo (F (f)◦α = β ◦f) e igualdade interme´dia deve-se ao facto de Ef , pi1, pi2
ser um produto fibrado (f ◦ pi1 = f ◦ pi2). A preservac¸a˜o dos produtos fibra-
dos garante a existeˆncia de γ. A comutatividade dos quadrados superiores
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garante que Ef e´ uma bissimulac¸a˜o. 2
Proposic¸a˜o 2.3.13 O functor
F = Pfin(Id+ (N ×N × Id) + (N × IdN ) + (N × IdN ))
preserva produtos fibrados fracos.
Demonstrac¸a˜o A forma mais simples de assegurar o resultado e´ mostrar
que os functores que compo˜em F preservam produtos fibrados fracos. Vamos
comec¸ar por mostrar em pormenor que Pfin ou, de modo mais geral Psf , e
IdN preservam produtos fibrados fracos. Para os restantes functores que
compo˜em F , vamos apenas apresentar a definic¸a˜o da func¸a˜o h pois a partir
da´ı o resultado mostra-se de modo semelhante.



















Psf (Y ) Psf (g) // Psf (Z)
Temos de mostrar que se Psf (f) ◦ t = Psf (g) ◦ u, existe uma func¸a˜o (na˜o
necessariamente u´nica) h : S → Psf (W ) tal que os triaˆngulos comutam.
Sabemos que W = {(x, y) ∈ X × Y : f(x) = g(y)}. Defina-se h por
h(s) = {w ∈ W : pi1(w) ∈ t(s), pi2(w) ∈ u(s)}.
Temos de verificar os seguintes pontos:
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• Para todo o s, h(s) esta´ em Psf (W ), isto e´, h(s) e´ finitamente supor-
tada:
Vamos mostrar que se M ⊆ N suporta t(s) e N ⊆ N suporta u(s),
enta˜o M ∪ N suporta h(s). Vamos assumir que σ e´ a identidade em
M ∪N e temos de mostrar que h(s)σ = h(s). Por definic¸a˜o de h, esta
condic¸a˜o e´ equivalente a termos wσ ∈ h(s) para todo o w ∈ h(s). Ora
se w ∈ h(s), enta˜o pi1(w) ∈ t(s), logo pi1(wσ) = pi1(w)σ ∈ t(s)σ =
t(s). De modo similar, como pi2(w
σ) ∈ u(s), enta˜o wσ ∈ h(s), como
pretend´ıamos.
• A func¸a˜o h e´ um morfismo, isto e´, h(sσ) = h(s)σ para toda a per-
mutac¸a˜o σ:
h(s)σ = {wσ : w ∈ W,pi1(w) ∈ t(s), pi2(w) ∈ u(s)}
= {wσ : w ∈ W,pi1(w)σ ∈ t(s)σ, pi2(w)σ ∈ u(s)σ}
= {wσ : w ∈ W,pi1(wσ) ∈ t(sσ), pi2(wσ) ∈ u(sσ)}
= {w ∈ W : pi1(w) ∈ t(sσ), pi2(w) ∈ u(sσ)}
= h(sσ).
A penu´ltima igualdade e´ devida ao facto que σ aplica bijectivamente
W em si mesmo porque W e´ um conjunto nominal.
• Os triaˆngulos comutam, isto e´, Psf (pi1)(h(s)) = t(s) e Psf (pi2)(h(s)) =
u(s):
Temos Psf (pi1)(h(s)) = {pi1(w) : w ∈ h(s)} = {pi1(w) : w ∈ W,pi1(w) ∈
t(s), pi2(w) ∈ u(s)} ⊆ t(s). Se x ∈ t(s), enta˜o, como Psf (f) ◦ t =
Psf (g) ◦ u, existe y ∈ u(s) tal que f(x) = g(y). Como W produto
fibrado fraco, existe w ∈ W tal que pi1(w) = x e pi2(w) = y. Logo
x ∈ t(s). De modo ideˆntico prova-se que Psf (pi2)(h(s)) = u(s).
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Temos de mostrar que se fN ◦ t = gN ◦ u, existe uma func¸a˜o (na˜o neces-
sariamente u´nica) h : S → WN tal que os triaˆngulos superiores comutam.
Sabemos que W = {(x, y) ∈ X × Y : f(x) = g(y)}. Defina-se h por
h(s) = (t(s), u(s)).
Temos de verificar os seguintes pontos:
• Para todo o s, h(s) esta´ em WN , isto e´, h(s) e´ uma func¸a˜o de N
em W com suporte finito. Ora como t(s) e u(s) teˆm suporte finito,
vamos mostrar que se M ⊆ N suporta t(s) e N ⊆ N suporta u(s),
enta˜o M ∪ N suporta h(s). Vamos assumir que σ e´ a identidade em
M ∪ N e temos de mostrar que h(s)σ = h(s). Ora, por definic¸a˜o de
h, h(s)σ = (t(s), u(s))σ = (t(s)σ, u(s)σ) = (t(s), u(s)) = h(s), como
pretend´ıamos.
• A func¸a˜o h e´ um morfismo, isto e´, h(sσ) = h(s)σ para toda a per-


















• os triaˆngulos comutam, isto e´, piN1 (h(s)) = t(s) e piN2 (h(s)) = u(s).
Para todo o n ∈ N temos




De modo ideˆntico prova-se que piN2 (h(s)) = u(s).
Quanto aos restantes functores que compo˜em F , vamos apenas apresentar
o diagrama e a definic¸a˜o da func¸a˜o h para cada caso, pois a partir da´ı o
resultado mostra-se facilmente.




















onde 1N : N → N e´ a func¸a˜o identidade. Neste caso, tomamos
h(s) = t(s) (= u(s)).





















h(s) = (t(s), u(s)).
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// N × Z
com
h(s) = (t(s), u(s)).

























(0, a), se t(s) = (0, a) = u(s);
(1, (x, y)), se t(s) = (1, x) e u(s) = (1, y).
2
Fica conclu´ıda a demonstrac¸a˜o do seguinte resultado:
Proposic¸a˜o 2.3.14 O functor
F = Pfin(Id+ (N ×N × Id) + (N × IdN ) + (N × IdN ))
satisfaz as seguintes condic¸o˜es, para todo o f morfismo de coa´lgebras-F:
(i) O nu´cleo de equivaleˆncia de f , Ef = {(s, t) : f(s) = f(t)}, e´ uma
bissimulac¸a˜o.
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(ii) A imagem {(f(s), f(t)) : (s, t) ∈ R} de uma bissimulac¸a˜o R por f e´
uma F-bissimulac¸a˜o.
Demonstrac¸a˜o Resulta das proposic¸o˜es 2.3.11, 2.3.12 e 2.3.13. 2
Cap´ıtulo 3
Semaˆntica de uma linguagem
com sincronizac¸a˜o restrita
Neste cap´ıtulo vamos explorar duas te´cnicas distintas para estudar a semaˆnti-
ca de uma linguagem com uma estrutura simples mas que ilustra bem alguns
dos aspectos presentes nas linguagens concorrentes mais comuns. As te´cnicas
que vamos utilizar sa˜o a teoria dos conjuntos com famı´lias de equivaleˆncia,
abreviadamente cfe’s, [Mon98], e a representac¸a˜o coalge´brica de sistemas,
[Rut00]. O estudo sera´ feito sobre uma linguagem apresentada por J. De
Bakker e E. De Vink em [BV96] com a designac¸a˜o Lsyn.
O cap´ıtulo esta´ dividido em quatro partes. Na primeira apresentamos
a linguagem Lsyn, na segunda vamos utilizar a teoria dos conjuntos com
famı´lias de equivaleˆncia para a definic¸a˜o das semaˆnticas operacional e deno-
tacional da linguagem Lsyn. Na terceira parte as semaˆnticas sa˜o definidas a`
custa da existeˆncia de coa´lgebras finais. Na quarta e u´ltima parte faz-se um
estudo comparativo dos resultados obtidos na segunda e na terceira parte.
49
50 3 Semaˆntica de uma linguagem com sincronizac¸a˜o restrita
3.1 A sintaxe de Lsyn e definic¸o˜es ba´sicas
A linguagem Lsyn tem uma estrutura simples mas ilustra bem diversos as-
pectos presentes nas linguagens mais comuns, como sejam:
• recursividade, a varia´vel x corresponde a uma chamada ao procedi-
mento associado a x (na declarac¸a˜o).
• composic¸a˜o sequencial, sintacticamente representada por s1; s2 e que
corresponde a` execuc¸a˜o de s1 seguida da execuc¸a˜o de s2.
• escolha na˜o determinista, representada sintacticamente por s1+s2 e que
corresponde a` escolha arbita´ria entre os operandos s1 e s2 e prossegue
com a execuc¸a˜o do operando escolhido.
• composic¸a˜o paralela com sincronizac¸a˜o que e´ expressa sintacticamente
(e semanticamente) pelo operador ‖. Numa primeira aproximac¸a˜o
podemos pensar na composic¸a˜o paralela s1 ‖′ s2 que corresponde ao in-
tercalamento arbitra´rio das acc¸o˜es ato´micas que resultam da execuc¸a˜o
de s1 e s2. Por outras palavras, s1 ‖′ s2 ira´ resultar no conjunto de
todas as sequeˆncias formadas por uma mistura (fusa˜o) das acc¸o˜es su-
cessivas de s1 e s2 desde que respeitem a ordem pela qual estas acc¸o˜es
surgem em s1 e s2. A composic¸a˜o paralela com sincronizac¸a˜o e´ um
refinamento desta definic¸a˜o em que e´ poss´ıvel inserir um ponto de sin-
cronizac¸a˜o entre dois comandos a executarem em composic¸a˜o paralela,
assim, temos uma execuc¸a˜o em paralelo em que o agente que atingir
primeiro o ponto de sincronizac¸a˜o suspende a sua actividade ate´ que
o outro agente atinja, tambe´m, o respectivo ponto de sincronizac¸a˜o e
quando isto acontece voltam a executar novamente os dois em paralelo.
• restric¸a˜o, escreve-se s \ c e leˆ-se “s restringido por c”, e corresponde a`
execuc¸a˜o de s excepto no que envolve a acc¸a˜o c e a sua complementar,
c, que na˜o podem ser executadas e portanto a sua ocorreˆncia, sem
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a existeˆncia de uma acc¸a˜o alternativa, da´ origem a uma paragem na
execuc¸a˜o.
Em linguagens mais refinadas o conceito de ponto de sincronizac¸a˜o pode
ser utilizado para va´rios fins como por exemplo a transmissa˜o de informac¸a˜o,
mas aqui, iremos limitar-nos a` sincronizac¸a˜o das duas execuc¸o˜es. A noc¸a˜o de
restric¸a˜o tambe´m assume aqui contornos muito elementares mas em lingua-
gens mais complexas pode ser estendida de diversas formas, nomeadamente
para modelar feno´menos de mobilidade, conforme iremos ver no cap´ıtulo 4.
A notac¸a˜o (v ∈)C sera´ utilizada para referirmos o conjunto C e, simul-
taneamente, a varia´vel v que toma valores em C.
Os programas da linguagem Lsyn sa˜o constitu´ıdos por duas componentes
as instruc¸o˜es e as declarac¸o˜es. As declarac¸o˜es (D ∈)Decl podem ser encara-
das como func¸o˜es que atribuem a cada varia´vel de procedimento um conjunto
de instruc¸o˜es com caracter´ısticas especiais. As instruc¸o˜es (s ∈)Stat sa˜o cons-
tru´ıdas a partir das componentes ba´sicas acc¸o˜es e varia´veis de procedimento.
As acc¸o˜es podem ser de dois tipos: acc¸o˜es internas, que podem ser vistas
como operac¸o˜es abstractas cuja interpretac¸a˜o na˜o nos interessa aprofundar;
ou acc¸o˜es de sincronizac¸a˜o.
Seja (b ∈)IAct o conjunto das acc¸o˜es internas, e seja τ um elemento es-
pecifico de IAct que denota uma acc¸a˜o especial que iremos designar por acc¸a˜o
muda. Seja (c ∈)Sync o conjunto das acc¸o˜es de sincronizac¸a˜o que assumimos
emparelhadas, isto e´ a cada acc¸a˜o c ∈ Sync esta´ associada uma acc¸a˜o com-
plementar c que por sua vez tem como complementar c. Matema´ticamente,
assumimos uma aplicac¸a˜o · : Sync → Sync tal que para todo o c tem-se
c = c. Seja (a ∈)Act = IAct ∪ Sync.
Os elementos do conjunto das varia´veis de procedimento (x ∈) PV ar
esta˜o associados a declarac¸o˜es, que podem ser encaradas como partes de
programa, e lhes atribuem significado. As declarac¸o˜es fazem parte do pro-
grama. A ocorreˆncia de uma varia´vel de procedimento, x, numa instruc¸a˜o –
uma chamada de x – acarreta a execuc¸a˜o das instruc¸o˜es associadas a x na
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declarac¸a˜o. Qualquer dos dois conjuntos Act e PV ar podera´ ser finito ou
infinito. Necessitamos tambe´m de introduzir o conjunto (g ∈)GStat (sub-
conjunto do conjunto Stat) que e´ o conjunto das instruc¸o˜es que comec¸am por
uma acc¸a˜o que “guarda” as varia´veis de procedimento que podera˜o ocorrer
na mesma instruc¸a˜o e por isso se designa conjunto das instruc¸o˜es guardadas.
Na especificac¸a˜o da sintaxe de Lsyn iremos seguir o formato BNF, que
tambe´m e´ utilizado em [BV96], donde se salienta a utilizac¸a˜o do s´ımbolo
“::=”com o significado “e´ definido(a) como” e o s´ımbolo “|”com o significado
“ou”. As entidades que ocorrem no lado direito das definic¸o˜es sinta´cticas sa˜o
ou dadas a priori (caso dos s´ımbolos ’(’, ’)’ ou ’;’ e a ∈ Act ou x ∈ PV ar) ou
sa˜o ocorreˆncias recursivas das entidades que estamos a definir.
Definic¸a˜o 3.1.1 ( Programas de Lsyn ) Sejam (a ∈)Act, (x ∈)PV ar e
(c ∈)Sync conjuntos dados.
(a) O conjunto (s ∈)Stat e´ dado por
s ::= a | x | (s; s) | (s+ s) | (s ‖ s) | s \ c
(b) O conjunto (g ∈)GStat e´ definido por
g ::= a | (g; s) | (g + g) | (g ‖ g) | g \ c
(c) O conjunto das declarac¸o˜es (D ∈)Decl e´ definido por
Decl = PV ar → GStat
(d) O conjunto dos programas (pi ∈)Lsyn e´ definido por
Lsyn = Decl × Stat
2
Para aliviar a notac¸a˜o iremos frequentemente suprimir as refereˆncias a`s
declarac¸o˜es D nas situac¸o˜es em que tal informac¸a˜o na˜o seja relevante.
Antes de apresentarmos o sistema de transic¸o˜es para Lsyn, temos neces-
sidade de introduzir uma nova classe sinta´ctica designada por reposic¸o˜es.
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Definic¸a˜o 3.1.2 (Reposic¸o˜es) O conjunto (r ∈)Res das reposic¸o˜es e´ defi-
nido por
r ::= E|s
onde E e´ um s´ımbolo especial que denota a terminac¸a˜o ou instruc¸a˜o vazia.
2
Para cada s ∈ Stat convencionaremos que se tem E; s = s ‖ E = E ‖
s = s e E ‖ E = E \ c = E.
Finalmente vamos apresentar a especificac¸a˜o do sistema de transic¸o˜es
TLsyn que sera´ utilizado para definir a semaˆntica de Lsyn.
Definic¸a˜o 3.1.3 (Sistema de transic¸o˜es para Lsyn) Tsyn=(Decl × Res,
Act, → , Spec). As transic¸o˜es de Tsyn, descritas pela relac¸a˜o →, sa˜o tuplos
da forma ((D1|r1), a, (D2|r2)). Como o nosso estudo contempla apenas os
casos em que D1 = D2 iremos omitir as refereˆncias a`s declarac¸o˜es e utilizar
a notac¸a˜o simplificada r1
a→D r2, onde D=D1 = D2.
Os axiomas e regras de Spec que caracterizam → sa˜o




















s1 ‖ s2 a→D r ‖ s2
s2 ‖ s1 a→D s2 ‖ r
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• (Sync) s1
c→D r1 s2 c→D r2
s1 ‖ s2 τ→D r1 ‖ r2
• (Restr) s
a→D r
s \ c a→D r \ c
a 6= c, c
2
A intuic¸a˜o operacional das regras e´ a seguinte:
O axioma (Act) estabelece que uma acc¸a˜o a pode efectuar uma transic¸a˜o
para E (e termina) produzindo como acc¸a˜o observa´vel a.
A regra (Rec) indica que as transic¸o˜es de uma varia´vel de procedimento x
sa˜o exactamente as transic¸o˜es poss´ıveis para g, o conjunto de instruc¸o˜es
associado a x na declarac¸a˜o D.
A regra (Seq) cobre duas situac¸o˜es dependendo de r1 ser a terminac¸a˜o, E,
ou ser diferente de E. Assim, se s1 termina apo´s uma transic¸a˜o com
a tem-se que s1; s2 efectua uma transic¸a˜o com a para s2, atendendo
a` convenc¸a˜o E; s2 = s2. Caso s1 tenha uma transic¸a˜o com a para s
′
1
enta˜o s1; s2 transita com etiqueta a para s
′
1; s2.
A regra (Choice), com uma premissa e duas concluso˜es, e´ uma forma abre-
viada de estabelecer que numa escolha na˜o determinista, s1 + s2, se
uma das componentes s1 ou s2 tem uma transic¸a˜o com etiqueta a para
r enta˜o s1 + s2 tambe´m tem uma transic¸a˜o com a para r.
A regra (Par) estabelece que a partir da transic¸a˜o s1
a→D r podemos inferir
que uma instruc¸a˜o de composic¸a˜o paralela que envolva s1 e outra ins-
truc¸a˜o s2, tem uma transic¸a˜o com a para outra instruc¸a˜o de composic¸a˜o
paralela semelhante, mas onde s1 da´ lugar a r. Naturalmente que se
r = E a transic¸a˜o e´ para s2, atendendo a` convenc¸a˜o s ‖ E = E ‖ s = s.
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(Sync) e´ a regra para a sincronizac¸a˜o: se s1 pode efectuar uma transic¸a˜o
com c que tem como resultado r1 e s2 pode efectuar uma transic¸a˜o com
c para r2, enta˜o s1 ‖ s2 pode efectuar uma transic¸a˜o com etiqueta τ da
qual resulta r1 ‖ r2. De salientar que esta regra e´ sime´trica uma vez
que c = c e que, ale´m disso, s1 ‖ s2 pode executar apenas a transic¸a˜o
associada a s1 ou a s2 com base na regra (Par). Assim, nestas condic¸o˜es,
s1 ‖ s2 pode prosseguir com um de entre os seguintes passos:
(i) executar somente o passo associado a` transic¸a˜o de s1;
(ii) executar somente o passo associado a` transic¸a˜o de s2;
(iii) efectuar um passo de sincronizac¸a˜o (que afecta ambos os operan-
dos).
A regra (Restr) estabelece que s \ c pode efectuar todas as transic¸o˜es de s
em que a acc¸a˜o observa´vel e´ diferente de c e de c. Caso s apenas possa
efectuar transic¸o˜es com c ou c, enta˜o s \ c na˜o tem qualquer transic¸a˜o.
Definic¸a˜o 3.1.4 (Bloqueia) Dizemos que s bloqueia se na˜o existem b (∈
IAct) e r (∈ Res) tais que s b→D r. 2
De acordo com o sistema de transic¸o˜es o bloqueio podera´ acontecer por
dois motivos: ou porque numa instruc¸a˜o de restric¸a˜o, s \ c, todas as alterna-
tivas para prosseguir com a execuc¸a˜o de s iniciarem com c ou c; ou porque,
dada uma acc¸a˜o de sincronizac¸a˜o c, na˜o e´ poss´ıvel a evoluc¸a˜o do sistema de
forma a permitir a execuc¸a˜o da acc¸a˜o complementar c de forma a poder ser
aplica´vel a regra Sync.
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3.2 Semaˆntica utilizando Conjuntos com
Famı´lias de Equivaleˆncia
Nesta secc¸a˜o vamos utilizar a teoria dos cfe’s para a definic¸a˜o das semaˆnticas
operacional e denotacional de uma linguagem com sincronizac¸a˜o restrita,
utilizando como domı´nio a soluc¸a˜o de uma equac¸a˜o de domı´nios sobre cfe’s.
3.2.1 Semaˆntica Operacional
Vamos definir a semaˆntica operacional de Lsyn tomando como codomı´nio a
soluc¸a˜o de uma equac¸a˜o de domı´nios sobre o functor
F (Q) = {pε}+ Pco(IAct×Q◦)
onde {pε} e IAct sa˜o cfe’s discretos dados, e os operadores +, ×, .◦ e
Pco(.) sa˜o os functores definidos na secc¸a˜o 2.1.
A semaˆntica operacional, denotada por O, tem como domı´nio Decl×Stat
e como codomı´nio (p ∈)PO, o cfe soluc¸a˜o (u´nica, conforme se viu na secc¸a˜o
2.1) da equac¸a˜o de domı´nios X = F (X), isto e´
PO ∼= {pε}+ Pco(IAct× P◦O)
Para tornar a escrita mais leve e os racioc´ınios mais claros, em alguns
casos, vamos tratar a equac¸a˜o como uma igualdade sem nos referirmos ex-
plicitamente ao isomorfismo que lhe esta´ subjacente. Assim, um processo
p ∈ PO e´ (representado por): ou o processo nulo pε ou um conjunto com-
pacto (possivelmente vazio) de pares < b1, p1 >, ..., < bi, pi >, ..., onde, para
cada i = 1, 2, ..., tem-se bi ∈ IAct e pi um elemento de PO.
A semaˆntica operacional de Lsyn e´ obtida com base numa func¸a˜o auxiliar
O0 : Decl ×Res→ PO .
Para aliviar a notac¸a˜o, sempre que na˜o houver perigo de confusa˜o iremos
omitir a refereˆncia ao conjunto (D ∈)Decl.
Vamos enta˜o comec¸ar por definir O0.
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Definic¸a˜o 3.2.1 (Base da semaˆntica operacional) Seja O0 : Res→ PO
dada por:




pε[n+ 1] = pε
• O0(s) = (O0(s)[n])n≥0 onde
O0(s)[0] = ∅
O0(s)[n+ 1] = {(b,O0(r)[n]) : s b→D r}
2
Da definic¸a˜o apercebemo-nos que pε expressa a terminac¸a˜o normal enquanto
que ∅ expressa a terminac¸a˜o por bloqueio. Repare-se que apenas as acc¸o˜es
internas (b ∈ IAct) contribuem para o resultado. Uma consequeˆncia desse
facto e´ que os passos com etiqueta c para os quais na˜o existir o passo com-
plementar, que podem ser vistos como tentativas de sincronizac¸a˜o falhadas,
na˜o deixam qualquer rasto no resultado excepto se na˜o for poss´ıvel executar
um passo com uma acc¸a˜o interna e, nesse caso, ha´ um bloqueio.
Para todo n ≥ 0, defina-se Pn = F n({∅}). Para mostrar que O0 esta´ bem
definida temos de mostrar que:
Lema 3.2.2
(a) O0(r)[n] ∈ Pn,∀n ≥ 0
(b)βn(O0(r)[n+ 1]) = O0(r)[n].
Demonstrac¸a˜o As demonstrac¸o˜es sa˜o feitas por induc¸a˜o em n.
(a) O caso n = 0 e´ imediato. Para n+1, se r = E vem O0(E)[n+1] = pε
que pertence a Pn+1. Se r = s, vem O0(s)[n+ 1] = {(b,O0(r)[n]) : s b→D r}
onde O0(r)[n] ∈ Pn por hipo´tese de induc¸a˜o e logo O0(s)[n+1] ∈ Pn+1, como
se pretendia demonstrar.
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(b) Para n = 0 e´ imediato que, pela definic¸a˜o de α, se tem β0(O0(E)[1]) =
∅ = O0(E)[0] e β0(O0(s)[1]) = ∅ = O0(s)[0]. Suponhamos verdadeira a
igualdade βn(O0(r)[n + 1]) = O0(r)[n], vamos demonstrar, por induc¸a˜o na
estrutura de r que βn+1(O0(r)[n+ 2]) = O0(r)[n+ 1]:
Se r = E tem-se
βn+1(O0(E)[n+ 2]) = βn+1(pε) = pε = O0(E)[n+ 1].
Se r = s temos dois casos a considerar. No caso em que s bloqueia vem
βn+1(O0(s)[n+ 2]) def.O0= βn+1(∅) = ∅ = O0(s)[n+ 1].
No caso em que s na˜o bloqueia, vem
βn+1(O0(s)[n+ 2]) def.O0= βn+1({(b,O0(r)[n+ 1]) : s b→D r})
def.βn
= {(b, βn(O0(r)[n+ 1])) : s b→D r}
hip.ind.
= {(b,O0(r)[n]) : s b→D r}
= O0(s)[n+ 1].
2
Definic¸a˜o 3.2.3 (Semaˆntica operacional) A semaˆntica operacional




Vamos em seguida apresentar dois exemplos do ca´lculo da semaˆntica
operacional. O primeiro e´ um caso muito simples e o segundo envolve uma
sincronizac¸a˜o.
Exemplos 3.2.4
1. O((b1; c) ‖ b2) = (O0((b1; c) ‖ b2)[n])n≥0 , com
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O0((b1; c) ‖ b2)[0] = ∅
O0((b1; c) ‖ b2)[1] = {(b1,O0(c ‖ b2)[0]), (b2,O0(b1; c)[0]))}
= {(b1, ∅), (b2, ∅)}
O0((b1; c) ‖ b2)[2] = {(b1,O0(c ‖ b2)[1]), (b2,O0(b1; c)[1]))}
= {(b1, {(b2,O0(c)[0])}), (b2, {(b1,O0(c)[0])})}
= {(b1, {(b2, ∅)}), (b2, {(b1, ∅)})}
O0((b1; c) ‖ b2)[3] = {(b1,O0(c ‖ b2)[2]), (b2,O0(b1; c)[2]))}
= {(b1, {(b2,O0(c)[1])}), (b2, {(b1,O0(c)[1])})}
= {(b1, {(b2, ∅)}), (b2, {(b1, ∅)})}
O0((b1; c) ‖ b2)[3 + i] = {(b1, {(b2, ∅)}), (b2, {(b1, ∅)})}, i = 1, 2, ...
2. O((b1; c) ‖ (b2; c)) = (O0((b1; c) ‖ (b2; c))[n])n≥0 , com
O0((b1; c) ‖ (b2; c))[0] = ∅
O0((b1; c) ‖ (b2; c))[1] = {(b1,O0(c ‖ (b2; c))[0]), (b2,O0((b1; c) ‖ c)[0])}
= {(b1, ∅), (b2, ∅)}
O0((b1; c) ‖ (b2; c))[2] = {(b1,O0(c ‖ (b2; c))[1]), (b2,O0((b1; c) ‖ c)[1])}
= {(b1, {(b2, ∅)}), (b2, {(b1, ∅)})}
O0((b1; c) ‖ (b2; c))[3] = {(b1,O0(c ‖ (b2; c))[2]), (b2,O0((b1; c) ‖ c)[2])}
= {(b1, {(b2,O0(c ‖ c)[1])}), (b2, {(b1,O0(c ‖ c)[1])})}
= {(b1, {(b2, {(τ,O0(E)[0])}}),
(b2, {(b1, {(τ,O0(E)[0])})})}
= {(b1, {(b2, {(τ, ∅)})}), (b2, {(b1, {(τ, ∅)})})}
O0((b1; c) ‖ (b2; c))[4] = {(b1,O0(c ‖ (b2; c))[3]), (b2,O0((b1; c) ‖ c)[3])}
= {(b1, {(b2,O0(c ‖ c)[2])}), (b2, {(b1,O0(c ‖ c)[2])})}
= {(b1, {(b2, {(τ,O0(E)[1])})}),
(b2, {(b1, {(τ,O0(E)[1])})})}
= {(b1, {(b2, {(τ, pε)})}), (b2, {(b1, {(τ, pε)})})}
e para i=1,2,... vem
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O0((b1; c) ‖ (b2; c))[i+ 4] = {(b1, {(b2, {(τ, pε)})}), (b2, {(b1, {(τ, pε)})})}.
2
3.2.2 Semaˆntica Denotacional
Vamos agora definir a semaˆntica denotacional de Lsyn. O domı´nio semaˆntico,
PD, que vamos utilizar nesta secc¸a˜o e´ ligeiramente diferente do utilizado na
definic¸a˜o da semaˆntica operacional. A diferenc¸a deve-se ao facto que, para
que a semaˆntica seja composicional, na sua construc¸a˜o temos de ter em conta
tambe´m as acc¸o˜es de sincronizac¸a˜o, pelo que no ca´lculo de PD vamos utilizar
o conjunto Act = IAct ∪ Sync onde no domı´nio da semaˆntica operacional
utiliza´vamos IAct. Assim, vamos definir D : Decl×Res→ PD onde (p ∈)PD
e´ o cfe soluc¸a˜o (u´nica) da equac¸a˜o de domı´nios
PD ∼= {pε}+ Pco(Act× P0D)
Tal como no caso do domı´nio da semaˆntica operacional, vamos tratar a
equac¸a˜o como uma igualdade sem nos referirmos explicitamente ao isomor-
fismo. Nesta secc¸a˜o, sempre que na˜o houver perigo de confusa˜o, para aliviar
a notac¸a˜o, iremos referir-nos a PD como apenas P.
Antes de introduzirmos a definic¸a˜o da semaˆntica denotacional propria-
mente dita, e´ necessa´rio definirmos alguns operadores auxiliares e introduzir-
mos um mecanismo para a atribuic¸a˜o de significado no domı´nio semaˆntico
a`s varia´veis de procedimento. Para facilitar a escrita, iremos frequentemente
referir-nos a p[n], n-e´sima componente de p, simplesmente por pn. Passemos
enta˜o a` definic¸a˜o dos operadores auxiliares.
Definic¸a˜o 3.2.5 (Operadores auxiliares)
(a) +Ã'!&"%#$ : P× P→ P e´ definido por
(p +Ã'!&"%#$q) = (pn +Ã'!&"%#$nqn)n≥0, onde o operador +Ã'!&"%#$n : Pn × Pn → Pn e´ definido
por
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∅ +Ã'!&"%#$0∅ = ∅
u +Ã'!&"%#$n+1v =

v se u = pε,
u se v = pε,
u ∪ v se u 6= pε e v 6= pε.
(b) ;»Â¼Á½À¾¿ : P× P→ P e´ definido por









v se u = pε,
{(a, x ;»Â¼Á½À¾¿
n
βn(v)) : (a, x) ∈ u} caso contra´rio.
(c) ||Ã'!&"%#$ : P× P→ P e´ definido por
(p ||Ã'!&"%#$q) = (pn ||Ã'!&"%#$nqn)n≥0
onde o operador ||Ã'!&"%#$n : Pn × Pn → Pn e´ definido por
∅ ||Ã'!&"%#$0∅ = ∅




v se u = pε,
{(a, x ||Ã'!&"%#$nβn(v)) : (a, x) ∈ u} caso contra´rio;
e
u |n+1 v = ∪{(τ, x ||Ã'!&"%#$ny) : (c, x) ∈ u, (c, y) ∈ v}.
(d) \»Â¼Á½À¾¿ : P× Sync→ P e´ definido por
(p \»Â¼Á½À¾¿c) = (pn \»Â¼Á½À¾¿nc)n≥0
onde o operador \»Â¼Á½À¾¿n : Pn × Sync→ Pn e´ definido por
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∅ \»Â¼Á½À¾¿0c = ∅
u \»Â¼Á½À¾¿n+1c =
{
pε se u = pε,
{(a, x \»Â¼Á½À¾¿nc) : (a, x) ∈ u, a 6= c, a 6= c} caso contra´rio.
2
Estes operadores +Ã'!&"%#$, ;»Â¼Á½À¾¿, ||Ã'!&"%#$ e \»Â¼Á½À¾¿ ira˜o ser os correspondentes semaˆnticos dos
operadores sinta´cticos +, ; , ‖ e \, respectivamente.
Lema 3.2.6 Os operadores +Ã'!&"%#$, ;»Â¼Á½À¾¿, ||Ã'!&"%#$ e \»Â¼Á½À¾¿
1. esta˜o bem definidos;
2. sa˜o conservadores.
Demonstrac¸a˜o
1. As provas de que os operadores esta˜o bem definidos sa˜o feitas por
induc¸a˜o, vamos ver em pormenor os casos do primeiro e segundo operador,
os restantes sa˜o semelhantes.
• +Ã'!&"%#$ esta´ bem definido?
Ora se p, q ∈ P tem-se pn, qn ∈ Pn para todo n ≥ 0, logo pn +Ã'!&"%#$nqn ∈ Pn,
pelo que (p +Ã'!&"%#$q)n ∈ Pn para todo n. Por outro lado, da definic¸a˜o de +Ã'!&"%#$
temos
β0((p +Ã'!&"%#$q)1) = ∅ = (p +Ã'!&"%#$q)0
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βn+1((p +Ã'!&"%#$q)n+2) def. +Ã'!&"%#$=

βn+1(qn+2) se pn+2 = pε,
βn+1(pn+2) se qn+2 = pε,




βn+1(qn+2) se pn+2 = pε,
βn+1(pn+2) se qn+2 = pε,




qn+1 se pn+1 = pε,
pn+1 se qn+1 = pε,
pn+1 ∪ qn+1 nos restantes casos.
= (p +Ã'!&"%#$q)n+1.
• ;»Â¼Á½À¾¿ esta´ bem definido?
Em primeiro lugar note-se que se u, v ∈ Pn mostra-se por induc¸a˜o em
n que u ;»Â¼Á½À¾¿
n
v ∈ Pn . Resta mostrar que βn((p ;»Â¼Á½À¾¿q)n+1) = (p ;»Â¼Á½À¾¿q)n. Vamos
proceder a` demonstrac¸a˜o por induc¸a˜o em n.
Para n = 0 vem
β0((p ;»Â¼Á½À¾¿q)1) = ∅ = (p ;»Â¼Á½À¾¿q)0.
Suponhamos a afirmac¸a˜o verdadeira para n, isto e´,
βn((p ;»Â¼Á½À¾¿q)n+1) = (p ;»Â¼Á½À¾¿q)n
que e´ o mesmo que,
βn(pn+1 ;»Â¼Á½À¾¿n+1qn+1) = pn ;»Â¼Á½À¾¿nqn.
Temos de mostrar que
βn+1((p ;»Â¼Á½À¾¿q)n+2) = (p ;»Â¼Á½À¾¿q)n+1
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ou seja, que
βn+1((p ;»Â¼Á½À¾¿q)n+2) = pn+1 ;»Â¼Á½À¾¿n+1qn+1.
Ora




βn+1(qn+2) se pn+2 = pε,




qn+1 se pn+2 = pε,




qn+1 se pn+1 = pε,
{(b, βn(x) ;»Â¼Á½À¾¿nβn(qn+1)) : (b, βn(x)) ∈ pn+1} caso contra´rio.
= (pn+1 ;»Â¼Á½À¾¿n+1qn+1), porque βn e´ sobrejectiva.
Logo se p, q ∈ P enta˜o p ;»Â¼Á½À¾¿q ∈ P
Nota: Em algumas das igualdades usamos tambe´m o facto que pn+2 =
pε se e so´ se pn+1 = pε, visto que,
pn+2 = pε ⇒ βn(pn+2) = pε = pn+1, e
pn+1 = pε ⇒ βn(pn+2) = pε ⇒ pn+2 = pε, porque o u´nico elemento
aplicado em pε e´ o pro´prio pε.
2. Para verificar que os operadores sa˜o conservadores vamos ver em por-
menor apenas o caso de ;»Â¼Á½À¾¿, pois os outros casos sa˜o semelhantes.
;»Â¼Á½À¾¿ e´ conservador?




⇒ p ;»Â¼Á½À¾¿q ≡n u ;»Â¼Á½À¾¿v
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Ora, se p ≡n u e q ≡n v, pela definic¸a˜o de ≡n vem pn = un e qn = vn.
Logo,
(p ;»Â¼Á½À¾¿q)n = (pn ;»Â¼Á½À¾¿nqn) = (un ;»Â¼Á½À¾¿nvn) = (u ;»Â¼Á½À¾¿v)n
Donde, novamente pela definic¸a˜o de ≡n, vem
p ;»Â¼Á½À¾¿q ≡n u ;»Â¼Á½À¾¿v
2
Para a fase que se segue vamos ter de introduzir uma camada interme´dia
constitu´ıda por um conjunto de func¸o˜es definidas de PV ar em P que sera˜o
designadas por ambientes. Sa˜o estas func¸o˜es, que sera˜o controladas pelas
declarac¸o˜es D ∈ Decl, que va˜o atribuir a`s varia´veis de procedimento um
significado no domı´nio semaˆntico.
Definic¸a˜o 3.2.7 (Ambientes) O conjunto de ambientes denotado por
(ρ ∈)Env e´
Env = PV ar → P.
2
Agora estamos em condic¸o˜es de definir as func¸o˜es auxiliares D1 e ΨD a`
custa das quais definiremos enta˜o a semaˆntica denotacional para Lsyn.
Definic¸a˜o 3.2.8 (Func¸a˜o denotacional auxiliar)




D1(s1 + s2)(ρ) = D1(s1)(ρ) +Ã'!&"%#$D1(s2)(ρ)
D1(s1; s2)(ρ) = D1(s1)(ρ) ;»Â¼Á½À¾¿D1(s2)(ρ)
D1(s1 ‖ s2)(ρ) = D1(s1)(ρ) ||Ã'!&"%#$D1(s2)(ρ)
D1(s \ c)(ρ) = D1(s)(ρ) \»Â¼Á½À¾¿c








a)[0] = ∅, (→a)[1] = {(a, ∅)}, (→a)[n+ 2] = {(a, pε)}
2
Facilmente se verifica que D1 esta´ bem definida. Os treˆs primeiros casos
sa˜o imediatos e os restantes veˆm por induc¸a˜o e pela definic¸a˜o dos operadores
semaˆnticos.
Como os ambientes sa˜o controladas pelas declarac¸o˜es estabelece-se uma
correspondeˆncia entre as declarac¸o˜es e os ambientes. A uma declarac¸a˜o D :
PV ar → GStat fazemos corresponder um ambiente ρD : PV ar → P que e´ o
ponto fixo de uma func¸a˜o que passamos a definir.
Lema 3.2.9 Seja (ρ ∈)Env : PV ar → P, e seja ΨD : Env → Env definida
por ΨD(ρ)(x) = D1(D(x))(ρ). Enta˜o
(a) ΨD(ρ)(x) esta´ bem definida.
(b) ΨD e´ aproximante em ρ.
Demonstrac¸a˜o
(a) Dado x ∈ PV ar tem-se D(x) ∈ GStat ⊆ Res e portanto D1(D(x))(ρ)
e´ um elemento de P.
(b) Pretende-se mostrar que dados dois ambientes θ e ρ, se ρ ≡n θ enta˜o
ΨD(ρ) ≡n+1 ΨD(θ). Tem-se que
ΨD(ρ) ≡n+1 ΨD(θ) se e so´ se ∀x ∈ PV ar, ΨD(ρ)(x) ≡n+1 ΨD(θ)(x)
o que e´ equivalente a
∀x ∈ PV ar, D1(D(x))(ρ) ≡n+1 D1(D(x))(θ). (1)
Ora, ρ ≡n θ se e so´ se ∀x ∈ PV ar, ρ(x) ≡n θ(x), logo supondo verdadeira
a afirmac¸a˜o
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(2)∀x ∈ PV ar, ρ(x) ≡n θ(x)⇒
{
∀s ∈ Stat,D1(s)(ρ) ≡n D1(s)(θ)
∀g ∈ GStat,D1(g)(ρ) ≡n+1 D1(g)(θ)
tem-se
∀x ∈ PV ar, ρ(x) ≡n θ(x)⇒ ∀x ∈ PV ar,D1(D(x))(ρ) ≡n+1 D1(D(x))(θ)
o que, atendendo a (1), demonstra o resultado pretendido.
Passemos, agora, a` demonstrac¸a˜o de (2) que e´ feita por induc¸a˜o estrutural
em s
• Caso s = a : D1(a)(ρ) def.D1= →a≡n+1→a= D1(a)(θ)
• Caso s = x : D1(x)(ρ) def.D1= ρ(x) h.ind.≡n θ(x) = D1(x)(θ)
• Caso s = s1 + s2: como +Ã'!&"%#$ e´ conservador e utilizando a hipo´tese de
induc¸a˜o tem-se
D1(s1 + s2)(ρ) def.D1= D1(s1)(ρ) +Ã'!&"%#$D1(s2)(ρ)
≡k D1(s1)(θ) +Ã'!&"%#$D1(s2)(θ)
= D1(s1 + s2)(θ)
com k = n+ 1 se s1 e s2 forem guardados e k = n caso contra´rio.
• Caso s = s1; s2: como ;»Â¼Á½À¾¿ e´ conservador e utilizando a hipo´tese de
induc¸a˜o tem-se
D1(s1; s2)(ρ) def.D1= D1(s1)(ρ) ;»Â¼Á½À¾¿D1(s2)(ρ)
≡k D1(s1)(θ) ;»Â¼Á½À¾¿D1(s2)(θ)
= D1(s1; s2)(θ)
onde, tal como anteriormente, k = n + 1 se s1 e s2 forem guardados e
k = n caso contra´rio.
68 3 Semaˆntica de uma linguagem com sincronizac¸a˜o restrita
• Caso s = s1 ‖ s2: do mesmo modo que nos casos anteriores, tem-se
D1(s1 ‖ s2)(ρ) def.D1= D1(s1)(ρ) ||Ã'!&"%#$D1(s2)(ρ)
≡k D1(s1)(θ) ||Ã'!&"%#$D1(s2)(θ)
= D1(s1 ‖ s2)(θ)
onde, tal como anteriormente, k = n + 1 se s1 e s2 forem guardados e
k = n caso contra´rio.
• Caso s = s1 \ c:
D1(s1 \ c)(ρ) def.D1= D1(s1)(ρ) \»Â¼Á½À¾¿c
≡k D1(s1)(θ) \»Â¼Á½À¾¿c
= D1(s1 \ c)(θ)
onde, tal como anteriormente, k = n + 1 se s1 e s2 forem guardados e
k = n caso contra´rio. 2
O facto de ΨD ser aproximante garante-nos que tem um u´nico ponto fixo,
esse ponto fixo, que vamos denotar por ρD, e´ precisamente o ambiente no
qual pretendemos calcular a semaˆntica.
Podemos, finalmente, definir a semaˆntica denotacional para Lsyn
Definic¸a˜o 3.2.10 (Base da semaˆntica denotacional)
D0 : Res→ P
e´ definida por
D0(r) = D1(r)(ρD)
com ρD = fix(ΨD).
2
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Definic¸a˜o 3.2.11 (Semaˆntica denotacional) A semaˆntica denotacional




Vamos apresentar agora um exemplo da utilizac¸a˜o desta definic¸a˜o para
o mesmo programa que utilizamos no segundo exemplo apresentado para o
ca´lculo da semaˆntica operacional:
Exemplo 3.2.12
D((b1; c) ‖ (b2; c))) = D1((b1; c) ‖ (b2; c)))(ρD)
= (D1(b1)(ρD) ;»Â¼Á½À¾¿D1(c)(ρD)) ||Ã'!&"%#$(D1(b2)(ρD) ;»Â¼Á½À¾¿D1(c)(ρD))
= (
→




b1 ;»Â¼Á½À¾¿0 →c )0 = ∅
(
→
b1 ;»Â¼Á½À¾¿1 →c )1 = {(b1, ∅)}
(
→
b1 ;»Â¼Á½À¾¿2 →c )2 = {(b1, {(c, ∅)})}
(
→
b1 ;»Â¼Á½À¾¿3+i →c )3 + i = {(b1, {(c, pε)})}
(
→
b2 ;»Â¼Á½À¾¿0 →c )0 = ∅
(
→
b2 ;»Â¼Á½À¾¿1 →c )1 = {(b2, ∅)}
(
→
b2 ;»Â¼Á½À¾¿2 →c )2 = {(b2, {(c, ∅)})}
(
→
b2 ;»Â¼Á½À¾¿3+i →c )3+i = {(b2, {(c, pε)})}
Fac¸amos p = (
→
b1 ;»Â¼Á½À¾¿ →c ) e q = (→b2 ;»Â¼Á½À¾¿ →c ).
D((b1; c) ‖ (b2; c))) = p ||Ã'!&"%#$q = (pn ||Ã'!&"%#$nqn)n≥0
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onde
(p0 ||Ã'!&"%#$0q0)0 = ∅
(p1 ||Ã'!&"%#$1q1)1 = {(b1, ∅), (b2, ∅)}
(p2 ||Ã'!&"%#$2q2)2 = {(b1, {(c, ∅), (b2, ∅)}), (b2, {(c, ∅), (b1, ∅)})}
(p3 ||Ã'!&"%#$3q3)3 = {(b1, {(c, {(b2, ∅)}), (b2, {(c, ∅), (c, ∅), (τ, ∅)})}),
(b2, {(c, {(b1, ∅)}) , (b1, {(c, ∅), (c, ∅), (τ, ∅)})}
...
2
Comparando com o resultado obtido para a semaˆntica operacional a
diferenc¸a reside essencialmente no facto de as acc¸o˜es de sincronizac¸a˜o con-
tribu´ırem para o resultado, mesmo quando na˜o e´ efectuada uma sincronizac¸a˜o.
3.2.3 Equivaleˆncia entre as Semaˆnticas Operacional e
Denotacional
Nesta secc¸a˜o vamos mostrar a equivaleˆncia entre as duas semaˆnticas definidas
para Lsyn. Pelo facto de a semaˆntica denotacional ter de ser obrigatoriamente
composicional tivemos de utilizar para a sua definic¸a˜o um domı´nio ligeira-
mente diferente do utilizado para a semaˆntica operacional, por isso na˜o e´
poss´ıvel estabelecer a equivaleˆncia directa O = D, uma vez que na semaˆntica
operacional na˜o aparecem as acc¸o˜es de sincronizac¸a˜o. Em vez disso vamos
estabelecer uma relac¸a˜o O = abs◦D onde abs e´ uma “func¸a˜o de abstracc¸a˜o”
que abstrai (“corta”) os ramos a partir do ponto em que contiverem c ou c.
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absn+1(u) =
{
pε se u = pε,
{(b, absn(x)) : (b, x) ∈ u, b ∈ IAct} caso contra´rio.
2
Como na˜o e´ poss´ıvel efectuar racioc´ınios indutivos sobre a estrutura dos
programas de Lsyn, porque falham para o caso das varia´veis x ∈ PV ar,
vamos precisar de uma func¸a˜o, denotada por peso, que atribui um “peso” a`s
reposic¸o˜es. Este peso e´ um nu´mero natural, que e´ zero para E e e´ superior
a zero no caso das instruc¸o˜es.




peso(x) = peso(D(x)) + 1
peso(s1; s2) = peso(s1) + 1
peso(s1 + s2) = max{peso(s1), peso(s2)}+ 1
peso(s1 ‖ s2) = max{peso(s1), peso(s2)}+ 1
peso(s \ c) = peso(s) + 1
2
A func¸a˜o esta´ bem definida. Verifica-se primeiro para o subconjunto GStat
onde esta´ bem definida por induc¸a˜o na complexidade sinta´ctica e em seguida
verifica-se para o caso geral, novamente por induc¸a˜o sinta´ctica, onde o u´nico
caso que poderia levantar problemas e´ peso(x) = peso(D(x)) + 1, mas como
D(x) ∈ GStat tem-se peso(D(x)) bem definido pela primeira parte e logo
peso(x) tambe´m esta´ bem definido.
Vamos tambe´m necessitar do seguinte resultado:
Lema 3.2.15
(a,D0(r)) ∈ D(s) se e so´ se s a→D r.
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Demonstrac¸a˜o A afirmac¸a˜o e´ equivalente a
(a, βn(D1(r)(ρD)[n+ 1]) ∈ D1(s)(ρD)[n+ 1] se e so´ se s a→D r,
que e´ o mesmo que
(a,D1(r)(ρD)[n]) ∈ D1(s)(ρD)[n+ 1] se e so´ se s a→D r.
Vamos enta˜o passar a` demonstrac¸a˜o que sera´ feita por induc¸a˜o em peso.
• Caso s = a:
Atendendo a` definic¸a˜o de Tsyn, a u´nica possibilidade e´ termos a a→D E.
Por outro lado, a u´nica possibilidade para D1(a)(ρD) e´
D1(a)(ρD)[1] = {(a, ∅)} = {(a,D1(E)(ρD)[0])}
e
D1(a)(ρD)[n+ 2] = {(a, pε)} = {(a,D1(E)(ρD)[n+ 1])}
como pretend´ıamos.
• Caso s = x:
Atendendo a` definic¸a˜o de Tsyn,
x
a→D r <=> D(x) a→D r.
Por outro lado, a u´nica possibilidade para D1(x)(ρD) e´
D1(x)(ρD)[n+ 1] def.D1= ρD(x)[n+ 1]
que, como ρD e´ o ponto fixo de ΨD, e´ igual a
D1(D(x))(ρD)[n+ 1]. (1)
Por hipo´tese de induc¸a˜o em peso sabemos que
(a,D1(r)(ρD)[n]) ∈ D1(D(x))(ρD)[n+ 1] se e so´ se D(x) a→D r
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e logo, por (1),
(a,D1(r)(ρD)[n]) ∈ D1(x)(ρD)[n+ 1] se e so´ se D(x) a→D r
donde, atendendo a´ definic¸a˜o de Tsyn, se obte´m
(a,D1(r)(ρD)[n]) ∈ D1(x)(ρD)[n+ 1] se e so´ se x a→D r
• caso s = s1; s2
Da definic¸a˜o de Tsyn temos
s1; s2
a→D r1; s2 se e so´ se s1 a→D r1
que, por hipo´tese de induc¸a˜o em peso, e´ equivalente a
(a,D1(r1)(ρD)[n]) ∈ D1(s1)(ρD)[n+ 1] (1)
Ora
D1(s1; s2)(ρD)[n+ 1] = (D1(s1)(ρD))[n+ 1] ;»Â¼Á½À¾¿n+1(D1(s2)(ρD))[n+ 1]
logo, atendendo a (1) e a` definic¸a˜o de ;»Â¼Á½À¾¿
n+1
, vem
(a,D1(r1)(ρD)[n] ;»Â¼Á½À¾¿nD1(s2)(ρD)[n]) ∈ D1(s1; s2)(ρD)[n+ 1]
o que, atendendo a` definic¸a˜o de D1, e´ equivalente a
(a,D1(r1; s2)(ρD)[n]) ∈ D1(s1; s2)(ρD)[n+ 1]
e demonstra o resultado.
• caso s = s1 + s2
Da definic¸a˜o de Tsyn, sabemos que
s1 + s2
a→D r se e so´ se s1 a→D r ou s2 a→D r
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que por hipo´tese de induc¸a˜o em peso e´ equivalente a
(a,D1(r)(ρD)[n]) ∈ D1(s1)(ρD)[n+ 1]
ou ainda
(a,D1(r)(ρD)[n]) ∈ D1(s2)(ρD)[n+ 1].
Ora
D1(s1 + s2)(ρD)[n+ 1] = D1(s1)(ρD)[n+ 1] +Ã'!&"%#$n+1D1(s2)(ρD)[n+ 1]
= D1(s1)(ρD)[n+ 1] ∪ D1(s2)(ρD)[n+ 1]
logo
(a,D1(r)(ρD)[n]) ∈ D1(s1 + s2)(ρD)[n+ 1].
Note-se que D1(r)(ρD) =→pε se e so´ se r = E.
• caso s = s1 ‖ s2
Da definic¸a˜o de Tsyn, sabemos que




c→D r1 e s2 c→D r2
donde por hipo´tese de induc¸a˜o em peso
(a,D1(r1)(ρD)[n]) ∈ D1(s1)(ρD)[n+ 1] e r = r1 ‖ s2 (1)
ou (a,D1(r2)(ρD)[n]) ∈ D1(s2)(ρD)[n+ 1] e r = s1 ‖ r2 (2)
ou (c,D1(r1)(ρD)[n]) ∈ D1(s1)(ρD)[n+ 1]
e (c,D1(r2)(ρD)[n]) ∈ D1(s2)(ρD)[n+ 1]
e r = r1 ‖ r2. (3)
Sabemos que
D1(s1 ‖ s2)(ρD)[n+ 1] = D1(s1)(ρD)[n+ 1] ||Ã'!&"%#$n+1D1(s2)(ρD)[n+ 1]
= D1(s1)(ρD)[n+ 1]|bn+1D1(s2)(ρD)[n+ 1]
∪ D1(s2)(ρD)[n+ 1]|bn+1D1(s1)(ρD)[n+ 1]
∪ D1(s1)(ρD)[n+ 1] |n+1 D1(s2)(ρD)[n+ 1].
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Para o caso (1) vem,
(a,D1(r1)(ρD)[n] ||Ã'!&"%#$nD1(s2)(ρD)[n]) ∈ D1(s1)(ρD)[n+1]|bn+1D1(s2)(ρD)[n+1]
e r = r1 ‖ s2
logo
(a,D1(r1 ‖ s2)(ρD)[n]) ∈ D1(s1)(ρD)[n+1]|bn+1D1(s2)(ρD)[n+1] e r = r1 ‖ s2
isto e´
(a,D1(r)(ρD)[n]) ∈ D1(s1)(ρD)[n+ 1]|bn+1D1(s2)(ρD)[n+ 1].
Para o caso (2) a demonstrac¸a˜o faz-se de modo ana´logo.
Para o caso (3) vem,
(τ,D1(r1)(ρD)[n] ||Ã'!&"%#$nD1(r2)(ρD)[n]) ∈ D1(s1)(ρD)[n+1] |n+1 D1(s2)(ρD)[n+1]
e r = r1 ‖ r2
logo
(τ,D1(r)(ρD)[n]) ∈ D1(s1)(ρD)[n+ 1] |n+1 D1(s2)(ρD)[n+ 1]
como pretend´ıamos.
• Caso s = s1 \ c
Da definic¸a˜o de Tsyn, sabemos que
s1 \ c a→D r se e so´ se s1 a→D r e a 6= c, c
logo, por hipo´tese de induc¸a˜o em peso
(a,D1(r)(ρD)[n]) ∈ D1(s1)(ρD)[n+ 1] e a 6= c, c
e pela definic¸a˜o de \»Â¼Á½À¾¿n
(a,D1(r)(ρD)[n] \»Â¼Á½À¾¿nc) ∈ D1(s1)(ρD)[n+ 1] \»Â¼Á½À¾¿n+1c.
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Como
D1(s1 \ c)(ρD)[n+ 1] = D1(s1)(ρD)[n+ 1] \»Â¼Á½À¾¿n+1c
tem-se
(a,D1(r)(ρD)[n] \»Â¼Á½À¾¿nc) ∈ D1(s1 \ c)(ρD)[n+ 1]
e logo
(a,D1(r \ c)(ρD)[n]) ∈ D1(s1 \ c)(ρD)[n+ 1]
o que termina a demonstrac¸a˜o. 2
Teorema 3.2.16 O = abs ◦ D.
Demonstrac¸a˜o Temos de mostrar que para todo r ∈ Res tem-se O0(r) =
abs ◦ D0(r). A demonstrac¸a˜o sera´ feita por induc¸a˜o em peso.
• Caso r = E:
O0(E) = →pε
= abs ◦ →pε
= abs ◦ D1(E)(ρD)
= abs ◦ D0(E).
• Caso r = a:





= abs ◦ →a
= abs ◦ D1(a)(ρD)
= abs ◦ D0(a).
Se a 6∈ IAct temos
O0(a) = ∅
= abs ◦ →a
= abs ◦ D1(a)(ρD)
= abs ◦ D0(a).
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• Caso r = x:
O0(x) = (O0(x)[n])n≥0
= (por definic¸a˜o de Tsyn)
(O0(D(x))[n])n≥0
= O0(D(x))
= (por hipo´tese de induc¸a˜o em peso)
abs ◦ D0(D(x))
= (por definic¸a˜o de D0)
abs ◦ D1(D(x))(ρD)
= (porque ρD e´ ponto fixo de ΨD)
abs ◦ ρD(x)
= (por definic¸a˜o de D1)
abs ◦ D1(x)(ρD)
= (por definic¸a˜o de D0)
abs ◦ D0(x).
• Caso r = s1; s2:
O0(s1; s2) = (O0(s1; s2)[n])n≥0
e abs ◦ D0(s1; s2) = ((abs ◦ D0(s1 + s2))[n])n≥0.
Vamos mostrar por induc¸a˜o em n que
(O0(s1; s2)[n]) = (abs ◦ D0(s1; s2))[n] para todo o n ≥ 0,
isto e´,
(O0(s1; s2)[n]) = (absn ◦ D0(s1; s2)[n]) para todo o n ≥ 0.
O0(s1; s2)[0] = ∅
= abs0 ◦ D0(s1; s2)[0]
Consideremos agora o caso n+ 1. Por um lado temos,
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O0(s1; s2)[n+ 1] = {(b,O0(r)[n]) : s1; s2 b→D r}
= (por definic¸a˜o de Tsyn)
{(b,O0(r1; s2)[n]) : s1 b→D r1}
= (por hipo´tese de induc¸a˜o em n)
{(b, (abs ◦ D0(r1; s2))[n]) : s1 b→D r1}
= (por definic¸a˜o de D0&abs)
{(b, absn ◦ (D1(r1; s2)(ρD))[n]) : s1 b→D r1}
= (por definic¸a˜o de D1)
{(b, absn ◦ (D1(r1)(ρD) ;»Â¼Á½À¾¿D1(s2)(ρD))[n]) : s1 b→D r1}
= (por definic¸a˜o de ;»Â¼Á½À¾¿)




absn+1 ◦ D0(s1; s2)[n+ 1] = absn+1 ◦ D1(s1; s2)(ρD)[n+ 1]
= (por definic¸a˜o de D1)
absn+1 ◦ ((D1(s1)(ρD) ;»Â¼Á½À¾¿D1(s2)(ρD))[n+ 1]
= (por definic¸a˜o de ;»Â¼Á½À¾¿)
absn+1 ◦ {(a, x ;»Â¼Á½À¾¿nβn(D1(s2)(ρD))[n+ 1])) :
(a, x) ∈ D1(s1)(ρD))[n+ 1]}
= (por definic¸a˜o de βn & lema 3.2.15)
absn+1 ◦ {(a, x ;»Â¼Á½À¾¿nD1(s2)(ρD))[n]) :
s1
a→D r1 e x = D1(r1)(ρD))[n]}
= absn+1 ◦ {(a,D1(r1)(ρD))[n] ;»Â¼Á½À¾¿nD1(s2)(ρD))[n]) :
s1
a→D r1}
= (por definic¸a˜o de abs)
{(b, absn ◦ (D1(r1)(ρD))[n] ;»Â¼Á½À¾¿nD1(s2)(ρD))[n])) :
s1
b→D r1 e b ∈ IAct},
como pretendiamos.
• Caso r = s1 + s2: Temos
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O0(s1 + s2) = (O0(s1 + s2)[n])n≥0
e abs ◦ D0(s1 + s2) = ((abs ◦ D0(s1 + s2))[n])n≥0.
Vamos mostrar por induc¸a˜o em n que
(O0(s1 + s2)[n]) = (abs ◦ D0(s1 + s2))[n] para todo o n ≥ 0,
isto e´,
(O0(s1 + s2)[n]) = (absn ◦ D0(s1 + s2)[n]) para todo o n ≥ 0.
O0(s1 + s2)[0] = ∅
= abs0 ◦ (D0(s1 + s2)[0]).
O0(s1 + s2)[n+ 1] = {(b,O0(r)[n]) : s1 + s2 b→D r}
= (por definic¸a˜o de Tsyn)
{(b,O0(r1)[n]) : s1 b→D r1}
∪
{(b,O0(r2)[n]) : s2 b→D r2}
= (por definic¸a˜o de O0)
O0(s1)[n+ 1] ∪ O0(s2)[n+ 1]
= (po hipo´tese de induc¸a˜o em peso)
(absn+1 ◦ D0(s1))[n+ 1] ∪ (absn+1 ◦ D0(s2))[n+ 1]
= (por definic¸a˜o de abs)
absn+1 ◦ (D0(s1)[n+ 1] ∪ D0(s2))[n+ 1])
= (por definic¸a˜o de D0)
absn+1 ◦ ((D1(s1)(ρD))[n+ 1] ∪ (D1(s2)(ρD))[n+ 1])
= (por definic¸a˜o de +Ã'!&"%#$)
absn+1 ◦ ((D1(s1)(ρD) +Ã'!&"%#$D1(s2)(ρD))[n+ 1]
= (por definic¸a˜o de D1)
absn+1 ◦ (D1(s1 + s2)ρD)[n+ 1]
= (abs ◦ D0(s1 + s2))[n+ 1].
• Caso r = s1 ‖ s2:
Temos O0(s1 ‖ s2) = (O0(s1 ‖ s2)[n])n≥0
e abs ◦ D0(s1 ‖ s2) = ((abs ◦ D0(s1 ‖ s2))[n])n≥0.
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Vamos mostrar por induc¸a˜o em n que
(O0(s1 ‖ s2)[n]) = (abs ◦ D0(s1 ‖ s2))[n] para todo o n ≥ 0,
isto e´, (O0(s1 ‖ s2)[n]) = (absn ◦ D0(s1 ‖ s2)[n]) para todo o n ≥ 0.
O0(s1 ‖ s2)[0] = ∅
= abs0 ◦ (D0(s1 ‖ s2)[0]).
O0(s1 ‖ s2)[n+ 1] = {(b,O0(r)[n]) : s1 ‖ s2 b→D r}
= (por definic¸a˜o de Tsyn)
{(b,O0(r1 ‖ s2)[n]) : s1 b→D r1}
∪
{(b,O0(s1 ‖ r2)[n]) : s2 b→D r2}
∪
{(τ,O0(r1 ‖ r2)[n]) : s1 c→D r1 e s2 c→D r2}
= (por hipo´tese de induc¸a˜o em n)
{(b, (abs ◦ D0(r1 ‖ s2))[n]) : s1 b→D r1}
∪
{(b, (abs ◦ D0(s1 ‖ r2))[n]) : s2 b→D r2}
∪
{(τ, (abs ◦ D0(r1 ‖ r2))[n]) : s1 c→D r1 e s2 c→D r2}
= (por definic¸a˜o de D0&abs)
{(b, (absn ◦ (D1(r1)(ρD)[n] ||Ã'!&"%#$nD1(s2)(ρD)[n]) : s1 b→D r1}
∪
{(b, (absn ◦ (D1(s1)(ρD)[n] ||Ã'!&"%#$nD1(r2)(ρD)[n]) : s2 b→D r2}
∪
{(τ, (absn ◦ (D1(r1)(ρD)[n] ||Ã'!&"%#$nD1(r2)(ρD)[n]) :
s1
c→D r1 e s2 c→D r2}.
Por outro lado tem-se,
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absn+1 ◦ D0(s1 ‖ s2)[n+ 1] = absn+1 ◦ D1(s1 ‖ s2)(ρD)[n+ 1]
= (por definic¸a˜o de D1)
absn+1 ◦ (D1(s1)(ρD) ||Ã'!&"%#$D1(s2)(ρD))[n+ 1]
= (por definic¸a˜o de ||Ã'!&"%#$)
absn+1 ◦ (D1(s1)(ρD)[n+ 1] ||Ã'!&"%#$n+1D1(s2)(ρD)[n+ 1])
= (por definic¸a˜o de ||Ã'!&"%#$
n+1
&abs)
absn+1 ◦ (D1(s1)(ρD)[n+ 1] |bn+1D1(s2)(ρD)[n+ 1])
∪
absn+1 ◦ (D1(s2)(ρD)[n+ 1] |bn+1D1(s1)(ρD)[n+ 1])
∪
absn+1 ◦ (D1(s2)(ρD)[n+ 1] |n+1 D1(s1)(ρD)[n+ 1])
= (por definic¸a˜o de |bn+1& |n+1)
absn+1 ◦ ({(a, x ||Ã'!&"%#$nβn(D1(s2)(ρD)[n+ 1]) :
(a, x) ∈ D1(s1)(ρD)[n+ 1]}
∪
absn+1 ◦ ({(a, x ||Ã'!&"%#$nβn(D1(s1)(ρD)[n+ 1]) :
(a, x) ∈ D1(s2)(ρD)[n+ 1]}
∪
absn+1 ◦ ({(τ, x ||Ã'!&"%#$ny) : (c, x) ∈ D1(s1)(ρD)[n+ 1]
e (c, y) ∈ D1(s2)(ρD)[n+ 1]}
= (pelo lema 3.2.15)
absn+1 ◦ ({(a, x ||Ã'!&"%#$nβn(D1(s2)(ρD)[n+ 1]) :
s1
a→D r1, x = D1(r1)(ρD)[n]}
∪
absn+1 ◦ ({(a, x ||Ã'!&"%#$nβn(D1(s1)(ρD)[n+ 1]) :
s2
a→D r2, x = D1(r2)(ρD)[n]}
∪
absn+1 ◦ ({(τ, x ||Ã'!&"%#$ny) : s1 c→D r1, s2 c→D r2,
x = D1(r1)(ρD)[n]}, y = D1(r2)(ρD)[n]}
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= (por definic¸a˜o de βn)








absn+1 ◦ ({(τ,D1(r1)(ρD)[n] ||Ã'!&"%#$nD1(r2)(ρD)[n]) :
s1
c→D r1, s2 c→D r2}.
O que aplicando a definic¸a˜o de abs da´
absn+1 ◦ D0(s1 ‖ s2)[n+ 1] = {(b,D1(r1)(ρD)[n] ||Ã'!&"%#$nD1(s2)(ρD)[n]) :
s1








c→D r1, s2 c→D r2}
como pretend´ıamos.
• Caso r = s \ c:
O0(s \ c) = (O0(s \ c)[n])n≥0
e abs ◦ D0(s \ c) = ((abs ◦ D0(s \ c))[n])n≥0.
Vamos mostrar por induc¸a˜o em n que
(O0(s \ c)[n]) = (absn ◦ D0(s \ c)[n]) para todo o n ≥ 0.
O0(s \ c)[0] = ∅
= abs0 ◦ (D0(s \ c)[0]).
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O0(s \ c)[n+ 1] = {(b,O0(r1)[n]) : s \ c b→D r1}
= (por definic¸a˜o de Tsyn, b ∈ IAct)
{(b,O0(r \ c)[n]) : s b→D r}
= (por hipo´tese de induc¸a˜o em n)
{(b, absn ◦ D0(r \ c)[n]) : s b→D r}.
Por outro lado temos
absn+1 ◦ D0(s \ c)[n+ 1] = absn+1 ◦ D1(s \ c)(ρD)[n+ 1]
= (por definic¸a˜o de D1)
absn+1 ◦ (D1(s)(ρD) \»Â¼Á½À¾¿c)[n+ 1]
= (por definic¸a˜o de \»Â¼Á½À¾¿)
absn+1 ◦ {(a, x \»Â¼Á½À¾¿nc) : (a, x) ∈ D1(s)(ρD)[n+ 1],
a 6= c, c}
= (pelo lema 3.2.15)
absn+1 ◦ {(a,D1(r)(ρD)[n] \»Â¼Á½À¾¿nc) : s a→D r, a 6= c, c}
= (por definic¸a˜o de D1)
absn+1 ◦ {(a,D1(r \ c)(ρD)[n]) : s a→D r, a 6= c, c}
= (por definic¸a˜o de D0)
absn+1 ◦ {(a,D0(r \ c)[n]) : s a→D r, a 6= c, c}
= (por definic¸a˜o de abs)
{(b, absn ◦ D0(r \ c)[n]) : s b→D r}
como pretend´ıamos.
Com isto finalizamos a demonstrac¸a˜o. 2
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3.3 Semaˆntica utilizando coa´lgebras
Nesta secc¸a˜o vamos utilizar auto´matos sob a forma de coa´lgebras e definir
operac¸o˜es ana´logas a`s existentes na linguagem Lsyn como operac¸o˜es entre
auto´matos (coa´lgebras para um functor apropriado). Com base nessas ope-
rac¸o˜es entre auto´matos e na existeˆncia de uma coa´lgebra final vamos definir
a semaˆntica denotacional da linguagem. A semaˆntica operacional e´ tambe´m
definida a` custa do morfismo na coa´lgebra final, mas para um sistema baseado
nas transic¸o˜es de Tsyn.
3.3.1 Domı´nio semaˆntico
Uma das vantagens da abordagem coalge´brica e´ que a categoria de base, na
qual os funtores esta˜o definidos, e´ a categoria dos conjuntos e na˜o a dos Cfe’s.
Em particular, os domı´nios que vamos utilizar sa˜o pontos fixos do functor
H(Q) = {pε}+ Pfin(A×Q)
onde A e´ um conjunto de acc¸o˜es que sera´ IAct no caso da semaˆntica opera-
cional e Act no caso da semaˆntica denotacional.
Dada a sucessa˜o de conjuntos (Un)n≥o, definida por
U0 = {∅}
Un+1 = H(Un) = {pε}+ Pfin(A× Un)
e as func¸o˜es
β0 : U1 → U0 a u´nica func¸a˜o poss´ıvel e
βn+1 = H(βn) : Un+2 → Un+1
onde
βn+1(pε) = pε
βn+1(X) = {(a, βn(u)) : (a, u) ∈ X}
define-se o seu limite
U = {(un)n≥0 : ∀n un ∈ Un e un = βn(un+1)}
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Relativamente aos elementos de U iremos utilizar as notac¸o˜es u = (un)n≥0 e
u[n] = un.
Consideremos em Set a coa´lgebra (U , ξ) com





ξ(u) = {(a, v) : ∀n (a, v[n]) ∈ u[n+ 1]}.
Usamos u ↓ para denotar ξ(u) = pε, isto e´ u ↓ se e so´ se u =→pε= (→pε
[n])n≥0 onde
→
pε [0] = ∅, →pε [n + 1] = pε. Escrevemos u a−→ v se e so´ se
(a, v) ∈ ξ(u).
Definic¸a˜o 3.3.1 (Finitamente ramificado) Dado X ⊆ U diz-se que X e´
finitamente ramificado se







Assim, o conjunto vazio, ∅, e´ finitamente ramificado e se todo o elemento
da famı´lia Xi(i ∈ I) e´ finitamente ramificado enta˜o ∪i∈IXi e´ finitamente
ramificado.
Definic¸a˜o 3.3.2 (Domı´nio T) O conjunto T e´ o maior subconjunto de U
finitamente ramificado. 2
A coa´lgebra final que nos interessa e´ definida com base em ξ mas apenas
sobre os elementos finitamente ramificados.
Definic¸a˜o 3.3.3 ι : T→ {pε}+ Pfin(A× T) e´ definida por
ι(t) = ξ(t).
2
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Teorema 3.3.4 O par (T, ι) e´ uma coa´lgebra final para o functor H(Q) =
{pε}+ Pfin(A×Q).
Demonstrac¸a˜o Temos de provar que para todo o par (Q, φ) com φ :
Q → {pε} + Pfin(A × Q) existe um u´nico morfismo f : (Q, φ) → (T, ι).
Vamos estruturar a demonstrac¸a˜o em quatro pontos: definimos a func¸a˜o f ,
mostramos que esta´ bem definida, provamos que e´ um morfismo de coa´lgebras
e por fim que e´ u´nico.
1. Definimos f : Q→ T por
f(q) =
{ →




q [n])n≥0 se φ(q) ⊆fin A×Q
onde
→
q [0] = ∅, →q [n+ 1] = {(a, f(p)[n]) : (a, p) ∈ φ(q)}.
2. Para mostrar que f esta´ bem definida temos de verificar que
(a)
→
q∈ U . Para isto temos de ter:
i.
→
q [n] ∈ Un, para todo o n.→
q [0] = ∅ ∈ U0
→
q [n+ 1] ⊆fin A× Un, por hipo´tese de induc¸a˜o, logo
→
q [n+ 1] ∈ Un+1.
ii. βn(
→
q [n+ 1]) =
→
q [n], para todo o n
β0(
→






q [n+ 2]) = βn+1({(a, f(p)[n+ 1]) : (a, p) ∈ φ(q)})
= {(a, βn(f(p)[n+ 1])) : (a, p) ∈ φ(q)}
= (por hipo´tese de induc¸a˜o)




(b) f(Q) ⊆ T, isto e´, f(Q) = {f(q) : q ∈ Q} e´ finitamente ramificado.
3.3 Semaˆntica utilizando coa´lgebras 87
E´ preciso provar que ∀q, ξ(f(q)) = pε ou ξ(f(q)) ⊆fin A × f(Q).
Se ξ(f(q)) = pε na˜o ha´ nada a demonstrar.
Suponhamos que f(q) =
→
q 6=→pε. Primeiro vamos mostrar que se
tivermos
→




q a−→ u isto e´ equivalente a dizermos que para todo o n
tem-se (a, u[n]) ∈→q [n + 1]. Por outro lado, da definic¸a˜o de →q
[n+1], sabemos que existe pn tal que q
a−→φ pn e u[n] = f(pn)[n].
Ora, os elementos (a, p1), ..., (a, pn), ... pertencem todos a φ(q).
Como φ(q) e´ finito, pelo menos um dos elementos p1, ..., pn, ...
aparece infinitamente repetido, chamemos p a esse elemento. E´
fa´cil ver que qualquer que seja n tem-se u[n] = f(p)[n]. (Porque se
u[n+1] = f(p)[n+1] enta˜o u[n] = βn(u[n+1]) = βn(f(p)[n+1]) =
f(p)[n] por definic¸a˜o de U .) Isto implica ∀n, u ≡n f(p), logo
u = f(p) porque U e´ separado. Segue-se que
ξ(
→
q ) = {(a, f(p)) : (a, p) ∈ φ(q)},
logo e´ finito porque φ(q) e´ finito e esta´ contido em A× f(Q).
3. Vamos agora mostrar que f : (Q, φ) → (T, ι) e´ um morfismo de
coa´lgebras. Para tal, temos de verificar que o diagrama seguinte, onde









// {pε}+ Pfin(A× T)
Para o caso φ(q) = pε temos f
∗(φ(q)) = f ∗(pε) = pε e, por outro lado,
f(q) =
→





Para o caso φ(q) ⊆ A×Q temos f ∗(φ(q)) = {(a, f(p)) : (a, p) ∈ φ(q)}
e, por outro lado, ι(f(q)) = ξ(
→
q ) = {(a, u) :→q a−→ u} = {(a, f(p)) :
88 3 Semaˆntica de uma linguagem com sincronizac¸a˜o restrita
q
a−→φ p} = {(a, f(p)) : (a, p) ∈ φ(q)}.
4. Falta-nos mostrar que f e´ u´nico, isto e´, se g : (Q, φ) → (T, ι) for um









// {pε}+ Pfin(A× T)
Para o caso φ(q) = pε temos g
∗(φ(q)) = pε. Logo ι(g(q)) = pε, donde
g(q) =
→
pε= f(q) como pretend´ıamos.
No caso em que φ(q) ⊆ A×Q sabemos que
(i) se (a, p) ∈ φ(q) enta˜o ∀n (a, g(p)[n]) ∈ g(q)[n+ 1];
(ii) se ∀v(∀n (a, v[n]) ∈ g(q)[n + 1]) enta˜o existe p tal que (a, p) ∈
φ(q) e v = g(p).
Assim,
g∗(φ(q)) = {(a, g(p)) : (a, p) ∈ φ(q)}
= {(a, g(p)) : (a, v[n]) ∈ g(q)[n+ 1]}
= ξ(g(q)) = ι(g(q))
Por outro lado se φ(q) ⊆ A×Q temos que f(q) =→q . Vamos mostrar por
induc¸a˜o em n que ∀n ∀q, g(q)[n] =
→




Para n = 0 temos ∀q, g(q)[n] = ∅ =
→
q [0].
Para n+ 1 vem
∀q, g(q)[n+ 1] = {(a, g(p)[n]) : (a, p) ∈ φ(q)}
= {(a, f(p)[n]) : (a, p) ∈ φ(q)} (por hipo´tese de induc¸a˜o)
= f(q)[n+ 1] (por definic¸a˜o de f(q)).
Com isto fica completa a demonstrac¸a˜o. 2
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3.3.2 Modelos e Operac¸o˜es
Os modelos a considerar, para a definic¸a˜o da semaˆntica de Lsyn sa˜o auto´matos
M definidos por um par (Q, φ) em que Q e´ o conjunto de estados e φ e´ uma
func¸a˜o, designada por dinaˆmica do auto´mato, que tem tipo
φ : Q→ {pε}+ Pfin(Act×Q);
isto e´, dado um estado q, φ(q) = pε ou φ(q) ⊆fin Act × Q. No primeiro
caso estamos perante uma terminac¸a˜o e no segundo caso φ(q) e´ o conjunto
dos pares (a, q′) tais que e´ poss´ıvel transitar de q para q′ tendo como acc¸a˜o
observa´vel a.
Vamos utilizar a seguinte notac¸a˜o,
q
a−→φ p⇔ (a, p) ∈ φ(q);
q ↓φ⇔ φ(q) = pε.
De seguida define-se, sobre os sistemas do tipo M = (Q, φ), operac¸o˜es
correspondentes a`s existentes entre os processos da linguagem em estudo,
Lsyn. Iremos seguir as notac¸o˜es usuais para os conjuntos e seus elementos:
a ∈ Act, b ∈ IAct e c ∈ Sync. Vamos utilizar o s´ımbolo O para denotar um
estado final.
Acc¸a˜o
Ma = ({∗,O}, φa) onde φa e´ definida por
(1) ∗ a−→φa O
(2) O ↓φa
Composic¸a˜o paralela
Dados M = (Q, φ) e N = (P, ψ), a sua composic¸a˜o paralela e´
M ‖ N = (Q× P, φ ‖ ψ)
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em que φ ‖ ψ e´ definida por
(1) (q, p) ↓φ‖ψ se e so´ se q ↓φ e p ↓ψ
(2)
q














Dado M = (Q, φ) e c ∈ Sync, M restringido a c e´
M \ c = (Q, φ \ c)
em que φ \ c e´ definida por
(1) p ↓φ\c se e so´ se p ↓φ
(2)
p




Dados M = (Q, φ) e N = (P, ψ) a sua soma e´
M +N = ((Q+ {O})× (P + {O}), φ+ ψ)
em que φ+ ψ e´ definida por
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(1) (O, p) ↓φ+ψ se e so´ se p ↓ψ
(2) (q,O) ↓φ+ψ se e so´ se q ↓φ












Dados M = (Q, φ) e N = (P, ψ) a sua composic¸a˜o sequencial e´
M ;N = (Q× P, φ;ψ)
em que φ;ψ e´ definida por













As coa´lgebras que vamos utilizar para a construc¸a˜o da semaˆntica operacional
sa˜o definidas sobre o functor H introduzido na secc¸a˜o 3.3.1, onde se mostrou
tambe´m que existe uma coa´lgebra final para o functor. Dada uma coa´lgebra-
H definida com base no sistema de transic¸o˜es que apresentamos em 3.1 com a
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designac¸a˜o Tsyn, a semaˆntica operacional e´ obtida atrave´s do u´nico morfismo
dessa coa´lgebra na coa´lgebra final. Para a semaˆntica operacional o conjunto
de acc¸o˜es que nos interessa considerar na definic¸a˜o do functor H e´ IAct. O
domı´nio da semaˆntica operacional e´ o conjunto TO, soluc¸a˜o u´nica da seguinte
equac¸a˜o de domı´nios
TO ∼= {pε}+ Pfin(IAct× TO)
como se viu na secc¸a˜o 3.3.1.
Assim, consideremos a coa´lgebra final (TO, ιO) em Set, com
ιO : TO → {pε}+ Pfin(IAct× TO).
Associada a Tsyn esta´ a coa´lgebra (Decl×Res, ζsyn) em que ζsyn e´ dada por
ζsyn : Decl ×Res→ {pε}+ Pfin(IAct×Decl ×Res)
ζsyn(E) = pε
ζsyn(s) = {(b, r) : s b−→D r}
Como e´ usual, omitimos a refereˆncia a D ∈ Decl sempre que na˜o haja perigo
de confusa˜o. Como os elementos de {pε} e Pfin(IAct × Decl × Res) sa˜o
facilmente identifica´veis abreviamos (0, pε) e (1, {(b1, r1)...(bn, rn)}) para pε e
{(b1, r1)...(bn, rn)}, respectivamente.
Ora, como (TO, ιO) e´ final, existe um u´nico morfismo
O0 : (Decl ×Res, ζsyn)→ (TO, ιO)
onde O0 : Decl ×Res→ TO e´ dado por
O0(r) =
{ →
pε se r = E
→
t se r = s
com
→
t [0] = ∅
→
t [n+ 1] = {(b,O0(r)[n]) : s b−→D r}.
Estamos agora em condic¸o˜es de definir a semaˆntica operacional.
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Definic¸a˜o 3.3.5 (Semaˆntica operacional) A semaˆntica operacional
O[[ . ]] : Lsyn → TO
e´ dada por
O[[ s ]] = O0(s).
2
3.3.4 Semaˆntica denotacional
Nesta secc¸a˜o iremos definir a semaˆntica denotacional a` custa de operac¸o˜es
sobre sistemas da forma M = (Q, φ). Na definic¸a˜o do domı´nio semaˆntico
temos necessidade de considerar tambe´m as acc¸o˜es de sincronizac¸a˜o, de forma
a preservarmos a composicionalidade. Assim, o domı´nio da semaˆntica deno-
tacional e´ a soluc¸a˜o da equac¸a˜o de domı´nios
TD ∼= {pε}+ Pfin(Act× TD),
onde, como sabemos, Act = IAct∪Sync e consideramos a seguinte coa´lgebra
final em Set, um caso particular de ι, introduzida em 3.3.1, em que o conjunto
das acc¸o˜es e´ Act
ιD : TD → {pε}+ Pfin(Act× TD).
Para aliviar a notac¸a˜o, nesta secc¸a˜o, iremos utilizar ι em vez de ιD e T em
vez de TD sempre que na˜o houver perigo de confusa˜o.
Antes de introduzirmos a semaˆntica denotacional e´ necessa´rio definirmos
alguns operadores auxiliares
Definic¸a˜o 3.3.6 (Operadores auxiliares)
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(a)Associada a` acc¸a˜o a temos Ma = (Ta, φa) onde Ta = {∗,O}. Definimos
a func¸a˜o ©a como o u´nico morfismo (Ta, φa)→ (T, ι) cuja existeˆncia e
unicidade esta´ assegurada pelo facto de (T, ι) ser final.
Assim, ©a e´ a u´nica func¸a˜o que satisfaz
ι(©a (x)) =
{
pε se φa(x) = O
{(a,©a (y)) : (a, y) ∈ φa(x)} se φa(x) ⊆ Pfin(A× Ta).
Deste modo temos que
(i) ι(©a (O)) = pε pelo que, atendendo a` definic¸a˜o de ι, vem©a (O) =→pε .
(ii) ι(©a (∗)) = {(a,©a (O))} = {(a, →pε)} pelo que, atendendo a` definic¸a˜o
de ι, temos ©a (∗) =→a= (→a [n])n≥0 com →a [0] = ∅, →a [1] = {(a, ∅)}
e
→
a [n+ 2] = {(a, pε)}.
(b)Associada a` restric¸a˜o, para todo o c ∈ Sync definimos a operac¸a˜o \»Â¼Á½À¾¿c
como o u´nico morfismo \»Â¼Á½À¾¿c : (T, ι) \ c→ (T, ι).
Assim, \»Â¼Á½À¾¿c : T→ T e´ a u´nica func¸a˜o que satisfaz
ι( \»Â¼Á½À¾¿c(t)) =
{
pε se ι \ c(t) = pε










u [n])n≥0 caso contra´rio
onde
→
u [0] = ∅;
→
u [n+ 1] = {(a, ( \»Â¼Á½À¾¿c(u′))[n]) : (a, u′) ∈ ι \ c(t)}
= {(a, ( \»Â¼Á½À¾¿c(u′))[n]) : (a, u′) ∈ ι(t), a /∈ {c, c}}.
(c)Associada a` soma (T, ι)+(T, ι) = ((T+{O})×(T+{O}), ι+ι), definimos
a operac¸a˜o +Ã'!&"%#$ como o u´nico morfismo +Ã'!&"%#$ : (T, ι) + (T, ι)→ (T, ι).
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Assim, +Ã'!&"%#$ : (T+ {O})× (T+ {O})→ T satisfaz
ι(u +Ã'!&"%#$v) =
{
pε se (ι+ ι)(u, v) = pε
{(a, u′ +Ã'!&"%#$v′) : (a, (u′, v′)) ∈ (ι+ ι)(u, v)} caso contra´rio.
Deste modo temos que
u +Ã'!&"%#$v =
{ →




z [n])n≥0 se (ι+ ι)(u, v) ⊆ Pfin(A× (T+ {O})× (T+ {O}))
onde
→
z [0] = ∅,→z [n+1] = {(a, (u′ +Ã'!&"%#$v′)[n]) : (a, (u′, v′)) ∈ (ι+ ι)(u, v)}.
(d)Associada a cada uma das operac¸o˜es bina´rias op ∈ {; , ‖} com
ι op ι : T× T→ {pε}+ Pfin(A× (T× T)),
definimos a operac¸a˜o op(/).*-+, como o u´nico morfismo
op(/).*-+, : (T, ι) op (T, ι)→ (T, ι).
Assim, op(/).*-+, : T× T→ T satisfaz
ι(x op(/).*-+,y) =

pε se (ι op ι)(x, y) = pε
{(a, u op(/).*-+,v) : (a, (u, v)) ∈ (ι op ι)(x, y)}
se (ι op ι)(x, y) ⊆ Pfin(A× (T× T))
Deste modo temos que
x op(/).*-+,y =
{ →




z [n])n≥0 se (ι op ι)(x, y) ⊆ Pfin(A× (T× T))
onde
→
z [0] = ∅,→z [n+ 1] = {(a, (u op(/).*-+,v)[n]) : (a, (u, v)) ∈ (ι op ι)(x, y)}.
2
Como anteriormente, as declarac¸o˜es D(∈ Decl) controlam os ambientes
que, neste caso, sa˜o definidos por (ρ ∈)Env = PV ar → T.
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Definic¸a˜o 3.3.7 (Func¸a˜o denotacional auxiliar) O operador
D1 : Res→ Env → T
e´ definido por
D1(E)(ρ) = →pε
D1(a)(ρ) =©a (∗) = →a
D1(x)(ρ) = ρ(x)
D1(s \ c)(ρ) = \»Â¼Á½À¾¿cD1(s)(ρ)
D1(s1 op s2)(ρ) = D1(s1)(ρ) op(/).*-+,D1(s1)(ρ)
onde op ∈ {+, ; , ‖} e →a= (→a)n≥0 com →a [0] = ∅, →a [1] = {(a, ∅)}, →a [n+2] =
{(a, pε)} 2
A uma declarac¸a˜o D : PV ar → GStat fazemos corresponder um ambi-
ente ρD : PV ar → T. Vamos supor aqui que essa correspondeˆncia pode ser
estabelecida, e relegamos para um apeˆndice no fim desta secc¸a˜o a construc¸a˜o
do ambiente ρD a partir da declarac¸a˜o D. Podemos pois considerar que ρD
e´ uma func¸a˜o de PV ar em T, como se pretendia.
Definic¸a˜o 3.3.8 (Base da semaˆntica denotacional)
D0 : Res→ T
e´ definida por
D0(r) = D1(r)(ρD)
com ρD = fix(ΨD). 2
Podemos, finalmente, definir a semaˆntica denotacional para Lsyn
Definic¸a˜o 3.3.9 (Semaˆntica denotacional)
D : Lsyn → T





1. D(a) = D1(a)(ρD) =→a= (→a)n≥0 com →a [0] = ∅, →a [1] = {(a, ∅)},
→
a [n+ 2] = {(a, pε)}
2. D((a; c) \ c) = D1((a; c) \ c)(ρD)







x [0] = ∅ →w [0] = ∅
→
x [1] = {(a, ∅)} →w [n+ 1] = {(a, ∅)}.
→
x [2] = {(a, {(c, ∅)})}
→
x [n+ 3] = {(a, {(c, pε)})};
2
Apeˆndice: Construc¸a˜o do ambiente ρD associado a` declarac¸a˜o D
O ambiente ρD ira´ ser constru´ıdo como o ponto fixo de determinada func¸a˜o.
O ca´lculo do ponto fixo ira´ ser feito na categoria dos cfe’s com as func¸o˜es
conservadoras, Cfe. Comecemos por notar que o conjunto U (e por con-
seguinte T) pode ser encarado como um cfe separado (mas na˜o completo)
com a relac¸a˜o de equivaleˆncia ≡n definida por
∀u,v∈U u ≡n v ⇔ un = vn.
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Com esta estrutura de cfe, U e´ soluc¸a˜o da equac¸a˜o
U ∼= {pε}+ Pco(A× U◦)
sendo portanto isomorfo a PD (ver secc¸a˜o 3.3.2) se considerarmos o conjunto
de acc¸o˜es Act. O primeiro passo e´ verificar que os operadores definidos na
secc¸a˜o 3.3.4 sa˜o conservadores, com o conjunto Ta = {∗,O} visto como um
cfe discreto.
Lema 3.3.11 Os operadores assim definidos sa˜o conservadores.
Demonstrac¸a˜o Vamos ver em pormenor apenas o caso da soma, os restantes
casos demonstram-se de modo ana´logo.
Pretende-se verificar que se u ≡n s e v ≡n t enta˜o u +Ã'!&"%#$v ≡n s +Ã'!&"%#$t. Para
n = 0 o resultado e´ trivial. Para n ≥ 1 temos duas situac¸o˜es a considerar:
Caso u +Ã'!&"%#$v =→pε tem-se ι + ι(u, v) = pε pelo que ou ι(u) = ι(v) = pε ou
u = O e ι(v) = pε ou vice-versa. Como u ≡n s e v ≡n t, no primeiro caso
tem-se tambe´m ι(s) = ι(t) = pε e no segundo caso s = O e ι(t) = pε ou
vice-versa. Em qualquer das situac¸o˜es vem ι + ι(s, t) = pε e logo s +Ã'!&"%#$t =→pε,
como pretendido.
Caso u +Ã'!&"%#$v = ((u +Ã'!&"%#$v)[k])k≥0, com (u +Ã'!&"%#$v)[0] = ∅, (u +Ã'!&"%#$v)[k+1] = {(a, (u′ +Ã'!&"%#$v′)[k]) :
(a, (u′, v′) ∈ ι+ ι(u, v)}, temos de mostrar que (u +Ã'!&"%#$v)[n] = (s +Ã'!&"%#$t)[n], ou seja,
que {(a, (u′ +Ã'!&"%#$v′)[n − 1]) : (a, (u′, v′)) ∈ ι + ι(u, v)} = {(a, (s′ +Ã'!&"%#$t′)[n − 1]) :
(a, (s′, t′)) ∈ ι+ι(s, t)}. Ora, pela definic¸a˜o de ι+ι, se (a, (u′, v′)) ∈ ι+ι(u, v)
estamos num dos seguintes casos:
(i) (a, u′) ∈ ι(u) e v′ = O;
(ii) (a, v′) ∈ ι(v) e u′ = O.
Sem perda de generalidade vamos supor que estamos no primeiro caso, e
portanto (a, u′[n − 1]) ∈ u[n]. Por outro lado, como u ≡n s ⇔ u[n] = s[n],
logo (a, u′[n − 1]) ∈ s[n] o que implica que (a, s′) ∈ ι(s) com s′[n − 1] =
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u′[n − 1] ⇔ s′ ≡n u′, donde, por hipo´tese de induc¸a˜o, (s′ +Ã'!&"%#$O)[n − 1] =
(u′ +Ã'!&"%#$O)[n − 1] e, portanto, pela definic¸a˜o de ι, (a, (s′,O)) ∈ ι + ι(s, t) logo
(a, (s′ +Ã'!&"%#$O)[n− 1]) ∈ s +Ã'!&"%#$t[n] o que, atendendo ao que vimos, e´ o mesmo que
(a, (u′ +Ã'!&"%#$v′)[n−1]) ∈ s +Ã'!&"%#$t[n] (note-se que neste caso v′ = O). Do mesmo modo
se mostrava que todo o (a, (s′ +Ã'!&"%#$t′)[n− 1]) pertencente a s +Ã'!&"%#$t[n] tambe´m per-
tence a u +Ã'!&"%#$v[n]. 2
O passo seguinte e´ estender os operadores de T a U = PD. Isto e´ feito
pelo processo bem conhecido de extensa˜o por continuidade, dado que U e´ o
fecho topolo´gico de T.
Considerando um ambiente auxiliar Envaux = PV ar → PD, que e´ com-
pleto e separado porque PV ar e PD o sa˜o, calculamos o ponto fixo de
ΨD : Envaux → Envaux que, em princ´ıpio, seria ρD : PV ar → PD mas
iremos provar que ∀x, ρD(x) e´ finito por isso ρD(x) ∈ T.
Lema 3.3.12 Seja (ρ ∈)Envaux = PV ar → PD tal que Envaux(x) = Envaux(x)
para todo o x ∈ PV ar e seja D1aux : Res→ Envaux → PD tal que D1aux(r) =
D1(r) para todo o r ∈ Res.
Define-se ΨD : Envaux → Envaux por ΨD(ρ)(x) = D1aux(D(x))(ρ).
Enta˜o
(a) ΨD(ρ)(x) esta´ bem definida.
(b) ΨD e´ aproximante em ρ.
Demonstrac¸a˜o E´ feita do mesmo modo que na semaˆntica com cfe′s. Vamos
ver apenas alguns casos de (b).
Pretende-se mostrar que dados dois ambientes θ e ρ, se ρ ≡n θ enta˜o
ΨD(ρ) ≡n+1 ΨD(θ). Tem-se que
ΨD(ρ) ≡n+1 ΨD(θ)⇔ ∀x ∈ PV arΨD(ρ)(x) ≡n+1 ΨD(θ)(x)
⇔ ∀x ∈ PV ar,D1(D(x))(ρ) ≡n+1 D1(D(x))(θ). (1)
Ora, ρ ≡n θ ⇔ ∀x ∈ PV ar, ρ(x) ≡n θ(x).
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Supondo verdadeira a afirmac¸a˜o
(2)∀x ∈ PV ar, ρ(x) ≡n θ(x)⇒
{
∀s ∈ Stat,D1(s)(ρ) ≡n D1(s)(θ)
∀g ∈ GStat,D1(g)(ρ) ≡n+1 D1(g)(θ)
tem-se
∀x ∈ PV ar, ρ(x) ≡n θ(x)⇒ ∀x ∈ PV ar,D1(D(x))(ρ) ≡n+1 D1(D(x))(θ),
visto que D(x) ∈ GStat o que, atendendo a (1), demonstra o resultado
pretendido.
Falta apenas a demonstrac¸a˜o de (2) que, tal como no caso dos cfe’s, e´
feita por induc¸a˜o estrutural em s. Vamos ver apenas o caso da soma e da
restric¸a˜o.
• Caso s = s1 + s2: Como +Ã'!&"%#$ e´ conservador vem
D1(s1 + s2)(ρ) def.D1= D1(s1)(ρ) +Ã'!&"%#$D1(s2)(ρ)
≡k D1(s1)(θ) +Ã'!&"%#$D1(s2)(θ)
= D1(s1 + s2)(θ)
com k = n+ 1 se s1 e s2 forem guardados e k = n caso contra´rio.
• Caso s = s1 \ c:
D1(s1 \ c)(ρ) def.D1= D1(s1)(ρ) \»Â¼Á½À¾¿c
≡k D1(s1)(θ) \»Â¼Á½À¾¿c
= D1(s1 \ c)(θ)
onde, tal como anteriormente, k = n + 1 se s1 e s2 forem guardados e
k = n caso contra´rio. 2
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Como ΨD e´ aproximante, sabemos pelo teorema 2.1.18 que tem um ponto
fixo, o ambiente em que estamos interessados, que sera´ denotado por ρD.
Vamos enta˜o mostrar que este ponto fixo pertence a T verificando que e´ um
elemento finito.
Lema 3.3.13 Fazendo ρD = fix(ΨD) tem-se
∀x ∈ PV ar, ρD(x) ∈ T
Demonstrac¸a˜o Sabemos que ρD = fix(ΨD), logo
∀x ∈ PV ar ρD(x) = ΨD(ρD)(x) = D1aux(D(x))(ρD)
Temos de verificar que ∀x ∈ PV ar D1aux(D(x))(ρD) e´ finito. Vamos demon-
strar por induc¸a˜o estrutural em D(x)(∈ GStat)
• caso D(x) = a : D1aux(a)(ρD) =→a , logo e´ finito;
• caso D(x) = g \ c : D1aux(g \ c)(ρD) = \»Â¼Á½À¾¿cD1(g)(ρD), onde por
hipo´tese de induc¸a˜o D1(g)(ρD) e´ finito, logo, pela definic¸a˜o de \»Â¼Á½À¾¿c tem-
se \»Â¼Á½À¾¿cD1(g)(ρD) finito.
Os restantes casos demonstram-se de modo ana´logo. 2
3.3.5 Equivaleˆncia entre a semaˆntica operacional
e a semaˆntica denotacional
Tal como acontecia no caso das semaˆnticas com cfe’s, na˜o e´ poss´ıvel estabe-
lecer uma equivaleˆncia directa entre a semaˆntica operacional e a semaˆntica
denotacional. Temos de aplicar primeiro a D uma func¸a˜o que elimine os
ramos a partir do ponto em que contenham acc¸o˜es de sincronizac¸a˜o.
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Definic¸a˜o 3.3.14 (Func¸a˜o de abstracc¸a˜o) Seja abs : TD → TO definida
por abs(
→













{(b, absn(u) : (b, u) ∈
→
t n+1, b ∈ IAct} caso contra´rio.
2
Vamos precisar ainda de alguns resultados auxiliares que apresentamos
de seguida.
Lema 3.3.15 u +Ã'!&"%#$O = O +Ã'!&"%#$u = u
Demonstrac¸a˜o Se u +Ã'!&"%#$O =→pε, pela definic¸a˜o de +Ã'!&"%#$, e´ porque ι+ι(u,O) = pε,
logo ι(u) = pε e sera´, necessariamente, u =
→
pε, como se pretende.
Caso contra´rio, u +Ã'!&"%#$O =→z com
→
z [0] = ∅ = u[0]
→
z [n+ 1] = {(a, (u′ +Ã'!&"%#$v′)[n]) : (a, (u′, v′)) ∈ ι+ ι(u,O)}
= (por definic¸a˜o de ι+ ι)
{(a, (u′ +Ã'!&"%#$O)[n]) : (a, u′) ∈ ι(u)}
= (por hipo´tese de induc¸a˜o em n)
{(a, u′[n]) : (a, u′) ∈ ι(u)}
= u[n+ 1],
atendendo a que ι(u) = {(a, u′) : ∀n (a, u′[n]) ∈ u[n+ 1]}.
O caso O +Ã'!&"%#$u demonstra-se de forma ana´loga. 2
Lema 3.3.16 ι(D(s)) = {(a,D(r)) : s a−→ r}
Demonstrac¸a˜o Vamos fazer a demonstrac¸a˜o por induc¸a˜o em peso.
• Caso s = a,
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ι(D(a)) = {(a, v) : ∀n (a, v[n]) ∈ D1(a)(ρD)[n+ 1]}
= (por definic¸a˜o de D1)
{(a, v) : ∀n (a, v[n]) ∈→a [n+ 1]}




= (por definic¸a˜o de D)
{(a,D(E))}
= (por definic¸a˜o de Tsyn)
{(a,D(r)) : a a−→ r}.
• Caso s = x, da definic¸a˜o de Tsyn sabemos que
ι(D(x)) = {(a, v) : ∀n(a, v[n]) ∈ D1(x)(ρD)[n+ 1]}
= (por definic¸a˜o de D)
{(a, v) : ∀n(a, v[n]) ∈ ρD(x)[n+ 1]}
= (porque ρD e´ ponto fixo ΨD)
{(a, v) : ∀n(a, v[n]) ∈ D1(D(x))(ρD)[n+ 1]}
= (por definic¸a˜o de ι e D)
ι(D(D(x)))
= (por hipo´tese de induc¸a˜o em peso)
{(a,D(r)) : D(x) a−→ r}
= (por definic¸a˜o de Tsyn)
{(a,D(r)) : x a−→ r}.
ι(D(s1 + s2)) = {(a, v) : ∀n(a, v[n]) ∈ D(s1 + s2)[n+ 1]}
= (por definic¸a˜o de D)
{(a, v) : ∀n(a, v[n]) ∈ (D(s1) +Ã'!&"%#$D(s2))[n+ 1]}
= (por definic¸a˜o de +Ã'!&"%#$)
{(a, v) : ∀n(a, v[n]) ∈ {(a, (x +Ã'!&"%#$y)[n]) :
(a, (x, y)) ∈ ι+ ι(D(s1),D(s2))}}
104 3 Semaˆntica de uma linguagem com sincronizac¸a˜o restrita
= (por definic¸a˜o de ι+ ι)
{(a, v) : ∀n(a, v[n]) ∈
({(a1, (x +Ã'!&"%#$O)[n]) : (a1, x) ∈ ι(D(s1))}
∪{(a2, (O +Ã'!&"%#$y)[n]) : (a2, y) ∈ ι(D(s2))})}
= (por hipo´tese de induc¸a˜o em peso)
{(a, v) : ∀n(a, v[n]) ∈ ({(a1, (D(r1) +Ã'!&"%#$O)[n]) : s1 a1−→ r1}
∪{(a2, (O +Ã'!&"%#$D(r2))[n]) : s2 a2−→ r2})}
= (pelo lema 3.3.15)
{(a, v) : ∀n(a, v[n]) ∈ ({(a1,D(r1)[n]) : s1 a1−→ r1}
∪{(a2,D(r2)[n]) : s2 a2−→ r2})}
= (porque v ∈ T)
{(a1,D(r1)) : s1 a1−→ r1}
∪{(a2,D(r2)) : s2 a2−→ r2}
= (por definic¸a˜o de Tsyn)
{(a,D(r)) : s1 + s2 a−→ r}
• Caso s = s1 ‖ s2, temos
ι(D(s1 ‖ s2)) = {(a, v) : ∀n(a, v[n]) ∈ D(s1 ‖ s2)[n+ 1]}
= (por definic¸a˜o de D)
{(a, v) : ∀n(a, v[n]) ∈ (D(s1) ||Ã'!&"%#$D(s2))[n+ 1]}
= (por definic¸a˜o de ||Ã'!&"%#$)
{(a, v) : ∀n(a, v[n]) ∈
{(a, (x ||Ã'!&"%#$y)[n]) : (a, (x, y)) ∈ ι ‖ ι(D(s1),D(s2))}}
= (por definic¸a˜o de ι ||Ã'!&"%#$ι)
{(a, v) : ∀n(a, v[n]) ∈
({(τ, (x ||Ã'!&"%#$y)[n]) : (c, x) ∈ ι(D(s1)), (c, x) ∈ ι(D(s2))}
∪{(a1, (x ||Ã'!&"%#$D(s2))[n]) : (a1, x) ∈ ι(D(s1))}
∪{(a2, (D(s1) ||Ã'!&"%#$y)[n]) : (a2, x) ∈ ι(D(s2))})}
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= (por hipo´tese de induc¸a˜o em peso)
{(a, v) : ∀n(a, v[n]) ∈
({(τ, (D(r1) ||Ã'!&"%#$D(r2))[n]) : s1 c−→ r1, s2 c−→ r2}
∪{(a1, (D(r1) ||Ã'!&"%#$D(s2))[n]) : s1 a1−→ r1}
∪{(a2, (D(s1) ||Ã'!&"%#$D(r2))[n]) : s2 a2−→ r2})}
= (porque v ∈ T)
{(τ,D(r1) ||Ã'!&"%#$D(r2)) : s1 c−→ r1, s2 c−→ r2}
∪{(a1,D(r1) ||Ã'!&"%#$D(s2)) : s1 a1−→ r1}
∪{(a2,D(s1) ||Ã'!&"%#$D(r2)) : s2 a2−→ r2}
= (por definic¸a˜o de D e Tsyn)
{(τ,D(r1 ‖ r2)) : s1 c−→ r1, s2 c−→ r2}
∪{(a1,D(r1 ‖ s2)) : s1 a1−→ r1}
∪{(a2,D(s1 ‖ r2)) : s2 a2−→ r2}
= (por definic¸a˜o de Tsyn)
{(a,D(r)) : s1 ‖ s2 a−→ r}
Os casos em que s = s1; s2 e s = s1 \ c demonstram-se de modo ana´logo. 2
Teorema 3.3.17
O = abs ◦ D
Demonstrac¸a˜o Temos de mostrar que, para todo o r ∈ Res tem-se O(r) =
abs ◦ D0(r). Vamos fazer a demonstrac¸a˜o por induc¸a˜o em peso:
Caso r = E, O(E) =→pε= abs ◦ D1(E)(ρD) = D0(E).
Caso r = a, temos de considerar duas situac¸o˜es distintas:
Se a = b(∈ IAct) vemO(b) =→b= abs(
→
b ) = abs◦D1(b)(ρD) = abs◦D(b).
Se a = c(∈ Sync) vem O(c) =→∅= abs(→c ) = abs ◦ D1(c)(ρD) = abs ◦
D(c).
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Caso r = x, temos
O(x) = O(D(x))
= (por hipo´tese de induc¸a˜o)
abs ◦ D(D(x))
= (por definic¸a˜o de D)
abs ◦ D1(D(x))(ρD)
= (porque ρD e´ ponto fixo de ΨD)
abs ◦ ρD(x)
= (por definic¸a˜o D1)
abs ◦ D1(x)(ρD)
= (por definic¸a˜o de D)
abs ◦ D(x).
Caso r = s1 + s2, temos de verificar que para todo o n se tem
O(s1 + s2)[n] = abs ◦ D(s1 + s2)[n].
Para n = 0 vem, O(s1 + s2)[0] = ∅ = abs ◦ D(s1 + s2)[0].
Para n+ 1 vem,
O(s1 + s2)[n+ 1] = {(b,O(r)[n]) : s1 + s2 b−→ r}
= (por definic¸a˜o de Tsyn)
{(b1,O(r1)[n]) : s1 b1−→ r1}
∪{(b2,O(r2)[n]) : s2 b2−→ r2}
= (por hipo´tese de induc¸a˜o em peso)
{(b1, absn ◦ D(r1)[n]) : s1 b1−→ r1}
∪{(b2, absn ◦ D(r2)[n]) : s2 b2−→ r2}.
Por outro lado, tem-se,
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(abs ◦ D(s1 + s2))[n+ 1] = absn+1 ◦ D(s1 + s2)[n+ 1]
= (por definic¸a˜o de D)
absn+1 ◦ D1(s1 + s2)(ρD)[n+ 1]
= (por definic¸a˜o de D1)
= absn+1 ◦ (D1(s1)(ρD) +Ã'!&"%#$D1(s2)(ρD))[n+ 1]
= (por definic¸a˜o de +Ã'!&"%#$)
absn+1 ◦ ({(a, (u′ +Ã'!&"%#$v′)[n] :
(a, (u′, v′)) ∈ ι+ ι(D1(s1)(ρD),D1(s2)(ρD))}
= (por definic¸a˜o de ι+ ι)
absn+1 ◦ ({(a1, (u +Ã'!&"%#$O)[n] : (a1, u) ∈ ι(D1(s1)(ρD))}
∪{(a2, (O +Ã'!&"%#$v)[n] : (a2, u) ∈ ι(D1(s2)(ρD))})
= (pelo lema 3.3.15)
absn+1 ◦ ({(a1, u[n] : (a1, u) ∈ ι(D1(s1)(ρD))}
∪{(a2, v[n] : (a2, u) ∈ ι(D1(s2)(ρD))})
= (por definic¸a˜o de D)
absn+1 ◦ ({(a1, u[n] : (a1, u) ∈ ι(D(s1))}
∪{(a2, v[n] : (a2, u) ∈ ι(D(s2))})
= (por definic¸a˜o de abs)
{(b1, absn(u[n]) : (b1, u) ∈ ι(D(s1))}
∪{(b2, absn(v[n])) : (b2, u) ∈ ι(D(s2))}
= (pelo lema 3.3.16)
{(b1, absn(D(r1)[n]) : s1 b1−→ r1}
∪{(b2, absn(D(r2)[n])) : s2 b2−→ r2},
como pretend´ıamos.
Caso r = s1; s2, temos de verificar que para todo o n se tem
O(s1; s2)[n] = abs ◦ D(s1; s2)[n].
Para n = 0 e´ trivial.
Para n+ 1 tem-se, por um lado,
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O(s1; s2)[n+ 1] = {(b,O(r)[n]) : s1; s2 b−→ r}
= (por definic¸a˜o de Tsyn)
{(b,O(r1; s2)[n]) : s1 b−→ r1}
= (por hipo´tese de induc¸a˜o em n)
{(b, (abs ◦ D(r1; s2))[n]) : s1 b−→ r1}
= (por definic¸a˜o de D, abs)
{(b, absn(D1(r1; s2)(ρD)[n])) : s1 b−→ r1}
= (por definic¸a˜o de D1)
{(b, absn(D1(r1)(ρD) ;»Â¼Á½À¾¿D1(s2)(ρD))[n]) : s1 b−→ r1}
= (por definic¸a˜o de D)
{(b, absn(D(r1) ;»Â¼Á½À¾¿D(s2))[n])) : s1 b−→ r1}.
Por outro lado,
(abs ◦ D(s1; s2))[n+ 1] = absn+1(D(s1; s2)[n+ 1])
= (por definic¸a˜o de D)
absn+1(D1(s1; s2)(ρD)[n+ 1])
= (por definic¸a˜o de D1)
absn+1((D1(s1)(ρD) ;»Â¼Á½À¾¿D1(s2)(ρD))[n+ 1])
= (por definic¸a˜o de D)
absn+1((D(s1) ;»Â¼Á½À¾¿D(s2))[n+ 1])
= (por definic¸a˜o de ;»Â¼Á½À¾¿)
absn+1({(a, (u ;»Â¼Á½À¾¿v)[n]) : (a, (u, v)) ∈ ι; ι(D(s1),D(s2))})
= (por definic¸a˜o de ι; ι)
absn+1({(a, (u′ ;»Â¼Á½À¾¿D(s2))[n]) : (a, u′) ∈ ι(D(s1))})
= (pelo lema 3.3.16)
absn+1({(a, (D(r1) ;»Â¼Á½À¾¿D(s2)[n]) : s1 a−→ r1}
= (por definic¸a˜o de abs)
{(b, absn(D(r1) ;»Â¼Á½À¾¿D(s2))[n])) : s1 b−→ r1}
como pretend´ıamos. 2
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3.4 Comparac¸a˜o entre as semaˆnticas definidas
utilizando cfe’s e as definidas utilizando
coa´lgebras
Nesta secc¸a˜o vamos estabelecer duas equivaleˆncias entre as semaˆnticas obti-
das utilizando cfe’s e as semaˆnticas obtidas utilizando coa´lgebras. Vamos
utilizar o ı´ndice cfe sempre que nos referirmos a`s func¸o˜es obtidas pela te´cnica
dos cfe’s e o ı´ndice coal quando nos referirmos a`s func¸o˜es obtidas pela te´cnica
das coa´lgebras.
O primeiro resultado e´ um teorema que estabelece a igualdade entre as
semaˆnticas operacionais obtidas por cada um dos processos.
Teorema 3.4.1
Ocfe = Ocoal
Demonstrac¸a˜o A primeira func¸a˜o semaˆntica operacional que definimos,
Ocfe[[ . ]] : Lsyn → P, e´ dada por Ocfe[[ s ]] = Ocfe(s); e a segunda func¸a˜o
Ocoal[[ . ]] : Lsyn → T e´ dada por O[[ s ]] = O(s). Temos de mostrar que dados
Ocfe : Lsyn → P e Ocoal : Lsyn → T se tem, para todo o r ∈ Res, Ocfe(r) =
Ocoal(r). Ora isto e´ imediato pois no caso r = E temos Ocoal(E) =→pε=
Ocfe(E) e para o caso r = s temos
Ocoal(s)[0] = ∅ = Ocfe(s)[0].
e para n+1
Ocoal(s)[n+ 1] = {(b,Ocoal(r)[n]) : s b−→ r}
= {(b,Ocfe(r)[n]) : s b−→ r}
= Ocfe(s)[n+ 1],
onde a segunda igualdade e´ obtida por hipo´tese de induc¸a˜o em n. 2
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Em seguida apresentamos um resultado que relaciona as semaˆnticas deno-
tacionais obtidas por cada um dos processos. Trata-se de uma consequeˆncia
quase imediata do teorema anterior e das relac¸o˜es estabelecidas entre as
semaˆnticas operacional e denotacional nas duas secc¸o˜es anteriores.
Corola´rio 3.4.2
abscfe ◦ Dcfe = abscoal ◦ Dcoal
Demonstrac¸a˜o Sabemos, pelo teorema 3.2.16, que Ocfe = abscfe ◦ Dcfe e,
pelo teorema 3.3.17, que Ocoal = abscoal ◦ Dcoal, pelo que atendendo ao re-
sultado do teorema 3.4.1, o resultado e´ imediato. 2
Na definic¸a˜o com base em cfe’s, embora os me´todos utilizados sejam
muito semelhantes aos das te´cnicas me´tricas, evitam-se algumas construc¸o˜es
de ponto fixo e as demonstrac¸o˜es sa˜o quase todas feitas por induc¸a˜o o que
simplifica muitos dos processos.
E´ interessante verificar que ambas as semaˆnticas operacionais sa˜o obtidas
directamente do sistema de transic¸o˜es sem ser necessa´rio recorrer a resultados
de ponto fixo.
Na definic¸a˜o coalge´brica das semaˆnticas mostrou-se como os operadores
semaˆnticos podem ser definidos coalgebricamente em vez de o serem por uti-
lizac¸a˜o de te´cnicas de ponto fixo. Os domı´nios utilizados com esta te´cnica sa˜o
mais intuitivos porque usam as poteˆncias finitas (Pfin) em vez das poteˆncias
compactas (Pco) usadas na abordagem com cfe’s.
Para a semaˆntica denotacional na˜o fizemos uma abordagem coalge´brica
pura, introduzimos uma te´cnica me´trica, para o ca´lculo do ambiente ρD asso-
ciado a` declarac¸a˜o D, embora estejamos convencidos que seria seria poss´ıvel
fazer uma abordagem pura. E´ um assunto que podemos vir a explorar de
futuro.
Cap´ıtulo 4
Semaˆntica de uma linguagem
com mobilidade
A mobilidade e´ um conceito chave na computac¸a˜o distribu´ıda e nas lingua-
gens concorrentes orientadas para objectos. Podemos distinguir dois tipos
diferentes de mobilidade. Num, designado por paradigma de primeira ordem
(ou passagem de nomes), sa˜o as ligac¸o˜es entre os processos que sa˜o alteradas
dinamicamente num espac¸o abstracto de processos ligados entre si, como
exemplos temos as ligac¸o˜es de hipertexto que podem ser criadas, passadas a
outro e eliminadas; as ligac¸o˜es entre telefones celulares e a rede de estac¸o˜es
base que vai-se alterando a` medida que o telefone e´ levado de um local para
outro; nos sistemas orientados para objectos, as refereˆncias podem ser pas-
sadas como argumentos na invocac¸a˜o de um me´todo. No outro, designado
por paradigma de ordem superior (ou passagem de processos), sa˜o os proces-
sos que se movem num espac¸o abstracto de processos ligados entre si. Por
exemplo, um bloco de co´digo pode ser enviado atrave´s de uma rede e ser cor-
rido no seu destino; nos sistemas orientados para objectos, um procedimento
pode ser passado como um argumento na invocac¸a˜o de um me´todo. Nesta
categoria esta˜o o ca´lculo-γ e o CLM, entre outros. Tanto conceptualmente
como matematicamente a passagem de nomes e´ mais simples que a passagem
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de processos e pensa-se que a passagem de nomes podera´ ser suficiente para
modelar as comunicac¸o˜es em que ha´ passagem de processos.
O nossa abordagem a` mobilidade vai limitar-se ao paradigma de primeira
ordem cujo representante principal e´ o ca´lculo-pi. O ca´lculo-pi e´ uma extensa˜o
da a´lgebra de processos CCS (Calculus of Communicating Systems) de Mil-
ner [Mil89], desenvolvida nos anos 80 por R. Milner, J. Parrow e D. Walker
[MPW92], com o objectivo de expressar o comportamento de sistemas com
mobilidade. Trata-se de um modelo matema´tico para descrever processos
cujas interligac¸o˜es sofrem modificac¸o˜es a` medida que os processos interagem.
O ca´lculo-pi tem a particularidade de os seus canais (ou portas) de comu-
nicac¸a˜o serem identificados por nomes e as computac¸o˜es consistirem, sim-
plesmente, na comunicac¸a˜o de nomes de canais atrave´s dos canais de ligac¸a˜o.
Intuitivamente, os nomes representam a capacidade de aceder ao canal, um
processo ao passar um nome x a outro processo e´ como se lhe passasse uma
ligac¸a˜o ao canal x. Um nome (uma ligac¸a˜o) pode ser do conhecimento geral
ou pode ser privado e ter um aˆmbito restrito a um ou mais processos. A
possibilidade de reconfigurar as ligac¸o˜es (mobilidade) e´ alcanc¸ada pelo facto
de que quando um processo transmite para o exterior um nome x que era
conhecido apenas localmente, o processo que recebe esta informac¸a˜o adquire
a capacidade de comunicar pelo canal privado x. Esta capacidade de re-
configurar as ligac¸o˜es entre os processos permite utilizar o ca´lculo-pi para
modelar linguagens orientadas a objectos [Wal95], e para codificar comu-
nicac¸o˜es de ordem superior [San92]. Contudo esta capacidade de alterar
dinamicamente o alcance dos nomes locais levanta problemas novos quando
se pretende estender ao ca´lculo-pi as te´cnicas desenvolvidas para a´lgebras de
processos [Len98, AC98]. Teˆm surgido va´rias verso˜es de semaˆnticas denota-
cionais para o ca´lculo-pi nomeadamente em [Bal00] e em [Sta96], esta u´ltima
refereˆncia foi uma das que inspiraram este trabalho. O facto de os nomes
serem transmitidos durante as interacc¸o˜es conduz ao aparecimento de duas
famı´lias distintas de semaˆnticas dependendo da intuic¸a˜o operacional sobre
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as acc¸o˜es de entrada ([FMQ95, MPW93]). O acto de efectuar a entrada e
a escolha do nome recebido podem ser considerados como um u´nico evento
ato´mico – perspectiva precoce (early) – ou como dois eventos conceptual-
mente diferentes – perspectiva tardia (late). Uma terceira abordagem e´ a
seguida por Milner em [Mil99] com base em abstracc¸o˜es (abstractions) e con-
cretizac¸o˜es (concretions). No nosso trabalho vamos adoptar uma perspectiva
semelhante a esta u´ltima, embora menos marcadamente sinta´ctica e baseada
num modelo coalge´brico.
Neste cap´ıtulo comec¸amos por apresentar a sintaxe do ca´lculo-pi, algu-
mas definic¸o˜es ba´sicas e o domı´nio semaˆntico que iremos utilizar nas secc¸o˜es
seguintes. Sa˜o enta˜o definidas uma semaˆntica operacional e uma semaˆntica
denotacional para o ca´lculo-pi, com base em coa´lgebras. Prova-se a equiva-
leˆncia entre as duas semaˆnticas no caso fechado. Terminamos mostrando que
o nu´cleo de equivaleˆncia das semaˆnticas coincide com a bissimilaridade forte,
no caso fechado, e com a congrueˆncia forte no caso aberto. Para o estudo
vamos considerar uma versa˜o mona´dica (e´ passado apenas um nome em cada
comunicac¸a˜o) e s´ıncrona do ca´lculo-pi, baseada na definic¸a˜o das expresso˜es
de processo apresentada em [Mil99], que inclui as operac¸o˜es de soma, com-
posic¸a˜o paralela, restric¸a˜o e replicac¸a˜o.
4.1 Sintaxe do Ca´lculo-pi e definic¸o˜es ba´sicas
Assumimos que existe um conjunto infinito enumera´vel de nomes, N , que
representam todas os canais de comunicac¸a˜o e tambe´m as varia´veis e os dados
a transmitir. Os elementos de N sera˜o denotados por a, b, ..., x, y, z, ... Os
prefixos de acc¸a˜o pi representam ou o envio de uma mensagem ou a recepc¸a˜o
de uma mensagem ou ainda uma acc¸a˜o interna.
Definic¸a˜o 4.1.1 (Prefixos) Sejam a, x ∈ N . Os prefixos de acc¸a˜o pi definem-
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se por




O prefixo de sa´ıda, a〈x〉, corresponde ao envio do nome x pelo canal a.
O canal pode ser visto como uma porta de sa´ıda, denota-se por a, e x como
a informac¸a˜o enviada. O prefixo de entrada, a(x), corresponde a` recepc¸a˜o de
um nome arbitra´rio, z, pelo canal a e x funciona como um paraˆmetro formal
que sera´ substitu´ıdo pelo nome z recebido. A acc¸a˜o interna τ representa
uma comunicac¸a˜o interna ao processo, correspondendo a um envio e recepc¸a˜o
s´ıncronos (simultaˆneos) de uma mensagem (nome).
Definic¸a˜o 4.1.2 (Processos) Seja x ∈ N . O conjunto (P ∈)Proc das
expresso˜es de processo pi e´ definido por
P ::= 0 (nulo)
pi.P (prefixo)
P + P (soma)




O processo nulo, 0, e´ um processo que na˜o pode efectuar nenhuma acc¸a˜o.
O processo na forma prefixa, pi.P , corresponde a efectuar a acc¸a˜o associada
ao prefixo pi e prosseguir como P ou, no caso de o prefixo ser de entrada,
a(x), apo´s a recepc¸a˜o do nome, digamos z, prosseguir como o processo obtido
de P por substituic¸a˜o do nome x pelo nome recebido, z. A soma, P +Q, dos
processos P e Q representa um agente que pode evoluir como P ou como Q,
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e´, portanto, uma escolha na˜o determinista. A soma e´ comutativa, associativa
e tem como elemento neutro o processo nulo, propriedades estas que sera˜o
inclu´ıdas na congrueˆncia estrutural. A composic¸a˜o paralela, P |Q, consiste
na execuc¸a˜o em paralelo de P e Q. Os componentes P e Q podem actuar
de forma independente ou podem comunicar entre si, sincronizando-se se um
deles efectua uma sa´ıda e o outro uma entrada pelo mesmo canal de comu-
nicac¸a˜o, dando origem a uma acc¸a˜o interna. A composic¸a˜o paralela tambe´m
e´ comutativa, associativa e tem como elemento neutro o processo nulo; tal
como para a soma, estas propriedades sera˜o tidas em considerac¸a˜o mais adi-
ante na definic¸a˜o de congrueˆncia estrutural. A replicac¸a˜o, !P , representa a
capacidade de criar um nu´mero ilimitado de “co´pias” de P que sa˜o execu-
tadas em composic¸a˜o paralela com !P . A replicac¸a˜o junto com a passagem
de nomes como mensagens fornece a este ca´lculo todo o poder das definic¸o˜es
parame´tricas expl´ıcitas, que utilizam equac¸o˜es recursivas, e tem a vantagem
de simplificar consideravelmente a teoria.
A ocorreˆncia de um nome x num processo diz-se ligada se aparece numa
das formas (νx)P ou a(x).P , caso contra´rio diz-se livre. Em ambos os casos
o aˆmbito da ocorreˆncia ligada e´ o processo P . O conjunto dos nomes que
ocorrem ligados num processo P denota-se por lg(P ) e o conjunto dos nomes
que ocorrem livres num processo P denota-se por lv(P ).
Definic¸a˜o 4.1.3 (Nomes livres de um processo) Para todo o processo
P, o conjunto dos nomes livres de P, denotado por lv(P ), define-se indutiva-
mente por
lv(0) = ∅;
lv(x〈y〉.P ) = {x, y} ∪ lv(P );
lv(x(y).P ) = {x} ∪ (lv(P )− {y});
lv(τ.P ) = lv(P );
lv(P op Q) = lv(P ) ∪ lv(Q), op ∈ {+, |};
lv((νx)P ) = lv(P )− {x};
lv(!P ) = lv(P ).
2
116 4 Semaˆntica de uma linguagem com mobilidade
Os nomes ligados de um processo podem ser tambe´m definidos indutiva-
mente.
Definic¸a˜o 4.1.4 (Nomes ligados de um processo) Para todo o processo
P, o conjunto dos nomes ligados de P, denotado por lg(P ), define-se induti-
vamente por
lg(0) = ∅;
lg(x〈y〉.P ) = lg(P );
lg(x(y).P ) = {y} ∪ lg(P );
lg(τ.P ) = lg(P );
lg(P op Q) = lg(P ) ∪ lg(Q), op ∈ {+, |};
lg((νx)P ) = {x} ∪ lg(P );
lg(!P ) = lg(P ).
2
Um nome que na˜o ocorra livre num processo designa-se por nome novo
ou nome fresco.
Chamamos conversa˜o-α a` te´cnica de, num processo, trocar um nome
ligado por um nome novo. Dois processos P e Q dizem-se equivalentes-α e
escreve-se P ≡α Q se cada um pode ser obtido do outro por conversa˜o-α, um
nome de cada vez.
Uma substituic¸a˜o e´ uma func¸a˜o θ : N → N tal que θ(x) 6= x apenas para
um nu´mero finito de nomes. Se θ(xi) = yi para 1 ≤ i ≤ n e θ(x) = x para
todos os outros nomes, escrevemos θ como {y1/x1, ..., yn/xn}. Note-se que
uma permutac¸a˜o e´ um caso particular de uma substituic¸a˜o.
A aplicac¸a˜o de uma substituic¸a˜o a um processo P , que se denota por Pθ
ou P{y1/x1, ..., yn/xn}, e´ a substituic¸a˜o simultaˆnea em P de todas ocorreˆncias
livres de xi por yi, para 1 ≤ i ≤ n, efectuando converso˜es-α, se necessa´rio,
para impedir que algum dos nomes yi se torne ligado em P . Deste modo, se
aplicarmos a substituic¸a˜o θ = {y/x} ao processo P = a〈x〉.b〈y〉.0, que usual-
mente se representa apenas por P = a〈x〉.b〈y〉, obte´m-se Pθ = a〈y〉.b〈y〉.
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Mas se pretendermos aplicar a mesma substituic¸a˜o a (νy)P uma vez que y
ocorre agora ligado, temos de efectuar primeiro uma conversa˜o-α de forma a
que o y introduzido por θ na˜o seja capturado pelo mecanismo de ligac¸a˜o (νy).
Deste modo, em primeiro lugar efectuamos uma conversa˜o-α conveniente,
por exemplo (νz)a〈x〉.b〈z〉, e so´ depois aplicamos a substituic¸a˜o obtendo
((νz)a〈x〉.b〈z〉)θ = (νz)a〈y〉.b〈z〉. Para simplificar a escrita, sempre que na˜o
houver perigo de confusa˜o, um processo P.0 sera´ denotado simplesmente por
P .
A` semelhanc¸a do que acontece no ca´lculo-λ, na˜o queremos fazer distinc¸a˜o
entre processos que diferem apenas por conversa˜o-α. Por exemplo, conside-
ramos iguais os processos a(x).P e a(z).P{z/x} onde z /∈ lv(P )− {x}.
4.2 Domı´nio Semaˆntico
Recentemente as coa´lgebras teˆm vindo a ser consideradas adequadas para
descrever a semaˆntica de sistemas dinaˆmicos; nesse processo tem particular
interesse a existeˆncia de coa´lgebras finais. Nesta secc¸a˜o vamos apresentar
uma coa´lgebra final para um functor apropriado que descreve a dinaˆmica do
sistema em estudo – o ca´lculo-pi. Comec¸amos por apresentar o functor base
para a construc¸a˜o do domı´nio com que vamos trabalhar e os sistemas de
passagem de nomes, que sa˜o as coa´lgebras de conjuntos nominais para esse
functor. Em seguida constru´ımos, em va´rios passos, uma coa´lgebra final, D,
para esse functor, que sera´ o domı´nio semaˆntico no qual iremos interpretar
o ca´lculo-pi.
4.2.1 Sistemas de passagem de nomes
Relembremos aqui o endofunctor, definido na categoria dos conjuntos nomi-
nais, introduzido e estudado na secc¸a˜o 2.2:
F (Q) = Pfin(Q+ (N ×N ×Q) + (N ×QN ) + (N ×QN ))
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onde QN e´ o conjunto das func¸o˜es de N em Q de suporte finito. Note-se que,
de acordo com o que vimos atra´s na secc¸a˜o 2.2, se Q e´ um conjunto nominal,
F (Q) tambe´m o e´. Este sera´ o nosso functor principal, a` custa do qual se
construira´ o domı´nio semaˆntico para o Ca´lculo-pi.
Consideremos agora o endofunctor que constitui a base de F :
F0(Q) = Q+ (N ×N ×Q) + (N ×QN ) + (N ×QN )
Este functor descreve o tipo das transic¸o˜es do sistema que iremos considerar.
A primeira componente corresponde a uma acc¸a˜o interna; a segunda ao envio
de um nome por um canal; a terceira ao envio de um nome privado por um
canal e a quarta a` recepc¸a˜o de um nome por um canal; esta interpretac¸a˜o
sera´ tornada mais clara mais adiante. Iremos utilizar a seguinte notac¸a˜o para
os elementos de F0(Q):
(1, q) sera´ denotado por q;
(2, a, x, q) sera´ denotado por (a, x, q);
(3, a, e) sera´ denotado por (a, e);
(4, a, t) sera´ denotado por (a, t).
Temos que F (Q) = Pfin(F0(Q)).
Definic¸a˜o 4.2.1 (Sistema-pn) Um sistema de passagem de nomes, ou sim-
plesmente sistema-pn, e´ um par (Q, ξ) onde Q e´ um conjunto nominal e
ξ : Q→ F (Q), com F o functor acima referido, e´ um morfismo de conjuntos
nominais. 2
Os sistema-pn sera˜o usualmente definidos por um sistema de transic¸o˜es eti-
quetadas, utilizando a seguinte notac¸a˜o:
p
τ−→ξ q ⇔ q ∈ ξ(p)
p
a−→ξ 〈x〉q ⇔ (a, x, q) ∈ ξ(p)
p
a−→ξ e ⇔ (a, e) ∈ ξ(p)
p
a−→ξ t ⇔ (a, t) ∈ ξ(p)
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O s´ımbolo ξ em ı´ndice sera´ omitido sempre que for evidente, pelo contexto,
qual o sistema envolvido. Uma transic¸a˜o p
τ−→ q corresponde a` execuc¸a˜o de
uma acc¸a˜o interna; p
a−→ 〈x〉q ao envio do nome x pelo canal a; p a−→ e a
uma continuac¸a˜o e parametrizada por um nome novo a enviar pelo canal a;
p
a−→ t a uma continuac¸a˜o t que e´ func¸a˜o do nome a receber pelo canal a.
De acordo com o exposto na subsecc¸a˜o 2.3.2, vamos apresentar a relac¸a˜o
de bissimulac¸a˜o para o functor F utilizando a notac¸a˜o que acabamos de
introduzir.
Definic¸a˜o 4.2.2 (Relac¸a˜o de bissimulac¸a˜o para sistemas-pn) Sejam
P e Q sistemas-pn. Uma relac¸a˜o bina´ria R ⊆ P ×Q e´ uma bissimulac¸a˜o se
R e´ sime´trica e pRq implica
1. p
τ−→ p′ ⇒ ∃q′ q τ−→ q′& p′R q′
2. p
a−→ 〈x〉p′ ⇒ ∃q′ q a−→ 〈x〉q′& p′R q′
3. p
a−→ e ⇒ ∃e′ q a−→ e′& ∀x e(x)R e′(x)
4. p
a−→ t ⇒ ∃t′ q a−→ t′&∀x t(x)R t′(x)
2
4.2.2 Construc¸a˜o do limite
Seja (Un)n≥0 a sucessa˜o de conjuntos nominais
U0 = {∅};
Un+1 = F (Un).
O conjunto U0 e´ um conjunto nominal com σ.∅ = ∅. Un+1 e´ um conjunto
nominal e uma acc¸a˜o em Un+1 e´ σ.X = {σ.x : x ∈ X}, para X ∈ Un+1 =
F (Un). A aplicac¸a˜o de σ a elementos de Un+1 esta´ bem definida por induc¸a˜o;
para n ∈ N tem-se σ.n = σ(n) e para f : N → Un, (σ.f)(n) = σ.(f(σ−1.n)).
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Conclui-se facilmente por induc¸a˜o que, para todo o n, temos Un ⊆ Un+1.
Para n = 0 temos U0 ⊆ U1 pela definic¸a˜o de F e, assumindo que Un ⊆ Un+1,
como F e´ mono´tono (secc¸a˜o 2.2.6) temos F (Un) ⊆ F (Un+1) que e´ o mesmo
que Un+1 ⊆ Un+2.
Seja (βn)n≥0 a sequeˆncia de morfismos de conjuntos-Π definida do seguinte
modo
β0 : U1 → U0 e´ o u´nico morfismo poss´ıvel e
βn+1 : Un+2 → Un+1 e´ F (βn).
Assim,
βn+1(X) = F (βn)(X) = {βn(q) : q ∈ X}
∪
{(a, x, βn(q)) : (a, x, q) ∈ X}
∪
{(a, βn ◦ e) : (a, e) ∈ X}
∪
{(a, βn ◦ t) : (a, t) ∈ X}.
As func¸o˜es βn sa˜o todas sobrejectivas, pois β0 e´ definida sobrejectiva e βn+1 =
F (βn) onde F e´ um functor, logo preserva a sobrejectividade.
Obte´m-se assim uma cadeia
U0 β0←− U1 β1←− U2 ... Un βn←− Un+1 ...
Define-se Uω como o limite de (Un)n≥0, dado por:
Uω = {(un)n≥0 : ∀n un ∈ Un e un = βn(un+1)}.
Relativamente aos elementos de Uω iremos utilizar as notac¸o˜es ~u = (un)n≥0
e ~u[n] = un.
Podemos estender a estrutura de conjunto-Π a Uω fazendo σ.~u =
(σ.~u[n])n≥0. Com efeito, tem-se 1.~u = (1.~u[n])n≥0 = (~u[n])n≥0 = ~u e
θ.(σ.~u) = θ.(σ.~u[n])n≥0 = (θ.(σ.~u[n]))n≥0 = ((θ ◦ σ).~u[n])n≥0 = (θ ◦ σ).~u.
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O conjunto Uω na˜o e´ um conjunto nominal, embora os Un o sejam, uma
vez que conte´m muitos elementos que na˜o sa˜o finitamente suportados.
Lema 4.2.3 Um elemento ~u ∈ Uω e´ finitamente suportado se, e so´ se, a
sequeˆncia dos suportes sup(~u[0]), sup(~u[1]), ..., sup(~u[n]), ... e´ constante a par-
tir de determinada ordem, isto e´, existe um k tal que, sup(~u[k]) e´ finito
e, para todo o p, sup(~u[k + p]) = sup(~u[k]). Neste caso tem-se sup(~u) =
sup(~u[k])
Demonstrac¸a˜o Comecemos por verificar que a sequeˆncia dos suportes e´
na˜o decrescente. Ora, sup(~u[n]) = sup(αn(~u[n + 1])) ⊆ sup(~u[n + 1]) visto
que αn e´ um morfismo de conjuntos-Π. E´ fa´cil verificar que um conjunto
X ⊆ N , na˜o necessariamente finito, suporta ~u se, e so´ se, X suporta cada
um dos ~u[n]. Logo, a unia˜o dos sup(~u[n]) e´ o menor conjunto que suporta
~u. Assim, sup(~u) e´ finito se, e so´ se, a sequeˆncia dos suportes e´ constante a
partir de determinada ordem e, neste caso, a sequeˆncia estabiliza no menor
conjunto que suporta ~u, isto e´, no sup(~u). 2
Vamos denotar por U o conjunto nominal dos elementos de Uω com su-
porte finito.
Para todo o n ≥ 0 define-se a func¸a˜o projecc¸a˜o prn : U → Un por prn(~u) =
~u[n]. Para cada n, a projecc¸a˜o prn : U → Un e´ um morfismo de conjuntos-Π
uma vez que prn(~u
σ) = ~uσ[n] = ~u[n]σ = prn(~u)
σ. E´ tambe´m fa´cil concluir
que prn = βn ◦ prn+1 para todo o n.
Para n menor que k, define-se βkn : Uk → Un por βkn = βn ◦ ... ◦ βk−1.
Lema 4.2.4 Seja ~u ∈ U e k ≥ 0.
(a) Seja v ∈ Uk com v ∈ ~u[k + 1]. Enta˜o existe ~v ∈ U tal que ~v[k] = v e
para todo o n, ~v[n] ∈ ~u[n+ 1].
(b) Seja (a, x, v) ∈ N ×N ×Uk com (a, x, v) ∈ ~u[k+1]. Enta˜o existe ~v ∈ U
tal que ~v[k] = v e para todo o n, (a, x,~v[n]) ∈ ~u[n+ 1].
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(c) Seja (a, f) ∈ N ×Uk com (a, f) ∈ ~u[k+1]. Enta˜o existe e ∈ UN tal que
prk ◦ e = f e para todo o n, (a, prn ◦ e) ∈ ~u[n+ 1].
(d) Seja (a, f) ∈ N ×Uk com (a, f) ∈ ~u[k+1]. Enta˜o existe t ∈ UN tal que
prk ◦ t = f e para todo o n, (a, prn ◦ t) ∈ ~u[n+ 1].
Demonstrac¸a˜o
(a) Para n < k fazemos ~v[n] = βkn(v), ~v[k] = v e para n > k obtemos
os componentes de ~v pelo seguinte processo indutivo: conhecendo ~v[n]
elemento de Un pertencente a ~u[n + 1], pretendemos obter ~v[n + 1]
elemento de Un+1 pertencente a ~u[n+2], ora como ~u ∈ U sabemos que
~u[n+ 1] = βn+1(~u[n+ 2]) = {βn(q) : q ∈ ~u[n+ 2]}
∪
{(a, x, αn(q)) : (a, x, q) ∈ ~u[n+ 2]}
∪
{(a, βn ◦ e) : (a, e) ∈ ~u[n+ 2]}
∪
{(a, βn ◦ t) : (a, t) ∈ ~u[n+ 2]}.
Como ~vn ∈ Un ele pertence ao primeiro conjunto, logo existe um
q ∈ ~u[n + 2] tal que βn(q) = ~v[n] e tomo ~v[n + 1] = q que e´ um ele-
mento de ~u[n+2] que esta´ em Un+1. O ~v = (~vn)n≥0 obtido desta forma
verifica a propriedade pretendida e e´ um elemento de U pois a pro´pria
construc¸a˜o garante que para todo o n, ~vn ∈ Un e βn(~vn+1) = ~vn.
(b) Construa-se ~v da seguinte forma:
~v[k] = v;
para n < k, ~v[n] = βkn(v);
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para n > k, obtemos ~v[n] por um processo indutivo. Como
βn(~u[n + 1]) = ~u[n] sabemos que existe Y ∈ ~u[n + 1] tal que
βn(Y ) = (a, x,~v[n − 1]). Atendendo a` definic¸a˜o de βn a u´nica
possibilidade e´ ser Y = (a, x, q) com ~v[n−1] = βn−1(q) e defina-se
~v[n] = q.
Esta construc¸a˜o garante-nos que ∀n (a, x,~v[n]) ∈ ~u[n+ 1].
(c) Construa-se e da seguinte forma:
prk ◦ e = f ;
para n < k, prn ◦ e = βkn ◦ f ;
para n > k, obtemos prn ◦ e por um processo indutivo. Como
βn(~u[n + 1]) = ~u[n] sabemos que existe Y ∈ ~u[n + 1] tal que
βn(Y ) = (a, prn−1 ◦ e). Atendendo a` definic¸a˜o de βn a u´nica pos-
sibilidade e´ ser Y = (a, g) com prn−1 ◦ e = βn−1 ◦ g e defina-se
prn ◦ e = g.
Esta construc¸a˜o garante-nos que ∀n (a, prn ◦ e) ∈ ~u[n+ 1].
(d) E´ ana´loga a` anterior. 2
Seja G o endofunctor sobre conjuntos nominais dado por
G(Q) = Psf (Q+ (N ×N ×Q) + (N ×QN ) + (N ×QN ))
onde se recorda que Psf e´ o functor das poteˆncias de suporte finito. Ora G e´
igual a F a` excepc¸a˜o de usar as partes com suporte finito do conjunto onde
F usa as partes finitas do conjunto e logo F (Q) ⊆ G(Q).
Definic¸a˜o 4.2.5 (Func¸a˜o χ) Seja
χ : U → G(U)
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a func¸a˜o definida por
χ(~u) = {~v : ∀n ~v[n] ∈ ~u[n+ 1]}
∪
{(a, x,~v) : ∀n (a, x,~v[n]) ∈ ~u[n+ 1]}
∪
{(a, e) : ∀n (a, prn ◦ e) ∈ ~u[n+ 1]}
∪
{(a, t) : ∀n (a, prn ◦ t) ∈ ~u[n+ 1]}.
2
Atendendo ao isomorfismo existente entre Psf (X + Y ) e Psf (X) × Psf (Y ),
podemos escrever χ como
χ = χτ ∪ χfo ∪ χbo ∪ χin
onde
χτ : U → Psf (U)
~u 7→ {~v : ∀n ~v[n] ∈ ~u[n+ 1]}
χfo : U → Psf (N ×N × U)
~u 7→ {(a, x,~v) : ∀n (a, x,~v[n]) ∈ ~u[n+ 1]}
χbo : U → Psf (N ×Pfin(N )× UN )
~u 7→ {(a, e) : ∀n (a, prn ◦ e) ∈ ~u[n+ 1]}
χin : U → Psf (N × UN )
~u 7→ {(a, t) : ∀n (a, prn ◦ t) ∈ ~u[n+ 1]}
Lema 4.2.6 A func¸a˜o χ esta´ bem definida, isto e´,
∀~u∈U , χ(~u) e´ finitamente suportado.
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Mais precisamente, χ(~u) e´ suportado por sup(~u).
Demonstrac¸a˜o Para garantir o resultado basta-nos provar que todo o ele-
mento de χ(~u) e´ suportado por sup(~u). Vamos ver em pormenor os casos
em que os elementos de χ(~u) sa˜o da forma ~v e (a, e), os restantes dois casos
demonstram-se de modo ideˆntico.
No caso caso ~v ∈ χ(~u) tem-se, para todo o n, ~v[n] ∈ ~u[n+1]. Como ~u[n+1]
e´ um conjunto finito o seu suporte e´ a unia˜o dos suportes dos seus elementos.
Isto implica que, para todo o n, sup(~v[n]) ⊆ sup(~u[n + 1]) ⊆ sup(~u) e logo
sup(~v) ⊆ sup(~u).
No caso de (a, e) ∈ χ(~u) tem-se que, para todo o n, (a, prn ◦ e) ∈ ~u[n+1],
logo sup((a, prn ◦ e)) ⊆ sup(~u[n+1]) ⊆ sup(~u), donde a ∈ sup(~u) e sup(e) ⊆
sup(~u) e portanto sup((a, e)) ⊆ sup(~u) como se pretendia. 2
Lema 4.2.7 A func¸a˜o χ : U → G(U) e´ um morfismo de conjuntos-Π.
Demonstrac¸a˜o Temos de mostrar que χ(~uσ) = χ(~u)σ para todo o ~u ∈ U e
σ ∈ Π. Consideremos χ(~uσ) = χτ (~uσ)∪χfo(~uσ)∪χbo(~uσ)∪χin(~uσ), o resultado
fica assegurado se demonstrarmos que cada uma das func¸o˜es que compo˜em
χ e´ um morfismo de conjuntos-Π. Comecemos por verificar a afirmac¸a˜o para
χτ :
χτ ( ~uσ) = {~v : ∀n ~v[n] ∈ ~uσ[n+ 1]}
= {~v : ∀n ~vσ−1 [n] ∈ ~u[n+ 1]}
= { ~wσ : ∀n ~w[n] ∈ ~uσ[n+ 1]}
= χτ (~u)
σ
Para χbo, como (prn ◦ e)σ−1 = prn ◦ eσ−1 pelo facto de .N ser um functor,
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tem-se:
χbo(~u
σ) = {(a, e) : ∀n (a, prn ◦ e) ∈ ~uσ[n+ 1]}
= {(a, e) : ∀n (a σ−1 , prn ◦ e σ−1) ∈ ~u[n+ 1]}
= {(a σ, eσ) : ∀n (a, prn ◦ e) ∈ ~u[n+ 1]}
= χbo(~u)
σ.
Os restantes dois casos demonstram-se de modo semelhante. 2
Vamos agora apresentar um resultado auxiliar que sera´ uma refereˆncia
u´til para va´rias demonstrac¸o˜es.
Lema 4.2.8 prk+1 = F (prk) ◦ χ.
Demonstrac¸a˜o Sabemos que
F (prk)(X) = {~v[k] : ~v ∈ X}
∪
{(a, x,~v[k]) : (a, x, v) ∈ X}
∪
{(a, prk ◦ e) : (a, e) ∈ X}
∪
{(a, prk ◦ t) : (a, t) ∈ X}.
Aplicando F (prk) a ambos os membros da definic¸a˜o de χ obtemos, por
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definic¸a˜o de F (prk),
F (prk)(χ(~u)) = {~v[k] : ∀n ~v[n] ∈ ~u[n+ 1]}
∪
{(a, x,~v[k]) : ∀n (a, x,~v[n]) ∈ ~u[n+ 1]}
∪
{(a, prk ◦ e) : ∀n (a, prn ◦ e) ∈ ~u[n+ 1]}
∪
{(a, prk ◦ t) : ∀n (a, prn ◦ t) ∈ ~u[n+ 1]}
= ~u[k + 1]
= prk+1(~u).
A justificac¸a˜o para a segunda igualdade e´ a seguinte:
A inclusa˜o ⊆ e´ imediata pois basta considerarmos n = k na condic¸a˜o que
define cada um dos conjuntos, temos enta˜o de mostrar que
~u[k + 1] ⊆ {~v[k] : ∀n ~v[n] ∈ ~u[n+ 1]}
∪
{(a, x,~v[k]) : ∀n (a, x,~v[n]) ∈ ~u[n+ 1]}
∪
{(a, prk ◦ e) : ∀n (a, prn ◦ e) ∈ ~u[n+ 1]}
∪
{(a, prk ◦ t) : ∀n (a, prn ◦ t) ∈ ~u[n+ 1]}
Seja X ∈ ~u[k + 1] temos a considerar quatro casos. Se X ∈ Uk estamos
nas condic¸o˜es do lema 4.2.4(a) e portanto existe ~v ∈ U tal que ~v[k] = X
e ∀n ~v[n] ∈ ~u[n + 1] o que garante que X esta´ no primeiro conjunto. Se
X ∈ N ×N × Uk estamos nas condic¸o˜es do lema 4.2.4(b) e portanto existe
~v ∈ U tal que ~v[k] = X e ∀n (a, x,~v[n]) ∈ ~u[n + 1] o que garante que X
esta´ no segundo conjunto. Do mesmo modo, se X ∈ N × UNk estamos nas
condic¸o˜es do lema 4.2.4(c) ou (d), o que garante que X esta´ no terceiro ou
quarto conjunto, respectivamente. 2
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4.2.3 O sistema-pn final
Nesta subsecc¸a˜o vamos extrair de U os elementos finitamente ramificados,
verificar que ainda obtemos um conjunto-Π e que o conjunto dos elementos
finitamente ramificados, com a correspondente restric¸a˜o de χ, constitui um
sistema de passagem de nomes final.
Definic¸a˜o 4.2.9 (Finitamente ramificado) Seja X um subconjunto-Π de
U . Diz-se que X e´ finitamente ramificado se χ(~u) ∈ F (X) para todo o ~u ∈ X,
isto e´, χ restringe-se a uma func¸a˜o de X em F (X). 2
O lema que se segue garante que o conjunto obtido extraindo de U apenas
os elementos finitamente ramificados ainda e´ um conjunto-Π.
Lema 4.2.10 Se (Xi)i∈I e´ uma famı´lia (possivelmente vazia) de subconjuntos-
-Π de U finitamente ramificados, a sua unia˜o ⋃iXi e´ ainda um subconjunto-
-Π de U finitamente ramificado.
Demonstrac¸a˜o O resultado e´ imediato atendendo a que neste caso χ
restringe-se a uma func¸a˜o de
⋃
iXi em F (
⋃
iXi). 2
Definic¸a˜o 4.2.11 (Domı´nio D) O maior subconjunto-Π de U finitamente
ramificado e´ denotado por D. A restric¸a˜o de χ a uma func¸a˜o de D em F (D)
sera´ ainda designada por χ. 2
Lema 4.2.12 D e´ um conjunto-Π e χ e´ um morfismo de conjuntos-Π.
Demonstrac¸a˜o Pela pro´pria definic¸a˜o de D. 2
Vamos agora mostrar que (D, χ) e´ uma coa´lgebra final para o functor que
descreve as transic¸o˜es dos termos do ca´lculo-pi.
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Proposic¸a˜o 4.2.13 (D, χ) e´ um sistema-pn final.
Demonstrac¸a˜o Temos de mostrar que para todo o sistema-pn (Q, φ) existe
um u´nico morfismo f : (Q, φ) → (D, χ). Para todo o q ∈ Q tomamos para
f(q) o elemento de D definido por
f(q)[0] = ∅,
f(q)[n+ 1] = {f(p)[n] : p ∈ φτ (q)}
∪
{(a, x, f(p)[n]) : (a, x, p) ∈ φfo(q)}
∪
{(a, prn ◦ f ◦ e) : (a, e) ∈ φbo(q)}
∪
{(a, prn ◦ f ◦ t) : (a, t) ∈ φin(q)}.
Temos de verificar que f esta´ bem definida e e´ o morfismo u´nico que procu-
ramos. Em termos de notac¸a˜o, iremos escrever λxf(e(x))[n]) e λxf(t(x))[n])
em vez de prn ◦ f ◦ e e prn ◦ f ◦ t, respectivamente.
Vamos organizar a prova em va´rios pontos: (i) f esta´ bem definida; (ii) f e´
um morfismo de sistemas-pn; (iii) f e´ u´nico.
(i) f esta´ bem definida
1. Vamos comec¸ar por verificar que f(q) ∈ U para todo o q ∈ Q. Para
isto temos de provar que:
(a) f(q)[n] ∈ Un para todo o n:
Temos f(q)[0] = ∅ ∈ U0. Assumindo o resultado para n, vamos
mostrar que cada um dos quatro conjuntos que define f(q)[n+ 1]
esta´ em F (Un). Os conjuntos sa˜o todos finitos porque φ(q) e´ um
conjunto finito.
Para o primeiro dos quatro conjuntos, por hipo´tese de induc¸a˜o
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tem-se que f(p)[n] esta´ em Un, logo {f(p)[n] : p ∈ φτ (q)} e´ um
subconjunto finito de Un e portanto esta´ em F (Un).
Para o u´ltimo dos conjuntos, por hipo´tese de induc¸a˜o, a func¸a˜o
λxf(t(x))[n] aplica N em Un, logo temos um subconjunto finito
de N × UN e portanto um elemento de F (Un).
Os outros casos demonstram-se de modo similar.
(b) βn(f(q)[n+ 1]) = f(q)[n] para todo o n:
Para n = 0 o resultado e´ imediato. Vamos assumir, como passo
de induc¸a˜o, que βn+1 = F (βn) e temos
βn+1(f(q)[n+ 2]) = {βn(f(p)[n+ 1]) : p ∈ φτ (q)}
∪
{(a, x, βn(f(p)[n+ 1])) : (a, x, p) ∈ φfo(q)}
∪
{(a, βn ◦ λxf(e(x))[n+ 1]) : (a, e) ∈ φbo(q)}
∪
{(a, βn ◦ λxf(t(x))[n+ 1]) : (a, t) ∈ φin(q)}.
Por induc¸a˜o, βn(f(p)[n + 1]) = f(p)[n] e βn(f(e(x))[n + 1]) =
f(e(x))[n], pelo que βn ◦λxf(e(x))[n+1] = λxf(e(x))[n] donde se
obte´m o resultado pretendido.
2. f(Q) e´ um subconjunto-Π de U finitamente ramificado e portanto
f(Q) ⊆ D:
Temos de verificar que para todo o q ∈ Q, χ(f(q)) esta´ em F (f(Q)).
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Para o efeito basta-nos mostrar que
χ(f(q)) = {f(p) : p ∈ φτ (q)}
∪
{(a, x, f(p)) : (a, x, p) ∈ φfo(q)}
∪
{(a, f ◦ e) : (a, e) ∈ φbo(q)}
∪
{(a, f ◦ t) : (a, t) ∈ φin(q)}.
De facto, como f(p) ∈ f(Q); f ◦ e, f ◦ t ∈ f(Q)N e cada um dos quatro
conjuntos da direita e´ finito porque φ(q) e´ finito, tem-se que χ(f(q))
esta´ em F (f(Q)).
Para provar a igualdade apresentada vamos atender a que χ(f(q)) e´ a
unia˜o de quatro conjuntos, e cada um deles tera´ de ser igual ao cor-
respondente da igualdade. Vamos apresentar a demonstrac¸a˜o apenas
para o caso χin (o quarto conjunto) uma vez que os outros casos sa˜o
semelhantes. Temos enta˜o de verificar que
{(a, t) : ∀n (a, prn ◦ t) ∈ f(q)[n+ 1]} = {(a, f ◦ t) : (a, t) ∈ φin(q)}.
Vamos comec¸ar por verificar a inclusa˜o ⊇. Assim, dado (a, t) ∈ φin(q)
temos de verificar que (a, f ◦ t) esta´ no conjunto da esquerda, isto e´,
para todo o n, (a, prn◦f ◦t) ∈ f(q)[n+1]. Por definic¸a˜o de prn podemos
reescrever a condic¸a˜o como (a, λxf(t(x)))[n] ∈ f(q)[n+1], e agora, por
definic¸a˜o de f(q)[n+ 1], e´ imediata a sua veracidade.
Para provar a inclusa˜o ⊆ tomamos (a, t) no conjunto da esquerda e
mostramos que existe t′ tal que (a, t′) ∈ φin(q) e t = f ◦ t′. Ora se
(a, t) esta´ no conjunto da esquerda tem-se (a, prn ◦ t) ∈ f(q)[n + 1]
para todo o n. Por definic¸a˜o de f(q)[n + 1], existe t′n tal que (a, t
′
n) ∈
φin(q) e prn ◦ t = prn ◦ f ◦ t′n. Como φin(q) e´ finito e conte´m os
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pares (a, t′0), . . . , (a, t
′
n), . . . , pelo menos um dos elementos t
′
0, . . . , t
′
n, . . .
repete-se infinitas vezes, vamos designar este elemento por t′. Isto
implica que se verifica igualdade prn ◦ t = prn ◦ f ◦ t′ para um nu´mero
infinito de n’s e portanto a igualdade verifica-se para todo o n porque
se ela se verifica para n + 1, enta˜o tambe´m se verifica para n porque
prn+1 ◦ t = prn+1 ◦ f ◦ t′ implica βn ◦ prn+1 ◦ t = βn ◦ prn+1 ◦ f ◦ t′ e logo
prn ◦ t = prn ◦ f ◦ t′. Assim, para todo x e n temos t(x)[n] = f(t′(x))[n]
e portanto t(x) = f(t′(x)), logo t = f ◦ t′, como pretend´ıamos.
3. f e´ um morfismo de conjuntos-Π:
Para todo q ∈ Q e σ ∈ Π, temos de verificar que f(qσ) = f(q)σ, isto
e´, f(qσ)[n] = f(q)σ[n] = f(q)[n]σ para todo o n. Para n = 0 tem-se
f(qσ)[0] = ∅ = ∅σ = f(q)[0]σ. Assumindo a afirmac¸a˜o para n, como
f(qσ)[n+1] e f(q)[n+1]σ sa˜o a unia˜o de quatro conjuntos, vamos provar
que os conjuntos correspondentes sa˜o iguais. Vamos ver em pormenor
apenas o caso do u´ltimo conjunto uma vez que os restantes casos se
provam de modo semelhante:
{(a, prn◦f◦t) : (a, t) ∈ φin(qσ)} = {(a, prn ◦ f ◦ t) : (a, t) ∈ φin(q)σ}
= {(aσ, prn ◦ f ◦ tσ) : (a, t) ∈ φin(q)}
= {(aσ, (prn ◦ f ◦ t)σ) : (a, t) ∈ φin(q)}
= {(a, prn ◦ f ◦ t) : (a, t) ∈ φin(q)}σ.
(ii) f e´ um morfismo de sistemas-pn
E´ necessa´rio verificar que χ ◦ f = F (f) ◦ φ, isto e´, que χ(f(q)) = F (f)(φ(q))
para todo o q ∈ Q. Pela definic¸a˜o de F (f), isto ja´ foi provado quando
mostramos que f(Q) e´ finitamente ramificado.
4.3 Semaˆntica operacional 133
(iii) f e´ u´nico
Suponhamos que g : Q → D e´ outro morfismo tal que χ ◦ g = F (g) ◦ φ.
Atendendo a` igualdade prn+1 = F (prn) ◦ χ temos:
prn+1 ◦ g = F (prn) ◦ χ ◦ g
= F (prn) ◦ F (g) ◦ φ
= F (prn ◦ g) ◦ φ.
Do mesmo modo se concluia que prn+1 ◦ f = F (prn ◦ f) ◦ φ. Podemos
agora mostrar por induc¸a˜o que prn ◦ g = prn ◦ f para todo o n, e portanto
g = f . Para n = 0 tem-se pr0 ◦ g = ∅ = prn ◦ f . Assumindo a afirmac¸a˜o
verdadeira para n, vem prn+1 ◦g = F (prn ◦g)◦φ = F (prn ◦f)◦φ = prn+1 ◦f ,
como pretend´ıamos.
Com isto completamos a demonstrac¸a˜o. 2
4.3 Semaˆntica operacional
Nesta secc¸a˜o vamos apresentar uma semaˆntica operacional para o ca´lculo-
-pi, que sera´ definida por uma coa´lgebra para o functor F . Vamos comec¸ar
por verificar que o conjunto dos termos do ca´lculo-pi, Proc , constitui um
conjunto nominal. Em seguida apresentamos o sistema de transic¸o˜es etique-
tadas associado a Proc, que o tornam um sistema-pn, e definimos a semaˆntica
operacional do ca´lculo-pi como o u´nico morfismo definido por esse sistema de
transic¸o˜es na coa´lgebra final (D, χ).
Conforme se constata na definic¸a˜o que se segue, a aplicac¸a˜o de uma acc¸a˜o
de permutac¸a˜o a expresso˜es de processo do ca´lculo-pi, consiste na troca de
nomes nas expresso˜es de processo.
Definic¸a˜o 4.3.1 (Aplicac¸a˜o de permutac¸o˜es a processos) Dada σ ∈ Π
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e P ∈ Proc, define-se σ.P indutivamente por:
σ.0= 0 σ.(P + P )= σ.P + σ.Q
σ.(τ.P )= τ.σ.P σ.(P |P )= σ.P |σ.Q
σ.(a(x).P )= aσ(xσ).σ.P σ.(νx)P =(νxσ)σ.P
σ.(a〈x〉.P )= aσ〈xσ〉.σ.P σ.(!P )= !σ.P
2
Lema 4.3.2 O conjunto Proc, com a acc¸a˜o acima definida, e´ um conjunto-
Π.
Demonstrac¸a˜o E´ imediato que 1.P = P . Quanto a` segunda condic¸a˜o,
a demonstrac¸a˜o faz-se por induc¸a˜o na estrutura do processo, atendendo a
que o conjunto dos nomes, N , e´ um conjunto- -Π . Assim, para o processo
nulo θ.(σ.0) = θ.0 = 0 = (θ ◦ σ).0. Para o prefixo τ vem, θ.(σ.(τ.P )) =
θ.(τ.P σ) = τ.(P σ)θ = τ.P θ◦σ = (θ ◦ σ).(τ.P ), como pretend´ıamos. Para o
prefixo x〈y〉 tem-se θ.(σ.(x〈y〉.P )) = θ.(xσ〈yσ〉.P σ) = (xσ)θ〈(yσ)θ〉.(P σ)θ =
xθ◦σ〈yθ◦σ〉.P θ◦σ = (θ ◦ σ).(x〈y〉.P ). O caso do prefixo x(y) e´ ana´logo. Para
a soma e a composic¸a˜o tomamos op ∈ {+, |} e tem-se θ.(σ.(P opQ) =
(P σ)θ op (Qσ)θ que por induc¸a˜o na estrutura de P e Q e´ o mesmo que
P θ◦σ opQθ◦σ que por sua vez e´ (θ◦σ).(P opQ). Para a restric¸a˜o, θ.(σ.(νx)P ) =
(ν(xσ)θ)(P σ)θ que, atendendo a que x ∈ N , que e´ um conjunto-Π, e a` induc¸a˜o
na estrutura de P , e´ (νxθ◦σ)P θ◦σ = (θ◦σ).(νx)P . Finalmente, e tambe´m por
induc¸a˜o na estrutura de P, tem-se θ.(σ.!P ) =!(P σ)θ =!P θ◦σ = (θ ◦ σ).!P . 2
Antes de passarmos a` definic¸a˜o do sistema de transic¸o˜es etiquetadas que
da´ origem a` semaˆntica operacional temos de introduzir algumas definic¸o˜es de
congrueˆncias.
Definic¸a˜o 4.3.3 (Relac¸a˜o de Congrueˆncia) Uma relac¸a˜o bina´ria ∼= de-
finida em Proc e´ uma congrueˆncia se for uma relac¸a˜o de equivaleˆncia e para
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todo o P, Q, R, S ∈ Proc,
P ∼= Q⇒ pi.P ∼= pi.Q
P ∼= Q, R ∼= S ⇒ P opR ∼= Q opS, op ∈ {+, |}
P ∼= Q⇒ (νx)P ∼= (νx)Q
P ∼= Q⇒!P ∼=!Q
2
De notar que a congrueˆncia-α e´ uma relac¸a˜o de congrueˆncia.
Definic¸a˜o 4.3.4 (Congrueˆncia estrutural) Congrueˆncia estrutural, de-
notada por ≡ e´ a menor relac¸a˜o de congrueˆncia entre processos que satisfaz:
(estrut alfa) P ≡α Q⇒ P ≡ Q
(estrut som nulo) P + 0 ≡ P
(estrut som comu) P +Q ≡ Q+ P
(estrut som assoc) P + (Q+R) ≡ (P +Q) +R
(estrut par nulo) P |0 ≡ P
(estrut par comu) P |Q ≡ Q|P
(estrut par assoc) P |(Q|R) ≡ (P |Q)|R
(estrut res par) x /∈ lv(P )⇒ P |(νx)Q ≡ (νx)(P |Q)
(estrut repl copi) !P ≡!P |P
2
Note-se que se P ≡ Q enta˜o lv(P ) = lv(Q), [Mil99]. Na definic¸a˜o da
congrueˆncia estrutural e´ usual considerar tambe´m as condic¸o˜es (νx)0 ≡ 0 e
(νx)(νy)P ≡ (νy)(νx)P . Na˜o o fizemos, pore´m, porque elas na˜o sa˜o ime-
diatamente satisfeitas pelo nosso modelo: requereriam uma passagem ao
cociente, o que complicaria desnecessariamente o modelo. Vamos tambe´m
apresentar a relac¸a˜o de congrueˆncia para o functor de base definido em 4.2.2
e que descreve o tipo das transic¸o˜es do sistema.
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Definic¸a˜o 4.3.5 (Congrueˆncia em F0(Proc)) Sejam δ, δ′ ∈ F0(Proc). Tem-
se δ congruente com δ′, e denota-se por δ ≡ δ′, se:
(cong τ) δ = P ⇒ δ′ = Q&P ≡ Q;
(cong out) δ = (a, x, P )⇒ δ′ = (a, x,Q)&P ≡ Q;
(cong bo) δ = (a, λzP{z/w})⇒ δ′ = (a, λzQ{z/w}),
∀x P{x/w} ≡ Q{x/w};
(cong in) δ = (a, λzP{z/w})⇒ δ′ = (a, λzQ{z/w}),
∀x P{x/w} ≡ Q{x/w}.
2
Vamos definir a semaˆntica operacional do ca´lculo-pi com base num sistema
de transic¸o˜es etiquetadas, P
α−→ δ, onde δ e´ um elemento de F0(Proc) e a
etiqueta α pode tomar um valor em {a, a, τ}, onde a e´ um nome de N . O
caso α = τ corresponde a uma reacc¸a˜o interna, os casos α = a e α = a
correspondem a` capacidade de P participar numa reacc¸a˜o com um processo
concorrente que execute uma transic¸a˜o complementar.
Definic¸a˜o 4.3.6 (Sistema de transic¸o˜es em Proc) Consideremos o sis-
tema de transic¸o˜es etiquetadas, γ : Proc → F (Proc), cuja especificac¸a˜o e´
definida pelas seguintes regras e axiomas:
Congrueˆncia:
(cong)








a〈x〉.P a−→< x > P












a−→< y > P ′
(νx)P
a−→< y > (νx)P ′
x 6= a, x 6= y
(νbo)
P




















P |Q τ−→ P ′|Q
(compout)
P
a−→< x > P ′




P |Q aˆ−→ λz(P ′|Q){z/w}




a−→< x > P ′ Q a−→ λzQ′{z/w}
P |Q τ−→ P ′|Q′{x/w}
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(syncν)
P
a−→ λzP ′{z/w} Q a−→ λzQ′{z/w}
P |Q τ−→ (νx)(P ′{x/w}|Q′{x/w}) x /∈ (lv(P
′)∪lv(Q′))−{w}
2
As regras esta˜o divididas em seis grupos. O primeiro grupo tem apenas
uma regra que garante que se um processo tem uma transic¸a˜o com etiqueta
α para uma expressa˜o δ′, enta˜o qualquer processo que lhe seja congruente
tambe´m tem uma transic¸a˜o com α para uma expressa˜o δ congruente com
δ′. No segundo grupo esta˜o os axiomas que envolvem os prefixos, que cons-
tituem as regras base aonde todas as outras acabam inevitavelmente por
conduzir. No caso do prefixo de entrada, e´ recebido pelo canal a um nome
e o sistema prossegue como uma func¸a˜o que tem como argumento o nome
que ira´ ser recebido aquando da interacc¸a˜o do processo com outro a correr
concorrentemente. Para o prefixo de sa´ıda, e´ transmitido o nome x pelo
canal a (denota-se a) e o processo fica a aguardar uma acc¸a˜o complementar
por parte de outro processo. Quando temos um prefixo de acc¸a˜o interna
ha´ uma transic¸a˜o com etiqueta τ e o processo prossegue normalmente. No
terceiro grupo temos as regras para um processo afectado por uma restric¸a˜o.
Neste grupo teˆm particular interesse as regras (νbo) e (νbo in). Na primeira ha´
uma extrusa˜o do nome restrito ou seja uma sa´ıda ligada, e na segunda sa˜o
tratados, em simultaˆneo, o caso de uma entrada e o caso de uma extrusa˜o de
um nome restrito dentro de uma outra restric¸a˜o. Nos dois grupos seguintes
sa˜o tratados os casos dos processos compostos por soma e por composic¸a˜o
paralela, em que as transic¸o˜es sa˜o inferidas a partir das transic¸o˜es dos pro-
cessos componentes. No u´ltimo grupo e´ tratada a composic¸a˜o paralela com
sincronizac¸a˜o entre as partes componentes. Na regra (sync), o processo P
comunica o nome x, pelo canal a, ao processo Q e o paraˆmetro formal de Q
e´ substitu´ıdo pelo nome recebido. Em (syncν), o processo P esta´ a enviar
um nome que era restrito por isso a restric¸a˜o passa a abranger ambos os pro-
cessos envolvidos na comunicac¸a˜o, pois agora o nome privado passa a estar
no aˆmbito dos dois processos. As regras onde aparece aˆ da˜o conta de duas
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situac¸o˜es distintas, conforme o valor que aˆ assume. Para aˆ = a e´ recebido
um nome pelo canal a e prossegue-se com uma func¸a˜o que depende do nome
recebido. Para aˆ = a e´ enviado um nome ligado pelo canal a e prossegue-se
com uma func¸a˜o ate´ que a restric¸a˜o se expanda ate´ ao processo que recebe
o nome restrito. Note-se que na conclusa˜o de (νbo in) e de (combo in) na˜o im-
pomos que z seja diferente de x porque a pro´pria definic¸a˜o de substituic¸a˜o
garante que se x = z enta˜o, antes de efectuar a substituic¸a˜o propriamente
dita, e´ efectuada ao processo uma conversa˜o-α que troca o nome x ligado por
um nome fresco. Saliente-se ainda que na˜o existem regras espec´ıficas para a
replicac¸a˜o; todas as transic¸o˜es da replicac¸a˜o sa˜o obtidas atrave´s da regra da
congrueˆncia (cong). Historicamente as primeiras apresentac¸o˜es do ca´lculo-pi
na˜o utilizavam a congrueˆncia estrutural, com a vantagem de tornarem mais
claras algumas demonstrac¸o˜es por induc¸a˜o. Actualmente a maioria das ap-
resentac¸o˜es usa alguma forma de congrueˆncia, pelo menos a congrueˆncia-α,
uma vez que isso torna as definic¸o˜es mais compactas e transparentes. So´ para
o caso da replicac¸a˜o, se quise´ssemos prescindir da congrueˆncia, ter´ıamos de









a−→< x > Q
!P






w /∈ lv(!P ), aˆ ∈ {a, a}
(repl-sync)
P
a−→< x > Q P a−→ λzQ′{z/w}
!P
τ−→!P |Q|Q′{x/w}
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(replsync ν)
P
a−→ λzQ{z/w} P a−→ λzQ′{z/w}
!P
τ−→!P |(νx)(Q{x/w}|Q′{x/w}) x /∈ (lv(Q)∪lv(Q
′))−{w}
As duas primeiras regras correspondem a` execuc¸a˜o de uma acc¸a˜o interna e
ao envio de um nome para o exterior, respectivamente. A terceira regra,
conforme o valor que aˆ assume, resolve o caso da recepc¸a˜o de um nome ou
o do envio de um nome ligado. A regra (replsync) corresponde ao caso em
que o processo pode executar duas transic¸o˜es complementares, o envio e a
recepc¸a˜o de um nome pelo mesmo canal, e logo, ao replicar-se, de forma a
obtermos !P |P |P as duas “co´pias” de P podem sincronizar-se e comunicar.
A regra (replsync ν) corresponde a um caso semelhante ao anterior mas em
que o nome enviado aparece ligado em P .
Segue-se uma propriedade que justifica uma certa liberdade na escolha da
func¸a˜o que representa a entrada de um nome ou a sa´ıda de um nome ligado.
Propriedade 4.3.7 Seja f = λzQ{z/w} e v /∈ lv(Q) enta˜o f = λzQ(vw){z/v}
Demonstrac¸a˜o Ora {z/v} ◦ (vw) = {z/w, w/v} mas como v /∈ lv(Q) tem-
se Q{z/w} = Q{z/w, w/v}. 2
Os dois lemas que se seguem conteˆm resultados que nos va˜o permitir
simplificar algumas demonstrac¸o˜es mais adiante.
Lema 4.3.8 Seja Q um conjunto nominal. Um sistema-pn ξ : Q→ F (Q) e´
um morfismo de conjuntos nominais se e so´ se
1. Se q
α−→ δ enta˜o qσ ασ−→ δσ;
2. Se qσ
ασ−→ η enta˜o existe δ tal que q α−→ δ e δσ = η.
Demonstrac¸a˜o Atendendo a que o functor F e´ a soma de quatro conjuntos
vamos fazer a demonstrac¸a˜o para o caso em que a transic¸a˜o envolve o primeiro
conjunto, ξτ : Q → Pfin(Q), e para o caso em que a transic¸a˜o envolve o
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u´ltimo conjunto, ξin : Q→ Pfin(N ×QN ). Os outros casos sa˜o semelhantes.
Comecemos por supor que ξτ : Q→ Pfin(Q) e´ um morfismo e vamos mostrar
a primeira implicac¸a˜o.
1. Se q
τ−→ p enta˜o p ∈ ξτ (q), logo pσ ∈ ξτ (q)σ. Como, por hipo´tese, ξτ e´
um morfismo, vem pσ ∈ ξτ (qσ) e portanto qσ τ
σ−→ δσ.
2. Se qσ
τ−→ r enta˜o r ∈ ξτ (qσ), mas, como por hipo´tese, ξτ e´ um mor-
fismo, vem ξτ (q
σ) = ξτ (q)
σ = {pσ : p ∈ ξτ (q)} = {pσ : q τ−→ p} e logo
existe p tal que q
τ−→ p& r = pσ.
Para a implicac¸a˜o reciproca, temos de verificar que ξτ (q
σ) = ξτ (q)
σ. Ora
ξτ (q
σ) = {r : qσ τ−→ r} que, por 1 e 2, e´ igual a {pσ : q τ−→ p} = {p : q τ−→
p}σ = ξτ (q)σ, como se pretendia.
Passemos a` demonstrac¸a˜o para as transic¸o˜es que envolvem o quarto conjunto.
Supondo que ξin : Q→ Pfin(N ×QN ) e´ um morfismo tem-se
1. Se q
a−→ t enta˜o (a, t) ∈ ξin(q), logo (a, t)σ ∈ ξin(q)σ, isto e´ (aσ, tσ) ∈
ξin(q)
σ. Como, por hipo´tese, ξin e´ um morfismo, vem (a




b−→ f enta˜o (b, f) ∈ ξin(qσ), mas, como por hipo´tese, ξin e´ um
morfismo, vem ξτ (q
σ) = ξτ (q)
σ = {(aσ, tσ) : q a−→ t} e logo existe (a, t)
tal que q
a−→ t& b = aσ, f = tσ, como se pretendia.
Para a implicac¸a˜o reciproca, vem
ξin(q
σ) = {(b, f) : qσ b−→ f} que por 1 e 2 e´ igual a {(a, t)σ : q a−→ t} =
{(a, t) : q a−→ t}σ = ξin(q)σ. 2
Lema 4.3.9 Seja Q um conjunto nominal. Para garantir que um sistema-pn
ξ : Q→ F (Q) e´ um morfismo de conjuntos nominais basta provar que
se P
α−→ δ enta˜o P σ ασ−→ δσ.
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Demonstrac¸a˜o Para garantir que ξ : Q → F (Q) e´ um morfismo de con-
juntos nominais temos de provar que:
(a) Se q
α−→ δ enta˜o qσ ασ−→ δσ.
(b) Se qσ
ασ−→ η enta˜o existe δ tal que q α−→ δ e δσ = η.
Mas, se provarmos (a), para provar (b) basta atendermos a que, se qσ
ασ−→ η
enta˜o, por (a) vem q
α−→ ησ−1 pelo que fazendo δ = ησ−1 tem-se δσ = η como
pretend´ıamos. 2
Lema 4.3.10 γ e´ um morfismo de conjuntos-Π.
Demonstrac¸a˜o Atendendo aos dois lemas anteriores temos de mostrar que:
se q
α−→ δ enta˜o qσ ασ−→ δσ.
Comecemos por demonstrar o resultado para os prefixos. Se a(x).P
a−→
λzP{z/x} tambe´m queremos ter (a(x).P )σ a
σ−→ (λzP{z/x})σ mas,
(λzP{z/x})σ = λz(P{zσ−1/x})σ = λzP σ{z/xσ} e portanto o que queremos e´
ter aσ(xσ).P σ
aσ−→ λzP σ{z/xσ} que e´ uma instaˆncia do axioma (in). Se tiver-
mos a〈x〉.P a−→ (a)P enta˜o tambe´m queremos ter (a〈x〉.P )σ aσ−→ ((a)P )σ ⇔
aσ〈xσ〉.P σ aσ−→ (aσ)P σ que e´ uma instaˆncia do axioma (out). De modo
ideˆntico, se tivermos τ.P
τ−→ P tambe´m se tem (τ.P )σ τσ−→ P σ ⇔ τ.P σ τ−→
P σ que e´ uma instaˆncia do axioma (tau).
(sum) Se P1 + P2
α−→ δ com , suponhamos, P1 α−→ δ, por hipo´tese de
induc¸a˜o P σ1
ασ−→ δσ e logo P σ1 +P σ2 α
σ−→ δσ. Se fosse P2 α−→ δ a demonstrac¸a˜o
era ideˆntica.
(νbo) Se tivermos (νx)P
a−→ λzP ′{z/x} com P a−→ 〈x〉P ′ e x 6= a por
hipo´tese de induc¸a˜o P σ
aσ−→ (〈x〉P ′)σ ⇒ P σ aσ−→ 〈xσ〉P ′σ e, como tambe´m
xσ 6= aσ, por (νbo) vem
(νxσ)P σ
aσ−→ λzP ′σ{z/xσ}
⇒ ((νx)P )σ aσ−→ λz(P ′{zσ−1/x})σ
⇒ ((νx)P )σ aσ−→ (λzP ′{z/x})σ, como se pretendia.
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(νbo in) Se tivermos (νx)P
aˆ−→ λz((νx)Q){z/w} com P aˆ−→ λzQ{z/w}
e x 6= a, x 6= w por hipo´tese de induc¸a˜o P σ aˆσ−→ (λzQ{z/w})σ ⇒ P σ aˆ
σ−→
λz(Q{zσ−1/w}) ⇒ P σ aˆ
σ−→ λzQσ{z/wσ}) e, como tambe´m xσ 6= aσ e xσ 6=
wσ, por (νbo in) vem
(νxσ)P σ
aˆσ−→ λz((νxσ)Qσ){z/wσ}
⇒ ((νx)P )σ aˆσ−→ λz(((νx)Q){zσ−1/w})σ
⇒ ((νx)P )σ aˆσ−→ (λz((νx)Q){z/w})σ, como se pretendia.
(compτ ) Se tivermos P |Q τ−→ P ′|Q com P τ−→ P ′, por hipo´tese de
induc¸a˜o, P σ
τσ−→ P ′σ e por compτ obtemos P σ|Qσ τ−→ P ′σ|Qσ que e´ equiva-
lente a (P |Q)σ τσ−→ (P ′|Q)σ que e´ a transic¸a˜o que pretendemos.
(sync) Se tivermos P |Q τ−→ P ′|λzQ′{z/w} com P a−→ 〈x〉P ′ e Q a−→
λzQ
′{z/w}, por hipo´tese de induc¸a˜o, P σ aσ−→ (xσ)P ′σ eQσ aσ−→ (λzQ′{z/w})σ
que e´ equivalente a Qσ
aσ−→ λzQ′σ{z/wσ} e por sync obtemos P σ|Qσ τ−→
P ′σ|Q′σ{xσ/wσ} que por sua vez e´ equivalente a (P |Q)σ τσ−→ (P ′|Q′{x/w})σ
que e´ a transic¸a˜o que pretendemos.
(syncν) Se tivermos P |Q τ−→ (νx)(P ′{x/w}|Q′{x/v}) com P a−→
λzP
′{z/w} e Q a−→ λwQ′{z/w} para x /∈ (lv(P ′) − {w}) ∪ (lv(Q′) − {w}),
por hipo´tese de induc¸a˜o, P σ
aσ−→ (λzP ′{z/w})σ e Qσ a
σ−→ (λwQ′{z/w})σ que
e´ equivalente a P σ
aσ−→ λzP ′σ{z/wσ} e Qσ a
σ−→ λzQ′σ{z/wσ}
e por sync obtemos P σ|Qσ τ−→ (νxσ)(P ′σ{xσ/wσ}|Q′σ{xσ/wσ}) que e´ e-
quivalente a (P |Q)σ τσ−→ ((νx)(P ′{x/w}|Q′{x/w}))σ que e´ a transic¸a˜o que
pretendemos.
Os restantes casos demonstram-se por racioc´ınios semelhantes. 2
Estamos agora em condic¸o˜es de definir a semaˆntica operacional do Ca´lculo-
-pi como o u´nico morfismo definido por γ na coa´lgebra final.
Definic¸a˜o 4.3.11 (Semaˆntica operacional) Seja ν : Proc → D o u´nico
morfismo definido por γ : Proc → F (Proc) na coa´lgebra final (D, χ). A
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semaˆntica operacional de um processo P ∈ Proc e´ dada por
O(P ) = ν(P ).
2
4.4 Semaˆntica Denotacional
Na semaˆntica denotacional define-se o valor que cada processo denota no
domı´nio semaˆntico mas de forma composicional, isto e´, de forma a que o
significado de um processo seja composto a partir dos significados das partes
que o constituem. Para o caso denotacional o domı´nio semaˆntico e´ ainda D.
Definimos em primeiro lugar a semaˆntica denotacional fechada e depois, a`
custa desta, definimos a semaˆntica aberta. No caso fechado a semaˆntica e´
definida a` custa de func¸o˜es sobre entidades semaˆnticas. Estas func¸o˜es sa˜o
definidas de dois modos distintos, conforme o formato das entidades. Os
casos mais simples – que correspondem ao processo nulo, ao prefixo e a`
soma – permitem uma abordagem mais directa e a respectiva semaˆntica e´
obtida a` custa de χ e da sua inversa. Quanto aos outros casos – composic¸a˜o
paralela, restric¸a˜o e replicac¸a˜o – a respectiva semaˆntica denotacional e´ obtida
recorrendo a um sistema de transic¸o˜es sobre um domı´nio apropriado de forma
ana´loga a` utilizada para obter a semaˆntica operacional. Seria fa´cil ampliar o
sistema de transic¸o˜es (e modificar o domı´nio) de forma a este incluir tambe´m
os casos mais simples que seriam tratados do mesmo modo que os restantes.
Mais complicado seria tratar a composic¸a˜o paralela, a restric¸a˜o e a replicac¸a˜o
a` custa de χ e da sua inversa pois conclu´ımos que ir´ıamos obter expresso˜es
muito elaboradas sobre as quais seria dif´ıcil estabelecer resultados. Optou-
-se por esta abordagem mista que permite aplicar as te´cnicas que melhor se
adaptam a cada um dos dois grupos.
Vamos comec¸ar pela definic¸a˜o de algumas func¸o˜es e resultados auxiliares.
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Definic¸a˜o 4.4.1 (Operac¸o˜es auxiliares)Definem-se as seguintes operac¸o˜es
auxiliares:
out : N ×N × D→ D
out(a, x, T ) = χ−1({(a, x, T )});
in : N × DN → D
in(a, f) = χ−1({(a, f)});
sil : D→ D
sil(T ) = χ−1({T});
null : D0 → D
null = χ−1(∅);
sum : D× D→ D
sum(T, U) = χ−1(χ(T ) ∪ χ(U)).
2
Lema 4.4.2 As operac¸o˜es anteriormente apresentadas esta˜o bem definidas.
Demonstrac¸a˜o A func¸a˜o out esta´ bem definida pois dado (a, x, T ) ∈
N × N × D, temos {(a, x, T )} ∈ Pfin(N × N × D) e logo χ−1({(a, x, T )})
esta´ bem definido e e´ um elemento de D, pois como χ e´ final e´ um isomor-
fismo de D em F (D). Por racioc´ınio semelhante conclui-se que tambe´m in
e sil esta˜o bem definidas. Como ∅ ∈ F (D), χ−1(∅) esta´ definido e e´ um
elemento de D (χ : D ∼= F (D)) e tem-se χ−1(∅) = (∅n) onde (∅n) denota
a sucessa˜o ∅[n] = ∅, ∀n ≥ 0, o que garante que null esta´ bem definida.
Dados T, U ∈ D, tem-se χ(T ) e χ(U) elementos de F (D) e a sua unia˜o e´
ainda um elemento de F (D), pelo que χ−1(χ(T )∪χ(U)) esta´ bem definida e
o resultado e´ um elemento de D o que garante que sum esta´ bem definida. 2
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Vamos agora introduzir um domı´nio auxiliar que sera´ utilizado para a
definic¸a˜o do sistema de transic¸o˜es a partir do qual se definira˜o, em D, as
operac¸o˜es de composic¸a˜o paralela, restric¸a˜o e replicac¸a˜o.
Definic¸a˜o 4.4.3 (Domı´nio auxiliar Q ) Seja Q0 = D e Qn+1 = Qn +
(Qn ×Qn) +Qn +QNn . Define-se Q = ∪n≥0Qn. 2
Para todo o n, Qn e´ um conjunto nominal, pois Q0 = D e´ um conjunto
nominal e, fazendo Z(Q) = Q + (Q × Q) + Q + QN , tem-se Qn+1 = Z(Qn)
onde os functores que compo˜em Z preservam conjuntos nominais. Portanto
Q = ∪n≥0Qn e´ um conjunto nominal. Mais precisamente, se in : Qn →
Qn+1 for a inclusa˜o enta˜o Z(in) tambe´m e´ a inclusa˜o, isto implica que a
acc¸a˜o de qualquer permutac¸a˜o σ em Z(Qn) e´ a restric¸a˜o da acc¸a˜o da mesma
permutac¸a˜o σ em Z(Qn+1). Podemos pois concluir que a unia˜o dos Qn
continua a ser um conjunto nominal e a acc¸a˜o num elemento δ de Q e´ a
extensa˜o da acc¸a˜o em Z(Qn) para algum Qn tal que δ ∈ Qn
Iremos utilizar a seguinte notac¸a˜o para os elementos de Qn+1:
(0, q) e´ denotado por q
(1, q, q′) e´ denotado por q|q′
(2, q) e´ denotado por !q
(3, e) e´ denotado por e
O functor Z(Q) = Q+ (Q×Q) +Q+QN e´ mono´tono, isto e´, se Q ⊆ Q′
enta˜o Z(Q) ⊆ Z(Q′), nos moldes descritos na secc¸a˜o 2.2.6.
Tem-se Q0 ⊆ Q1 porque Q0 = D e Q1 = D+ (D× D) + D+ DN e, mais
geralmente, Qn ⊆ Qn+1. A notac¸a˜o q|q′ introduzida para Qn+1 pode ser
estendida a Q do seguinte modo: se q ∈ Qn e q′ ∈ Qk, tomamos m igual ao
maior de entre n e k; enta˜o q|q′ ∈ Qm × Qm ⊆ Qm+1 ⊆ Q. Analogamente
pode-se comparar !q e !q′, ou e e e′, com q, q′, e, e′ ∈ Q porque eles podem
ser pensados como pertencendo ao mesmo Qn.
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Definic¸a˜o 4.4.4 (Relac¸a˜o de congrueˆncia em Q ) Uma relac¸a˜o bina´ria
em Q e´ uma relac¸a˜o de congrueˆncia se for uma relac¸a˜o de equivaleˆncia e para





′ ∈ Q se tem
q1 ∼= q′1, q2 ∼= q′2 ⇒ q1|q2 ∼= q′1|q′2
sup(e) = sup(e′)& ∀x e(x) ∼= e′(x)⇒ e ∼= e′
q1 ∼= q′1 ⇒!q1 ∼=!q′1
2
Definic¸a˜o 4.4.5 (Congrueˆncia semaˆntica) Consideremos em Q a menor
relac¸a˜o de congrueˆncia, ≡, que satisfaz
(par nul) q|0 ≡ q;
(par comu) q|q′ ≡ q′|q;
(par assoc) q|(q′|q′′) ≡ (q|q′)|q′′;
(res par) q|e ≡ λx(q|e(x));
(repl) !q ≡!q|q.
2
Note-se que esta relac¸a˜o quando restringida a Q0(= D) e´ a identidade.
Vamos estender a relac¸a˜o de congrueˆncia para o functor F0, definido em 4.2.1,
agora no contexto denotacional.
Definic¸a˜o 4.4.6 (Congrueˆncia em F0(Q)) Sejam δ, δ′ ∈ F0(Q). Tem-se
δ congruente com δ′, δ ≡ δ′ se:
(cong τ) δ = q ⇒ δ′ = q′& q ≡ q′;
(cong out) δ = (a, x, q)⇒ δ′ = (a, x, q′)& q ≡ q′;
(cong bo) δ = (a, e)⇒ δ′ = (a, e′), sup(e) = sup(e′),∀x e(x) ≡ e′(x);
(cong in) δ = (a, t)⇒ δ′ = (a, t′), sup(t) = sup(t′),∀x t(x) ≡ t′(x).
2
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Definic¸a˜o 4.4.7 (Sistema de transic¸o˜es em Q) Consideremos o sistema
de transic¸o˜es etiquetadas, η : Q → F (Q), cuja especificac¸a˜o e´ definida pelas
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q|q′ τ−→η λx(e(x)|t(x))

























, aˆ ∈ {a, a}, x /∈ sup(e) ∪ sup(E), x 6= a.
2
No primeiro grupo esta´ a regra (base), aonde todas as outras acabam
por conduzir, e que estabelece que as transic¸o˜es dos elementos de D sa˜o as
herdadas da coa´lgebra final (D, χ). O segundo grupo estabelece que elemen-
tos congruentes entre si teˆm transic¸o˜es com a mesma etiqueta para elemen-
tos tambe´m congruentes entre si. No terceiro grupo esta˜o as regras para
a “composic¸a˜o paralela” nos casos em que ha´ evoluc¸a˜o de apenas uma das
componentes. Neste grupo a regra (parbo in) trata em simultaˆneo os casos da
entrada de um nome, quando aˆ = a, e da sa´ıda ligada, quando aˆ = a.
Note-se que, na expressa˜o λx(e(x)|q′) da conclusa˜o, como o nome x na˜o
aparece expl´ıcito em q′ ele na˜o ocorre na expressa˜o ou, caso ocorra, funciona
como uma constante para a func¸a˜o, isto e´, ao calcular a valor da func¸a˜o para
um nome, digamos z, apenas as ocorreˆncias do nome x de e(x) e´ que sa˜o
instanciadas com z, mantendo-se as ocorreˆncias de x em q′ inalteradas. Esta
e´ uma convenc¸a˜o que vai ser utilizada ao logo de todo o trabalho para esse
tipo de func¸o˜es: os paraˆmetros de uma func¸a˜o sa˜o sempre explicitamente
indicados, para evitar ambiguidades. No grupo seguinte tratam-se os casos
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das composic¸a˜o paralela em que ha´ comunicac¸a˜o entre os componentes. A
primeira regra deste grupo refere-se a` situac¸a˜o simples de mera comunicac¸a˜o
de um nome por um canal comum e a segunda regra refere-se ao caso em
que ha´ uma extrusa˜o de um nome restrito que se traduz por meio de uma
func¸a˜o. Em u´ltimo, vem o grupo que trata a restric¸a˜o. Denotacionalmente
a restric¸a˜o de uma varia´vel x e´ interpretada como uma func¸a˜o que depende
do nome restrito. As duas primeiras regras deste grupo correspondem a uma
acc¸a˜o interna e a uma sa´ıda, respectivamente. A terceira regra trata uma
extrusa˜o do nome x. A u´ltima regra trata, em simultaˆneo, o caso da entrada
de um nome (se aˆ = a) e da extrusa˜o de um nome x apo´s a extrusa˜o de um
nome z (caso aˆ = a). Aqui denotamos por E uma func¸a˜o de “n´ıvel” superior
a e, isto e´, se pensarmos em e como uma func¸a˜o de N em Qn enta˜o E e´ uma
func¸a˜o de N em Qn+1.
Vamos seguidamente mostrar que, definida deste modo, η constitui um
morfismo de conjuntos nominais.
Lema 4.4.8 η : Q → F (Q) e´ um morfismo de conjuntos nominais.
Demonstrac¸a˜o Temos de mostrar que se q
α−→η δ enta˜o qσ α
σ−→η δσ.
Para as transic¸o˜es obtidas da regra base o resultado e´ imediato pelo facto de
χ ser morfismo. Vamos demonstrar o resultado para as transic¸o˜es obtidas por
algumas das outras regras. Para as restantes regras a demonstrac¸a˜o faz-se
de modo semelhante.
(parτ ) Se q|q′ τ−→η q′′|q′ com q τ−→η q′′, por induc¸a˜o estrutural tem-se
qσ
τσ−→η q′′σ e pela regra (parτ ) obte´m-se qσ|q′σ τ−→ση q′′σ|q′σ que e´ equivalente
a (q|q′)σ τσ−→η (q′′|q′)σ que e´ a transic¸a˜o pretendida.
(parbo in) Se q|q′ aˆ−→η λx(e(x)|q′) com q aˆ−→η e por induc¸a˜o estrutural
tem-se qσ
aˆσ−→η eσ e pela regra (parbo in) obte´m-se qσ|q′σ aˆ
σ−→η λx(eσ(x)|q′σ)
que e´ equivalente a (q|q′)σ aˆσ−→η λx(e(xσ−1)|q′)σ, por sua vez, equivalente a
(q|q′)σ aˆσ−→η (λx(e(x)|q′))σ que e´ a transic¸a˜o pretendida.
(comres) Se q|q′ τ−→η λx(e(x)|t(x)) com q a−→η e& q′ a−→η t por induc¸a˜o
tem-se qσ
aσ−→η eσ & q′σ a
σ−→η tσ e pela regra (comres) obte´m-se qσ|q′σ τ
σ−→η
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λx(e
σ(x)|tσ(x)) que e´ equivalente a (q|q′)σ τσ−→η λx(e(xσ−1)|t(xσ−1))σ por sua
vez equivalente a (q|q′)σ τσ−→η (λx(e(x)|t(x)))σ que e´ a transic¸a˜o pretendida.
(resτ ) Se tivermos e
τ−→η e′ com e(x) τ−→η e′(x) para x /∈ sup(e), por
hipo´tese de induc¸a˜o tem-se e(x)σ
τσ−→η e′(x)σ que implica eσ(xσ) τ−→η e′σ(xσ)
e ale´m disso como x /∈ sup(e) enta˜o xσ /∈ sup(e)σ e, como e e´ finitamente
suportada, xσ /∈ sup(eσ). Estamos em condic¸o˜es de aplicar (resτ ) e obtemos
eσ
τ−→η e′σ o que implica eσ τ
σ−→η e′σ.
(resbo) Se tivermos e
a−→η e′ com e(x) a−→χ 〈x〉e′(x) para x /∈ sup(e) e
x 6= a, por hipo´tese de induc¸a˜o e(x)σ aσ−→η (〈x〉e′(x))σ que implica eσ(xσ) a
σ−→η
〈x〉σe′(x)σ que por sua vez implica eσ(xσ) aσ−→η 〈xσ〉e′σ(xσ) e como xσ /∈
sup(eσ) e xσ 6= aσ, por (resbo) vem eσ a
σ−→η e′σ.
(resbo in) Se e
aˆ−→η λzλxE(x)(z) com e(x) aˆ−→η E(x) para x /∈ sup(e) ∪
sup(E), a 6= x, aˆ ∈ {a, a} logo xσ /∈ sup(eσ) ∪ sup(Eσ) e aσ 6= xσ. Por
hipo´tese de induc¸a˜o e(x)σ
aˆσ−→η E(x)σ o que implica eσ(xσ) aˆ
σ−→η Eσ(xσ),
donde por (resbo in), e
σ aˆ
σ−→η λzλxσEσ(xσ)(z) e logo eσ aˆ
σ−→η λzλxEσ(x)(z),












Nota: eσ(xσ) = e((xσ)σ
−1
)σ = e(x)σ. 2
Definic¸a˜o 4.4.9 (Func¸o˜es auxiliares) Seja µ : Q → D o u´nico morfismo
definido por η : Q → F (Q) na coa´lgebra final. Definem-se as seguintes
func¸o˜es auxiliares:
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Lema 4.4.10 As func¸o˜es par, new e repl sa˜o morfismos de conjuntos-Π.
Demonstrac¸a˜o Vejamos o caso de par, atendendo a que µ e´ morfismo:
par((d, d′)σ) = par(dσ, d′σ) = µ(dσ|d′σ) = µ((d|d′)σ) = µ(d|d′)σ = par(d|d′)σ.
Os outros casos demonstram-se de modo semelhante. 2
Vamos seguidamente definir a semaˆntica denotacional para o caso em que
na˜o esta˜o envolvidas substituic¸o˜es e depois, a` custa desta, definir a semaˆntica
para o caso geral. A cada operador sinta´ctico fazemos corresponder uma
operac¸a˜o semaˆntica sobre a semaˆntica das componentes originais.
Definic¸a˜o 4.4.11 (Semaˆntica denotacional fechada) A semaˆntica de-
notacional fechada Dfe : Proc→ D e´ dada por
Dfe(a〈x〉.P ) = out(a, x,Dfe(P )),
Dfe(a(x).P ) = in(a, λz Dfe(P{z/x})),
Dfe(τ.P ) = sil(Dfe(P )),
Dfe(0) = null,
Dfe(P +Q) = sum(Dfe(P ),Dfe(Q)),
Dfe(P |Q) = par(Dfe(P ),Dfe(Q)),
Dfe((νx)P ) = new(λz Dfe(P{z/x})),
Dfe(!P ) = repl(Dfe(P )).
2
Para aliviar a escrita vamos muitas vezes denotar Dfe simplesmente por D.
Lema 4.4.12 Dfe e´ um morfismo de conjuntos-Π.
Demonstrac¸a˜o Vamos mostrar por induc¸a˜o na estrutura que para todo o
P ∈ Proc tem-se Dfe(P σ) = Dfe(P )σ. O resultado e´ imediato para P = 0.
Vejamos os restantes casos.
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D((τ.P )σ) = D(τ.P σ)
= sil(D(P σ))
= sil(D(P )σ) (por hipo´tese de induc¸a˜o)
= χ−1(D(P )σ)
= χ−1(D(P ))σ (porque χ e´ morfismo de conjuntos-Π)
= D(τ.P )σ.
D((a(x).P )σ) = D((aσ(xσ).P σ)
= in(aσ, λzD(P σ{z/xσ})
= in(aσ, λzD((P{zσ−1/x})σ)






D((P |Q)σ) = D(P σ|Qσ)
= par(D(P σ),D(Qσ)
= par(D(P )σ,D(Q)σ) (por hipo´tese de induc¸a˜o)
= par((D(P ),D(Q))σ)
= par(D(P ),D(Q))σ (porque par e´ morfismo)
= D(P |Q)σ.
D(((νx)P )σ) = D((νxσ)P σ)
= new(λzD(P σ{z/xσ}))
= new(λzD((P{zσ−1/x})σ))
= new(λzD(P{zσ−1/x})σ) (por hipo´tese de induc¸a˜o)
= new((λzD(P{z/x}))σ)
= new(λzD(P{z/x}))σ (porque new e´ morfismo).
= D((νx)P )σ
154 4 Semaˆntica de uma linguagem com mobilidade
D((!P )σ) = D(!P σ)
= repl(D(P σ))
= repl(D(P )σ) (por hipo´tese de induc¸a˜o)
= repl(D(P ))σ (porque repl e´ morfismo)
= D(!P )σ.
Os casos em que o processo tem a forma a〈x〉.P e P +Q demonstram-se
de modo semelhante aos casos a(x).P e P |Q, respectivamente. 2
Vamos em seguida definir a semaˆntica denotacional no caso geral.
Definic¸a˜o 4.4.13 (Semaˆntica denotacional) A semaˆntica denotacional
aberta Dab : Proc→ Env → D e´ dada por
Dab(P )σ = Dfe(Pσ).
2
4.5 Equivaleˆncia entre as Semaˆnticas
Operacional e Denotacional
Nesta secc¸a˜o vamos mostrar que a semaˆntica operacional e a semaˆntica de-
notacional, que foram definidas nas secc¸o˜es anteriores para o ca´lculo-pi sa˜o
equivalentes no caso fechado. A demonstrac¸a˜o da equivaleˆncia sera´ feita
mostrando que a semaˆntica operacional e´ um morfismo da coa´lgebra (Proc, γ)
na coa´lgebra final (D, χ) porque, pela unicidade do morfismo, como O foi
definida como o u´nico morfismo nestas condic¸o˜es tem-se O = D (no caso
fechado).
Comecemos por apresentar algumas definic¸o˜es e resultados auxiliares.
Lema 4.5.1 Para todo o P ∈ Proc, µ(D(P )) = D(P )
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Demonstrac¸a˜o Consideremos a func¸a˜o inclusa˜o inc : D → D ⊆ Q. Esta
func¸a˜o e´ um morfismo e µ ◦ inc : D → D e´ um morfismo na coa´lgebra final
pelo que se tem µ ◦ inc = 1D. Desse modo, para todo o p ∈ D, µ(p) =
µ(inc(p)) = 1D(p) = p, o que demonstra o resultado visto que D(P ) ∈ D. 2
Consideremos o functor F0 que descreve o tipo das transic¸o˜es do sis-
tema. Dado um morfismo de conjuntos nominais f : Q → R tem-se F0(f) :
F0(Q)→ F0(R) e, para todo o δ ∈ F0(Q), vamos usar a seguinte notac¸a˜o
f ∗(δ) = F0(f)(δ).
Lema 4.5.2 Para todo o e(x), t(x) ∈ Qn, n ≥ 0,
µ(λxµ(e(x)|t(x))) = µ(λx(e(x)|t(x)))
Demonstrac¸a˜o Como se tratam de elementos da coa´lgebra final, para
garantir a igualdade, basta-nos provar que µ(λxµ(e(x)|t(x))) e µ(λx(e(x)|t(x)))
sa˜o bissimilares. Para isso vamos verificar que a relac¸a˜o
R = {(µ(λxµ(E(x))), µ(λxE(x))) : ∃n≥0 tal que E ∈ (Qn ×Qn)N}
∪{(p, p) : p ∈ D}
e´ uma bissimulac¸a˜o.
1. µ(λxµ(E(x)))
τ−→χ ²⇒ ∃²′ µ(λxE(x)) τ−→χ ²′&(², ²′) ∈ R.
Se µ(λxµ(E(x)))
τ−→χ ² enta˜o existe e tal que λxµ(E(x)) τ−→η e&µ∗(e) = ²
e por resτ tem-se
µ(E(x))




⇒ ∃E′(x) E(x) τ−→η E ′(x)&µ∗(E ′(x)) = e(x)
e como sup(µ(E(x))) ⊆ sup(E(x)), por resτ
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⇒ λxE(x) τ−→η λxE ′(x)
⇒ µ(λxE(x)) τ−→χ µ∗(λxE ′(x)).
⇒ µ(λxE(x)) τ−→χ µ(λxE ′(x)).
Nestas condic¸o˜es ² = µ(e) = µ(λxe(x)) = µ(λxµ(E
′(x)))
e logo (µ(λxµ(E
′(x))), µ(λxE ′(x))) ∈ R.
2. µ(λxµ(E(x)))
a−→χ 〈x〉²⇒ ∃²′ µ(λxE(x)) a−→χ 〈x〉²′&(², ²′) ∈ R.
A demonstrac¸a˜o e´ semelhante a` do caso anterior.
3. µ(λxµ(E(x)))
a−→χ e⇒ ∃e′µ(λxE(x)) a−→χ e′
& ∀x (e(x), e′(x)) ∈ R
Se µ(λxµ(E(x)))
a−→χ e enta˜o existe δ tal que λxE(x) a−→η δ&µ∗(δ) = e.
Existem treˆs possibilidades. O caso em que a transic¸a˜o e´ obtida por resout
e´ ana´logo aos casos anteriores e o caso em que e´ obtida por resbo in e´ semel-





a−→η 〈x〉e′′(x) para x /∈ sup(λxµ(E(x))), x 6= a vem
⇒ ∃E′(x) E(x) a−→η 〈x〉E ′(x)&µ∗(〈x〉E ′(x)) = 〈x〉e′′(x)
e como sup(µ(E(x))) ⊆ sup(E(x)), x 6= a, por resbo
⇒ λxE(x) a−→η λxE ′(x)
⇒ µ(λxE(x)) a−→χ µ∗(λxE ′(x)).
⇒ µ(λxE(x)) a−→χ λxµ(E ′(x)).
Nestas condic¸o˜es e = µ∗(λxe′′(x)) = λxµ(e′′(x)) = λxµ(µ(E ′(x))) = λxµ(E ′(x))
e logo para todo o x tem-se (µ(E ′(x)), µ(E ′(x))) ∈ R.
4. µ(λxµ(E(x)))
a−→χ t⇒ ∃t′µ(λxE(x)) a−→χ t′&∀z (t(z), t′(z)) ∈ R.
Se µ(λxµ(E(x)))
a−→χ t enta˜o existe e tal que λxµ(E(x)) a−→η e&µ∗(e) = t
e por resbo in tera´ de ser e = λzλxT (x)(z) com
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µ(E(x))
a−→η T (x) para x /∈ sup(λxµ(E(x))) ∪ sup(T ), x 6= a.
⇒ µ(E(x)) a−→χ T (x)
⇒ ∃E′(x) E(x) a−→η E ′(x)&µ∗(E ′(x)) = T (x)
e como sup(µ(E(x))) ⊆ sup(E(x))& x 6= a, por resbo in
⇒ λxE(x) a−→η λzλxE ′(x)(z)
⇒ µ(λxE(x)) a−→χ µ∗(λzλxE ′(x)(z))
⇒ µ(λxE(x)) a−→χ λzµ(λxE ′(x)(z)).
Nestas condic¸o˜es t = µ∗(λzλxT (x)(z)) = λzµ(λxT (x)(z)) = λzµ(λxµ(E ′(x)(z))),
porque µ∗(E ′(x)) = T (x) ⇒ µ(E ′(x)) = T (x) ⇒ µ(E ′(x))(z) = T (x)(z) ⇒
µ(E ′(x)(z)) = T (x)(z), e logo para todo o z,
(µ(λxµ(E
′(x)(z))), µ(λxE ′(x)(z))) ∈ R.
Vejamos agora o caso da relac¸a˜o sime´trica.
1. µ(λxE(x))
τ−→χ ²⇒ ∃²′µ(λxµ(E(x))) τ−→χ ²′&(², ²′) ∈ R
Se µ(λxE(x))
τ−→χ ² enta˜o existe E ′ tal que λxE(x) τ−→η λxE ′(x)
&µ∗(λxE ′(x)) = ², com (por resτ ) E(x)
τ−→η E ′(x) para x /∈ sup(λxE(x)).
O que implica µ(E(x))
τ−→χ µ(E ′(x)) e, novamente por resτ como
sup(λxµ(E(x))) ⊆ sup(λxE(x)), vem
λxµ(E(x))
τ−→η λxµ(E ′(x))
⇒ µ(λxµ(E(x))) τ−→χ µ∗(λxµ(E ′(x)))
⇒ µ(λxµ(E(x))) τ−→χ µ(λxµ(E ′(x))).
Nestas condic¸o˜es ² = µ∗(λxE ′(x)) = µ(λxE ′(x))
e logo (µ(λxE
′(x)), µ(λxµ(E ′(x)))) ∈ R.
2. µ(λxE(x))
a−→χ 〈x〉²⇒ ∃²′µ(λxµ(E(x))) a−→χ 〈x〉²′&(², ²′) ∈ R
A demonstrac¸a˜o e´ semelhante a` do caso anterior.
3. µ(λxE(x))
a−→χ e⇒ ∃e′µ(λxµ(E(x))) a−→χ e′
& ∀x (e(x), e′(x)) ∈ R
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Se µ(λxE(x))
a−→χ e enta˜o existe δ tal que λxE(x) a−→η δ&µ∗(δ) = e. Pela
definic¸a˜o de η existem treˆs possibilidades, vamos analisar apenas o caso em
que a transic¸a˜o e´ obtida por resbo.
Se λxE(x)
a−→η λxE ′(x) com E(x) a−→η 〈x〉E ′(x) para x /∈ sup(E), x 6= a
vem
⇒ µ(E(x)) a−→χ µ∗(〈x〉E ′(x))
⇒ µ(E(x)) a−→χ 〈x〉µ(E ′(x))
e como sup(µ(E(x))) ⊆ sup(E(x)), x 6= a, por resbo
⇒ λxµ(E(x)) a−→η λxµ(E ′(x))
⇒ µ(λxµ(E(x))) a−→χ µ∗(λxµ(E ′(x)))
⇒ µ(λxµ(E(x))) a−→χ λxµ(µ(E ′(x)))
⇒ µ(λxµ(E(x)) a−→χ λxµ(E ′(x))
Nestas condic¸o˜es e = µ∗(λxE ′(x)) = λxµ(E ′(x))
e logo para todo o x tem-se (µ(E ′(x)), µ(E ′(x))) ∈ R.
4. µ(λxE(x))
a−→χ t⇒ ∃t′µ(λxµ(E(x))) a−→χ t′&∀z (t(z), t′(z)) ∈ R
Se µ(λxE(x))
a−→χ t enta˜o existe e tal que λxE(x) a−→η e&µ∗(e) = t e por
resbo in tera´ de ser e = λzλxT (x)(z) com
E(x)
a−→η T (x) para x /∈ sup(λxE(x)) ∪ sup(T ), x 6= a.
⇒ µ(E(x)) a−→χ µ(T (x))
e como sup(µ(E(x))) ⊆ sup(E(x))& x 6= a, por resbo in
⇒ λxµ(E(x)) a−→η λzλxµ(T (x)(z))&µ∗(E ′(x)) = T (x)
⇒ µ(λxµ(E(x))) a−→η µ∗(λzλxµ(T (x)(z)))
⇒ µ(λxµ(E(x))) a−→η λzµ(λxµ(T (x)(z)))
Nestas condic¸o˜es t = µ∗(λzλxT (x)(z)) = λzµ(λxT (x)(z)) e logo para todo o
z, (µ(λxE
′(x)(z)), µ(λxµ(E ′(x)(z))) ∈ R. 2
Estamos agora em condic¸o˜es de apresentar o resultado central desta secc¸a˜o
que e´ estabelecer a equivaleˆncia entre a semaˆntica operacional e a semaˆntica
denotacional no caso fechado.
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Teorema 4.5.3 Para todo o processo P , a semaˆntica denotacional fechada
de P e´ igual a` semaˆntica operacional de P , isto e´
Dfe(P ) = O(P ).
Demonstrac¸a˜o Como O e´ o u´nico morfismo de Proc em D, se mostrarmos
que χ ◦ Dfe = F (Dfe) ◦ γ tem-se necessariamente Dfe(P ) = O(P ).
Se P = 0 vem χ(D(0)) = χ(∅n) = ∅ = F (D)(∅) = F (D)(γ(0)) = F (D)◦γ(0).
Se o processo tiver a forma a〈x〉.P vem
χ(D(a〈x〉.P )) = χ(out(a, x,D(P ))
= χ(χ−1({(a, x,D(P ))}))
= {(a, x,D(P ))}
= F (D)({(a, x, P )}
= F (D)(γ(a〈x〉.P )).
Se o processo tiver a forma a(x).P vem
χ(D(a(x).P )) = χ(in(a, λzD(P{z/x}))
= χ(χ−1({(a, λzD(P{z/x}))}))
= {(a, λzD(P{z/x}))}
= F (D)({(a, λzP{z/x})}
= F (D)(γ(a(x).P )).
O caso τ.P e´ ideˆntico aos anteriores.
Para P +Q vem
χ(D(P +Q)) = χ(sum(D(P ),D(Q))
= χ(χ−1(χ(D(P )) ∪ χ(D(Q))))
= χ(D(P )) ∪ χ(D(Q))
= F (D)(γ(P )) ∪ F (D)(γ(Q)) ( por hipo´tese de induc¸a˜o )
= F ({(α, δ) : P α−→ δ}) ∪ F ({(α, δ) : Q α−→ δ})
= F ({(α, δ) : P α−→ δ} ∪ {(α, δ) : P α−→ δ})
= F (γ(P +Q)).
Para os restantes casos, mostrar que χ◦D = F (D)◦γ e´ equivalente a mostrar-
mos as seguintes duas implicac¸o˜es:
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P
α−→γ δ ⇒ Dfe(P ) α−→χ D∗(δ);
Dfe(P ) α−→χ ²⇒ ∃δ, P α−→γ δ&D∗(δ) = ².
Comecemos pela primeira implicac¸a˜o.
1. Caso o processo tenha a forma (νx)P tem-se
(ντ ) Se (νx)P
τ−→γ (νx)P ′, pela definic¸a˜o de γ regra ντ , tem-se
P
τ−→γ P ′ e, por hipo´tese de induc¸a˜o na estrutura do processo,
obte´m-se D(P ) τ−→χ D(P ′)
donde, pela definic¸a˜o de η,
⇒ D(P ) τ−→η D(P ′)
⇒ λzD(P{z/x}) τ−→η λzD(P ′{z/x}) (por resτ )
⇒ µ(λzD(P{z/x})) τ−→χ µ∗(λzD(P ′{z/x}))
⇒ µ(λzD(P{z/x})) τ−→χ µ(λzD(P ′{z/x}))
o que e´ equivalente a D((νx)P ) τ−→χ D((νx)P ′) como se pre-
tendia.
(νout) Se (νx)P
a−→γ 〈y〉(νx)P ′ com P a−→γ 〈y〉P ′ para x 6= a, x 6= y
a demonstrac¸a˜o e´ semelhante a` anterior.
(νbo) Se (νx)P
a−→γ λzP ′{z/x} com P a−→γ 〈x〉P ′ para x 6= a, por
hipo´tese de induc¸a˜o na estrutura do processo
D(P ) a−→χ 〈x〉D(P ′) e, pela definic¸a˜o de η,
D(P ) a−→η 〈x〉D(P ′) e como x /∈ sup(λzD(P{z/x})) por resout
λzD(P{z/x}) a−→η λzD(P ′{z/x})
⇒ µ(λzD(P{z/x})) a−→χ µ∗(λzD(P ′{z/x}))
⇒ µ(λzD(P{z/x})) a−→χ λzµ(D(P ′{z/x}))
Pelo lema 4.5.1 para todo o z tem-se µ(D(P ′{z/x})) = D(P ′{z/x})
logo
⇒ µ(λzD(P{z/x})) a−→χ λzD(P ′{z/x})
⇒ D((νx)P ) a−→χ D∗(λzP ′{z/x}).
4.5 Equivaleˆncia entre as Semaˆnticas
Operacional e Denotacional 161
(νbo in) Se (νx)P
a−→γ λz((νx)Q){z/w} com P a−→γ λzP ′{z/w} para
x 6= a, w, por hipo´tese de induc¸a˜o D(P ) a−→χ D∗(λzQ{z/w}) o




D(Q{z/w}{v/x}), se z 6= x;
D(Q{y/x}{x/w}{v/y}), y /∈ lv(Q) se z = x.
Tem-se T (x)(z) = D(Q{z/w}) para todo o x, z ∈ N e para todo
o w a func¸a˜o tem suporte finito e a pro´pria T tem suporte finito.
Nestas condic¸o˜es D(P ) = e(x) e λzD(Q{z/w}) = T (x) e logo
λvD(P{v/x}) a−→η λzλvT (v)(z)
Caso z 6= x tem-se
λvD(P{v/x}) a−→η λzλvD(Q{z/w}{v/x})
⇒ µ(λvD(P{v/x}) a−→η µ∗(λzλvD(Q{z/w}{v/x}))
⇒ µ(λvD(P{v/x}) a−→η λzµ(λvD(Q{z/w}{v/x}))
⇒ D((νx)P ) a−→χ λzD((νx)Q{z/w})
Mas como z 6= x, (νx)Q{z/w} = ((νx)Q){z/w} e portanto
D((νx)P ) a−→χ λzD(((νx)Q){z/w})
⇒ D((νx)P ) a−→χ D∗(λz((νx)Q){z/w}).
Caso z = x vem
λvD(P{v/x}) a−→η λzλvD(Q{y/x}{x/w}{v/y}), para y /∈ lv(Q)
⇒ µ(λvD(P{v/x}) a−→η µ∗(λzλvD(Q{y/x}{x/w}{v/y}))
⇒ µ(λvD(P{v/x}) a−→η λzµ(λvD(Q{y/x}{x/w}{v/y}))
⇒ D((νx)P ) a−→χ λzD((νy)Q{y/x}{x/w})
Mas como y /∈ lv(Q), (νy)Q{y/x}{x/w} = ((νx)Q){x/w} pelo
que a transic¸a˜o e´ equivalente a
D((νx)P ) a−→χ λzD(((νx)Q){x/w}) e atendendo a que x = z
⇒ D((νx)P ) a−→χ D∗(λz((νx)Q){z/w}).
Se a transic¸a˜o inicial fosse com a em vez de a a demonstrac¸a˜o era
semelhante.
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2. Caso o processo tenha a forma P |Q tem-se:
(compout) Se P |Q τ−→γ 〈x〉(P ′|Q) com P τ−→γ 〈x〉P ′, por hipo´tese de
induc¸a˜o D(P ) τ−→χ 〈x〉D(P ′) donde, pela definic¸a˜o de η,
D(P ) τ−→η 〈x〉D(P ′)
⇒ D(P )|D(Q) τ−→η 〈x〉(D(P ′)|D(Q)) (por parout)
⇒ µ(D(P )|D(Q)) τ−→χ 〈x〉µ(D(P ′)|D(Q)) o que, pela definic¸a˜o
de D da´
D(P |Q) τ−→χ 〈x〉D(P ′|Q)⇔ D(P |Q) τ−→χ D∗(〈x〉P ′|Q).
(compτ ) Demonstra-se de modo ana´logo ao anterior.
(compbo in) Se P |Q a−→γ λz(P ′|Q){z/w} com P a−→γ λzP ′{z/w} para
w /∈ lv(Q), por hipo´tese de induc¸a˜o D(P ) a−→χ λzD(P ′{z/w})
donde, pela definic¸a˜o de η,
D(P ) a−→η λzD(P ′{z/w})
⇒ D(P )|D(Q) a−→η λz(D(P ′{z/w})|D(Q)) o que, por parbo in,
implica
µ(D(P )|D(Q)) a−→χ λzµ(D(P ′{z/w})|D(Q)), e atendendo a` definic¸a˜o
de D vem
D(P |Q) a−→χ λzD(P ′{z/w}|Q)
⇒ D(P |Q) a−→χ D∗(λz(P ′{z/w}|Q))
⇒ D(P |Q) a−→χ D∗(λz(P ′|Q){z/w}), visto que w /∈ lv(Q).
O caso em que a transic¸a˜o inicial e´ com a demonstra-se do mesmo
modo.
(sync) Se P |Q τ−→γ P ′|Q′{x/w} com P a−→γ 〈x〉P ′&Q a−→ λzQ′{z/w},
por hipo´tese de induc¸a˜oD(P ) a−→χ 〈x〉D(P ′)&D(Q) a−→χ λzD(Q′{z/w})
donde, pela definic¸a˜o de η,
D(P ) a−→η 〈x〉D(P ′)&D(Q) a−→η λzD(Q′{z/w}), donde por com
D(P )|D(Q) τ−→η D(P ′)|D(Q′{x/w})) o que implica
µ(D(P )|D(Q)) τ−→χ µ(D(P ′)|D(Q′{x/w}))
⇒ D(P |Q) τ−→χ D(P ′|Q′{x/w})
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⇒ D(P |Q) τ−→χ D∗(P ′|Q′{x/w})
(syncν) Se P |Q τ−→γ (νx)(P ′{x/w}|Q′{x/w}) com P a−→γ λzP ′{z/w}
&Q
a−→γ λzQ′{z/w}&x /∈ lv(P ′) − {w} ∪ lv(Q′) − {w} e por
hipo´tese de induc¸a˜o D(P ) a−→χ λzD(P ′{z/w}) & D(Q) a−→χ
λzD(Q′{z/w}) donde, pela definic¸a˜o de η,
D(P ) a−→η λzD(P ′{z/w})&D(Q) a−→η λzD(Q′{z/w})
⇒ D(P )|D(Q) τ−→η λz(D(P ′{z/w})|D(Q′{z/w})) o que implica
µ(D(P )|D(Q)) τ−→χ µ(λz(D(P ′{z/w})|D(Q′{z/w})))
⇒ D(P |Q) τ−→χ µ(λz(D(P ′{z/w})|D(Q′{z/w})))
o que, atendendo ao lema 4.5.2, e´ equivalente a
D(P |Q) τ−→χ µ(λzµ(D(P ′{z/w})|D(Q′{z/w})))
⇒ D(P |Q) τ−→χ µ(λzD(P ′{z/w}|Q′{z/w})))
⇒ D(P |Q) τ−→χ µ(λz(D(P ′{x/w}{z/x}|Q′{x/w}{z/x})))
⇒ D(P |Q) τ−→χ µ(λz(D((P ′{x/w}|Q′{x/w}){z/x})))
⇒ D(P |Q) τ−→χ D((νx)(P ′{x/w}|Q′{x/w}))
⇒ D(P |Q) τ−→χ D∗((νx)(P ′{x/w}|Q′{x/w}))
Nota: Como x /∈ lv(P ′)−{w}∪lv(Q′)−{w} tem-se P ′{x/w}{z/x} =
P ′{z/w, z/x} = P ′{z/w} e do mesmo modo Q′{x/w}{z/x} =
Q′{z/w}.
Os restantes casos demonstram-se de modo ana´logo.
3. Se o processo tiver a forma !P as transic¸o˜es sa˜o obtidas a` custa da
congrueˆncia !P ≡!P |P e derivam das transic¸o˜es de P |Q ja´ estudadas,
conforme indicado nos comenta´rios que se seguem a` definic¸a˜o do sistema
de transic¸o˜es (4.3.6).
Passemos agora a` demonstrac¸a˜o da segunda implicac¸a˜o.
1. Caso o processo tenha a forma (νx)P :
se Dfe((νx)P ) α−→χ ² pela definic¸a˜o de D tem-se
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µ(λzDfe(P{z/x})) α−→χ ², o que implica
∃δ′ , λzDfe(P{z/x}) α−→η δ′&µ∗(δ′) = ²
(a) (resτ ) Se α = τ , atendendo a`s regras que definem η, a transic¸a˜o
toma a forma
λzDfe(P{z/x}) τ−→η e com
D(P{x/x}) τ−→η e(x) para x /∈ sup(λzDfe(P{z/x}))
Como D(P ) ∈ D a u´nica possibilidade e´ a transic¸a˜o ter resultado
da regra base e enta˜o D(P ) τ−→χ e(x) e por hipo´tese de induc¸a˜o
∃Q : P τ−→γ Q&D∗(Q) = e(x)
donde, por ντ , vem (νx)P
τ−→γ (νx)Q.
Por outro lado, neste caso µ∗(e) = ²⇔ µ(e) = ² e






= ², como se pretendia.
(b) Se α = a, atendendo a`s regras que definem η, temos treˆs casos a
considerar
(resout) λzD(P{z/x}) a−→η 〈y〉λze(z) comD(P{x/x}) a−→η 〈y〉e(x)
para x /∈ sup(λzDfe(P{z/x})), x 6= a, x 6= y, e neste caso
² = 〈y〉µ(λze(z)). Atendendo a` definic¸a˜o de η a transic¸a˜o
resultou da regra base logo D(P{x/x}) a−→χ 〈y〉e(x) e por
hipo´tese de induc¸a˜o na estrutura do processo vem
∃P ′P a−→γ 〈y〉P ′&D∗(〈y〉P ′) = 〈y〉e(x) donde D(P ′) = e(x)
e, pela definic¸a˜o de γ (νout), vem,
(νx)P
a−→γ 〈y〉(νx)P ′.
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= ², como se pretendia.
(resbo) λzD(P{z/x}) a−→η λze(z) comDfe(P{x/x}) a−→η 〈x〉e(x)
para x /∈ sup(λzDfe(P{z/x})), x 6= a, pela definic¸a˜o de η, a
transic¸a˜o resultou da regra base, logo
D(P ) a−→χ 〈x〉e(x) e, por hipo´tese de induc¸a˜o,




Neste caso tem-se 〈x〉D(Q) = 〈x〉e(x) logo D(Q) = e(x).
Atendendo ao lema 4.5.1 vem
D∗(λzQ{z/x}) = D∗(λxQ{x/x})
= λxD(Q)
= λxµ(D(Q)) (pelo lema 4.5.1)
= λxµ(e(x))
= ²
(resbo in) Se λzD(P{z/x}) a−→η λzλxT (x)(z) com D(P ) a−→η
λzT (x)(z) para x /∈ sup(λzD(P{z/x})) ∪ sup(λzλxT (x)(z)),
pela definic¸a˜o de η tera´ de ser D(P ) a−→χ λzT (x)(z) e por
hipo´tese de induc¸a˜o na estrutura do processo
∃Q P a−→γ λzQ{z/w}&D∗(λzQ{z/w}) = λzT (x)(z)
Assim λzD(Q{w/z}) = λzλxT (x)(z) logo para todo o
z, D(Q{w/z}) = λxT (x)(z) e para todo x, z, D(Q{w/z}) =
T (x)(z). Por νbo in obte´m-se (νx)P
a−→ λz((νx)Q){z/w} para
x 6= a, x 6= w. Falta apenas verificar que
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D∗(λz((νx)Q){z/w}) = µ∗(λzλxT (x)(z)),
ou seja que
λzD((νx)Q){z/w}) = λzµ(λxD(Q{w/z})).









A justificac¸a˜o para a terceira igualdade e´ que
{v/y} ◦ {z/w} ◦ {y/x} = {v/x, z/w, v/y}
mas como y /∈ lv(Q) tem-se
Q{v/x, z/w, v/y} = Q{v/x, z/w}.
(c) Se α = a a demonstrac¸a˜o e´ ideˆntica ao caso resbo in.
2. Caso o processo tenha a forma P |Q, se D(P |Q) α−→χ ² pela definic¸a˜o
de D tem-se µ(D(P )|D(Q)) α−→χ ², o que implica
∃δ′ D(P )|D(Q) α−→η δ′&µ∗(δ′) = ².
(a) Se α = τ atendendo a` definic¸a˜o de η existem treˆs possibilidades
distintas:
(parτ ) Se D(P )|D(Q) τ−→η q|D(Q) com D(P ) τ−→η q, pela
definic¸a˜o de η tera´ de ser D(Q) τ−→χ q, donde por hipo´tese
de induc¸a˜o
∃R : P τ−→γ R&D∗(R) = q
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e por compτ vem P |Q τ−→γ R|Q.




= ² , como se pretendia.
(com) Se D(P )|D(Q) τ−→η q|t(x) com D(P ) a−→η 〈x〉q e
D(Q) a−→η t, pela definic¸a˜o de η tera´ de ser
D(Q) a−→χ 〈x〉q&D(Q) a−→χ t , donde por hipo´tese de
induc¸a˜o
(∃R : P a−→γ 〈x〉R&D∗(〈x〉R) = 〈x〉q)&
(∃S : Q a−→γ λzS{z/w}&D∗(λzS{z/w}) = t)
e por sync vem P |Q τ−→γ R|S{x/w}.
Por outro lado, neste caso ² = µ(q|t(x)), D(R) = q e




= ² , como se pretendia.
(comres) SeD(P )|D(Q) τ−→η λx(e(x)|t(x)) comD(P ) a−→η λze(z)
e D(Q) a−→η λxt(z), pela definic¸a˜o de η tera´ de ser D(P ) a−→χ
λze(z) e D(Q) a−→χ λzt(z) , donde por hipo´tese de induc¸a˜o
(∃R : P a−→γ λzR{z/w}&D∗(λzR{z/w}) = λze(z))&
(∃S : Q a−→γ λzS{z/w}&D∗(λzS{z/w}) = λzt(z))
e por syncν vem P |Q τ−→γ (νx)(R{x/w}|S{x/w}) para x /∈
lv(R)− {w} ∪ lv(S)− {w}.
Por outro lado, neste caso ² = µ(λx(e(x)|t(x))) e
λzD(S{z/w}) = λze(z)&λzD(S{z/w}) = λzt(z) , pelo que








= ² , como se pretendia.
A sexta igualdade resulta do lema 4.5.2. Em relac¸a˜o a`s substi-
tuic¸o˜es, note-se que {z/x}◦{x/w} = {z/w, z/x}, e como x /∈
lv(R)− {w} ∪ lv(S)− {w}R tem-se R{z/w, z/x} = R{z/w}
e S{z/w, z/x} = S{z/w}.
(b) Se α = a, atendendo a` definic¸a˜o de η existem duas possibilidades.
(parout) Se D(P )|D(Q) a−→η 〈x〉(q|D(Q)) com D(P ) a−→η 〈x〉q,
tem-se tambe´mD(P ) a−→χ 〈x〉q donde por hipo´tese de induc¸a˜o
∃RP a−→γ 〈x〉R&D∗(〈x〉R) = 〈x〉q e, atendendo a` definic¸a˜o
de γ, regra compout, vem P |Q a−→γ 〈x〉(R|Q).
Neste caso ² = µ∗(〈x〉(q|D(Q))) = 〈x〉µ(q|D(Q)) e 〈x〉D(R) =





(parbo in) Se D(P )|D(Q) a−→η λx(e(x)|D(Q)) com q a−→η e tem-
-se pela definic¸a˜o de η, q
a−→χ e, donde por hipo´tese de
induc¸a˜o
∃RP a−→γ λxR{w/x}&D∗(λxR{x/w}) = λxe(x)
e, atendendo a` definic¸a˜o de γ, regra compbo in,
P |Q a−→γ λx(R{x/w}|Q).






(c) Se α = a existe uma u´nica possibilidade, que e´ obtida pela regra
parbo in, cuja demonstrac¸a˜o e´ ana´loga a` do u´ltimo caso estudado.
3. Caso o processo tenha a forma !P , se D(!P ) α−→χ ², pela definic¸a˜o de
D tem-se repl(D(P )) α−→χ ²⇔ µ(!D(P )) α−→χ ² o que implica
∃q : !D(P ) α−→η q&µ∗(q) = ²
mas as transic¸o˜es de !D(P ) sa˜o obtidas pela congrueˆncia !D(P ) ≡
!D(P )|D(P ) e derivam das transic¸o˜es de D(P )|D(Q) ja´ estudadas. 2
4.6 Bissimilaridade e congrueˆncia forte
Quando temos uma noc¸a˜o de semaˆntica, isso introduz automaticamente uma
relac¸a˜o de equivaleˆncia entre processos e e´ conveniente que a equivaleˆncia
semaˆntica induza a mesma equivaleˆncia no domı´nio semaˆntico, nesta secc¸a˜o
vamos verificar que isto acontece no nosso caso.
Uma equivaleˆncia que tem em conta as acc¸o˜es internas e´ usualmente de-
signada por equivaleˆncia forte, e uma que na˜o tem em contas estas acc¸o˜es
designa-se por equivaleˆncia fraca. E´ vantajoso tratar primeiro as equivaleˆncias
fortes ([SW01]) por ser um o caso mais fa´cil e porque depois pode ser u´til
para a equivaleˆncia fraca uma vez que a versa˜o forte implica a versa˜o fraca
da equivaleˆncia. Nesta secc¸a˜o vamos fazer o estudo da bissimilaridade e con-
grueˆncia apenas no caso forte uma vez que na˜o foi nosso objectivo explorar
as equivaleˆncias em toda a sua amplitude.
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O nu´cleo de equivaleˆncia de uma semaˆntica define uma relac¸a˜o de equiva-
leˆncia que e´ designada por relac¸a˜o de equivaleˆncia semaˆntica. O que vamos
verificar nesta secc¸a˜o e´ que relac¸a˜o de equivaleˆncia semaˆntica forte coincide
com a relac¸a˜o de bissimilaridade das coa´lgebras-F, no caso fechado; e com a
relac¸a˜o de congrueˆncia forte, no caso aberto.
Proposic¸a˜o 4.6.1 Sejam P e Q processos. Tem-se P
.∼ Q se e so´ se
Dfe(P ) = Dfe(Q).
Demonstrac¸a˜o Na subsecc¸a˜o 2.3.2 ja´ mostramos que o functor F satisfaz
todas as condic¸o˜es da proposic¸a˜o 2.3.9, logo se tomarmos a coa´lgebra Proc e
a func¸a˜o semaˆntica Dfe : Proc → D, que e´ o u´nico morfismo de (Proc, γ) na
coa´lgebra final (D, χ), o resultado segue de imediato. 2
A bissimilaridade na˜o e´ uma congrueˆncia, porque na˜o e´ preservada pelo
prefixo de entrada, para obtermos uma congrueˆncia temos de exigir que os
os processos sejam bissimilares para todas as substituic¸o˜es de nomes. A
maior congrueˆncia contida na bissimilaridade e´ enta˜o definida do modo que
se segue.
Definic¸a˜o 4.6.2 Dois processos P eQ sa˜o fortemente congruentes, e escreve-
se P ∼ Q, se Pθ .∼ Qθ para toda a substituic¸a˜o θ. 2
Podemos agora enunciar a proposic¸a˜o que relaciona a congrueˆncia com a
equivaleˆncia semaˆntica aberta.
Proposic¸a˜o 4.6.3 Sejam P e Q processos. Tem-se P ∼ Q se e so´ se
Dab(P ) = Dab(Q).
Demonstrac¸a˜o Por definic¸a˜o P ∼ Q se Pθ .∼ Qθ para toda a substituic¸a˜o
θ o que pela proposic¸a˜o anterior e´ o mesmo que Dfe(Pθ) = Dfe(Qθ), que por
sua vez e´ equivalente a termos Dab(P )θ = Dab(Q)θ donde, pela definic¸a˜o de
func¸a˜o, Dab(P ) = Dab(Q). 2
Cap´ıtulo 5
Considerac¸o˜es finais
Finalizamos este trabalho com algumas considerac¸o˜es sobre os objectivos
atingidos e os poss´ıveis desenvolvimentos que se podera˜o seguir.
As contribuic¸o˜es principais deste trabalho sa˜o: por um lado mostrar que
abordagens, matematicamente mais simples que as tradicionais, podem ser
usadas na definic¸a˜o da semaˆntica de linguagens com concorreˆncia e tambe´m
de linguagens com mobilidade; por outro lado completar alguns aspectos da
semaˆntica da mobilidade para os quais as propostas actualmente existentes
apresentam limitac¸o˜es.
Comec¸amos por apresentar uma compilac¸a˜o de resultados necessa´rios no
decorrer do trabalho. A maior parte desses resultados fazem parte da teoria
de base ou sa˜o adaptac¸o˜es, ao nosso contexto, de trabalhos de outros autores.
Seguidamente, usou-se a linguagem Lsyn para mostrar como os cfe’s po-
dem ser usados, com vantagem sobre os espac¸os me´tricos, na semaˆntica da
concorreˆncia e como a abordagem coalge´brica tambe´m se apresenta bastante
adequada para lidar com os feno´menos da concorreˆncia. Neste caso a com-
plexidade de aplicac¸a˜o dos dois me´todos na˜o apresenta grandes desequil´ıbrios.
Note-se que, em ambos os casos, a obtenc¸a˜o da semaˆntica operacional resulta
directamente do sistema de transic¸o˜es enquanto que com as te´cnicas me´tricas,
[BV96], e´ necessa´rio recorrer a um ponto fixo. A utilizac¸a˜o dos cfe’s para
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a construc¸a˜o da semaˆntica denotacional esta´ assente sobre a definic¸a˜o dos
operadores auxiliares (secc¸a˜o 3.2.5), cuja definic¸a˜o e´ intuitiva. Na definic¸a˜o
coalge´brica da semaˆntica denotacional evitamos a utilizac¸a˜o de te´cnicas de
ponto fixo pois os resultados sa˜o obtidos por coinduc¸a˜o. Recorremos a` te´cnica
dos cfe’s apenas para o ca´lculo do ambiente ρD, associado a` declarac¸a˜o D,
por esta soluc¸a˜o se apresentar mais imediata. Estamos, no entanto, con-
vencidos que seria poss´ıvel atingir os objectivos utilizando uma abordagem
coalge´brica pura, o que poderemos vir a fazer no futuro. Ainda na te´cnica
coalge´brica, a obtenc¸a˜o dos domı´nios e´ mais intuitiva (usamos Pfin em vez
de Pco).
Mostramos, depois, a grande capacidade de expressa˜o das te´cnicas coal-
ge´bricas, aliadas a`s dos conjuntos nominais, para estudar sistemas mo´veis
baseados na manipulac¸a˜o de nomes. A abordagem coalge´brica que uti-
lizamos tem alguma influencia de [Sta96], mas, no nosso caso, como temos
uma coa´lgebra final os resultados sa˜o obtidos por coinduc¸a˜o, o que simpli-
fica o processo. Na definic¸a˜o da semaˆntica denotacional, os operadores mais
elementares na˜o tiveram o mesmo tratamento coalge´brico que a composic¸a˜o
paralela, a restric¸a˜o e a replicac¸a˜o. O motivo para esta opc¸a˜o foi que, embora
o tratamento coalge´brico dessas operac¸o˜es na˜o levantasse qualquer problema
te´cnico, recorrendo a` utilizac¸a˜o de χ−1 obte´m-se resultados quase imediatos
e evita-se sobrecarregar as demonstrac¸o˜es coindutivas com mais casos para
verificar. Ainda no cap´ıtulo quarto, verificamos que a relac¸a˜o de equivaleˆncia
entre processos, induzida pelas semaˆnticas, coincide com o conceito geral de
bissimilaridade forte, no caso fechado e com a congrueˆncia forte no caso
aberto.
Optou-se por na˜o apresentar a definic¸a˜o da semaˆntica do ca´lculo-pi em
termos de cfe’s, nos moldes em que foi feita para Lsyn, porque os estudos
feitos nesse sentido conduziram-nos a expresso˜es para as func¸o˜es auxiliares
demasiados complexas e a`s quais na˜o foi poss´ıvel, em tempo u´til, darmos um
tratamento simples e claro. Outro dos prosseguimentos deste trabalho podera´
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passar por procurar chegar a uma formulac¸a˜o mais simples para definir a
semaˆntica de linguagens com mobilidade em termos de cfe’s, o que podera´
passar por explorar te´cnicas diferentes das utilizadas no caso de Lsyn.
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