The study of a multilayered and multicomponent system by spatially resolved X-ray fluorescence microscopy poses unique challenges in achieving accurate quantification of elemental distributions. This is particularly true for the quantification of materials with high X-ray attenuation coefficients, depthdependent composition variations and thickness variations. A widely applicable procedure for use after spectrum fitting and quantification is described. This procedure corrects the elemental distribution from the measured fluorescence signal, taking into account attenuation of the incident beam and generated fluorescence from multiple layers, and accounts for sample thickness variations. Deriving from Beer-Lambert's law, formulae are presented in a general integral form and numerically applicable framework. The procedure is applied using experimental data from a solar cell with a Cu(In,Ga)Se 2 absorber layer, measured at two separate synchrotron beamlines with varied measurement geometries. This example shows the importance of these corrections in real material systems, which can change the interpretation of the measured distributions dramatically. research papers J. Synchrotron Rad. (2017). 24, 288-295 Bradley West et al. X-ray fluorescence at nanoscale resolution 289
Introduction
The construction of third-generation synchrotron facilities and their continuous upgrade over the past few decades have increased the available photon flux and beam coherence by orders of magnitude. This dramatic increase in brilliance of synchrotrons pushes research towards new horizons by enabling two major developments. First, the high coherence allows the use of lens-less imaging techniques such as ptychography (Dierolf et al., 2010) for two-and threedimensional reconstructions of features that are smaller than the beam spot size. Second, high-resolution optics such as multilayered Laue lenses and Fresnel zone plates were developed, enabling X-ray beam spot sizes (and therefore, two-dimensional mapping) down to 11 nm in nanoprobe beamlines (Chu et al., 2008; Huang et al., 2013) .
X-ray fluorescence (XRF) measures elemental concentrations with a sensitivity up to parts per million (Sakdinawat & Attwood, 2010) . Core-level electrons are excited by exposing a sample to a high-energy X-ray source with an incident photon energy higher than the electron binding energy. When an electron in a higher shell relaxes to the unoccupied lower energy state, a fluorescent photon is emitted. These photons have a characteristic energy based on the element excited, ISSN 1600-5775 # 2017 International Union of Crystallography and, by measuring the energy of fluorescence photons, constituent elements can be determined. Quantification of these elements is achieved by comparing the number of collected photons at a given energy to a well quantified standard. This technique has been used in a variety of applications for high-resolution elemental imaging. For example, Paunesku et al. (2006) analysed the accumulation of metals in human cells associated with the development or inhibition of diseases and tomographic XRF has been utilized to develop a three-dimensional reconstruction of elemental distributions in freshwater diatoms (Jonge et al., 2010) . In silicon solar cells, XRF was used to investigate the presence of transition metal impurities surrounding dislocations which are correlated to decreased conversion efficiency (Bertoni et al., 2011) . Fuel cells membrane assemblies were investigated using XRF for the effects of contamination with Ca and Cs (Kienitz et al., 2011) . It has also been used to investigate pigments in paintings and ancient texts where multiple layers are present, making accurate elemental quantification difficult (Bergmann, 2007; Casadio & Rose, 2013) . Terrestrial and extraterrestrial samples have been investigated with XRF to trace metastable phases (Bleuet et al., 2008) . Additionally, XRF has been used to investigate composition variations between grains and grain boundaries in polycrystalline thin film solar cells (West et al., 2015) . Grazing-incidence XRF measurements (GIXRF) (Streeck et al., 2013) , and a combination of GIXRF and ion beam analyses (Karydas et al., 2015) , have also been used to calculate depth-dependent gradients.
The combination of XRF with a synchrotron nanoprobe beamline enables the measurement of elemental distributions with higher sensitivity and spatial resolution than other techniques such as secondary ion mass spectroscopy or XRF with a laboratory X-ray source. This combination also enables the structural and elemental characterization of a whole class of materials with sub-micrometre-sized features. This is particularly interesting for thin films deposited by sputtering, evaporation or chemical vapour deposition, where often multicrystalline materials result with crystallite sizes well below tens of micrometres.
Many applications of XRF in the past relied on hard X-rays to detect small quantities or even traces of an element in a low-absorption matrix (e.g. Si or organic materials) (Vyvenko et al., 2004; Buonassisi et al., 2006; Paunesku et al., 2006; Bertoni et al., 2011) . However, challenges arise in the XRF analysis of thin films (with a thickness on the order of a few micrometres) that consist of heavier elements, including (i) Layers of interest buried within a complex stack of several layers, including substrates, that all can contain XRFactive elements. How does one distinguish XRF from different layers?
(ii) Quantifying minor composition fluctuations, if the elements of interest are the majority components, not traces in an X-ray transparent matrix, and the constituent layer has significant thickness variations.
Although the physics governing these challenges has been very well described (De Boer, 1990; Grieken & Markowicz, 2002; Brunetti et al., 2015) , and some aspects have already been implemented in X-ray data analysis packages such as GeoPIXIE and PyMCA (Ryan et al., 2005; Solé et al., 2007; Schoonjans et al., 2012) , it is still important to address the practical implementation of these analyses towards high spatial resolution mapping of real material systems, such as thin film solar cells. We note the challenges and potential sources of error associated with correcting data for materials with lateral composition variations, thickness variations and depth-dependent composition variations. We also show the potential for misinterpretation if these factors are not properly addressed.
With this as the motivation for the present study, we build upon the analysis made by Mainz and Klenk, wherein they utilized a polychromatic, unfocused source to measure a single film with a depth-dependent composition gradient (Mainz & Klenk, 2011) . We expand the formalism to include the corrections for a monochromatic, highly focused X-ray beam, a multilayered structure and thickness variations which become much more critical as spatial resolution increases. In the following sections, we describe this generalized userfriendly procedure to apply corrections to XRF data for any material system after spectrum fitting and quantification. Walking through the corrections step-by-step using Cu(In,Ga)Se 2 (CIGS) solar cells with sub-micrometer-sized features as an example, we highlight the importance of the corrections by showing that uncorrected data can suggest opposite trends from corrected data and identify sources of uncertainty in the analysis.
Procedure

Fitting of raw data and thickness correction
Mapping during XRF measurements, by scanning the sample in X and Y directions, produces a full energy spectrum for each measurement spot ( Fig. 1a ). Fig. 1(b) shows the x-y distribution in units of counts of an element of interest (Cu), by isolating the corresponding peak from the per-pixel spectrum. Prior to correcting the data for absorption losses, the XRF spectra are fitted for the quantification of different elements (Fig. 1c ). To ensure an accurate fit, branching ratios need to be well defined. Branching ratios of X-ray fluorescence from K lines are tabulated in the literature and well studied (Krause, 1979) ; however, L-line branching ratios tend to vary as a function of excitation energy (Hubbell et al., 1994) . Therefore, it may be necessary to measure L-edge branching ratios for a specific experiment. From the fit, the intensities of the peaks are isolated and compared with the intensities of a well quantified standard that is measured under the exact same geometry as the sample (AXO Dresden, 2015) . Applying a calibration curve to the elements of known concentration in the standard gives access by interpolation/extrapolation to the relative XRF signal of different elements that are not contained in the standard but may be in the sample. The data are processed in this fashion, pixel by pixel in each map collected, resulting in elemental maps in units of weight per area ( Fig. 1d ). To accurately quantify the elemental compo-sition of a sample with multiple layers of materials with nonnegligible absorption coefficients, the data should be corrected for attenuation ( Fig. 1e ). If the sample is not perfectly flat, surface topology has an impact on the data collected. In most cases, one is interested in compositional variations and thickness variations can be readily misinterpreted as compositional variations. To account for thickness variations, massbased concentrations can be converted to atomic percentages by dividing an elemental map by the density-weighted sum of all elements in the layer of interest, pixel by pixel, isolating changes in stoichiometry ( Fig. 1f ). An alternative approach could involve measuring the thickness variations directly (e.g. by atomic force microscopy) and conducting XRF on the same area or combining XRF scans with tomographic information (Hu et al., 2014) .
Correcting losses due to attenuation
Beer-Lambert's law (Beer, 1852) describes the intensity decay of light in matter:
where I/I 0 represents the fractional intensity of transmitted light, is the attenuation coefficient in cm À1 and L (cm) is the path length of the light in the material. The attenuation coefficient is the product of the density (g cm À3 ) and the capture cross section (cm 2 g À1 ). For many material systems, is well known and tabulated; however, for systems where is not well characterized, it can be calculated from capture cross section databases available for most elements through the National Institute of Standards and Technology (Berger et al., 2013) and by using a sample-specific material density. Beer-Lambert's law in its current form is useful for describing the intensity decay of visible light or X-rays propagating through a single uniform medium to a certain depth or thickness. It should be expanded to account for: multiple layers, such as stacks used in thin film solar cells, depthdependent composition variations, attenuation of both the incident beam and the generated fluorescent photons, and average attenuation as fluorescence occurs continuously throughout the sample thickness. The following formulation is intended to serve as an experimental approach to correct for attenuation and self-absorption of the exciting photons and photons at a fixed fluorescence energy, which can be repeated and applied to each element of interest. Note that an accurate representation of the attenuation of all fluorescence generated within the layer stack will require a more complete formalism which accounts for the probability for fluorescence to occur, secondary fluorescence effects, and a three-dimensional model which accounts for the 4 generation of fluorescence. Diagram showing the XRF data flow to quantify a copper map measured from a CIGS solar cell. Starting with the single spectra found in each pixel (a), going to the two-dimensional unfitted XRF map (b), a fit of the integrated spectrum (c), and proceeding through quantification (d), absorption correction (e) and thickness correction (f ).
Figure 2
Diagram showing the propagation and attenuation of high-energy photons entering the sample stack and fluorescent photons exiting towards the detector. Each multicomponent layer generates photons of different energies that have different attenuation coefficients in each layer. The multicomponent nature of each layer is represented with multiple arrows exiting each layer. attenuation throughout the thickness leads to increased XRF signal from the sample surface, and decreased signal from the bulk and back of the sample. While the fluorescence process is isotropic, we only need to consider those photons that are emitted under the angle out such that they can reach the fluorescence detector. These two angles impact the beam path length and ultimately the measured fluorescence intensity.
To account for multiple layers and depth-dependent composition variations, is no longer constant with light path L. The light path can be divided into small sub-layers of length (Ál) over which can be assumed constant. The product of equation (1) over each of these sub-layers is the total intensity decay and the exponent can be treated as a summation shown in equation (2), where N is the total number of layers in the structure and (l i ) is the attenuation coefficient at length l i ,
By taking the limit of the summation as N approaches infinity, the expression can be re-written as a definite integral from the top of the layer stack (0), where the incident beam hits the sample, to the total light path length. This is shown in equation (3):
This equation describes the light path of the incident beam. In addition, the generated fluorescence is attenuated in a similar way. The measurement geometry and thickness of the sample impacts the length of both light paths and is accounted for in equation (4) in terms of the sample thickness. We introduced the terms L = T cosð in Þ À1 for the incident beam and L = T cosð out Þ À1 for the fluorescence, to treat the light path in terms of thickness and measurement geometry:
Equation (4) describes the intensity decay from the incident beam ( in ) and generated fluorescence of a particular element of interest ( out ) at a given depth t and sample thickness T, as the ratio of the intensities of the specified elemental fluorescence (I T ) and the incident beam intensity (I 0 ). It should be noted that this equation just describes the attenuation of the X-rays, and the probability of fluorescence to occur is taken into account during the fitting and quantification of the spectrum. Effects such as secondary fluorescence are not included and assumed to be negligible for the purpose of this analysis. For a detailed discussion on how to take into account secondary fluorescence when necessary, see De Boer (1990) . As mentioned previously, the detector measures the number and energy of photons collected, and photons generated from different sample depths are treated equally. Because, fluor-escence occurs continuously throughout the sample thickness, the average attenuation caused by the stack needs to be calculated. This is shown in equation (5):
The resulting value I/I 0 is a value between 0 and 1 representing the average intensity decrease of detected fluorescence compared with the incident beam intensity. Although mathematically accurate, this equation is, in general, not analytically solvable due to the depth dependence of in and out . It can be simplified by assuming a finite layer thickness (Át) over which (t) can be assumed constant. This is shown in equation (6),
Once the losses are calculated for each of the elements of interest, every pixel value in the XRF map is then divided by I/I 0 to correct for the losses described in this section. Additionally, I/I 0 in the final formulation presented here should be considered as an effective correction factor taking into account attenuation of exciting and fluorescent radiation through capping layers, as well as self-attenuation within a layer of interest. It should be noted again that this analysis assumes a radiation-free attenuation of generated XRF photons. These secondary effects are assumed negligible in the following case, although can have an impact.
Experimental setup
The process described in x2 was tested on a Cu(In,Ga)Se 2 (CIGS) solar cell measured at two different beamlines [2-ID-D (Yun et al., 1999) and 26-ID-C (Winarski et al., 2012) ] at the Advanced Photon Source (APS) at Argonne National Laboratory. The measurement parameters are described in Table 1 .
The device structure is similar to that shown in Fig. 2 . Layer 1 corresponds to intrinsic ZnO and ZnO:Al (150 nm), Layer 2 is CdS (50 nm), Layer 3 is CIGS with a Ga/(Ga+In) ratio of 0.3 (1.6 mm), and Layer 4 is Mo (700 nm) deposited on a soda lime glass substrate. A more detailed discussion of sample preparation and device structure conducted at the National Renewable Energy Laboratory (NREL) can be found in (Contreras et al., 1994) . This device exhibits a typical V-shaped grading through the CIGS layer with high gallium content at the front, the back and lower in the middle. As reference, an AXO thin film standard was used, containing the elements Pb, La, Pd, Mo, Cu, Fe and Ca, on silicon nitride. The data were quantified and fitted using MAPS software developed at the APS (Vogt, 2003; Vogt et al., 2003) . Fluorescence was detected on a Vortex-ME4 four-element energy-dispersive silicon drift detector at beamline 26-ID-C and on a Vortex-EM/ASIC single-element energy-dispersive silicon drift detector at 2-ID-D. Fig. 3 shows typical XRF maps collected at APS 2-ID-D.
Results
Uncorrected data refer to the XRF data not treated for absorption losses, depth-dependent composition variations or thickness variations, and corrected data refer to the data after correcting for these factors. The maps are 5 mm Â 5 mm with 100 nm Â 100 nm pixel size, taken with a 1 s dwell time. Selenium (Se K edge = 12.66 keV) was not collected during this run to enhance sensitivity to the cations, Cu, Ga and In.
After correcting for thickness variations, attenuation losses and depth-dependent composition grading, the maps look quite different. The top left corner appears to have the highest concentration of all copper, gallium and indium across the map. However, after thickness correction, described previously, it can be seen that this region is actually copper and gallium poor, and indium rich. This highlights that the concentration variations observed in the uncorrected map are largely due to thickness variations because the compositional inhomogeneity of the sample is smaller in magnitude than variations due to surface roughness. This leads to a significantly different interpretation of the XRF data than would have resulted using uncorrected maps. It should be noted that the thickness-corrected XRF maps appear much noisier than the uncorrected images. This is mainly due to the noise associated with the indium channel. The incident beam energy of 10.4 keV is much higher than the indium L1-edge (4.34 keV), leading to decreased sensitivity to variations in indium. Fig. 4 shows XRF maps for a CIGS device measured at two different APS beamlines. The uncorrected maps show the fitted quantified data in mg cm À2 . The large difference in the quantification of uncorrected maps should be noted. For example, the measurement taken at 2-ID-D shows a maximum copper concentration of 205 mg cm À2 , whereas the measurement taken at 26-ID-C shows a maximum of 105 mg cm À2 . After application of the corrections to account for the different attenuation losses between the two geometries and normalized for thickness, the concentration measured in atomic percent shows better agreement between the two X-ray fluorescence maps taken at APS 2-ID-D. Left-hand panels show the uncorrected data after quantification with a reference standard (in mg cm À2 ) and right-hand panels show the same maps after correction for thickness and attenuation of incident and fluorescence photons (in at.%). Note that the counter-intuitive change from high to low concentration observed in the copper and gallium maps is the result of the thickness correction. The apparent high concentration in uncorrected maps is due to increased sample thickness in the center of grains, although with respect to stoichiometry, these regions are copper/gallium poor.
Figure 4
Copper X-ray fluorescence maps of the same CIGS sample, taken at two beamlines with different geometries and beam intensity. AFM map with delineated grain boundaries presents a comparison with the grain sizes obtained using the watershed technique.
beamlines. The remaining 4% difference between the average atomic percentages of copper for the two maps can be attributed to the inhomogeneities in the sample and standards used to quantify the raw XRF data and to the fact that two different standards were used to quantify these data sets.
The black lines on the images depict the position of the grain boundaries and are the result of image processing by flooding watershed (Tsukahara et al., 2008) . This technique has been successfully applied to particle segmentation in X-ray tomography and is well established to separate grains (Delaney et al., 2010; Mukhopadhyay & Peixinho, 2011; Fu et al., 2012) . We have also verified its accuracy by comparing AFM and SEM images on the same area measured using XRF. A detailed discussion will be given by West et al. (2016) . A comparison of the AFM and XRF images in Fig. 4 , taken on the same sample, reveals similar grain sizes (1-2 mm) and shapes. This suggests that the flooding watershed technique is an appropriate method to identify grain boundaries in our case and it confirms that we are not limited by beam spot size for grain identification.
Discussion and conclusions
Potential sources of error and uncertainty should be taken into consideration when calculating correction factors for nonideal samples using this method. To determine the impact of uncertainty in the grading profile, I/I 0 was calculated for Cu K, Ga K, In L 1 and Se K fluorescence as a function of CIGS layer thickness for five different [Ga]/[Ga+In] grading profiles. These values were calculated using the device structure described previously, with a beam energy of 10.4 keV and the sample-to-detector geometry used at 26-ID-C. It should be noted that the following results describe not only the attenuation from ZnO and CdS layers but self-attenuation in the CIGS layer as well. The thickness variations shown are only for the CIGS layer, and the ZnO and CdS thickness are kept constant. These curves are shown in Fig. 5 and the subset in Fig. 5(d) shows the grading profiles. The flat profile is not shown, but represents a uniform composition throughout the film thickness. Each profile has the same average [Ga]/[Ga+In] ratio of 0.5. It can be seen that as layer thickness increases, I/I 0 for each element decreases. As the layer thickness approaches 0, I/I 0 values do not reach 1. This is due to the attenuation from the CdS and ZnO layers. It can be seen that for CIGS under these measurement conditions, variations in the grading profile have a small impact of <1% for typical layer thickness $2 mm but can reach closer to 2% for Cu and Se for thicker layers. The 'V', 'A' and flat grading profiles show negligible change between them, but slight variations are observed for the linear 'up' and 'down' profiles. The 'down' profile results in less copper and gallium attenuation compared with the 'up' profile and the opposite was observed for indium and selenium. For indium and gallium this is due to the fact that the highest concentration of these elements is closest to the surface, for their respective grading profiles, resulting in less total signal attenuation from the CIGS bulk. Selenium fluorescence is strongly absorbed by Ga and by having a higher gallium concentration at the surface there is a slight decrease in the selenium I/I 0 . The same justification can be made for copper fluorescence being more affected by a high indium concentration at the surface.
Using the same geometry, layer stack, beam energy and assuming a flat grading profile, we have also examined the impact of surface roughness on I/I 0 . It is clear from Fig. 5 and the derivation explained earlier [x2.2] that thickness has a large impact on beam and fluorescence attenuation. Fig. 6 shows the change in I/I 0 for copper, gallium, indium and selenium with varying layer thickness and surface roughness (from 10% to 100% of the film thickness with the black reference line representing no surface roughness). The two dashed lines for each surface roughness represent maximum change in I/I 0 for a positive and negative thickness variation. The distance between these lines for a given thickness can represent the uncertainty in the correction factor. CIGS films investigated typically have a surface roughness between 150 and 200 nm for films that are between 1.5 and 2 mm thick, leading to $10% surface roughness. This leads to $2% uncertainty for Cu, Ga and Se K lines and $5% uncertainty for indium. As total film thickness increases the uncertainty in the correction factor for a given surface roughness also increases. For very rough samples with materials that have high attenuation coefficients, the uncertainty in the correction can be quite large if surface roughness is not considered.
It can be seen that there is a large uncertainty for elements with high attenuation coefficients in rough films. To reduce this uncertainty and bring I/I 0 as close to 1 as possible, the path lengths for both the incident beam and fluorescence should be reduced. This can be challenging because the angle between the incident beam and the fluorescence detector is often mechanically fixed to 90 to reduce the background signal from scattered photons. This leads to a trade-off between the excitation volume of the beam and the path length of fluorescence. For a fixed detector/beam geometry of in + out = 90 , a good compromise is in many cases in = 15 . However, in an ideal case, in = 0 , such that a pixel in the map corresponds to the fluorescence signal of a perpendicular column in the sample [for a 2 mm-thick layer stack, an incident angle of 15 corresponds to the collection of fluorescence photons generated along tan (15 ) Â 2 mm = 536 nm in the plane of the sample surface]. This is typically much wider than the spot size of the beam, which decreases the lateral spatial resolution given by the spot size.
It is important to note that although individually the sources of error may be small, when they are combined during the analysis they can result in non-negligible quantities, especially when handling multiple elements with low I/I 0 values, similar to indium in the case described above.
We have demonstrated a user-friendly method for the deconvolution of the effects of self-absorption and thickness variations inherent to many multicomponent layered structures, for use after XRF spectrum fitting and quantification. We have also performed a sensitivity analysis to estimate the potential sources of error and uncertainty when using the method for rough and compositionally graded samples. The applicability of this method was shown by the agreement between the data collected at two different APS beamlines under very different measurement geometries.
Although the data shown here are based on CIGS thin film solar cells, the process can be applied to any layered structure where surface roughness and compositional variations result in non-negligible error for the application. This process also enables the investigation of metal contaminants in silicon solar cells by estimating the depth of the detrimental particle. The investigation of fuel cells can be expanded to allow for in situ characterization of membrane contamination, by correcting for losses through the anode, cathode and membrane assembly. Therefore, the presented approach is a useful tool with broad-reaching impact across multiple disciplines, to be coupled with existing XRF analysis software, increasing the quantification accuracy, understanding areas of uncertainty and enabling the analysis of more complex samples.
