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Abstract
The paper studies the eigenvalue distribution of some special matrices. Tong in Theorem 1.2 of [Wen-
ting Tong, On the distribution of eigenvalues of some matrices, Acta Math. Sinica (China) 20 (4) (1977)
273–275] gives conditions for an n × n matrix A ∈ SDn ∪ IDn to have |JR+(A)| eigenvalues with positive
real part, and |JR−(A)| eigenvalues with negative real part. A counter-example is given in this paper to
show that the conditions of the theorem are not true. A corrected condition is then proposed under which
the conclusion of the theorem holds. Then the corrected condition is applied to establish some results about
the eigenvalue distribution of the Schur complements of H-matrices with complex diagonal entries. Several
conditions on the n × n matrix A and the subset α ⊆ N = {1, 2, . . . , n} are presented such that the Schur
complement matrix A/α of the matrix A has |JR+(A)| − |JαR+(A)| eigenvalues with positive real part and|JR−(A)| − |JαR−(A)| eigenvalues with negative real part.
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1. Introduction
The eigenvalue distribution of special matrices has important applications (see, [5,8,10]),
and attracts many researchers’ attention. Tong in [11] proposed some results on the eigenvalue
distribution of the strictly or irreducibly diagonally dominant matrices. Later, Zhang [14], You
[12] and Liu [5] extended the results to conjugate diagonally dominant matrices, generalized
conjugate diagonally dominant matrices and H -matrices, respectively. Liu and Huang in [5]
studied the eigenvalue distribution of the Schur complements of H -matrices with real diagonal
entries. Recently, Liu and Zhang in [6] give a result about the relationship of the eigenvalue
distributions between the Schur complements and related the principle submatrices of diagonally
dominant matrices with real diagonal entries.
In this paper, we will study the eigenvalue distribution of some special matrices, including
diagonally dominant matrices and the Schur complements of H -matrices with complex diagonal
entries. Tong in Theorem 1.2 of [11] gives conditions for a matrixA ∈ SDn ∪ IDn to have |JR+(A)|
eigenvalues with positive real part, and |JR−(A)| eigenvalues with negative real part. A counter-
example is given in this paper to show that the conditions of the theorem are not true. Then, a
corrected condition is proposed in the paper under which the conclusion of the theorem holds. Let
A be an H -matrix with real diagonal entries and α ⊆ N = 1, 2, . . . , n. Liu in [5] gives the result
that the Schur complement A/α of the matrix A has |J+(A)| − |Jα+(A)| eigenvalues with positive
real part and |J−(A)| − |Jα−(A)| eigenvalues with negative real part. In this paper, we generalize
the result to H -matrices with complex diagonal entries. Several theorems are presented to give
different conditions on the matrix A and the set α such that the Schur complement matrix A/α has
|JR+(A)| − |JαR+(A)| eigenvalues with positive real part and |JR−(A)| − |JαR−(A)| eigenvalues
with negative real part.
The paper is organized as follows. Some notations and preliminary results about special matri-
ces are given in Section 2. The result of Theorem 1.2 in [11] is given in Section 3, and a counter-
example is also given in Section 3 to demonstrate that the conclusion of the theorem is not true.
A corrected condition to the theorem is then presented in Section 4. The main results of this
paper are given in Section 5, where we give the different conditions for the H -matrices A with
complex diagonal entries and the subset α ⊆ N such that the Schur complement matrix A/α has
|JR+(A)| − |JαR+(A)| eigenvalues with positive real part and |JR−(A)| − |JαR−(A)| eigenvalues
with negative real part. Conclusions are given in Section 6.
2. Preliminaries
In this section we give some notions and preliminary results about special matrices that are
used in this paper. Cm×n(Rm×n) will be used to denote the set of all m × n complex (real)
matrices. Let A = (aij ) ∈ Rm×n and B = (bij ) ∈ Rm×n, we write A  B, if aij  bij holds for
all i = 1, 2, . . . , m, j = 1, 2, . . . , n. A matrix A = (aij ) ∈ Rn×n is called a Z-matrix if aij  0
for all i /= j . We will use Zn to denote the set of all n × nZ-matrices. A matrix A = (aij ) ∈ Rn×n
is called an M-matrix if A ∈ Zn and A−1  0. Mn will be used to denote the set of all n × n
M-matrices.
The comparison matrix of a given matrix A = (aij ) ∈ Cn×n, denoted by μ(A) = (μij ), is
defined by
μij =
{|aii |, if i = j,
−|aij |, if i /= j.
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It is clear that μ(A) ∈ Zn for a matrix A ∈ Cn×n. A matrix A ∈ Cn×n is called H -matrix if
μ(A) ∈ Mn. Hn will denote the set of all n × n H -matrices. Let A = (aij ) ∈ Cn×n be given, we
define the matrix Â = (aˆij ) ∈ Cn×n by
aˆij =
{
Re(aii), if i = j,
aij , if i /= j.
|α| denotes the cardinality of the set α ⊆ N = {1, 2, . . . , n}. For nonempty index sets α, β ⊆ N ,
A(α, β) is the submatrix of A ∈ Cn×n with row indices in α and column indices in β. The
submatrix A(α, α) is abbreviated to A(α). Let α ⊂ N , α′ = N − α, and A(α) be nonsingular, the
matrix
A/α = A/A(α) = A(α′) − A(α′, α)[A(α)]−1A(α, α′) (1)
is called the Schur complement with respect to A(α), where indices in both α and α′ are arranged
with increasing order.
Definition 2.1. A matrix A ∈ Cn×n is called (row) diagonally dominant if
|aii |  Pi(A), ∀i ∈ N, (2)
where Pi(A) =∑nj=1,j /=i |aij |, i = 1, 2, . . . , n. If inequality in (2) holds strictly for all i ∈ N,
A is called (row) strictly diagonally dominant. If (2) holds with equality for all i ∈ N , A is called
(row) diagonally equipotent.
If a matrix A = (aij ) ∈ Cn×n is diagonally dominant and has a k × k (1 < k  n) principal
submatrix A(J ), J = {i1, i2, . . . , ik} that is diagonally equipotent, then the following hold:
1. aij = 0, i ∈ J, j ∈ N − J ;
2. A(i1) = (ai1i1) being diagonally equipotent implies ai1i1 = 0.
Definition 2.2. A matrix A ∈ Cn×n is called generalized (strictly) diagonally dominant, if there
exists a positive diagonal matrix D = diag(d1, d2, . . . , dn) such that AD is (strictly) diagonally
dominant.
Lemma 2.1 [1]. If A ∈ Cn×n is a generalized (strictly) diagonally dominant matrix, then there
exists a positive diagonal matrix D such that D−1AD is (strictly) diagonally dominant.
Lemma 2.2 [1]. A matrix A ∈ Cn×n is an H -matrix if and only if A is generalized strictly
diagonally dominant.
Definition 2.3. A matrixA ∈ Cn×n (n  2) is called reducible if there exists ann × npermutation
matrix P such that
PAP T =
(
A11 A12
0 A22
)
,
where A11 ∈ Cr×r , A22 ∈ C(n−r)×(n−r), 1  r < n. If no such permutation matrix exists, then
A is called irreducible. A = (a11) ∈ C1×1 is irreducible if a11 /= 0, and reducible, otherwise.
Definition 2.4. A matrix A ∈ Cn×n is called irreducibly diagonally dominant, if A is irreducible
and diagonally dominant with inequality (2) holds strictly for at least one i ∈ N .
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Lemma 2.3 [1,9]. Let A ∈ Cn×n be strictly diagonally dominant or irreducibly diagonally dom-
inant. Then A ∈ Hn and is nonsingular.
Lemma 2.4 [1]. Let A ∈ Rn×n. If A ∈ Mn, then det A > 0.
In the rest part of the paper, Dn(SDn, IDn), DEn and GDn(GSDn) will be used to denote the
sets of all n × n diagonally (strictly diagonally, irreducibly diagonally) dominant matrices, the
set of all n × n diagonally equipotent matrices, and the sets of all n × n generalized diagonally
(strictly diagonally) dominant matrices, respectively.
3. A counter-example
In this section a counter-example is given to show that the conclusion of Theorem 1.2 in [11]
is not true. Tong in [10] gives the following theorem on the eigenvalue distribution of strictly or
irreducibly diagonally dominant matrices.
Theorem 3.1 [11]. Let A ∈ SDn ∪ IDn satisfy the following conditions:
1. |Re(aii)|  Pi(A),∀i ∈ N;
2.
∑n
i=1 |Re(aii)| >
∑n
i=1 Pi(A).
Then A has |JR+(A)| eigenvalues with positive real part, and |JR−(A)| eigenvalues with negative
real part, where JR+(A) = {i|Re(aii) > 0, i ∈ N}, JR−(A) = {i |Re(aii) < 0, i ∈ N}.
Consider the matrix
A =
⎡⎢⎣2 + 3i −1 0 0−1 1 + 3i 0 00 0 −1 − 3i 1
0 0 1 −1 − 3i
⎤⎥⎦ .
It can be verified that the matrix A ∈ SDn and satisfies the conditions of Theorem 3.1, and hence
should have 2 eigenvalues with positive real part, and 2 eigenvalues with negative real part.
Direct calculation gives the eigenvalues of the matrix A : λ1 = 3+
√
5
2 + 6i, λ2 = 3−
√
5
2 + 6i,
λ3 = −2 − 3i and λ4 = −3i, i.e., the matrix A has 2 eigenvalues with positive real part, 1
eigenvalue with negative real part and 1 imaginary eigenvalue. This example shows that the
conclusion of Theorem 3.1 is not true, and the conditions in the theorem need to be modified to
give correct conclusion.
4. A corrected condition
In this section, we present a theorem on the eigenvalue distribution of diagonally dominant
matrices. The theorem gives the condition under which the conclusion of Theorem 3.1 holds. At
first, the following lemmas will be used in this section.
Lemma 4.1 [4]. Let A = (aij ) ∈ Cn×n be irreducible, and there exist positive constants αi, i =
1, 2, . . . , n, such that
αi |aii | 
n∑
j=1,j /=i
αj |aij |, ∀i ∈ N (3)
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hold. Then A is singular if and only if (3) are equalities for all i ∈ N and there exists a unitary
diagonal matrix U such that
U−1D−1A AU = μ(D−1A A), (4)
where DA = diag(a11, a22, . . . , ann) and μ(D−1A A) is the comparison matrix of D−1A A.
Lemma 4.2. Let A ∈ Dn be irreducible. Then A is singular if and only if A ∈ DEn and there
exists a unitary diagonal matrix U such that (4) holds.
Proof. Since A ∈ Dn is irreducible, all the inequalities in (3) hold with αi = 1 i = 1, 2, . . . , n.
Hence A satisfies the conditions of Lemma 4.1. Then, the conclusion of this lemma immediately
comes from Lemma 4.1. 
Lemma 4.3. A matrix A ∈ Dn is singular if and only if the matrix A has either a zero principal
submatrix or an irreducible and diagonally equipotent principal submatrixAk = A(i1, i2, . . . , ik),
1 < k  n, which satisfies condition (4), i.e., there exists a k × k unitary diagonal matrix Uk
such that
U−1k D
−1
Ak
AkUk = μ(D−1Ak Ak), (5)
where DAk = diag(ai1i1 , ai2i2 , . . . , aikik ).
Proof. If the matrix A is irreducible, the conclusion comes immediately from Lemma 4.2. Thus
we only prove the case that the matrix A is reducible. Since A is reducible, there exists an n × n
permutation matrix P such that
PAP T =
⎡⎢⎢⎢⎢⎢⎢⎣
A11 A12 · · · A1,l−1 A1l
0 A22 · · · A2,l−1 A2l
0 0
.
.
. A3,l−1 A3l
...
...
.
.
.
.
.
.
...
0 0 · · · 0 All
⎤⎥⎥⎥⎥⎥⎥⎦ , (6)
where
Ajj =
⎡⎢⎢⎣
ai1i1 · · · ai1inj
...
.
.
.
...
ainj i1 · · · ainj inj
⎤⎥⎥⎦
is an nj × nj irreducible or zero principal submatrix of A, j = 1, 2, . . . , l and∑lj=1 nj = n.
Suppose that there exists one principal submatrix, Akk say, satisfies the condition of the lemma.
If Akk = 0, then A is singular. If Akk is irreducible and diagonally equipotent, and there exists a
k × k unitary diagonal matrix Uk such that (5) holds, then Akk ∈ Dk and Lemma 4.2 indicates
that the submatrix Akk is singular. Hence, the matrix A is singular.
Now suppose that A is singular. If all the principal submatrices in (6) are nonzero, then there
exists at least one principal submatrix, Akk say, such that Akk is irreducible and singular. Since
A ∈ Dn, we have Akk ∈ Dk . It then follows from Lemma 4.2 that Akk ∈ DEk and there exists a
k × k unitary matrix Uk such that (5) holds. This completes the proof of the lemma. 
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Lemma 4.4. Given a matrix A ∈ Cn×n, if Â ∈ Dn and A is singular, then Â is also singular; if
Â ∈ Dn and is nonsingular, then A is nonsingular.
Proof. Â ∈ Dn implies A ∈ Dn. If A is singular, then Lemma 4.3 indicates that A has a principal
submatrix Ak = A(i1, i2, . . . , ik), which is either zero or irreducible diagonally equipotent, that
is, we have
|aij ,ij | =
k∑
s=1,s /=j
|aij ,is |, j = 1, 2, . . . , k. (7)
Since Âk is the corresponding principal submatrix of Â and Â ∈ Dn, we have Âk ∈ Dk , that is,
Âk satisfies
|Re(aij ,ij )| 
k∑
s=1,s /=j
|aij ,is |, j = 1, 2, . . . , k. (8)
From (7) and (8), we obtain Re(aij ,ij ) = aij ,ij and hence Âk = Ak . Thus, Âk is also either a zero
principal submatrix or a singular irreducible diagonally equipotent principal submatrix of Â. It
then follows from Lemma 4.3 that Â is singular.
If Â ∈ Dn and is nonsingular, then none of the principal submatrices in Â is zero or irreducible
diagonally equipotent. Then it follows from the definition of Â, none of the principal submatrices
in A is zero or irreducible diagonally equipotent. Since A ∈ Dn, the conclusion that the matrix A
is nonsingular directly comes from Lemma 4.3. 
Now we can give the main result of this section that gives the condition under which the
conclusion of Theorem 3.1 holds.
Theorem 4.1. Given a matrix A ∈ Cn×n, if Â ∈ Dn and is nonsingular, then A has |JR+(A)|
eigenvalues with positive real part and |JR−(A)| eigenvalues with negative real part.
Proof. Since Â ∈ Dn and is nonsingular, we have Re(aii) /= 0, ∀i ∈ N , and hence JR+(A) ∪
JR−(A) = N , |JR+(A)| + |JR−(A)| = n. Define a matrix B(t) = (bij ), t ∈ [0, 1] by
bij =
{
aii , if i = j,
aij t, if i /= j.
Then B(0) = diag(a11, a22, . . . , ann), and B(1) = A. When t increases from 0 to 1, the Gersgorin
disks
i (t) =
⎧⎨⎩z : |z − aii | 
n∑
j=1,j /=i
|bij | =
n∑
j=1,j /=i
|aij |t
⎫⎬⎭ , i = 1, 2, . . . , n,
gradually increase from aii , i = 1, 2, . . . , n to the corresponding disks of the matrix A
i =
⎧⎨⎩z : |z − aii | 
n∑
j=1,j /=i
|aij |
⎫⎬⎭ , i = 1, 2, . . . , n.
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Suppose Re(aij ij ) > 0, j = 1, 2, . . . , k; Re(aij ij ) < 0, j = k + 1, k + 2, . . . , n and let
S1(t) =
k⋃
j=1
ij (t), S2(t) =
n⋃
j=k+1
ij (t).
Since Â ∈ Dn, we have B̂(t) ∈ SDn and henceB(t) ∈ SDn for t ∈ [0, 1). Thus,S1(t) ∩ S2(t) = ∅,
and S1(t) locates on the right of imaginary axis, S2(t) locates on the left of the imaginary axis in the
imaginary coordinate plane. Let λi(t) (i = 1, 2, . . . , n) be eigenvalues of the matrix B(t). Then
B(t) has k eigenvalues in S1(t), and n − k eigenvalues in S2(t). Since λi(t), (i = 1, 2, . . . , n) are
continuous functions of t and S1(t) and S2(t) are all closed set, λi(t) in S1(t) cannot jump into
S2(t) and λi(t) ∈ S2(t) cannot jump into (S1(t)) when t → 1. Thus B(1) = A has k eigenvalues
in S1(1) and n − k eigenvalues in S2(1).
Finally, we prove that the matrix A has no eigenvalue with zero real part by contradiction.
Assume that A has an eigenvalue λj0 with Re(λj0) = 0. Let λj0 = βi, where i =
√−1. It comes
from Lemma 4.4 that the matrix A is nonsingular, and hence β /= 0. Let W = A − λj0I , where I
is the identity matrix. It is clear that the matrix W is singular. On the other hand, it follows from
the definition of Ŵ that we have Ŵ = Â ∈ Dn, and Ŵ is nonsingular since Â is nonsingular.
Then it follows from Lemma 4.4 that the matrix W is nonsingular, which gives a contradiction.
This contradiction shows that the matrix A has no eigenvalue with zero real part. Therefore, we
complete the proof. 
Now, let us consider the counter-example again. Since
Â =
⎡⎢⎢⎣
2 −1 0 0
−1 1 0 0
0 0 −1 1
0 0 1 −1
⎤⎥⎥⎦ ∈ Dn
is singular, the matrix A does not satisfy the condition of Theorem 4.1, and hence the conclusion
does not hold for the matrix.
5. The eigenvalue distribution on Schur complements of H -matrices
Recently, Liu and Huang in [5], Liu and Zhang in [6] presented the following results about
the eigenvalue distribution on the Schur complements of H -matrices and diagonally dominant
matrices with real diagonal entries, respectively.
Theorem 5.1 [5]. Let A ∈ Hn and α ⊂ N. If aii (i = 1, 2, . . . , n) are all real numbers, then
A/α has |J+(A)| − |Jα+(A)| eigenvalues with positive real part and |J−(A)| − |Jα−(A)| eigen-
values with negative real part, where J+(A) = {i |aii > 0, i ∈ N}, J−(A) = {i |aii < 0, i ∈
N}, J α+(A) = {i |aii > 0, i ∈ α} and Jα−(A) = {i |aii < 0, i ∈ α}.
Theorem 5.2 [6]. Let A ∈ SDn be a matrix with real diagonal entries, and α ⊂ N. Then A/α
and A(α′) have the same number of eigenvalues whose real parts are greater (less) than w (resp.
−w), where α′ = N − α and
w = min
j∈α′
[
|ajj | − Pj (A) + min |aii | − Pi(A)|aii |
∑
i∈α
|aji |
]
.
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In this section, we apply the corrected condition given in Theorem 4.1 to generalize the result
of Theorem 5.1 to H -matrices with complex diagonal entries. Before we give these results, some
lemmas are given below.
Lemma 5.1 [3]. Let A ∈ Cn×n, and B ∈ Mn. If μ(A)  B, then A ∈ Hn and B−1  |A−1|  0.
Lemma 5.2. If A ∈ Hn, then
[μ(A)]−1  |A−1|  0. (9)
Proof. Since A ∈ Hn, μ(A) ∈ Mn. Then, taking B = μ(A) in Lemma 5.1 gives the conclu-
sion. 
Lemma 5.3 [2]. If A ∈ SDn and α ⊂ N, then A/α ∈ SDn−|α|.
Lemma 5.4 [5]. If A ∈ Hn and α ⊂ N, then A/α ∈ Hn−|α|.
Lemma 5.5 [7]. Let A ∈ Cn×n and be partitioned as
A =
(
a11 A12
A21 A22
)
,
where A21 = (a21, a31, . . . , an1)T, A12 = (a12, a13, . . . , a1n). If A22 is nonsingular, then
det A
det A22
= a11 − (a12, a13, . . . , a1n)[A22]−1
⎛⎜⎜⎜⎝
a21
a31
...
an1
⎞⎟⎟⎟⎠ .
Lemma 5.6 [13]. Let A ∈ Dn. Then A ∈ Hn if and only if no diagonally equipotent principal
submatrices exist in A. Furthermore, if A ∈ Dn ∩ Zn, then A ∈ Mn if and only if no diagonally
equipotent principal submatrices exist in A.
The following theorem is the main result of this paper.
Theorem 5.3. Let A ∈ SDn and α ⊂ N. If Â ∈ Dn and is nonsingular, then A/α has |JR+(A)| −
|JαR+(A)| eigenvalues with positive real part and |JR−(A)| − |JαR−(A)| eigenvalues with neg-
ative real part, where JR+(A) = {i |Re(aii) > 0, i ∈ N}, JR−(A) = {i |Re(aii) < 0, i ∈ N},
J αR+(A) = {i |Re(aii) > 0, i ∈ α}, J αR−(A) = {i |Re(aii) < 0, i ∈ α}.
Proof. The conclusion of this theorem will be proved by showing the results: (i) Â/α ∈ SDm;
(ii) Sign Re(˜ajl ,jl ) = Sign Re(ajl ,jl ), l = 1, 2, . . . , m, where m = n − |α|, a˜jl ,jl and ajl,jl are the
diagonal entries of the matrices A/α and A, respectively. With these two results, the conclusion
of the theorem comes from the results of Lemma 2.3 and Theorem 4.1.
At first, we prove (i). Assume α = {i1, i2, . . . , ik}, α′ = N − α = {j1, j2, . . . , jm}, k + m =
n. Let A/α = (˜ajl ,jt )m×m. According to definition (1) of the matrix A/α, we have the entries of
the Schur complement A/α,
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a˜jl ,jt = ajl,jt −
⎡⎢⎢⎢⎣(ajl ,i1 , ajl ,i2 , . . . , ajl ,ik )[A(α)]−1
⎛⎜⎜⎜⎝
ai1,jt
ai2,jt
...
aik,jt
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦ , l, t = 1, 2, . . . , m,
(10)
and the diagonal entries,
a˜jl ,jl = ajl,jl −
⎡⎢⎢⎢⎣(ajl ,i1 , ajl ,i2 , . . . , ajl ,ik )[A(α)]−1
⎛⎜⎜⎜⎝
ai1,jl
ai2,jl
...
aik,jl
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦ , l = 1, 2, . . . , m. (11)
Since A ∈ SDn, we have A ∈ Hn (see Lemma 2.3) and μ(A) ∈ Mn. Thus, A(α) ∈ H|α|, and
Lemma 5.2 gives
{μ[A(α)]}−1  |[A(α)]−1|  0. (12)
Then from (10)–(12) and Lemma 5.5, we have
|Re(a˜jl ,jl )| −
m∑
i=1,i /=l
|˜ajl,ji |
=
∣∣∣∣∣∣∣∣∣Re
⎡⎢⎢⎢⎣ajl,jl − (ajl ,i1 , . . . , ajl ,ik )[A(α)]−1
⎛⎜⎜⎜⎝
ai1,jl
ai2,jl
...
aik,jl
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦
∣∣∣∣∣∣∣∣∣
−
m∑
i=1,i /=l
∣∣∣∣∣∣∣∣∣
⎡⎢⎢⎢⎣ajl,ji − (ajl ,i1 , . . . , ajl ,ik )[A(α)]−1
⎛⎜⎜⎜⎝
ai1,ji
ai2,ji
...
aik,ji
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦
∣∣∣∣∣∣∣∣∣
 |Re(ajl ,jl )| −
m∑
i=1,i /=l
|ajl,ji |
−
m∑
i=1
∣∣∣∣∣∣∣∣∣
⎡⎢⎢⎢⎣(ajl ,i1 , ajl ,i2 , . . . , ajl ,ik )[A(α)]−1
⎛⎜⎜⎜⎝
ai1,ji
ai2,ji
...
aik,ji
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦
∣∣∣∣∣∣∣∣∣
 |Re(ajl ,jl )| −
m∑
i=1,i /=l
|ajl,ji |
−
m∑
i=1
⎡⎢⎢⎢⎣(|ajl,i1 |, |ajl,i2 |, . . . , |ajl,ik |)|[A(α)]−1|
⎛⎜⎜⎜⎝
|ai1,ji ||ai2,ji |
...
|aik,ji |
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦
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 |Re(ajl ,jl )| −
m∑
i=1,i /=l
|ajl,ji |
−
m∑
i=1
⎡⎢⎢⎢⎣(|ajl,i1 |, |ajl,i2 |, . . . , |ajl,ik |){μ[A(α)]}−1
⎛⎜⎜⎜⎝
|ai1,ji ||ai2,ji |
...
|aik,ji |
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦
= det Bl
det μ[A(α)] , l = 1, 2, . . . , m, (13)
where
Bl =
(|Re(ajl ,jl )| −∑mi=1,i /=l |ajl,ji | hT
g μ[A(α)])
)
(k+1)×(k+1),
g =
(
−
m∑
i=1
|ai1,ji |, . . . ,−
m∑
i=1
|aik,ji |
)T
,
h = (−|ajl,i1 |, . . . ,−|ajl,ik |)T.
It is clear thatBl ∈ Zk+1. Since Â ∈ Dn and is nonsingular, we have Re(ajl ,jl ) /=0, l=1, 2, . . . , m,
and
|Re(ajl ,jl )| −
m∑
i=1,i /=l
|ajl,ji | 
k∑
t=1
|ajl,it |. (14)
Since A ∈ SDn, we obtain
|air ,ir | >
k∑
t=1,t /=r
|air ,it | +
m∑
i=1
|air ,ji |, r = 1, 2, . . . , k. (15)
Inequalities (14) and (15) indicate that Bl ∈ Dk+1 and has no diagonally equipotent principal
submatrices. It then follows from Lemma 5.6 that Bl is an H -matrix, and an M-matrix. Hence,
det Bl > 0 (see Lemma 2.4). Also, since μ[A(α)] ∈ Mn, we have det μ[A(α)] > 0. Thus, from
(13), we have
|Re(˜ajl ,jl )| >
m∑
i=1,i /=l
|˜ajl,ji |, l = 1, 2, . . . , m,
which shows Â/α ∈ SDm. Then Lemma 2.3 indicates that Â/α ∈ Hm and is nonsingular. This
completes the proof of result (i).
Next, we prove result (ii)
Sign Re(a˜jl ,jl ) = Sign Re(ajl ,jl ), l = 1, 2, . . . , m. (16)
It follows from Eq. (11) that (16) is true if
|Re(ajl ,jl )| >
∣∣∣∣∣∣∣∣∣(ajl ,i1 , ajl ,i2 , . . . , ajl ,ik )[A(α)]
−1
⎛⎜⎜⎜⎝
ai1,jl
ai2,jl
...
aik,jl
⎞⎟⎟⎟⎠
∣∣∣∣∣∣∣∣∣ , l = 1, 2, . . . , m (17)
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hold. Using inequality (12) and Lemma 4.5, we have
|Re(ajl ,jl )| −
∣∣∣∣∣∣∣∣∣(ajl ,i1 , ajl ,i2 , . . . , ajl ,ik )[A(α)]
−1
⎛⎜⎜⎜⎝
ai1,jl
ai2,jl
...
aik,jl
⎞⎟⎟⎟⎠
∣∣∣∣∣∣∣∣∣
 |Re(ajl ,jl )| −
⎡⎢⎢⎢⎣(|ajl,i1 |, |ajl,i2 |, . . . , |ajl,ik |)|[A(α)]−1|
⎛⎜⎜⎜⎝
|ai1,jl ||ai2,jl |
...
|aik,jl |
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦
 |Re(ajl ,jl )| −
⎡⎢⎢⎢⎣(|ajl,i1 |, |ajl,i2 |, . . . , |ajl,ik |){μ[A(α)]}−1
⎛⎜⎜⎜⎝
|ai1,jl ||ai2,jl |
...
|aik,jl |
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦
= det Cl
det μ[A(α)] , l = 1, 2, . . . , m, (18)
where
Cl =
(|Re(ajl ,jl )| hTl
gl μ[A(α)]
)
(k+1)×(k+1)
,
gl = (−|ai1,jl |, . . . ,−|aik,jl |)T,
hl = (−|ajl,i1 |, . . . ,−|ajl,ik |)T.
It is clear that the matrix Cl ∈ Zk+1. Since Â ∈ Dn and A ∈ SDn, we have
|Re(ajl ,jl )| 
k∑
t=1
|ajl,it |, (19)
|air ,ir | >
k∑
t=1,t /=r
|air ,it | + |air ,jl |, r = 1, 2, . . . , k. (20)
Inequalities (19) and (20) indicate that the matrix Cl ∈ Dk+1 and has no any diagonally equipo-
tent principal submatrices. It then follows from Lemma 5.6 that Cl is an H -matrix, and hence
det Cl > 0. Since det μ[A(α)] > 0, it follows from (18) that we have
|Re(ajl ,jl )| −
∣∣∣∣∣∣∣∣∣(ajl ,i1 , ajl ,i2 , . . . , ajl ,ik )[A(α)]
−1
⎛⎜⎜⎜⎝
ai1,jl
ai2,jl
...
aik,jl
⎞⎟⎟⎟⎠
∣∣∣∣∣∣∣∣∣ > 0, l = 1, 2, . . . , m,
which proves (17), and hence (16) holds for all l = 1, 2, . . . , m. Result (i) shows that the matrix
A/α satisfies the conditions of Theorem 4.1. Applying Theorem 4.1 and the result (i) and (ii) give
the conclusion that the matrix A/α has |JR+(A)| − |JαR+(A)| eigenvalues with positive real part
and |JR−(A)| − |JαR−(A)| eigenvalues with negative real part. The proof is completed. 
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Using Lemma 2.3 and Theorem 5.3, we can immediately obtain the following corollary.
Corollary 5.1. Let A ∈ SDn and α ⊂ N. If Â ∈ SDn, then A/α has |JR+(A)| − |JαR+(A)| eigen-
values with positive real part and |JR−(A)| − |JαR−(A)| eigenvalues with negative real part.
Applying this corollary, we can obtain the following result.
Theorem 5.4. Let A ∈ Hn and α ⊂ N. If Â ∈ Hn, then A/α has |JR+(A)| − |JαR+(A)| eigen-
values with positive real part and |JR−(A)| − |JαR−(A)| eigenvalues with negative real part.
Proof. Since Â ∈ Hn, Lemmas 2.2 and 2.1 indicate that there exists a positive diagonal matrix
D = diag(d1, d2, . . . , dn) such that D−1ÂD ∈ SDn. Then, it follows from the definition of Â
that D−1AD ∈ SDn. Let B = D−1AD = (bij ), then bij = d−1i aij dj , i /= j and bii = aii for
all i, j ∈ N. Thus, |JR+(B)| − |JαR+(B)| = |JR+(A)| − |JαR+(A)| and |JR−(B)| − |JαR−(B)| =|JR−(A)| − |JαR−(A)|.Since the matrixB satisfies the condition of Corollary 5.1, it follows that the
matrixB/α has |JR+(A)| − |JαR+(A)| eigenvalues with positive real part and |JR−(A)| − |JαR−(A)|
eigenvalues with negative real part.
Next, we consider the relationship between the matricesA/α andB/α. Assumeα = {i1, i2, . . . ,
ik}, α′ = N − α = {j1, j2, . . . , jm}. Let A/α = (a˜jljt )m×m and B/α = (b˜jljt )m×m. Then,
a˜jl ,jt = ajl,jt −
⎡⎢⎢⎢⎣(ajl ,i1 , ajl ,i2 , . . . , ajl ,ik )[A(α)]−1
⎛⎜⎜⎜⎝
ai1,jt
ai2,jt
...
aik,jt
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦ , l, t = 1, 2, . . . , m,
(21)
and
b˜jl ,jt = bjl,jt −
⎡⎢⎢⎢⎣(bjl ,i1 , . . . , bjl ,ik )[B(α)]−1
⎛⎜⎜⎜⎝
bi1,jt
bi2,jt
...
bik,jt
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦ , l, t = 1, 2, . . . , m.
Since bij = d−1i aij dj , i, j = 1, 2, . . . , n and B(α) = D−1k [A(α)]Dk , where Dk = diag
(di1 , di2 , . . . , dik ), we have
b˜jl ,jt = d−1jl ajl ,jt djt
−
⎡⎢⎢⎢⎢⎣(d−1jl ajl ,i1di1 , . . . , d−1jl ajl ,ik dik ){D−1k [A(α)]Dk}−1
⎛⎜⎜⎜⎜⎝
d−1i1 ai1,jt djt
d−1i2 ai2,jt djt
...
d−1ik aik,jt djt
⎞⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎦
= d−1jl ajl ,jt djt −
⎡⎢⎢⎢⎣d−1jl (ajl ,i1 , . . . , ajl ,ik )Dk({D−1k [A(α)]Dk}−1D−1k
⎛⎜⎜⎜⎝
ai1,jt
ai2,jt
...
aik,jt
⎞⎟⎟⎟⎠ djt
⎤⎥⎥⎥⎦
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= d−1jl
⎧⎪⎪⎪⎨⎪⎪⎪⎩ajl,jm −
⎡⎢⎢⎢⎣(ajl ,i1 , . . . , ajl ,ik )[A(α)]−1
⎛⎜⎜⎜⎝
ai1,jt
ai2,jt
...
aik,jt
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦
⎫⎪⎪⎪⎬⎪⎪⎪⎭ djt
= d−1jl a˜jl ,jt djt , l, t = 1, 2, . . . , m. (22)
The equality (22) indicates
B/α = D−1m (A/α)Dm, (23)
where Dm = diag(dj1 , dj2 , . . . , djm). Eq. (23) implies that both the matrices B/α and A/α have
the same number of eigenvalues with positive real part and the same number of eigenvalues with
negative real part. This completes the proof. 
The following corollary comes from Lemma 2.3 and Theorem 5.4.
Corollary 5.2. Let A ∈ IDn and α ⊂ N. If Â ∈ IDn, then A/α has |JR+(A)| − |JαR+(A)| eigen-
values with positive real part and |JR−(A)| − |JαR−(A)| eigenvalues with negative real part.
In fact, the condition that Â ∈ Dn and is nonsingular in Theorem 5.3 can be weakened while the
conclusion of the theorem still holds. The following three theorems give the weakened conditions
on the matrix A.
Theorem 5.5. Let A ∈ SDn, α ⊂ N and K = {i||Re(aii)| >∑nj=1,j /=i |aij |, i ∈ N}. If i ∈ K
holds for all i ∈ N − α, then A/α has |JR+(A)| − |JαR+(A)| eigenvalues with positive real part
and |JR−(A)| − |JαR−(A)| eigenvalues with negative real part.
Proof. The proof follows the proof of Theorem 5.3. Since A ∈ SDn, we have A ∈ Hn, and A(α) ∈
H|α|. It follows from Lemma 5.3 that A/α ∈ SDn−|α|. Then from Lemmas 5.2 and 5.5, both
inequalities (13) and (18) hold.
Next, we prove that both det Bl > 0 and det Cl > 0 hold for all l = 1, 2, . . . , m. For the matrix
Bl , since jl ∈ K for all jl ∈ N − α and A ∈ SDn, we have
|Re(ajl ,jl )| −
m∑
i=1,i /=l
|ajl,ji | >
k∑
t=1
|ajl,it |, (24)
|air ,ir | >
k∑
t=1,t /=r
|air ,it | +
m∑
i=1
|air ,ji |, r = 1, 2, . . . , k. (25)
Inequalities (24) and (25) indicate thatBl ∈ SDk+1 ∩ Zk+1 and is anM-matrix. Hence, det Bl > 0
from Lemma 2.4.
Using a similar way, we can obtain det Cl > 0. It follows from det Bl > 0 and det Cl > 0 that
Â/α ∈ SDm and Eq. (16) holds. Then, the conclusion comes from the result of Theorem 4.1. This
completes the proof. 
Theorem 5.6. Let A ∈ Dn ∩ Hn and α ⊂ N. If i ∈ K hold for all i ∈ N − α, then A/α has
|JR+(A)| − |JαR+(A)| eigenvalues with positive real part and |JR−(A)| − |JαR−(A)| eigenvalues
with negative real part.
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Proof. Since A ∈ Hn, we have A(α) ∈ H|α| and A/α ∈ Hn−|α|. It follows from Lemmas 4.2 and
4.5 that both (13) and (18) hold.
We can similarly prove det Bl > 0 and det Cl > 0 for all l = 1, 2, . . . , m. For example, con-
sider the matrix Bl . Since jl ∈ K hold for all jl ∈ N − α, the inequality (24) holds. Since A ∈ Dn,
we have
|air ,ir | 
k∑
t=1,t /=r
|air ,it | +
m∑
i=1
|air ,ji |, r = 1, 2, . . . , k. (26)
Thus, Bl ∈ Dk+1 ∩ Zk+1. Since A(α) ∈ H|α|, it follows from Lemma 5.6 that no diagonally
equipotent principal submatrices exist in A(α). Hence, the matrix Bl has no diagonally equipotent
principal submatrices. It follows from Lemma 5.6 that Bl is an M-matrix and hence det Bl > 0.
We can similarly prove det Cl > 0. It then follows from det Bl > 0 and det Cl > 0 that Â/α ∈
SDm and (16) holds. Then, the conclusion comes from the result of Theorem 4.1. This completes
the proof. 
Theorem 5.7. Let A = (aij ) ∈ Cn×n, α ⊂ N and define the matrix A˜ = (a˜ij ) by
a˜ij =
{
Re(aii), i = j ∈ N − α,
aij , otherwise.
If A˜ ∈ Hn, thenA/α has |JR+(A)| − |JαR+(A)| eigenvalues with positive real part and |JR−(A)| −|JαR−(A)| eigenvalues with negative real part.
Proof. Since A˜ ∈ Hn, from the definition of the matrix A˜we haveA ∈ Hn. Lemma 2.2 implies that
there exists a positive diagonal matrix D = diag(d1, d2, . . . , dn) such that D−1A˜D ∈ SDn, and
hence D−1AD ∈ SDn. Let B = D−1AD, then the matrix B and the α ⊂ N satisfy the conditions
of Theorem 5.5, that is, i ∈ K hold for all i ∈ N − α. Thus, the matrix B/α has |JR+(B)| −
|JαR+(B)| eigenvalues with positive real part and |JR−(B)| − |JαR−(B)| eigenvalues with negative
real part. From the proof of Theorem 5.4, we have |JR+(B)| − |JαR+(B)| = |JR+(A)| − |JαR+(A)|,|JR−(B)| − |JαR−(B)| = |JR−(A)| − |JαR−(A)| and
B/α = D−1m (A/α)Dm,
where Dm = diag(dj1 , dj2 , . . . , djm). Thus, A/α has |JR+(A)| − |JαR+(A)| eigenvalues with pos-
itive real part and |JR−(A)| − |JαR−(A)| eigenvalues with negative real part. The proof is com-
pleted. 
In fact, Theorems 5.1 and 5.4 are special cases of Theorem 5.7. If all diagonal entries of A in
Theorem 5.7 are real numbers, we obtain Theorem 5.1 and if A˜ ∈ Hn in Theorem 5.7 is replaced
by Â ∈ Hn, we obtain Theorem 5.4.
6. Conclusion
This paper studies the eigenvalue distribution of some special matrices. Theorem 1.2 in [11]
gives conditions for a matrixA ∈ SDn ∪ IDn to have |JR+(A)| eigenvalues with positive real part,
and |JR−(A)| eigenvalues with negative real part. A counter-example is given in this paper to show
that the conditions of Theorem 1.2 in [11] are not true. Then, a corrected condition is proposed
in Section 3 under which the conclusion of Theorem 1.2 in [11] holds. And then following the
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result given by Liu in [5], we study the eigenvalue distribution on the Schur complements of
H -matrices with complex diagonal entries. By using the corrected condition given in Section 3,
several results are presented to give different conditions on the matrix A and the subset α ⊆ N
such that the Schur complement matrix A(α) has |JR+(A)| − |JαR+(A)| eigenvalues with positive
real part and |JR−(A)| − |JαR−(A)| eigenvalues with negative real part.
Acknowledgments
The authors greatly appreciate Prof. Fuzhen Zhang for his kind comments and suggestion
resulting in many revisions to the manuscript. The authors also thank Prof. Chi-Kwong Li for his
kind help.
References
[1] A. Berman, R.J. Plemmons, Nonnegative Matrices in the Mathematical Sciences, Academic Press, New York, 1979,
pp. 132–164.
[2] D. Carlson, T. Markham, Schur complements of diagonally dominant matrices, Czech. Math. J. 29 (104) (1979)
246–251.
[3] G.H. Golub, C.F. Van Loan, Matrix Computations, third ed., Johns Hopkins University Press, Baltimore, 1996.
[4] L.Yu. Kolotilina, Nonsingularity/singularity criteria for nonstrictly block diagonally dominant matrices, Linear
Algebra Appl. 359 (2003) 133–159.
[5] Jianzhou Liu, Yungqing Huang, Some properties on Schur complements of H-matrix and diagonally dominant
matrices, Linear Algebra Appl. 389 (2004) 365–380.
[6] Jianzhou Liu, Fuzhen Zhang, Disc separation of the Schur complement of diagonally dominant matrices and
determinantal bounds, SIAM J. Matrix Anal. Appl. 27 (3) (2005) 665–674.
[7] A.W. Marshall, I. Olkin, Inequalities: Theory of Majorization and its Applications, Academic Press, New York,
1979.
[8] A.N. Michel, R.k. Miller, Qualitative Analysis of Large Dynamical Systems, Academic Press, New York, 1977.
[9] R.S. Varga, Matrix Iterative Analysis, Prentice-Hall, Inc., 1962, pp. 22–23.
[10] D.D. Siljak, Large-scale Dynamical Systems: Stability and Structure, Elsevier North-Holland, Inc., New York, 1978.
[11] Wen-ting Tong, On the distribution of eigenvalues of some matrices, Acta Math. Sinica (China) 20 (4) (1977)
273–275.
[12] Zhaoyong You, Lei Li, The distribution of eigenvalues of generalized conjugate diagonally dominant matrices, J.
Math. Res. Exposition (China) 9 (2) (1989) 309–310.
[13] Zhang Chengyi, Li Yaotang, Diagonal dominant matrices and the determining of H-matrices and M-matrices,Guangxi
Sci. (in China) 12 (3) (2005) 1161–1164.
[14] Jiaju Zhang, The distribution of eigenvalues of conjugate diagonally dominant matrices, Acta Math. Sinica (China)
23 (4) (1980) 544–546.
