Abstract. Let d ≥ 2 be an integer and let 2d/(d − 1) < q ≤ ∞. In this paper we investigate the sharp form of the mixed norm Fourier extension inequality 
Introduction
This paper is mainly inserted in the fields of harmonic analysis and special function theory. It deals with some sharp mixed norm inequalities within the topic of Fourier restriction. As we shall see, the optimal form of such inequalities is related to certain integrals involving Bessel functions.
We start by describing the main results and terminology of the paper and, at the end of this introduction, we provide a brief overview of the related literature.
1.1. Main results. Let d ≥ 2 be an integer and let 2d/(d − 1) < q ≤ ∞. In his doctoral thesis [28, 29] L. Vega proved the following inequality: In this paper we seek to determine the sharp constant in (1.1) and characterize its (complexvalued) extremizers, i.e. we wish to calculate the value
and describe the functions 0 = f ∈ L 2 (S d−1 ) that verify
Throughout the paper, we let H function theory. Numerical simulations suggest that Λ d,q (0) is a good candidate to be the largest, and here we are able to prove this fact for all even integers q, besides the case q = ∞. An interesting feature of our proof for even exponents q is that it takes a detour from the Bessel world, rewriting these integrals using spherical harmonics and relying on a decisive application of delta calculus 2 and the theory of orthogonal polynomials. Part (ii) of Theorem 1 extends a result of Foschi and Oliveira e Silva [14] , who proved that the constant functions are the unique extremizers of (1.1) in the particular case (d, q) = (2, 6).
Our second result provides an effective bound that will be useful for our purposes.
The upper bound above, which we call U d,q (k), is a decreasing function of k ∈ {0, 1, 2, . . .} for fixed d and q.
Remark: The numerical value of the constant L was found by L. Landau [19] . The symbol L will be reserved for this constant throughout the paper. We have two applications in mind for Theorem 2. In the first one, we provide good quantitative estimates for the neighborhood at infinity of the set A d defined in (1.4) . For this application we use Theorem 2 to estimate the gap between Λ d,∞ (0) and the second largest element in the series {Λ d,∞ (k)} k≥0 (note that q = ∞ is allowed in Theorem 2). Below we use the standard notation o(1) to represent a quantity that goes to zero as the dimension d goes to infinity.
In low dimensions we have the following explicit bounds q 0 (2) ≤ 6.76 ; q 0 (3) ≤ 5.45 ; q 0 (4) ≤ 5.53 ; q 0 (5) ≤ 6.07 ; q 0 (6) ≤ 6.82 ; q 0 (7) ≤ 7.70 ; q 0 (8) ≤ 8.69 ; q 0 (9) ≤ 9.78 ; q 0 (10) ≤ 10.95.
Remark: Inequality (4.12) in the proof of Theorem 3 allows one to find an upper bound for q 0 (d) for any fixed dimension d.
A few features of Theorem 3 are worthy of highlights. Firstly, it is an interesting question whether one can bring down the order of magnitude of the asymptotic upper bound for q 0 (d) or, even with the order d log d, whether one can bring down the value of the leading constant 1/2. Of course, it may just be possible that q 0 (d) is close to the lower endpoint 2d/(d − 1), but our techniques are still far from yielding bounds 3 of order O(1). A second point of interest is that in low dimensions the upper bounds seem quite good, leaving only a relatively small part of the range as uncharted territory.
Theorem 2 is also useful in the following sense: in the range q > 2d/(d −   4 3 ) it simply reduces the problem of finding the largest element in the sequence {Λ d,q (k)} k≥0 to a numerical verification. We illustrate this point in our second application, establishing the sharp form of the inequality (1. 
and the constant functions are the unique extremizers of (1.1).
1.2.
A brief historical perspective. Over the recent years there has been a wave of interesting papers devoted to the study of extremizers of Fourier restriction/extension inequalities on different
(where µ is a canonical measure on the hypersurface M) with a complete characterization of the extremizers, was only achieved in particular situations when the exponent q is an even integer (but not yet covering all such possibilities). In this setting, one can use Plancherel's theorem and explore the convolution structure of the problem. The most classical cases are when the hypersurface M is the paraboloid, the cone, the hyperboloid and the sphere. For the paraboloid and cone, it follows from dilation invariance considerations that the exponent q in (1.7) is uniquely determined as a function of the dimension d.
In the case of the paraboloid and cone, all the cases with q even, namely (d, q) = (2, 6), (3, 4) for the paraboloid and (d, q) = (3, 6), (4, 4) for the cone, were settled in [12] (see also [3, 4, 5, 15, 17] for alternative proofs and related problems). The existence of extremizers for (1.7) in all dimensions was established in [23] for the paraboloid, and in [21] for the cone. For the hyperboloid, the works [8, 20] settle the endpoint cases where q is even, i.e. (d, q) = (2, 6), (3, 4) , (3, 6) , (4, 4) , finding the sharp constant C in (1.7) and showing that there are no extremizers in these cases. The sharp form of (1.7) in the non-endpoint cases with q even, i.e. (d, q) = (2, 2m), with m ≥ 4, is still unknown. The existence of extremizers in all non-endpoint cases in dimensions d = 2 and d = 3 was established in [8] .
Finally, when M = S d−1 , the existence of extremizers for (1.7) was established in the endpoint cases (d, q) = (3, 4), (2, 6) in [9] and [24] , respectively, and in all non-endpoint cases in [11] . The sharp form of (1.7) was established only in the Tomas-Stein endpoint case (d, q) = (3, 4), in [13] , and in the non-endpoint cases (d, q) = (4, 4), (5, 4) , (6, 4) , (7, 4) , in [7] . In these situations, the constant functions on the sphere are the unique extremizers. The sharp form of (1.7) in the Tomas-Stein case (d, q) = (2, 6) (see the discussion in [6] ), and all the other non-endpoint cases with q even, is currently unknown.
Breaking the barrier of even exponents in the study of the sharp form of (1.7) is considerably harder and seems to require genuinely new ideas. A historically similar situation surrounded the epic breakthrough of Beckner [2] for the Hausdorff-Young inequality. In this context, our results bring interesting new perspectives to this theory. In the restricted Tomas-Stein range q ≥ 2(d+1)/(d−1), we note that Vega's inequality (1.1) is qualitatively weaker than the Fourier extension (1.7) in the case M = S d−1 . In fact, a simple application of Hölder's inequality yields 8) where
constants are the unique extremizers of the inequality on the right-hand side of (1.8), then it follows that they are also the unique extremizers of (1.1) (in particular, part (ii) of Theorem 1 in the cases (d, q) = (3, 4), (4, 4) , (5, 4) , (6, 4) , (7, 4) follows from [13] and [7] ). The opposite implication is not necessarily true, but the fact that the constants extremize (1.1) in the cases where q is even is in alignment with the possibility that they may be extremizers for the spherical Fourier extension in these cases as well.
Extremizers for Vega's inequality
In this section we prove Theorem 1.
2.1.
Revisiting the proof of Vega's inequality. We start by providing a brief direct proof of (1.1), from which the conclusion of part (i) of Theorem 1 will follow. The first ingredient we need is the following precise asymptotic description for weighted L q -norms of Bessel functions, obtained
Lemma 5 (cf. [26] ).
(2.1)
The implicit constants in (2.1) may depend on the parameters p and α.
We specialize (2.1) to our situation by setting p = q, α =
2)
The second ingredient we need is a formula for the Fourier transform of a spherical harmonic. Let Y k ∈ H d k (we shall usually not display the dependence of the spherical harmonic on the dimension d, believing this is clear from the context). With our normalization (1.2) for the Fourier transform we have
For a proof of this formula we refer the reader to [25, Chapter IV, Eq. (2.19) and Theorem 3.10].
With these two ingredients in hand we may prove (1.1)
In the following computation let us assume that q = ∞. We use (2.3) and the orthogonality relations on the second line, Jensen's inequality on the third line, and (2.2) on the fifth line to get
This establishes inequality (1.1) with constant
To see that this is indeed the sharp constant, let ℓ ≥ 0 be such that
It is easy to see that f = Y ℓ verifies the equality in the two inequalities of (2.4). Finally, let us characterize all the extremizers in the case q = ∞. The case of equality in the last inequality of (2.4) is achieved if and only if
where
. . , J (note that this is a finite set of indices by (2.2)). In the event that J ≥ 2 and two or more of the {a ℓj } J j=1 are nonzero, for almost every r ∈ (0, ∞) (in fact we just need a set of positive measure) we have strict inequality in the third step of (2.4) (this follows from the fact that the set of points r > 0 where
, for k = ℓ, consists of isolated points). This implies that the extremizers need to be a single spherical harmonic, which concludes the proof of part (i) of Theorem 1 (modulo the case q = ∞ that we treat next).
The case
then f σ is a continuous function in R d which goes to zero at infinity. Using the triangle inequality and Hölder's inequality we have
The latter two identities are classical in Bessel function theory, see Lemma 6 below. The example f ≡ 1 shows that (2.5) is indeed sharp.
Now let us characterize all the extremizers. The equality in the the third inequality of (2.5) (Hölder's inequality) occurs if and only if |f | is constant a.e. in
attained at a point x 0 ∈ R d (we know it is attained somewhere since f σ is continuous and goes to zero at infinity). In order to have equality in the second inequality of (2.5),
we need to have f (ξ) = c e ix0·ξ g(ξ) where c ∈ C and g is a nonnegative function. From the fact that |f | is constant, we find that g is constant (say g ≡ 1) and hence f (ξ) = c e ix0·ξ . In this case f σ(x) = c σ(x − x 0 ). Using the explicit form of σ given by (2.3), and observing that it attains its maximum modulus only at the origin, one arrives at the conclusion that equality in the first inequality on (2.5) can only occur if x 0 = 0, which forces f to be a constant.
In particular, taking
for all k ≥ 1, since the constants are the only extremizers in this case.
2.3. The case q even. We now move to the proof of part (ii) of Theorem 1, in the case of even exponents q. Throughout this proof let us write q = 2m, with m ∈ Z and m ≥ 2 (in the case d = 2
we have m ≥ 3). From part (i) it suffices to show that
for all k ≥ 1. An interesting feature of this proof is that we accomplish this without diving into the classical Bessel machinery, as we shall see.
Delta calculus tools. Let us start by fixing an orthonormal basis
denotes the dimension of this vector space (with the convention h d,0 = 1
k is a generic spherical harmonic of degree k (recall that the dependence of the spherical harmonics on the dimension d is implicit here), from (2.3) we have, for r > 0 and
Therefore, for any m-uple (j 1 , j 2 , . . . , j m ) with 1 ≤ j i ≤ h d,k for i = 1, 2, . . . , m, we use (2.6) and the definition of the Fourier transform to get
where dΣ = dσ ξ1 . . . dσ ξm dσ η1 . . . σ ηm .
From [25, Chapter IV, Lemma 2.8 and Corollary 2.9] we know that the function
is real-valued, does not depend on the choice of the orthonormal basis {Y k,ℓ } h d,k ℓ=1 and verifies, for any ξ, η ∈ S d−1 ,
The function Z k (ξ, η) is simply the reproducing kernel of the finite dimensional space H d k . We now sum (2.7) over all possible m-uples (j 1 , j 2 , . . . , j m ), and use (2.8) and (2.9) to get
At this point we would like to have an inequality for the integral on the right-hand side of (2.10) by replacing Z k (ξ i , η i ) by the larger quantity Z k (ξ i , ξ i ), while still keeping the oscillatory exponential factor intact. Although this is generally a flawed idea, in this particular case it turns out that we actually can do that, and this is exactly where the delta calculus tools come into play. Start by observing that the left-hand side of (2.10) is independent of the point ω ∈ S d−1 . We may then integrate (2.10) over S d−1 , and use Fubini's theorem and (2.9) to get
where δ denotes the d-dimensional Dirac delta. Above we have also used the fact that Z 0 (ξ, ξ) = ω
, and in the last line of (2.11) we have simply used back the identity of the first line in the case k = 0. This plainly establishes that 
From [25, Chapter IV, Theorem 2.14], if d > 2 we have
where c d,k is a constant. From (2.9) it follows that
The case d = 2 is also important to us, and we can deal with this case directly by choosing the orthonormal basis Y k,1 (cos θ, sin θ) = 1 √ π cos kθ and Y k,2 (cos θ, sin θ) = 1 √ π sin kθ, for k ≥ 1. We then find
where {T k } k≥0 is the classical family of Chebyshev polynomials that verify cos(kθ) = T k (cos θ). 
Note that by differentiating (2.13), adding 1 on both sides, and sending λ → 0 + we obtain, from (2.17), the relation
λ , for k ≥ 1. It is known that the Gegenbauer polynomial C since T k (cos(πj/k)) = cos(πj) = ±1. From (2.14) and (2.16) we also record the fact that
for any ξ, η ∈ S d−1 . In order to explore these facts, we revisit (2.11) and introduce a useful intermediate step by applying Hölder's inequality. In what follows we let σ * (n) denote the n-fold convolution of the surface measure σ with itself. For n ≥ 2, we recall that the measure σ * (n) is absolutely continuous with respect to the Lebesgue measure, and we identify it with its RadonNykodim derivative, which is a positive radial function supported in the open ball B n of radius n (see for instance [7, Lemma 5] ). In the case d > 2, proceeding as in (2.11) with the convention that σ * (n) (x) = σ * (n) (|x|), we have (note the use of (2.18) in the third line below)
In the last identity we have used (2.15) and reversed the steps above. Now it is clear that the last inequality in (2.19) is strict for k ≥ 1. The argument in dimension d = 2 is analogous, using the orthogonal polynomials {T k } k≥0 . This concludes the proof of part (ii) of Theorem 1.
2.4.
Open set property: a qualitative approach. We now move to the proof of part (iii) of Theorem 1. Recall that we have defined the set
consisting of exponents for which the constant functions are the unique extremizers of (1.1). We want to show that this is an open set in the extended topology. We present here a brief qualitative bootstrapping argument. Let us fix s ∈ A d , with 2d/(d − 1) < s < ∞. Fix p and r such that 2d/(d − 1) < p < s < r < ∞.
For any q with p < q < r, a basic interpolation yields
From (2.2) we may choose k 0 sufficiently large so that
for k > k 0 . Since the function q → Λ d,q (0) is continuous, for any q in a small neighborhood U around s we have
for k > k 0 . From (2.20) and (2.21) we obtain
for k > k 0 and q ∈ U . Hence, when testing for the condition Λ d,q (0) > Λ d,q (k) for all k ≥ 1, we may restrict ourselves to the range k ≤ k 0 for any q ∈ U . Since these k 0 conditions are verified when q = s, we can certainly find a neighborhood V with s ∈ V ⊂ U , where they will still be verified.
The case s = ∞ follows similar ideas. Let us fix here p = 6. As in (2.20), for any 6 < q < ∞ we have, for k ≥ 1,
for some 0 < θ = θ(q) < 1 and for some fixed 0 < ρ < 1. Note the use of part (ii) of Theorem 1 above, and the insertion of the factor ρ < 1, which is possible since we know from (2.2) that there exists a gap between Λ d,6 (0) (resp. Λ d,∞ (0)) and the second largest Λ d,6 (k) (resp. Λ d,∞ (k)). Using the fact that Λ d,q (0) → Λ d,∞ (0) as q → ∞, and that θ(q) → 0 as q → ∞, from (2.22) we conclude that there exists q 1 such that
for any q > q 1 and any k ≥ 1 (the term 1−ρ 2 above bears no particular significance, it could be any 0 < δ with ρ + δ < 1). This yields the desired neighborhood of infinity and concludes the proof of Theorem 1.
Effective bounds for Bessel integrals
In this section we prove Theorem 2.
3.1. Preliminaries. Our analysis ultimately relies on some classical facts from Bessel function theory. It is worth mentioning that the bounds in this section can potentially be sharpened by using more refined estimates for Bessel functions (for instance using Lemma 8 below) . In what follows we choose a sample of estimates that already convey the main ideas and suffice for our upcoming applications. They also have the advantage of keeping the technicalities within a reasonable limit.
Lemma 6 (Bessel facts I).
For all ν ≥ 0 and r > 0 we have
Moreover,
Proof. We refer the reader to Watson's classical treatise [30, p. 48-49 ].
3.2. The upper bound for Λ d,q (k). Let q < ∞. We start by breaking the integral defining Λ
with a free parameter a to be properly chosen later. We now estimate I(a) and II(a) separately.
3.2.1. Estimating I(a). Using (3.1) we have
In order to have integrability in (3.5) we constrain ourselves to the range
Optimizing the parameter a. From (3.3), (3.4) and (3.5) we find, for any a > 0, that
By calculus, the optimal choice of the parameter a verifies
which leads us to
It is easy to see that the first, second and fourth factors on the right-hand side of (3.7) are decreasing functions of the parameter k ∈ {0, 1, 2, . . .} (recall that we work in the range (3.6)). Let us show that the same is true for the third factor as well. For this we need to show that
for x ∈ 1 2 Z with x ≥ 1. Since Γ(x + 1) = xΓ(x), this is equivalent to the claim
If x is an integer, then
If x is a half-integer, then
This shows that the right-hand side of (3.7) is a decreasing function of k ∈ {0, 1, 2, . . .}.
Taking q-roots on both sides of (3.7) yields
Note that we may send q → ∞ in (3.8) to obtain
This completes the proof of Theorem 2.
Remark: Using Lemma 8 in the set r > , such upper bound tends to ∞ as k → ∞, and in the point q = 2d d− 4 3 such upper bound tends to a stationary value when k → ∞. Finding explicit bounds in the range
, that are decreasing and tend to zero as k → ∞, seems to be a slightly more complicated task from the technical point of view, and is related to the problem of finding explicit constants for the corresponding asymptotic estimates in Lemma 5 (due to Stempak [26] ). The tricky point is that Lemma 5 relies on estimates from the classical work of Barceló and Córdoba [1] , some of which derive from stationary phase methods. We do not pursue such matters here since, for the applications we have in mind (the Tomas-Stein endpoints and the neighborhood at infinity), the restricted range given by (3.6) is sufficient.
The neighborhood at infinity
In this section we prove Theorem 3.
4.1. Preliminaries. We start again by collecting some facts from the theory of special functions that shall be relevant in this section.
Lemma 7 (Bessel facts II and Stirling's formula).
(i) For ν > 0 the following explicit formula holds
(ii) For ν ≥ 0 we have
(iii) (Stirling's formula) For x > 0 we have
where the function µ(x) verifies
Proof. Part (i) can be found in [16, §6.579, Eq. 3] 4 and part (iii) is proved in [22] . For part (ii) observe that r → Γ(ν + 1)
is an entire function of order 1 with series expansion
Note that the approximation proposed in (4.2) is just the quadratic truncation of this Taylor series.
To verify the inequality in (4.2) it suffices to establish that consecutive terms n = 2k and n = 2k + 1 (for k ≥ 1) in this Taylor expansion add up to a nonnegative quantity (in the range 0 ≤ r ≤ 2(ν + 1) 1/2 ). That is equivalent to showing that the right-hand sides of (3.8) and (3.9), respectively. In light of (3.2), we start by observing that 
(4.5)
For the rest of this subsection we work in dimension d ≥ 3 and consider q ≥ 4. From Hölder's inequality, part (ii) of Theorem 1 and inequality (4.5) we have, for k ≥ 1,
Therefore, in order to show that q ∈ A d for some q ≥ 4, it suffices to verify that
Note that this is the case for large enough q since β(d) < 1 and
by an explicit lower bound. We shall use (4.2) with ν = d 2 − 1. In the following computation let us write α = 2(ν + 1)
where we have used the relation 
From (4.4) this simplifies to
Raising both sides of (4.9) to the q-th power and rearranging terms, this is equivalent to
(4.10)
Observe now from (4.1) that
(4.11)
Using (4.4) and (4.11) we rewrite (4.10) as
(4.12)
At this point it should be clear that, for each fixed dimension d, there is a threshold exponent q for which (4.12) starts to hold, since the exponential factor on the right-hand side eventually dominates.
By taking the logarithm on both sides, and carefully applying Stirling's formula (4.3) in the form log Γ(x) = x log x − x − 1 2 log x + O(1), one realizes that the main term in (4.12) is of order d log d and we arrive at
Relation (4.12) can also be used directly to estimate the threshold exponent q for any fixed This case needs to be treated slightly differently since the exponent 4 is not in the admissible range. We start as in (4.6), but now considering q ≥ 6,
Again, in order to show that q ∈ A 2 for some q ≥ 6, it suffices to verify that
The rest of the analysis is exactly the same. Instead of (4.10) we arrive at
.
From (4.4) we have Λ 2,∞ (0) = 1 and the inequality above simplifies to
The approximation Λ This concludes the proof of Theorem 3.
The Tomas-Stein case
In this section we prove Theorem 4.
5.1. Preliminaries. We need one last fact from the theory of Bessel functions which consists of a uniform pointwise bound. We shall accomplish this in three steps:
(a) Determine a good numerical lower bound for the quantity Λ In the range 1 ≤ k ≤ 28, the integrals
