The same mechanisms that are so efficient at finding optima may result in a conventional Particle Swarm Optimisation (PSO) algorithm becoming trapped in a local optimum and unable to escape from this to search for further, hopefully better, optima. This problem becomes more significant as the dimensionality of the problem space increases. A new algorithm that uses Waves of Swarm Particles (WoSP) is introduced that allows a swarm to escape from an optimum and forces it to go on exploring. Results are given for a deceptive problem in both 30 and 100 dimensions. The WoSP algorithm performs well on these problems, encouraging the application of WoSP to other multi-optima high dimensionality problems.
INTRODUCTION
In the past few years optimisation algorithms have been developed that exploit the collective behaviour of numbers of relatively simple individuals. The performance of these algorithms is far better than just the sum of the performances of the individuals involved. This increased performance comes from the way in which the particles interact which is as important, if not more important, than the native capability of the individuals themselves. The inspiration for these algorithms has been based on the foraging of ants, the behaviour of the immune system or the flocking of birds. This last inspiration has lead to the particle swarm optimisation algorithm (PSO), which is considered further in this paper.
In the particle swarm algorithm [1] [2] [3] , a number of particles travel through problem space, with each current position representing some encoded solution to the problem. The particles interact with each other in such a way as to exploit the best previously found position by moving towards it, while at the same time exploring the local vicinity by each particle also moving towards the best current position in its neighbourhood. Each particle is considered to have momentum so that changes in direction are not abrupt, which can also aid exploration.
While the progress of particles through problem space is considered to be continuous, the evaluation of the fitness of each position is only conducted at regular time intervals. As a result the distance between two consecutive evaluation points is a function of the velocity of the particle. This raises the possibility that a particle may pass an optimum but not be "aware" of the fact, as the transit did not coincide with a fitness evaluation. An important part of the PSO algorithm is that it automatically slows particles in the vicinity of the fittest position yet found as a consequence of continued attraction to this point, and so provides a finer grained search of the current best region. It has been found advantageous [4, 5] to augment this natural slowing with an additional explicit velocity reducing term, thus producing the equation below that describes the velocity t T V + of a particle at time T+t in terms of its position T C and velocity T V at time T.
In equation 1, B is the best position found so far by the swarm and T L is the best position in the local vicinity of the particle at time T. B and L are parameters that set the importance of the attraction to the global best and local best positions respectively, M (0≤M≤1) sets the momentum of the particle, rand (0≤rand≤1) is a random number, and χ is the velocity reduction factor. Also the concentration tendency of the swarm [6] can automatically be controlled explicitly depending on whether the swarm is exploring by sweeping through problem space (when it should spread out) or exploiting a region of good fitness (when it should concentrate).
Even with this additional feature, once the swarm has started to converge on a region of good fitness it is improbable for its attention to be diverted to another region unless a stray particle, while moving toward the best point, happens to pass through and evaluate a region of better fitness.
Performance in high dimensional problem spaces may also suffer because movements are made simultaneously in all dimensions. This has the consequence that the detrimental effects of movements in a subset of dimensions may mask the beneficial effects of concurrent movements in other dimensions.
Consider minimising the distance from the origin in 100-dimensional space. As shown in the PSO curve in Figure  1 , the attraction towards the best known position so far forces the traditional swarm to slow and converge to a value of approximately 800 1 . Convergence to this suboptimal point occurred for want of a net beneficially better set of coordinates being encountered. 1 The result shown here should not be taken as being typical of conventional swarm performance. The value for momentum was decreased so as to encourage premature convergence. The only purpose for this is to show that the WoSP algorithm, with the same low value of momentum, is able to avoid premature convergence. This effect is even more of a problem in multi-optima problem spaces for which there is a high probability that convergence will occur, even at low dimensionality, to a suboptimal point. 2 The WoSP ALGORITHM One solution to both of these problems is not to prevent the swarm converging, but rather to allow it to converge and then, having noted the optimum, to disperse to seek another optimum.
This conversion to a sequential 'converge disperse' behaviour cycle removes the complications that result from trying to inhibit convergence until the quality of the optimum can be confirmed.
The cyclic behaviour has the by-product of providing information on a number of optima, desirable for practical situations in which the final decision is to be made by some other agency that uses the results produced by the PSO algorithm.
The normal PSO algorithm can be altered to operate in a 'converge disperse' cycle by the addition of short-range forces that attract all particles to each other. This, in combination with the discrete updating of the particle trajectory can, through an aliasing effect, provide sudden ejections of particles as the swarm converges. This ejection effect is shown in Figure 2 . Figure 2 shows the short-range forces (thick arrows) and the velocities (thin arrows) that are associated with two approaching particles, which are shown as circles. The length of each arrow indicates the magnitude. As the particles approach one another, the magnitude of the shortrange force increases substantially, resulting in a significant closing velocity at time T+t. The discrete updating used in the PSO algorithm means that this velocity is assumed to be unchanged for the period from time T+t to time T+2t when the next calculation of the positions and velocities of the particles is made. Although at time T+2t the direction of this short-range force is reversed compared to time T+t, the particles are now far apart and the magnitude of the short-range force is again small. As a result, with discrete position and velocity updating, the particles keep much of the velocity calculated at time T+t.
Figure 2. A series of 'snapshots' showing two particles (shown as circles), their velocities (thin arrows and forces (thick arrows) at three successive time intervals.
While it is possible that two particles could happen to approach one another anywhere in problem space by mere chance, the probability that they will do so increases dramatically as they converge on a local optimum. This is the behaviour sought; as the swarm (or some fraction thereof) converges some are ejected. This reduces the number remaining and thus the probability of further ejections. In this way the process is self-limiting, with some particles being left to continue local exploration.
In order for each ejected particle to be free to go and seek another optimum, it must no longer retain a memory of the place to which it was, until just now, converging. If it does, the normal swarm behaviour will try to draw it back to this place again. Giving each particle a wave number, in addition to its other properties of position and velocity, can prevent this provided that a particle only responds to the best and local information from other particles in the same wave. Particles change their wave number as part of an ejection event.
Each particle keeps a list of the positions from which it has been ejected. To further enhance the search ability of an ejected particle, a particle is actively rejected if it is within a user specified distance (search scale) of the closest of it's stored ejection positions. In this way the reexploration of positions this particle has previously explored is restricted. In high dimensional problem spaces, extra care has to taken to ensure that exploration occurs in all the dimensions (see below). The resultant Waves of Swarm Particles (WoSP) algorithm is described below, a description of its performance on 2-dimensional multi-optima problems will be found in [7] . The velocity update formula used is a slightly modified version of the normal PSO update formula and is shown in equation 2.
The term SRF V is the net velocity introduced as a result of the short rang forces between this particle and all other particles. Each component of SRF V is calculated by summing the components along that axis produced by all the other particles. The i th component of the short range force exerted on particle x by particle y is given by: where SRF factor sets the magnitude of the short range force at unit distance, SRF power determines how fast this force decreases with distance, i xy V is the i th component of the vector from particle x to particle y and D xy is the distance from particle x to particle y. This short-range force is assumed to apply unaltered for a basic time interval t producing a change in velocity that is directly proportional to force experienced. The constant of proportionality is assumed to have been absorbed into SRF factor .
Equation 2 has no explicit velocity reduction factor and the magnitude of the attraction to the best and local points is independent of the distance from these points. The meaning of the unit vectors b and T lˆvaries depending on whether a particle is within a user specified distance (the search scale) of one of its promotion points. If it is not then b is the unit vector from the current position C to B and T lˆ is the unit vector from C to L .
However, if within search scale of a promotion point, a particle is repelled from its closest promotion point by here results in exploration also occurring in some dimension at right angles to the hyper plane thus encouraging exploration throughout problem space. There are doubtlessly many other possible ways to achieve this.
THE NEW PARAMETERS INTRODUCED.
No new parameters (compared to a 'normal' PSO algorithm) are required to govern the behaviour of particles that are more than search scale distance from their closest promotion point. Indeed, the parameters associated with the calculation of the T1PSO velocity reduction factor χ are no longer required. However, new parameters are introduced that govern the promotion process and the behaviour of particles within search scale of their closest promotion point.
The short-range force calculation introduces two parameters, SRF factor and SRF power . Figure 3 shows how the short-range force falls off with distance. This plots the values of SRF power used when generating the Schwefel's function results given in section 4. The promotion process requires only one parameter, the promote factor which is the minimum ratio of the SRF induced velocity to the particle's velocity excluding SRF that is required to cause a promotion event.
The values for these three parameters should be chosen so that a sufficient number of promotion events occur to permit exploration away from known optima, without so many occurring that the normal convergence of a swarm to an optimum is excessively impeded. Experimentation with numerous combinations of values shows that none of the values for these three parameters is critical. Choosing a higher value for SRF power so that the effect of the shortrange force falls off very fast with distance alters the velocity spectrum of promoted particles so that, while the frequency of promotions decreases, the ejection velocity is typically higher encouraging aggressive exploration. However, experiments show that using a lower value of SRF power , while taking longer, may achieve similar results.
Two parameters are involved when a particle is within search scale of its closest promotion point. These are search scale itself, which effectively sets the minimum inter optimum separation that the waves can be expected to identify as separate optima, and the extra repulsion weighting RW applied to the particle to encourage it to aggressively explore. . As the number of dimensions increases, the increase in the average interparticle separation suggests it may be advantageous to decrease the value of SRF power . For the same reason it may be advantageous to increase the repulsion weighting RW
EXPERIMENTAL RESULTS
The WoSP curve in Figure 1 shows the effect of these changes when there is only one minimum. What is not obvious from the curve is that progress towards this minimum was a series of converge and disperse cycles. As explained in the footnote on page one, while the relative performance of the algorithms is meaningful, they should not be taken as indicative of the best that could be achieved by either algorithm. This function is suitable for exploring behaviour of algorithms in multi-maxima situations as not only does it have multiple maxima, but also the highest and second highest maxima are separated by a number of lesser maxima. Each individual dimension maps to a component of the overall value as shown in figure 4. Table 1 shows the positions and values of each maximum, rounded to the nearest integer. The global maximum is the location for which each dimension is 421 (approximately) and is unique. The second best maxima will occur when one dimension has the value -303. For an n dimensional version of the function there are n different dimensions to choose to have this value resulting in n equal but different second best maxima.
Parameter Value
Number of particles 30 Maximum number of iterations 200,000
Total number of evaluations 6,000,000 Momentum 0.95 B global best factor 0.9 Normal L local best factor 0.5 L within search scale of promotion point 20
Search scale 500 Promote factor 2 SRF power 4.5 SRF factor 5000 RW 10 Using the parameter values shown in Table 2 , in a series of 100 trials, each for 200,000 iterations (an iteration consists of all particles making one velocity update), the global maximum was found 41 times by the WoSP algorithm. On average this best position was one of more than 100 explored during the run and was found after about 118,000 iterations. A second set of runs, identical except that the duration was set to 2,000,000 iterations, showed a slight performance improvement, but one that was insignificant when compared with order of magnitude increase in computing cost. The global maximum of 41898 was not found any of the 30 repeats with any of these values, but for SRF power =3 the best result each run had on average 97 dimensions correct (A in table 1), with value of the remaining three being either B or C. The positions of the non-optimal dimension values varied from run to run.
DISCUSSION
As each wave died (lost its last particle or had all its members compulsarily promoted to a later wave that was outperforming it) a simple hill climbing local search agent was used to find the local optimum in the vicinity of the best position known to this wave. Many optimisation metaheuristics combine an algorithm with coarse global search capabilities together with a suitable local search heuristic. Ideally, this extra expenditure of computing resource is only warranted in the vicinity of an optimum, a condition that precludes its application to the conventional particle swarm algorithm. The high probability that each wave has, by its death, investigated at least in the vicinity of an optimum makes its use in these few positions both highly rewarding and computationally responsible. Figure 4 shows the range of maxima explored for one typical run finding the optimum value of Schwefel's function in 30 dimensions. Note that the majority of the maxima explored have values above 10,000. A traditional PSO never found a maximum above 10,000 in any of 100 runs. In this particular run no maximum was explored more than once. This is not true of all runs, however, the number of re-explorations is low at worst.
Unlike the results for Schwefel's function in 30 dimensions, for which the best value of SRF power was 3.5, in 100 dimensions the best value was 3. Table 3 shows that altering the SRF power also changed the average time at which the best result was found, with lower values of SRF power resulting in the best result being found earlier as well as having a strong effect on the number of waves generated. Looking at figure 3 it is clear that at distances less than one, the magnitude of the short-range force increases dramatically as the value of SRF power increases, but the opposite is true for distances greater than one. A suitable value of SRF power will cause fewer ejections but those that do occur are energetic ejections leading to exploration far from the point of ejection. Low energy ejections (at distances greater than one) on the other hand, do little other than perturb the settling of the swarm. Thus for too low a value of SRF power there may be little far exploration and the best (but not very good) result will be found earlier as a result of the search being concentrated in the near to medium region. The choice of SRF power is clearly both important and dimensionally sensitive. In this work the value of SRF power is a constant, but it may be better to vary this parameter in response to the current rate of progress of the algorithm. 
CONCLUDING REMARKS
Schwefel's function has been used to explore the behaviour of the WoSP PSO algorithm on a high dimensionality data set. At present, the WoSP algorithm can only be considered to be under development and caution should be exercised when considering the wider implications of the performance on this function.
However, when one considers that, for the 30 dimensional case, 6x10 6 evaluations were done during the 200,000 iterations for a 41% chance of finding the best of approximately 1.2x10 27 maxima, the performance of this technique on this problem is quite remarkable.
In the 100 dimensional case the number of maxima balloons out to approximately 2x10 90 and the ability to reliably find at least one of the top ten results with only 15x10 6 evaluations is commendably efficient.
In addition, the fact that the WoSP algorithm provides reports on the locations and fitness's of other maxima is a bonus that may be of considerable use in practical problems.
The regular spacing of the maxima in Schwefel's function problem may have made it particularly suited to the WoSP algorithm, but the results are sufficiently encouraging to augur well for other problem domains.
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