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We study fermions in a magnetic field in a finite-size cylinder. With the boundary condition for
the fermion flux, we show that the energy spectra and the wave functions are modified by the finite-
size effect; the boundary makes the degenerate Landau levels appear only partially for states with
small angular momenta, while the boundary effect becomes stronger for states with large angular
momenta. We find that mode accumulation at the boundary occurs for large angular momenta and
that the magnetic effect is enhanced on the boundary surface. Using a simple fermionic model, we
quantify the magnetic catalysis, i.e. the magnetic enhancement of the fermion pair condensation, in
a finite-size cylinder. We confirm that the magnetic catalysis is strongly amplified at the boundary
due to the mode accumulation.
PACS numbers: 71.70.Di, 11.30.Rd, 21.65.Qr
I. INTRODUCTION
Magnetic field backgrounds add many intriguing as-
pects in quantum many-body systems. In quantum chro-
modynamics (QCD), theoretical studies of significant in-
terest in magnetic responses have been inspired by gi-
gantic magnetic fields which could exist in the early Uni-
verse [1], compact stars [2], and relativistic heavy-ion col-
lisions [3]. One recent and actively discussed example is
the anomalous transport phenomenon, such as the chi-
ral magnetic effect and its relatives [4], in a quark-gluon
plasma involving an external magnetic field.
The QCD vacuum structure is also quite sensitive to
the magnetic field; a pair condensate of fermions and
antifermions or the chiral condensate is enhanced by
the magnetic field, which is called the magnetic catal-
ysis [5]. This well-known feature in a magnetic field ap-
plied to QCD was originally obtained in the framework
of the Nambu–Jona-Lasinio (NJL) model. Since then,
the magnetic catalysis has been theoretically investigated
with various models and various approaches: the quark-
meson model [6], the MIT bag model [7], the lattice QCD
simulation [8], the holographic model [9] and the renor-
malization group analysis [10] (see also Ref. [11] for re-
cent reviews and the references therein). Fascinatingly,
some nontrivial interplay between other external influ-
ences and the magnetic field leads to more subtle changes
in the QCD vacuum. Contrary to what is expected from
the magnetic catalysis, a strong magnetic field can melt
the chiral condensate and restore a part of broken chi-
ral symmetry once the magnetic field is coupled with
finite-density and finite-temperature effects, which are
called inverse magnetic catalysis [12] or magnetic inhi-
bition [13]. The rich structure of the QCD vacuum influ-
enced by the magnetic field is also discussed in a globally
rotating system [14].
The robustness for the abovementioned magnetic phe-
nomena is ensured by the characteristic energy spectrum
of charged particles in the magnetic field, namely, the
Landau quantization with discrete Landau levels; for
fermions with charge e in the external magnetic field
B, the transverse momenta perpendicular to the mag-
netic field are replaced by p⊥ =
√
eB(2n+ 1− 2sz), with
n = 0, 1, . . . and sz = ± 12 . In other words, once the pat-
tern of the Landau quantization is distorted, a novel as-
pect of magnetic QCD dynamics may be expected. In
real physical systems which have a finite-size, such a
modification inevitably appears through the boundary
condition. We thus expect the boundary condition to
affect the energy dispersion generally in matter under
the magnetic field, which is understood from the follow-
ing argument. The length scale of the cyclotron motion
(i.e. the Larmor radius) is characterized by the magnetic
length, lB ≡ 1/
√
eB. As long as the length scale of the
system, which is denoted by lsystem, is much larger than
lB , particles do not feel the presence of the boundary. In
this case, corresponding to the quantized cyclotron mo-
tion, the well-known conventional Landau levels ∼ 1/lB
are formed. By contrast, for lsystem . lB , the cyclotron
motion with a large radius is disturbed by the bound-
ary, and thus the ordinary Landau quantized spectra are
no longer obtained. Specifically, in the weak magnetic
field limit, the transverse momenta should be of order
not ∼ 1/lB but ∼ 1/lsystem.
On top of the fact that real physical systems have
a finite size, we have a strong motivation to formulate
the finite-size effect for a rotating system, e.g. a rotating
quark-gluon plasma whose orbital angular momentum is
provided by the noncentral geometry in the relativistic
heavy-ion collision [15]. Let us briefly review the finite-
size effect on rotating matter for B = 0. For a rotating
system, it is crucially important to impose a boundary
condition at a finite distance from the rotational center;
otherwise, the speed of the rotational motion exceeds the
speed of the light and the relativistic causality is violated.
If we impose a proper boundary condition, we can ver-
ify that uniform rotation alone would not affect the vac-
uum structure because all excitations are gapped [16, 17].
Hence, we can say that, at zero temperature without any
other external source, the rotational effect on fermionic
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2thermodynamics is invisible [18]. At finite temperature
or density, on the other hand, the chiral phase transi-
tion feels the effective chemical potential induced by ro-
tation [19, 20].
From the above arguments, it would be expected that
a finite-size system with B 6= 0 should have complicated
and interesting effects which compete with each other.
One is the finite energy gap from the boundary effect,
and the other is the partial realization of the gapless
Landau zero modes. In fact, unlike the rotation with-
out any other external source, a finite B can change the
vacuum of rotating matter. In Ref. [14], the present au-
thors first discussed the low-energy fermionic dynamics
under the presence of finite magnetic field and rotation,
and the authors showed that the rotational effect leads
to an inverse magnetic catalysis in the same way as the
finite density situation. Also, an anomalous phenomenon
in the presence of vorticity (i.e. local rotation) and mag-
netic background has been revealed in the formulation
of hydrodynamics [21] and quantum field theory [18]. In
these analyses, however, only the limit of lsystem  lB
was implicitly assumed (for simplicity). For such a large
system, the angular velocity must be smaller than the
system size inverse in order not to violate the causal-
ity constraint. Hence, we need to consider the finite-size
effect properly to make a theoretical suggestion for ther-
modynamic properties of matter involving rapid rotation
(or large vorticity) coupled with the magnetic field.
In this paper we do not treat rotation but instead study
a finite-size cylindrical system under the magnetic field.
Although the coupling with rotation is an important ex-
tension, we will see that the boundary condition induces
a highly nontrivial surface effect. Imposing a boundary
condition for fermions, we numerically compute the en-
ergy spectra and the wave functions of fermions at a fi-
nite B. Then we find that the Landau levels with a larger
angular momentum are more modified by the finite-size
effect; that is, we observe incomplete or nondegenerate
Landau levels. More importantly, we point out that the
mode accumulation occurs at the boundary surface. For
a concrete demonstration with the NJL model in which
obtained spectra and wave functions are implemented, we
calculate the chiral condensate or the dynamical mass
which is spatially dependent in finite-size systems. We
then conclude that there emerges peculiar behavior of
the dynamical mass near the surface, which arises from
the mode accumulation there. We call this novel phe-
nomenon surface magnetic catalysis in this work.
II. DIRAC EQUATION WITH BOUNDARY
We start our discussion with the Dirac equation under
an external constant magnetic field in systems with a
finite size. We choose the magnetic field direction along
the z axis, i.e., B = Bzˆ, and we take the symmetric
gauge with Aµ = (0,−By/2, Bx/2, 0). Then the Dirac
equation reads[
iγ0∂0 + iγ
1(∂1 + ieBy/2)
+ iγ2(∂2 − ieBx/2) + iγ3∂3 −m
]
ψ = 0 .
(1)
Let us solve the above Dirac equation explicitly in the
cylindrical coordinates, (t, r, θ, z), with a boundary set
at r = R. In the Dirac representation for γµ’s, we write
down two independent positive-energy solutions with dif-
ferent spin polarizations but the same total angular mo-
mentum j = l + 1/2 (along the z axis) as follows:
ψ = u+ =
e−iεt+ipzz√
ε+m

(ε+m)φl,k
0
pzφl,k
i
√
2eBλl,kϕl,k
 , (2)
ψ = u− =
e−iεt+ipzz√
ε+m

0
(ε+m)ϕl,k
−i√2eBλl,kφl,k
−pzϕl,k
 (3)
with ε =
√
2eBλl,k + p2z +m
2. Here, λl,k represents a
modified Landau level index in a finite-size system and
its explicit form depends on the boundary condition at
r = R. We will elucidate how to fix λl,k in the next
section. For the above wave functions, we introduced a
compact notation as
φl,k ≡ eilθΦl(λl,k, 12eBr2) ,
ϕl,k ≡ ei(l+1)θΦl+1(λl,k − 1, 12eBr2) .
(4)
We note that the above functions correspond to φ` and
ϕ` in Ref. [18]. The Landau wave function is deformed
by the finite-size effect, and for l ≥ 0, we find
Φl≥0(λ, x) =
1
Γ(l + 1)
√
Γ(λ+ l + 1)
Γ(λ+ 1)
× x l2 e−x/21F1
(−λ, l + 1, x) . (5)
Here, 1F1(a, b, x) denotes the confluent hypergeometric
function also as known as Kummer’s function of the first
kind. We chose the normalization to recover the conven-
tional spinors in the R→∞ limit. In fact, it is straight-
forward to check on how the above solutions reduce to
the conventional Landau wave function. In this limit of
R→∞, as we see later, λl,k takes a non-negative integer
n. As a result, the confluent hypergeometric function in
Eq. (5) is replaced by the Laguerre polynomials through
the following relation [22]:
Lln(x) =
Γ(n+ l + 1)
Γ(l + 1) Γ(n+ 1)
1F1(−n, l + 1, x) (6)
for any integer l, which is simply a definition of the gen-
eralized Laguerre function.
3For l < 0, we cannot use Eq. (5) because 1F1(a, b, x)
is ill defined for the integer b ≤ 0. For l < 0, thus, the
above expression is replaced by
Φl<0(λ, x) =
(−1)−l+1
Γ(−l + 1)
√
Γ(λ+ 1)
Γ(λ+ l + 1)
× x− l2 e−x/21F1
(−λ− l,−l + 1, x) . (7)
It should be mentioned that the functions (5) and (7)
reduce to familiar Bessel functions at zero magnetic field,
B → 0, as [18]
Φl(λl,k,
1
2eBr
2) −→ Jl(
√
2eBλl,k r) ,
Φl+1(λl,k − 1, 12eBr2) −→ Jl+1(
√
2eBλl,k r) .
(8)
Also, the negative-energy solutions with the total angular
momentum j = l + 1/2 are written as
ψ = v+ =
eiεt−ipzz√
ε+m

−i√2eBλl,kφl,k
−pzϕl,k
0
(ε+m)ϕl,k
 , (9)
ψ = v− =
eiεt−ipzz√
ε+m

−pzφl,k
−i√2eBλl,kϕl,k
−(ε+m)φl,k
0
 . (10)
In the Appendix we give the detailed derivation for these
solutions (2), (3), (9), and (10). Here, some explanations
are needed for the consistency with Ref. [18], in which
we required that v± = iγ2u∗±. This relation between u±
and v± makes the physical interpretation of antiparticles
clear as long as charge conjugation symmetry C is ex-
act. However, in the presence of an external B, such a
naive construction of v± does not satisfy the Dirac equa-
tion; under the replacement of l → −l − 1, we see that
φl,k → φ−l−1,k which would be equal to ϕ∗l,k if B = 0.
Then, only in the case of B = 0 does v± in Eqs. (9)
and (10) coincide exactly with the ones from v± = iγ2u∗±
in Ref. [18]. Later, we will return to this point to discuss
how to fix λl,k.
III. NONDEGENERATE LANDAU LEVELS
In finite-size systems, momenta are generally dis-
cretized due to the boundary effect. As already men-
tioned in the previous section, we specifically consider a
cylindrical system with the radius R and assume transla-
tional invariance in the longitudinal direction along the z
axis. In this setup, while pz is continuous, the transverse
momenta are discretized as a function of R. For scalar
fields, for instance, we can impose the Dirichlet bound-
ary condition at r = R, so that we can readily obtain
the discretized momenta [16]. Such a simple treatment
is, however, not applicable to fermionic fields. This is be-
cause Dirac spinors involve spin-up and spin-down com-
ponents for which the zeros of the wave functions appear
differently, as is understood in Eq. (4).
A possible boundary condition which we will employ
here is the “zero flux constraint” at r = R. That is, all
of the fermionic fluxes built with u± and v± should be
zero at r = R, and we express this condition explicitly
as [18] ∫ ∞
−∞
dz
∫ 2pi
0
dθ ψ¯γrψ
∣∣∣∣∣
r=R
= 0 , (11)
where we define γr ≡ γ1 cos θ + γ2 sin θ. We note that
Eq. (11) is not a unique choice but rather that other
boundary conditions for fermionic fields are also pos-
sible. For example, the MIT-bag-type condition leads
to a different type of momentum discretization, but
finite-size effects on fermionic fields are qualitatively un-
changed [17, 20].
After performing the integration with respect to θ, we
see that the integrand in Eq. (11) would vanish if
Φl(λl,k, α)Φl+1(λl,k′ − 1, α) = 0 (12)
for arbitrary l, k, and k′ values. Here, α is the dimen-
sionless parameter defined by
α ≡ 1
2
eBR2 . (13)
Instead of eB or R, in this paper, we will frequently refer
to α, which is a dimensionless ratio between the magnetic
length lB = 1/
√
eB and the system size lsystem = R.
Moreover, this quantity α corresponds to the conven-
tional Landau degeneracy factor, i.e. eB(piR2)/(2pi) with-
out boundary distortion.
Now, unlike Ref. [18], the choice of λl,k from Eq. (11)
is not unique; this nonuniqueness is related to v±, as
we mentioned below Eqs. (9) and (10). In Ref. [18] we
required v± = iγ2u∗± from the beginning so that we could
keep charge conjugation symmetry C. This symmetry
property gives another constraint of invariance under l↔
−l − 1. In the present case with B 6= 0, there is no way
to keep such symmetry; nevertheless, it is convenient to
adopt a sufficient condition for Eq. (12) to be connected
to the B = 0 limit smoothly, that is,
Φl(λl,k, α) = 0 for l ≥ 0 ,
Φl+1(λl,k − 1, α) = 0 for l ≤ −1 . (14)
From the definition of the scalar function Φl(λ, x) given
in Eqs. (5) and (7), we obtain the transverse momenta
discretized as pl,k =
√
2eBλl,k with
λl,k =
{
ξl,k for l ≥ 0 ,
ξ−l−1,k − l for l ≤ −1 , (15)
where ξl,k denotes the kth zero of 1F1(−ξ, l + 1, α) as
a function of ξ. We note that λl,k depends on α; in
4FIG. 1. Lowest transverse momentum pl,1 as a function of
the angular momentum l for various α’s.
other words, the discretized momenta are functions of
the magnetic field B as well as R.
It would be instructive to think of the momentum dis-
cretization in the B = 0 limit. From the asymptotic re-
lations (8), we find that the no-flux condition (11) with
Eq. (14) leads to the following discretization:
pl,k −→
eB→0
{
ζl,k/R for l ≥ 0 ,
ζ−l−1,k/R for l ≤ −1 , (16)
where ζl,k is the kth zero of the Bessel function Jl(ζ),
which matches the preceding studies [17, 18]. We point
out that this type of momentum discretization respects C
and CP; i.e. wave functions are invariant under j ↔ −j
(or l↔ −l − 1).
It would be worthwhile to make one more remark about
the boundary condition. Another boundary condition
different from ours can also lead to the same as Eq. (15);
namely, one can think of the following condition [23]:∫
rdrdθdz ψ†1Hˆψ2 =
∫
rdrdθdz (Hˆψ1)
†ψ2 , (17)
where Hˆ ≡ −iγ0γi(∂i + ieAi) + mγ0 and ψ1,2 are arbi-
trary solutions of the Dirac equation (1). That is, the
quantized momenta given in Eq. (15) [and Eq. (16) for
the B = 0 case] can result from the Hermiticity condi-
tion for Hˆ including the surface term associated with the
integration by parts.
In Fig. 1 we plot the lowest transverse momentum pl,1
as a function of the angular momentum l for various α’s
corresponding to various magnetic fields B or radius R
[see Eq. (13)]. In the B = 0 case, as shown by the purple
triangular points in Fig. 1, positive l modes and nega-
tive (−l − 1) modes have a degenerated pl,1, which is
immediately understood from the CP invariance imply-
ing j ↔ −j. Once a finite magnetic field is turned on,
however, the momenta for the l > 0 branch are more sup-
pressed than the l < 0 branch, as is clear by the green
cross, the blue star, and the magenta square points in
Fig. 1. Naturally, finite magnetic fields favor a particular
direction of the angular momentum and break the CP
invariance. As α increases (i.e., eB or R increases), we
see that the lowest momenta become insensitive to l and
the conventional Landau zero modes appear [24].
Figure 1 provides us with more information on the Lan-
dau zero modes peculiar to finite-size systems. Accord-
ing to the conventional argument, the Landau degeneracy
factor should be given by α, but this is no longer the case
for a small α; we notice in Fig. 1 that pl,1 is lifted up from
zero at around l ' 10 for α = 22.5. This means that there
are only half of the Landau zero modes, as compared to
the conventional degeneracy factor. We can intuitively
understand this as follows. The Landau wave functions
with larger l’s have a peak position at larger r due to the
centrifugal force, which corresponds to a larger Larmor
radius of the classical cyclotron motion. The peak width
should scale as 1/
√
eB. For a large enough α, the peak
is narrow relative to the system size, and its position hits
the boundary at r = R when l reaches ' α (which we
have numerically confirmed for α = 1000). For a small
α, however, the peak is not well localized, so the Landau
zero modes are breached before l goes up to α. Figure 1
shows a tendency for the degeneracy of the Landau zero
modes to approach α with increasing α; for α = 45 the
zero modes remain approximately at l ' 30.
Alternatively, in a slightly different setup of finite-size
systems, we can understand the above fact that there
emerges less Landau zero modes. We suppose that the
system is put not on a cylinder but on a semi-infinite x−y
plane with boundary walls at x = 0 and x = lsystem. If
the Landau gauge Aµ = (0,−By, 0, 0) is chosen, the peak
location of the wave functions is dictated by px. Small
momentum modes with px . pi/lB or large momentum
modes with px & pi/lsystem receive strong influences from
the boundary effect. As a result, for example, a finite-
size graphene ribbon under an external magnetic field has
energy dispersion spectra with large and small px modes
pushed up, and the Landau zero modes are seen only for
intermediate px’s [25].
In Fig. 2 we show a plot for the lowest momentum p0,1
as a function of α. If there is no boundary, p0,1 must be
vanishing. For a small α, however, a finite gap appears
from the boundary effect. This is obviously so because
α→ 0 implies B → 0 and then there is no Landau quanti-
zation. In this particular limit of α→ 0, we find that p0,1
goes to 2.40483/R, and this value precisely corresponds
to the Bessel zero, ζ0,1, in the discretized momenta (16)
for B = 0 [26]. We should emphasize that this behavior of
p0,1 is physically quite important. As argued in Ref. [18],
a rotation alone does not change the vacuum structure
because the induced effective chemical potential (i.e. the
rotational energy shift) is always smaller than the low-
est energy gap, p0,1. Once eB becomes bigger than the
squared system-size inverse (that is, α & 10 from Fig. 2),
however, the energy gap is significantly reduced and the
anomalous coupling between the magnetic field and the
5FIG. 2. Lowest momentum p0,1 (which gives an energy gap)
as a function of α = eBR2/2.
rotation is then manifested [14, 21].
IV. INTEGRATION MEASURE AND
REWEIGHTED WAVE FUNCTIONS
Because the radial momenta are discretized, we replace
the transverse momentum integration with the sums over
the quantum numbers, l and k, i.e.∫
dpxdpy
(2pi)2
−→ 1
piR2
∞∑
l=−∞
∞∑
k=1
1
N2l,k
, (18)
where Nl,k represents a weight factor which corresponds
to the integration measure in finite-size systems. In the
B = 0 case, as discussed in Ref. [18], the weight factor
is deduced from the Bessel-Fourier expansion, that is, we
know that in the limit of α→ 0,
N2l,k −→
2
R2
∫ R
0
rdr
[
Jl(pl,kr)
]2
(19)
with the discretized momentum pl,k in Eq. (16). From
the relation in Eq. (8), we extrapolate the above identi-
fication to nonzero α as
N2l,k =
2
R2
∫ R
0
rdr
[
Φl(λl,k,
1
2eBr
2)
]2
=
∫ 1
0
dx
[
Φl(λl,k, αx)
]2
.
(20)
We can easily confirm that the Nl,k defined as above sat-
isfies the asymptotic behavior in Eq. (19) in the α → 0
limit. Moreover, we can readily understand that N2l,k
goes to 1/α in the opposite limit of α → ∞. Then this
exactly accounts for the appearance of the Landau de-
generacy factor, α/(piR2) = eB/(2pi), in Eq. (18) in the
strong magnetic field limit, which also validates Eq. (20).
Interestingly, as this should be so, we can prove∫ 1
0
dx
[
Φl(λl,k, αx)
]2
=
∫ 1
0
dx
[
Φl+1(λl,k − 1, αx)
]2
.
(21)
This is an important relation; thanks to this equality, we
can commonly use Nl,k to normalize the four component
spinors with both φl,k and ϕl,k.
As we see in the next section, the propagator involves
a spinor matrix that is a product of two wave functions
and, in general, 1/N2l,k appears together with the propa-
gator. Thus, the physical meaning of Nl,k would become
more transparent if we define reweighted wave functions
by Nl,k, i.e.,
φ˜l,k ≡ φl,k√
piR2Nl,k
, ϕ˜l,k ≡ ϕl,k√
piR2Nl,k
(22)
for a certain R.
Let us explain the interpretation of the reweighted
wave functions, φ˜l,k and ϕ˜l,k. We solved the Dirac equa-
tion and gave definitions for φl,k and ϕl,k, but they are
not yet properly normalized, where we simply fixed the
overall normalization to reproduce the conventional ex-
pressions in the limit of no boundary effect. The impor-
tant point here is that, for l > 0, ϕl,k may penetrate
outside of r > R, while only φl,k vanishes at r = R; nev-
ertheless, there is no communication across r = R due
to the no-flux condition. Therefore, we should normal-
ize the wave functions within 0 ≤ r ≤ R only. In other
words, we can just presume that the system is empty for
r > R; owing to the no-flux condition, even in this sharp
boundary case, no singularity appears at r = R. To avoid
confusion, we must stress that the above description is
just an interpretation, and the denominator in Eq. (22)
is, in any case, uniquely fixed in the replacement of the
integration with the discrete sum in Eq. (18).
From the point of view of a confined picture of wave
functions, the reweighted wave functions, φ˜l,k and ϕ˜l,k,
would make intuitive sense. To see the behavior of the
reweighted wave functions, in Fig. 3, we show the radial
dependence of |φ˜l,1| and |ϕ˜l,1| for l = 0 (upper panel)
and l = 20 (lower panel) (where we chose k = 1 to see
the lowest modes only). Let us discuss several notable
features of the reweighted wave functions below.
First, we focus on the l = 0 modes, as depicted in the
upper panel of Fig. 3. We numerically found ξ0,1 ' 0.041
for a weak magnetic field (α = 4.5) leading to N20,1 '
0.19, and ξ0,1 ' 0 for a stronger magnetic field (α = 45)
leading to N20,1 ' 0.022. In fact, if ξ0,1 ' 0, as pointed
out before, N2l,k ' 1/α is a very good approximation.
Because l = 0 corresponds to the S-wave, |φ0,1| is cen-
tered around r = 0 and becomes more localized for larger
α’s. As noticed in Eq. (4), on the other hand, |ϕ0,1| has
a l = 1 component of the P -wave, so the wave function
peaks near the boundary due to the centrifugal force. It
is an interesting observation that |ϕ0,1| gets more and
more sharply attached to the boundary with increasing
6FIG. 3. Radial profiles of |φ˜l,1| (the solid lines) and |ϕ˜l,1|
(dashed lines), which are wave functions normalized by√
piR2Nl,1, where all the quantities are given in the unit of
R. The upper and lower panels show the wave functions for
l = 0 and l = 20, respectively.
α. In the infinite size limit R →∞ (i.e., α →∞), there
is no contribution at all from |ϕ0,1|, which means that
both u± are eigenstates of the spin sz = 12σz with an
eigenvalue + 12 , that is, spin-up states. This observation
is consistent with the fact that the Landau zero modes
have only one spin state.
Next, we consider the l = 20 modes by looking at the
lower panel in Fig. 3. The behavior is qualitatively dif-
ferent from the l = 0 case. The most nontrivial point is
seen in the difference between |ϕ˜0,1| in the upper panel
and |ϕ˜20,1| in the lower panel for α = 4.5. As explained
above, the centrifugal force with l = 1 pushes |ϕ˜0,1| to-
ward r = R, and one would expect that such centrifugal
effects must be greater for l = 20. However, |φ˜20,1| is
centered rather away from r = R, which seems to be
quite counterintuitive. We can resolve this puzzle from
an indirect constraint from |φ˜l,1|; for the l = 0 case, |φ˜0,1|
is not modified much by the boundary because the wave
function tail at r = R is negligibly small from the begin-
ning. However, for the l = 20 case, |φ˜20,1| is significantly
distorted and this boundary effect is strong enough to
distort |ϕ˜20,1| as well.
Another interesting observation for the l = 20 wave
functions is that the spin-up and the spin-down states
are not really separable unlike the l = 0 case. We re-
call that in the upper panel of Fig. 3 the region with
r < R is dominated by |φ˜0,1| only and the wave function
inevitably becomes the spin-up eigenstate. In the l = 20
case, however, due to the centrifugal force, all of the wave
functions are shifted in the vicinity of the boundary, and
there, |φ˜20,1| and |ϕ˜20,1| always coexist; in other words,
the Landau degeneracy is violated for large l’s, as we
already saw in Fig. 2.
We emphasize the importance of the wave function be-
havior around r = R. In this way the wave functions at
larger l’s are accumulated near r = R and the low-energy
dynamics closer to the boundary is more prominently af-
fected by the magnetic background. For instance, as we
will confirm in the next section, the dynamical mass en-
hancement by the magnetic field is further strengthened
near the boundary. As a side remark, we note that the
mode accumulation around the boundary has no contra-
diction with the Pauli exclusion principle because all ac-
cumulated modes are labeled by different quantum num-
bers.
V. BOUNDARY ENHANCEMENT OF THE
MAGNETIC CATALYSIS
We will proceed to some concrete calculations to
demonstrate the interplay between the magnetic and the
surface effects. We will estimate the dynamical mass
in the local density approximation using an NJL model.
The qualitative features are robust in the sense that it
does not depend on a model choice, however, as is clear
from the physical discussions in the previous section.
The most fundamental ingredient for concrete calcu-
lations is the propagator, S, which can be constructed
from the solutions (2), (3), (9), and (10). Then, in terms
of the Dirac indices, S is a 4 × 4 matrix whose form is
given by
Sαβ(x, x′) = i
∫
dp0dpz
(2pi)2
∞∑
l=−∞
∞∑
k=1
1
piR2N2l,k
× e
−ip0(t−t′)+ipz(z−z′)
(p0)2 − ε2 + i S
αβ
l,k (p; r, θ, r
′, θ′) ,
(23)
where the spinor matrix S αβl,k in the Dirac representation
reads
Sl,k(p; r, θ, r′, θ′) =
(
M(+)l,k N (+)l,k
N (−)l,k M(−)l,k
)
(24)
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M(±)l,k ≡
(
(±p0 +m)φl,kφ′l,k 0
0 (±p0 +m)ϕl,kϕ′l,k
)
,
N (±)l,k ≡
( −pzφl,kφ′l,k ±i√2eBλl,kφl,kϕ′l,k
∓i√2eBλl,kϕl,kφ′l,k pzϕl,kϕ′l,k
)
.
(25)
In the above equations, we use a short notation for the
wave functions; φl,k = φl,k(r, θ), φ
′
l,k = φ
∗
l,k(r
′, θ′), ϕl,k =
ϕl,k(r, θ), and ϕ
′
l,k = ϕ
∗
l,k(r
′, θ′). We note that piR2N2l,k
in Eq. (23) may have been absorbed into redefinition of
φl,k → φ˜l,k and ϕl,k → ϕ˜l,k.
To study the boundary effect for the dynamical mass
generation associated with the spontaneous breaking of
chiral symmetry, we analyze the NJL model whose La-
grangian density is
L = ψ¯ iγµ(∂µ + ieAµ)ψ + G
2
[
(ψ¯ψ)2 + (ψ¯iγ5ψ)
2
]
. (26)
In the mean-field approximation (which is justified when
there are infinitely many fermion species), the gap equa-
tion or the condition to minimize the thermodynamic
potential is written as
m = G tr[S(x, x)] . (27)
Since translation invariance is lost along the radial di-
rection, the dynamical mass has the r dependence, and
thus we should regard Eq. (27) as a functional equation
to determine a function m(r). It is, however, numeri-
cally demanding to solve this functional equation self-
consistently. Besides, our present purpose is not to quan-
tify the effects but to demonstrate robust features of the
surface effects. Thus, we reasonably simplify the problem
by employing the local density approximation under an
assumption of |∂rm(r)|  m(r)2 [19]. Then, we can ap-
proximately treat the energy dispersion relation as sim-
ple as ε(r) =
√
2eBλl,k + p2z +m(r)
2. Utilizing Eq. (23)
and inserting a ultraviolet regulator, we write the explicit
form of the gap equation as
m(r)
G
= m(r)
∫ ∞
−∞
dpz
2pi
∞∑
l=−∞
∞∑
k=1
f(p ; Λ, δΛ)
piR2N2l,k
×
[
Φl(λl,k,
1
2eBr
2)
]2
+
[
Φl+1(λl,k − 1, 12eBr2)
]2
ε(r)
.
(28)
Here, we note that the choice of the ultraviolet regu-
lator is a part of the model definition, and in our nu-
merical calculations presented below, we adopt a smooth
3-momentum cutoff function as follows [14]:
f(p ; Λ, δΛ) =
sinh(Λ/δΛ)
cosh(p/δΛ) + cosh(Λ/δΛ)
(29)
with p =
√
2eBλl,k + p2z. To discuss the magnetic catal-
ysis, the proper-time regularization [27] and the Pauli-
Villars regularization would be a common choice in NJL
FIG. 4. Dynamical mass as a function of the radial coordi-
nate r for the choice of R = 30Λ−1. Near the boundary the
dynamical mass rapidly increases due to the accumulation of
the boundary modes.
model studies (see e.g., see Ref. [5]). It is, however,
known that a naive momentum cutoff with a step func-
tion could also give a qualitatively correct result, as
long as the smearing parameter δΛ is not too small [28].
Therefore, the above simple f(p; Λ, δΛ) value should suf-
fice for our present purpose of qualitative analysis. For
the numerical calculation we chose the model parameters
as
G = 24 Λ−2 , δΛ = 0.05 Λ . (30)
Here, we can trivially scale out Λ by measuring all of the
quantities in units of Λ. Also we fix the system size to
be
R = 30 Λ−1 . (31)
This value itself is not relevant for our discussions. For
Λ ' 1 GeV (that is, a QCD scale), the above choice of
the system size R = 30 Λ−1 corresponds to the typical
radial scale of heavy ions, R ' 6 fm. In units of Λ, in
this model with B = 0 and R→∞, the critical coupling
is
Gc = 19.58 Λ
−2 , (32)
which is smaller than the present G.
In Fig. 4 we show the dynamical mass m(r) solved from
the gap equation in the local density approximation. We
see from Fig. 4 that the magnetic field effect is minor
for α = 4.5. The r dependence of the dynamical mass
is flat up to r ' 0.7R, and m(r) becomes oscillatory for
r & 0.7R. Such oscillation results from the boundary
effect, and its exact form depends on the regularization
f(p; Λ, δΛ) as well as the system size. Actually, for a
larger R, the discretized momentum spacing is smaller
(which is ∝ 1/R), and thus the oscillating period should
be smaller accordingly. For the even larger r ' R, the
dynamical mass eventually vanishes. This oscillating and
8vanishing behavior of m(r) is quite similar to what is ob-
served in the B = 0 case (see Fig. 1 in Ref. [18]). We
also comment on the validity of the local density approx-
imation. The required condition, |∂rm(r)|  m(r)2 is
satisfied for almost all r’s except the region very close to
R.
In contrast to α = 4.5, the dynamical mass behavior
for stronger magnetic fields (α = 22.5 and 45 in Fig. 4)
is qualitatively different. As long as r is away from the
boundary, a flat plateau continues, until oscillations ap-
pear around r ' 0.7R. Then, m(r) does not vanish but is
pushed up as r approaches R. This abnormally enhanced
magnetic catalysis (called the surface magnetic catalysis
in this work) is a consequence of the interplay between
the magnetic field and the boundary effect.
We shall explain how to understand the surface mag-
netic catalysis in terms of the wave functions. We have
already seen that the spin-down mixture by ϕ˜l,k piles up
near r ' R for a large l, as shown in the lower panel
of Fig. 3. If there were no boundary, the peak posi-
tion of the wave functions with large l would be at a
far distance. However, in the presence of the boundary
at r = R, these modes, which would have no contribution
without a boundary, come to make a finite contribution
near r ' R. Then, the gap equation (28) receives a con-
tribution of spin-down boundary modes with various l’s.
We could say, in other words, that the surface magnetic
catalysis is induced by the combination of the incomplete
spin alignment of the Landau levels seen in Sec. III and
the reweighting factor from the integration measure ar-
gued for in Sec. IV.
VI. CONCLUSION
In this paper, imposing a proper boundary condition
in terms of the fermionic flux (the same conclusion can be
drawn from the Hermiticity of the Hamiltonian), we an-
alyzed the finite-size effect on fermionic matter coupled
with an external magnetic field. We obtained incom-
plete or nondegenerate Landau levels; that is, for states
with larger angular momenta relative to the system size,
the Landau quantized spectra are not degenerate. Also,
we noticed that the spin-up and spin-down structures
of the wave functions are significantly changed by the
finite-size effect. In the thermodynamic limit of infinite
volume, only the spin-up modes (if the magnetic field is
positive along the quantum axis of the angular momen-
tum) occupy the Landau zero modes, and the spin-down
modes become irrelevant because the spin-down modes
are tightly localized in the vicinity of the boundary at an
infinitely great distance. In finite-size systems, however,
the magnetic field partially overcomes this spin separa-
tion and forms the gapless Landau zero modes for both
spin-up and spin-down states. This pairwise structure
of spin-up modes in the bulk and spin-down modes at
the surface is quite remarkable for magnetic phenomena
related to chirality imbalance. For instance, in finite-
size systems, even though an anomalous fermionic cur-
rent density is nonzero in bulk, the whole current would
vanish together with the surface contribution [29].
In this paper, we found a novel aspect of the mag-
netic catalysis peculiar to finite-size systems; the catalyz-
ing effect on the dynamical mass is more intense in the
vicinity of the boundary, which is called the surface mag-
netic catalysis in this work. Because the surface magnetic
catalysis shows a sharp enhancement of the dynamical
mass at the surface, strictly speaking, we must say that
the local density approximation, in which spatial deriva-
tives of the dynamical mass are neglected, adopted in
the present work might be not reliable enough. We must
stress, however, that the origin of such a strong enhance-
ment can be explained by the accumulation of many spin-
down zero modes near the boundary, which does not rely
on any model or approximation. Therefore, even includ-
ing the higher order derivative terms of the dynamical
mass, nothing qualitative should be changed. Regard-
less of the model or the approximation, similar spatial
profile of the dynamical mass or the condensate must be
reproduced. Furthermore, we note that the geometrical
shape of the boundary is not relevant to the accumula-
tion of the low-energy modes. Hence, lattice numerical
simulations could test the surface magnetic catalysis in a
realistic finite-size system (for instance, graphene [30]) if
not the periodic boundary condition but an appropriate
no-flux boundary condition is formulated in terms of the
link variables.
The findings in this paper have various applications.
For Dirac and Weyl semimetals we expect fruitful phase
structures from the proper treatment of the finite-size ef-
fect. In Ref. [31], the authors argue that an external mag-
netic field leads to the dynamical transformation from a
Dirac semimetal (a state without the chiral shift [32]) to a
Weyl semimetal (a state with the chiral shift). This is the
case for large systems. According to our result, the mag-
netic property of the boundary should differ from that of
the bulk, and thus it would be intriguing to revisit the
possibility of the dynamical transformation including the
surface effect.
Another interesting extension is the coupling to ro-
tation. For instance, the anomalous coupling with the
magnetic field and the rotation [18, 21] should lead to
a fascinating effect on the energy-momentum tensor of
a quark-gluon plasma [33, 34]. Besides, the interplay
between the magnetic field and the rotation should influ-
ence the dynamical symmetry breaking and the equation
of state. As discussed in Ref. [14], in rotating matter,
the magnetic catalysis and the inverse magnetic cataly-
sis are driven, respectively, by small and large rotational
effects. At a short distance r from the rotational center,
the magnetic catalysis is realized because the centrifugal
force, which is proportional to r, is still small. Since the
edge region near the boundary is heavily affected by the
magnetic field, on the other hand, it is nontrivial whether
the inverse magnetic catalysis really takes place around
the boundary once the results in Ref. [14] are augmented
9by the finite-size effects. The quantitative details of the
chiral structure in magnetized rotating systems deserve
further investigations, and we will report our progress in
forthcoming papers.
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Appendix A: Solving the Dirac equation
We derive the solutions (2), (3), (9), and (10). The
Dirac equation for fermions confined in a finite-size sys-
tem under an external magnetic field is given by
(iγµDµ −m)ψ = 0 , (A1)
where Dµ = ∂µ+ieAµ is the covariant derivative with the
symmetric gauge Aµ = (0,−By/2, Bx/2, 0). Multiplying
(iγνDν +m) by the above Dirac equation and changing
to the cylindrical coordinates, we can rewrite Eq. (1) as
follows:[
−∂2t + ∂2z −m2 + ∂2r +
1
r
∂r +
1
r2
∂2θ
+ eB(−i∂θ + σ12)−
(
eBr
2
)2 ]
ψ = 0 .
(A2)
with σ12 = i2 [γ
1, γ2] = diag(σz, σz). Since the t- and
z-dependent terms are separately solved in the form of
plane waves, we can parametrize two linear independent
solutions with positive energy as
ψ = u± = e−iεt+ipzz
(
f1±(r, θ)
f2±(r, θ)
)
, (A3)
where ± refers to different polarizations.
Let us first focus on f1±. While the total angular mo-
mentum, Jˆz = Lˆz+Sˆz = −i∂θ+ 12σ12, is a good quantum
number in the present system, neither Lˆz nor Sˆz is. For
this reason it is convenient to choose u± as an eigenstate
of Jˆz with its common eigenvalue denoted by j. We here
employ the Dirac representation for γµ’s, i.e.,
γ0 =
(
1 0
0 −1
)
, γi =
(
0 σi
−σi 0
)
. (A4)
Then, we fix the angular part of the two component func-
tion f1± as
f1±(r, θ) = eil±θf˜1±(r)χ± (A5)
with σzχ± = ±χ± and l+ + 1/2 = l− − 1/2 = j. From
Eq. (A2) we find the equation of motion for the radial
part, f˜1±, which reads[
∂2r +
1
r
∂r −
l2±
r2
+ 2eBλl,k
+ eB(l± ± 1)−
(
eBr
2
)2 ]
f˜1± = 0
(A6)
with the dispersion relation,
2eBλl,k = ε
2 − p2z −m2 . (A7)
Using the scalar function Φl(λ,
1
2eBr
2) defined in Eqs. (5)
and (7), we identify the solutions for this equation as
f˜1+ = Φl(λl,k,
1
2eBr
2) and f˜1− = Φl+1(λl,k − 1, 12eBr2),
where we introduce the quantum number for Lˆz,
l ≡ j − 1/2 , i.e. l = l+ = l− − 1 . (A8)
Thus, we find that f1± is represented as follows:
f1+(r, θ) = φl,kχ+ , f1−(r, θ) = ϕl,kχ− , (A9)
with φl,k and ϕl,k in Eq. (4).
Also, we can solve the lower components f2± from
(ε+m)f2± = (−iσ⊥ ·D⊥ + σzpz)f1± , (A10)
which follows from the Dirac equation in the Dirac rep-
resentation. In the cylindrical coordinates, the covariant
derivative term, −iσ⊥ ·D⊥, is represented as
−iσ⊥ ·D⊥ =
(
0 a†
a 0
)
, (A11)
where we introduce the ladder operators defined by
a ≡ −ieiθ(∂r + ir−1∂θ + eBr/2) ,
a† ≡ −ie−iθ(∂r − ir−1∂θ − eBr/2) .
(A12)
In fact, we can explicitly check to see that a and a† act
as the ladder operator on φl,k and ϕl,k:
aφl,k = i
√
2eBλl,kϕl,k ,
a†ϕl,k = −i
√
2eBλl,kφl,k .
(A13)
From these relations and the explicit form of f˜1±, we can
solve Eq. (A10) for f2± as
f2+ =
pz
ε+m
φl,kχ+ +
i
√
2eBλl,k
ε+m
ϕl,kχ− ,
f2− =
−i√2eBλl,k
ε+m
φl,kχ+ +
−pz
ε+m
ϕl,kχ− ,
(A14)
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which finally amounts to Eqs. (2) and (3) for the positive-
energy solution.
In the same way, we find the negative-energy solution,
v±. We suppose that the solution takes the following
form:
ψ = v± = eiεt−ipzz
(
g1∓(r, θ)
g2∓(r, θ)
)
(A15)
with
g2+(r, θ) = ϕl,kχ+ , g2−(r, θ) = −φl,kχ− . (A16)
Then, the Dirac equation fixes the form of the upper
component g1± through
(ε+m)g1± = (iσ⊥ ·D⊥ − σzpz)g2± . (A17)
We can explicitly solve this equation, leading to
g1+ =
−pz
ε+m
φl,kχ+ +
−i√2eBλl,k
ε+m
ϕl,kχ− ,
g1− =
−i√2eBλl,k
ε+m
φl,kχ+ +
−pz
ε+m
ϕl,kχ− .
(A18)
Hence, we obtain Eqs. (9) and (10).
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