Abstract. We study the interplay of the homotopy coniveau tower, the Rost-Schmid complex of a strictly homotopy invariant sheaf, and homotopy modules. For a strictly homotopy invariant sheaf M , smooth k-scheme X and q ≥ 0 we construct a novel cycle complex C * (X, M, q) and we prove that in favorable cases, C * (X, M, q) is equivalent to the homotopy coniveau tower M (q) (X). To do so we establish moving lemmas for the Rost-Schmid complex. As an application we deduce a cycle complex model for Milnor-Witt motivic cohomology. Furthermore we prove that if M is a strictly homotopy invariant sheaf, then M −2 is a homotopy module. Finally we conjecture that for q > 0, π 0 (M (q) ) is a homotopy module, explain the significance of this conjecture for studying conservativity properties of the Gm-stabilization functor SH S 1 (k) → SH(k), and provide some evidence for the conjecture.
Motivation. Classically, a very helpful fact for understanding invariants of topological spaces is the following: the functor Spc * → D(Ab), sending a space to its singular chain complex, is conservative on (at least) simply connected spaces. Using this fact, one reduces homotopy-theoretic questions to M.Y. was supported by SFB/TR 45 "Periods, moduli spaces and arithmetic of algebraic varieties". questions in homological algebra, which are in general more accessible. This statement can be split in two: the functor Σ ∞ : Spc * → SH is conservative on simply connected spaces, and the canonical functor SH → D(Ab) is conservative on bounded below spectra.
We would like to address the analogous question in the motivic context, over a perfect base field k. Recall the category of pointed motivic spaces Spc(k) * , given by pointed A 1 -invariant Nisnevich sheaves (of spaces) on the category of smooth k-schemes Sm k . By stabilizing Spc(k) * , one obtains the category of motivic S 1 -spectra SH S 1 (k) [Mor03, Section 4] , and then the motivic stable homotopy category SH(k), by further stabilization with respect to G m . Work of the first author [Bac18b] investigates the problem of conservativity of the functor of taking the associated motive, i.e. the functor SH(k) → DM(k). As in the classical situation, the functor Σ is an equivalence of abelian categories.
Here SH(k) eff is the localizing subcategory generated by the image of SH
Gm , and the hearts are taken with respect to homotopy t-structures on these categories. In this work, among other things, we show some evidence for this conjecture. ♥ → SH(k) eff♥ is not an equivalence (i.e. Conjecture 1.1 is false with n = 0), since the right adjoint ω ∞♥ is not essentially surjective: there exists a strictly homotopy invariant sheaf that does not admit framed transfers (a minor modification of the arguments from [Lev10, Section 2] provides an example). It could be possible that Σ ∞ Gm : SH S 1 (k) ≥0 → SH(k) (or even its extension to unbounded spectra) is nonetheless conservative, but that seems somewhat unlikely.
Some recollections about motivic stable homotopy theory. The heart of the t-structure on SH ]. An object in HI * (k) is given by a sequence of strictly homotopy invariant sheaves {M i } i∈Z with isomorphisms M i ≃ (M i+1 ) −1 , where M −1 is the so called contraction of a sheaf of abelian groups M , which models Ω Gm M . The functor ω ∞ : SH(k) → SH S 1 (k) induces a "forgetful" functor ω ∞ : HI * (k) → HI(k) which sends {M i } i∈Z to M 0 . We say that a strictly homotopy invariant sheaf is a homotopy module if it belongs to the image of ω ∞ . For any E ∈ SH S 1 (k), X ∈ Sm k and q ≥ 0, Levine defines a simplicial spectrum E (q) (X, •) called the (q-th level of the) homotopy coniveau tower of E (at X) [Lev08] . This is a generalization of Bloch's cycle complex. Without recalling the entire construction of E (q) (X, •) here, let us note that if E = M ∈ SH S 1 (k) ♥ ≃ HI(k) corresponds to a strictly homotopy invariant sheaf, then E (q) (X, n) is built out of complexes of the form RΓ Z (Y, M ), where Y is a smooth scheme, Z ⊂ Y is closed of codimension ≥ q, and RΓ Z denotes derived global sections with support. The starting point of this article is the observation that there is a very efficient complex which can be used to compute RΓ Z (Y, M ), namely the Rost-Schmid complex (with support) C , q)).
The key ingredients for the proof of Theorem 1.3 are moving-lemma type results for the Rost-Schmid complex of a homotopy module, which we prove in Section 3. The proofs follow the familiar pattern established by Levine in [Lev06] , suitably adapted for the Rost-Schmid complex, of course. Let us mention for the expert reader that the usual proof of the so-called "hard moving lemma" uses transfers. This is why we need to ask that M should be a homotopy module. Moreover, transfers on homotopy modules depend on certain orientations; this is why we need to ask that ω X should be trivial.
Contractions and homotopy modules. Both the homotopy coniveau tower M (q) and the complex C * (X, M, q) make sense for M ∈ HI(k), not just M ∈ HI * (k). It seems natural to ask if the equivalence C * (X, M, q) ≃ M (q) (X) might extend to such more general M . Indeed one has the feeling that C * (X, M, q) mostly only depends on the q-fold contraction M −q , and for q > 0, M −q already has some kinds of transfers [Mor12, Chapter 4] . Instead of re-doing the moving lemmas in this more complicated context, we make two observations: (1) the same proof as before shows that C * (X, M, q) ≃ M (q) (X), provided that M −q is a homotopy module (but M need not be); and (2) M −q is often a homotopy module, for q > 0.
We should justify claim (2); in fact this is the content of Section 5. Using the recent developments in motivic infinite loop space theory, in particular [EHK + 18b], it is possible to identify the homotopy modules among strictly homotopy invariant sheaves. To explain this, recall the subcategory of effective motivic spectra SH(k) eff ⊂ SH(k) [Voe02, Section 2]. This subcategory also has a t-structure, with heart SH(k) eff♥ ≃ HI 0 (k) consisting of so-called "effective homotopy modules" (this is a full subcategory of HI * (k)). Moreover, using results of [EHK + 18b] we prove that HI 0 (k) ≃ HI(k) fr , where HI(k) fr denotes the category of strictly homotopy invariant sheaves with framed transfers (see Theorem 5.14). In other words, in order to prove that M −q is a homotopy module, it suffices to exhibit a structure of framed transfers on it. Our second main result provides an infinite delooping for the two-fold contraction of a strictly homotopy invariant sheaf. M is a homotopy module, and hence so is its two-fold contraction.
Effective covers and transfers. In the final Section 6 we re-interpret some parts of the above results in more abstract terms, closing the circle with the motivational section from the beginning of this introduction. The inclusion i q : SH (k)(q). By the main theorem of [Lev08] , at least if k is infinite, the functor E → i q r q E is equivalent to the functor E → E (q) . In other words the homotopy coniveau tower is inextricably linked with G m -stabilization.
The functor σ q : SH 
1
On the other hand, we already have a significant amount of extra structure on M −q (at least for q ≥ 2): it is a homotopy module. Could there really be further extra structure? Our instinct would be to guess that this is not the case (see Remark 4.17). Upon further reflection this is equivalent to the following statement, rephrasing Conjecture 1.1 that we started with: the canonical functor ω (k)) is an equivalence, for q > 0 (see Conjecture 6.10). Our third main result is some more progress towards establishing this conjecture. Theorem 1.6 (See Theorem 6.9). Let k be a perfect field, and q > 0. Then the canonical functor ω ∞−q : HI 0 (k) → SH S 1 (k)(q) ♥ is fully faithful.
To prove this result, we first show that the "forgetful" functor i
is fully faithful and has as essential image those sheaves F such that π 0 (f q F ) → F is an isomorphism (Corollary 6.3(2)). We thus need to show that sheaves of the latter form carry a unique structure of framed transfers. For this we use the homotopy coniveau tower again. Consider the case q = 1. It is shown in [Lev11] that for a field K, there is a surjection ǫ : C 0 (K, M, 1) → π 0 (f 1 F )(K). The group C 0 (K, M, 1) is built out of contractions of strictly homotopy invariant sheaves, and in particular has a structure of transfers and GW -module. Surjectivity of ǫ implies that there is at most one compatible structure on π 0 (f 1 F )(K). We show that if F is a homotopy module then this compatible structure exists and is indeed given by the canonical transfers on F (Proposition 6.8). Theorem 1.6 follows from this and our study of homotopy invariant framed sheaves in Section 5.
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Notation and conventions. We use cohomological notation for complexes (cochain complexes), but we call them "chain complexes" for brevity.
Whenever we write "sheaf" we mean a Nisnevich sheaf, unless other is specified. Given a sheaf M , a morphism of schemes f : X → Y and m ∈ M (Y ), we sometimes denote f * (m) by m| X . If M ∈ Ab(X Nis ) is a sheaf of GW -modules, and L is a line bundle on X, we denote by
We also denote its sections by M (X, L). We write X (d) ⊂ X for the set of points of codimension d, i.e. those x ∈ X such that dim X x = d. For X an essentially smooth k-scheme, we denote by ω X the line bundle Ω max X/k , i.e. the highest nonvanishing exterior power of the sheaf of Kähler differentials. For f : X → Y a morphism of essentially smooth schemes,
Y . Note that ω f is isomorphic to the determinant of the cotangent complex L f of f .
Given objects E, F in some (higher) category C, we denote the set of (homotopy classes of) maps by [E, F ], at least when no confusion can arise.
We follow Morel's convention for the indexing of homotopy sheaves: given E ∈ SH(k), we denote by
We write HI(k) for the category of strictly homotopy invariant sheaves on Sm k and HI 0 (k) for the category of effective homotopy modules. For M ∈ HI 0 (k) we abusively denote by M also its image in HI(k) under the forgetful map ω ∞ : HI 0 (k) → HI(k). Given a vector bundle V on a smooth variety X, we denote by T h(V ) = V /V \ 0 the associated Thom space object, in various contexts. If Z ⊂ X is a smooth closed subvariety with normal bundle N Z/X , then in all our situations there will be a purity equivalence X/X \ Z ≃ T h(N Z/X ) [Hoy17, Theorem 3.23] [MV99, Theorem 2.23] which we will use without further comment.
Unless stated otherwise, we will assume that the base field k is perfect.
The Rost-Schmid complex
Let M be a strictly homotopy invariant sheaf on Sm k and X ∈ Sm k . Recall the Rost-Schmid complex
this is a chain complex of abelian groups with
1 Technically speaking, we also need the GW -module structure on M −q . 
Recall that for
, and the total differential is the sum of these local differentials. If y ∈x we have ∂ For an open subset U ⊂ X with closed complement Z, let C * Z (X, M ) denote the kernel of the evident surjection of complexes C * (X, M ) → C * (U, M ). Since C * (X, M ) computes H * (X, M ) and similarly for U , we find that C *
We note that if L is a line bundle on X, then one may twist all the terms in the Rost-Schmid complex in an evident way, except for C 0 . If M is a homotopy module then this problem goes away and we obtain a new complex which we denote by C * (X, M (L)).
2.1. Pullbacks. We shall need to make some use of the functoriality of the Rost-Schmid complex. 
, where right-hand side is the Gersten (Cousin) complex. It is defined as the q = 0 line of the E 1 -page of the coniveau spectral sequence (see [CTHK97, Section 1]):
, the colimit being over open neighborhoods W of x in X. This spectral sequence arises from the fact that when dim X = d, one has
where {Z} runs through chains of closed subsets
The E 1 -page is then built from long exact sequences, associated with chains {Z}: [Stacks, Tags 02NM and 02R8]), so for a chain {Z} in X its preimage {f −1 (Z)} gives a chain in Y with the same condition on codimensions. Hence for
(1) The induced pullback map f * : E * ,0
is a map of chain complexes. (2) For composable flat morphisms f and g one has (f • g)
Proof. This follows from functoriality of the pullback on cohomology with support.
is essentially smooth, and for every y ∈ Y (d) with f (y) = x we have a canonical isomorphism
and the previous isomorphism.
Lemma 2.2. Let f : Y → X be a smooth morphism. Then the flat pullback f * :
is obtained as follows. Let V be an open neighbourhood of y ∈ Y and f (V ) ⊂ U an open neighbourhood of x ∈ X. Shrinking U and V sufficiently, we may assume that C :=x ∩ U and D =ȳ ∩ V are smooth and D = f −1 (C) ∩ V (for this latter condition we use that f is smooth). Then there is an induced map α U,V :
Applying M and taking the colimit over U, V , we obtain the map α. Note that f : (V, D) → (U, C) is a morphism of smooth closed pairs (see [Hoy17, Section 3.5]). It follows from functoriality of the purity equivalence in morphisms of smooth closed pairs that α U,V is the thomification of the canonical map . From now on we assume that M ∈ HI 0 (k), i.e. M is an (effective) homotopy module [Mor03, Section 5.2]. In particular we assume given strictly homotopy invariant sheaves M +1 , M +2 and so on together with isomorphisms (M +(n+1) ) −1 ≃ M +n (and M +0 = M ).
Suppose given A ∈ K MW 1 (X), e.g. A = [a] for some a ∈ O(X) × . We define a morphism of graded abelian groups A× :
The morphism A× in components is just given by
Lemma 2.3. Let M ∈ HI 0 (k). The morphism of graded abelian groups U × commutes with the boundary up to multiplication by ǫ := − −1 .
Proof. This is stated in [Mor12, just before Lemma 5.36].
2.1.3. Boundary morphism. Let Z ⊂ X be closed, smooth and everywhere of codimension 1, and U ⊂ X the open complement. There is a morphism of graded abelian groups
We compose this with the isomorphism ω y/X ≃ ω y/Z ⊗ ω Z/X , which is given by (−1) d times the canonical isomorphism. Altogether we obtain a morphism Lemma 2.5. Let M ∈ HI(k). The morphism of graded abelian groups
) commutes with the boundary up to multiplication by ǫ.
Proof. Let x ∈ U and z ∈x (2) ∩ Z. Since C * (X, M ) is a chain complex, we have
The first term is ∂ U Z • ∂, and the second term is −1 ∂ • ∂ U Z , because of our choice of isomorphism. The result follows.
2.1.4. Closed pullback. Now suppose we are given t ∈ O(X) is such that Z := Z(t) is smooth. Write i : Z ֒→ X for the closed immersion. Then for any M ∈ HI 0 (k) there is a pullback morphism
where in the last step we have trivialized Remark 2.7. It follows from Lemma 2.6 that for M ∈ HI 0 (k) we have a commutative diagram of chain complexes of sheaves on the small Nisnevich site of X
This implies that the map i * : 
For the convenience of the reader, we recall its definition. Given
since f is finite and flat. The component of tr Lemma 2.8. Let Y be (essentially) smooth and X ֒→ A 1 Y be cut out by a monic global section P of degree n. Write f : X → Y for the projection, and assume that f is finiteétale.
be the canonical isomorphism induced by P and the coordinate t. Then for any M ∈ HI 0 (k) and a line bundle L on Y , the composite
is given by multiplication by n ǫ :=
is a finite union of points on X of the same codimension. We have f * ω y/Y ≃ ω f −1 (y)/X (*), since f is flat. According to Lemma 2.2, the pullback f
is just given on the component corresponding to y by the map
We have ω f −1 (y)/y ≃ ω X/Y | f −1 (y) (**), again by flatness of f . The transfer map
is given on the components corresponding to f −1 (y) by the twisted transfer
using (*) and (**). In other words, it suffices to prove the result in the case where Y is the spectrum of a field extension of k and * = 0. In particular we may assume that L ≃ O Y . We can view M ∈ SH S 1 (k), and Y defines a pro-spectrum in SH
is given by pullback along a map of pro-spectra β :
We will show that β = n ǫ . This implies what we want since M is a homotopy module, so itself of the [BH18, Theorem 10 .12] and its proof), so it suffices to prove this for the image of β in SH(k). The explicit construction of tr γ f using the homotopy purity theorem (reviewed for example in Section 5.4.2) shows that β corresponds to the map
This is precisely the action of the tangentially framed correspondence Lemma 2.9. Let r, s ∈ Z be coprime, k a field. Then (r ǫ , s ǫ ) generate the unit ideal of GW (k).
Proof. We may assume that r is odd, say r = 2n + 1. Then 1 = r ǫ − nh, where h := 1 + −1 . Since r, s are coprime, there are a, b ∈ Z with ar + bs = n. Consequently (noting that −1 h = h) we have nh = (ar ǫ + bs ǫ )h and so 1 = (1 − ah)r ǫ − bhs ǫ . The result follows.
2.3. Functoriality in M . We remark that if M → N is any morphism of strictly homotopy invariant sheaves (respectively (effective) homotopy modules), then there is an induced morphism C * (X, M ) → C * (X, N ), which is compatible with the flat pullback and boundary morphism (respectively all constructions in the previous subsections).
3. The q-good Rost-Schmid complex Definition 3.1. Let X ∈ Sm k , q ≥ 0. Let C be a finite family of irreducible, closed subsets of X. For notational convenience, we always assume that X ∈ C.
(1) A closed subset Z ⊂ X is said to be in q-good position with respect to C (we abbreviate this to "q-good") if for every W ∈ C, the codimension of Z ∩ W inside W is at least q. (2) We put
This is the eponymous "q-good Rost-Schmid complex".
Note that since X ∈ C we have C i C,q (X, M ) = 0 for i < q. Note also that
In particular C * C,q (X, M ) indeed is a subcomplex of C * (X, M ), and it computes colim Z H * Z (X, M ), where the colimit is taken over q-good closed subsets.
The aim of this section is to show that the inclusion
induces an isomorphism on the cohomology groups h i , for i > q, at least in favorable cases. Note that if q = 0 then α is an isomorphism, so we shall usually assume that q > 0. For readers familiar with [Lev06] , let us point out that the results we are going to prove are analogs of the results in that paper, just for the Rost-Schmid complex instead of the homotopy coniveau tower. Naturally, we will employ similar strategies of proof: using a weak homotopy invariance property and the action by general translations we can deal with the case X = A n , and then employing general projections we can extend to all smooth affine X, provided that ω X ≃ O X . This latter condition is a new twist, which occurs because we need to pushforward in an unoriented situation.
We shall assume throughout that M is a homotopy module. Some of our results hold without this assumption, but this would unnecessarily clutter our notations.
3.1. Weak homotopy invariance. In this subsection we establish an analog of the weak homotopy invariance result [Lev06, Lemma 3.2.3]. Throughout we fix X ∈ Sm k . Definition 3.2. We write p : A 1 × X → X for the canonical projection and i 0 : X → A 1 × X for the inclusion corresponding to 0 ∈ A 1 . Given a closed subset Z ⊂ A 1 × X, denote byZ ⊂ P 1 × X its projective closure, and write i −1 ∞ (Z) =Z ∩ {∞} × X, which we also identify with a closed subset of X. We put
As before, it is immediate that C * 
Thus let y ∈ (A 1 × X) (d) and p(y) = y ′ . Then y ′ has codimension d or d − 1. In the first case, H is defined to be zero on the summand corresponding to y, so we are done. In the second case H is defined to take the summand corresponding to y to the summand corresponding to A 1 × y ′ , which satisfies the required conditions as soon as y contributes to C * C,q (A 1 × X, M ) h (since then y ′ is q-good, by assumption). This concludes the proof.
Corollary 3.4. The two maps i * 3.2. Easy moving. Our aim in this subsection is to establish the following result.
) induces a surjection on h i for i ≥ q, and an isomorphism for i ≥ q + 1.
If n = 0 or q = 0, α is an isomorphism, so we do not need to treat these cases. Of course
We now recall the translation operations [Lev06, Section 3.3]. That is, given a k-scheme X and v ∈ A n (k), we define the map 
x, tv + a) and the smooth projection
The following is the main geometric input of our argument. It is an adaptation of [Lev06, Lemma 3.3.2]. Recall that if V is an irreducible variety, we say that a certain property holds for a general point of V if there exists a non-empty open subset U ⊂ V such that the property holds for all points of U . Proposition 3.6. Let k be a field and C be a finite family of irreducible, closed subsets of A n k . Let X be a k-scheme of finite type. For Z ⊂ X × A n closed, we say that Z is q-good if it is q-good with respect to {X × W | W ∈ C}.
(
n have codimension ≥ q + 1 and be q-good. Then for general v, the set p(h
n be a proper closed subset. Then for general v, the set
Proof. All the statement we wish to prove hold for Z if and only if they hold for all irreducible components of Z. We may thus assume that Z is irreducible.
Fix W ∈ C, and consider the following closed subset:
where (z 1 , z 2 ) ∈ X × A n are the corresponding coordinates of z ∈ Z. Under the projection π : Σ → A n the fiber over v 0 ∈ A n is given by
Here c Z is the codimension of Z in A n X (which is well-behaved since Z is irreducible). In other words Σ 0 is the set of points where the fiber has the expected dimension, and ∪ j>0 Σ j consists of the points where the fiber has bigger dimension than expected; i.e. this is the "bad locus" where s
By upper semi-continuity of fiber dimension [Stacks, 02FZ] 
j is constructible and in particular contains the generic points of its closure B j . Applying Lemma 3.7 below to these generic points, and using that Σ ≃ Z × W , we find that
In particular B 1 has positive codimension in A n , and (1) immediately follows. For (2), since B 2 has codimension ≥ 2 and 0 ∈ B 2 , we find that a general line L through the origin in A n does not meet B 2 and is not contained in
2 and meets B 1 in finitely many points, all but finitely many fibers of π : Σ L → L have codimension ≥ q + 1 in X × W (after applying π ′ ), and the others have codimension q. It follows that
It remains to establish (3), so now X = Spec k. We need to show that for Z ⊂ A n of codim(Z, A n ) ≥ 1 and a general v the subset p(h
n is also closed, and that i −1
We show both at the same time. Consider the embedding A n ⊂ P n , and let P n−1 ∞ be the hyperplane at infinity. For
, and it is a closed subscheme of
). In the above proof we have made use of the following straightforward geometric fact, for which we unfortunately could not locate a reference.
Lemma 3.7. Let f : X → Y be a morphism of finite type k-schemes and y ∈ Y with X y = ∅. 
∅ be a chain of proper closed subsets in X y ′ ; this exists by construction. We have shown that dim X ≥ d + e, as needed.
Proof of Theorem 3.5. We put
. By strict homotopy invariance of M it suffices to show that h i = 0 for i > q. We first prove this assuming that L is infinite. Thus let a ∈ h i with i > q. We can find a q-good subset Z of codimension i > q supporting a and a cycle c supported on Z representing a. Choose a vector v ∈ A n L (L) satisfying the conclusions of Proposition 3.6(2,3) for Z (which is possible since any non-empty open subset of A n over an infinite field has a rational point
by Corollary 3.4 and Lemma 2.6(3).
Finally we use a transfer argument to treat the case where
, by Lemma 3.8(3) below. Since the theorem is proved for L ′ , we find that p * (a) = 0. By
Using the minimal polynomial, we may trivialize ω L0/L , and hence we obtain tr
. By Lemma 3.8(2) below again, the transfer tr
: L] ǫ a, by Lemma 2.8. Applying the same argument again for some p = l ′ = l and using Lemma 2.9 yields the desired result.
In the above proof we made use of the following observation. 2 We could not find a reference for this well-known statement.
A proof is available on MathOverflow at https://mathoverflow.net/a/264212/5181. Lemma 3.8. Let f : X → Y be a morphism.
(1) Suppose f is finite and surjective. Let C a family of closed subsets of X. Denote by f (C) the family {f (W ) | W ∈ C}. Let Z ⊂ Y . Then Z is q-good (with respect to f (C)) if and only if f −1 (Z) is q-good (with respect to C). (2) Suppose that f is finite, flat and surjective. Let C be a family of closed subsets of Y . Denote by f −1 (C) the family
Let Z ⊂ X. Then Z is q-good (with respect to f −1 (C)) if and only if f (Z) is q-good (with respect to C). (3) Suppose that f is flat. Let Z ⊂ Y be q-good with respect to C. Then f −1 (Z) is q-good with respect to f −1 (C), defined as (2).
Proof. Suppose f is finite and surjective. Let Z 1 ⊂ X, Z 2 ⊂ Y be closed. Consider the composite
Since f is finite and surjective, so is its restriction f ′ . One checks easily that f ′ i is also surjective. It follows that all three of
. Now (1) follows by taking Z 1 ∈ C and Z 2 = Z. For (2) we take Z 1 = Z and Z 2 ∈ C, noting that all components of f −1 (Z 2 ) have the same dimension. For (3) we just note that
, and flat pullback preserves codimension [Stacks, Tags 02NM and 02R8]. Hence Z meets all components of W in the same codimension as f
3.3. Hard moving. We now prove a more general moving lemma. Let us first note the following reformulation.
Lemma 3.9. Let X ∈ Sm k , C a family of closed subsets, q ≥ 0 and M ∈ HI(k). Then the following statements are equivalent.
(1) The canonical map α :
) induces a surjection on h i for i ≥ q, and an isomorphism for i ≥ q + 1. (2) For each i ≥ q, Z ⊂ X q-good (and closed) and each a ∈ H i (X \ Z, M ) there exists Z ⊂ W ⊂ X q-good (and closed) such that a is in the kernel of
Proof. Since filtered colimits preserve exact sequences of abelian groups, we have a long exact sequence
Thus statement (1) is equivalent to K i = 0 for i ≥ q, which is just a reformulation of (2).
The main argument of our hard moving result is contained in the following lemma.
Lemma 3.10. Let k be an infinite perfect field and let X ∈ Sm k be affine with
Following [Lev06] , we prove Lemma 3.10 by employing general projections. Thus let X be affine of dimension d, embedded in A N . By a general projection, we mean a general element π of the space of full rank, affine-linear projections from A N onto A d . The geometric basis of the method of general projections is the following.
Proposition 3.11. Let k be perfect and X a smooth affine variety. Possibly after a Veronese reembedding of degree ≥ 2 (see e.g. [Kai18, Section 3.2.2] for this notion), the following hold.
(1) A general projection π| X is finite and flat.
(2) Let Z ⊂ X be q-good. For a general π, π(Z) ⊂ A d is q-good (with respect to π(C)). (3) Let Z ⊂ X have positive codimension. Then for a general π, Z → π(Z) is birational, and π iś etale around the generic points of Z. (4) Let Z ⊂ X have codimension ≥ q and be r-good, with r < q. Then for a general π, we have an equality of closed subsets π −1 (π(Z)) = Z ∪ W , where W has codimension ≥ q and is (r + 1)-good. (5) Let Z ⊂ X have codimension ≥ q and be r-good, r < q. For general π, π(Z ∩ R) is (r + 1)-good, where R denotes the ramification locus of π. 
Since Z is r-good, Z ∩ F has codimension ≥ r in F . It thus suffices that π −1 (π(R)) meets Z ∩ F in positive codimension. We have thus reduced to (6).
(6) We may assume that Z is irreducible. We thus need to show that Z ⊂ π −1 (π(R)), for general π. The condition is open, so we need only show that the set of such projections π is non-empty. For this we may enlarge the base field, so we may assume that Z has a rational point in each component. Thus we may assume that Z is a rational point x. A general projection is finite and flat, and hence we have π −1 (π(R)) ∋ x if and only if π isétale along π −1 (π(x)). This is true for general π, by [Kai18, last paragraph of Section 3.2.2].
Proof of Lemma 3.10. We prove the result by induction on q. For q = 0 there is nothing to prove, since we may take W = X. Hence assume that the result has been proved for some q − 1, we shall prove it for q. Since i ≥ q ≥ q − 1, by induction there exists Z ⊂ W 1 ⊂ X (q − 1)-good such that a vanishes when restricted to X \ W 1 . The exact sequence
that a can be supported on W 1 . In other words there exists a cycle c ∈ C i W1 (X \ Z, M ) representing a. Because of the form of the Rost-Schmid complex, we may also assume that W 1 has codimension ≥ i ≥ q. Using Proposition 3.11 and the fact that k is infinite (so a non-empty open subset of affine space has a rational point), we find a projection π : X → A d with the following properties:
. By (2), (5) and Lemma 3.8(1) we know that
) is q-good. Choose a trivialization of ω X , i.e. a nowhere vanishing section s ∈ ω X (X). We can write
By definition, the vanishing locus of u is precisely R. In particular u is a unit around the generic points of W 1 , and so there is a well-defined chain u c. Moreover ∂( u c)| X\W3 = u ∂(c)| X\W3 = 0, since u is a unit around all points of W 1 \ R ⊃ supp(c| X\W3 ). The trivialization s of ω X and the canonical trivialization of ω A d provide us with a trivialization of ω X/A d , and hence via the construction from Section 2.2 with a transfer map tr
. We obtain a cycle tr
. By easy moving, i.e. Theorem 3.5, and the reformulation in Lemma 3.9, we know that the result we want holds for A d . It follows that there is a q-good subset W
; this is q-good by Lemma 3.8(1) again. We conclude that c| X\W4 is cohomologous to c ′ := c − π * (tr s π ( u c| X\W4 )), using that transfers are compatible with pullback along open immersions, as is clear from the pointwise definition of both operations. Here π * denotes the flat pullback from Section 2.1. We claim that c ′ is supported on W 2 ; this will conclude the proof (taking W = W 4 ∪ W 2 ).
To establish the claim, we need to compute π * (tr s π ( u c| X\W4 )), or at least its components at the generic points η ∈ W 1 of codimension i in X. Let b ∈ C i W1 (X, M ) be any chain. We shall compute π * (tr
is an isomorphism, and η is the only point of W 1 mapping to π(η). It follows that tr
is the element corresponding to b η under the isomorphisms η ≃ π(η) and
where in the last isomorphism we have trivialized ω X via s and ω A d via τ := dt 1 ∧ · · · ∧ dt d . Indeed this follows from the definition of the transfer on the Rost-Schmid complex (Section 2.2), our choice of trivialization of ω X/A d and the observation that if L/K is an isomorphism of fields, then the corresponding transfer is inverse to pullback. If
) and η ∈ W 1 as before, then since π isétale and hence smooth around η we know (from Lemma 2.2) that π
, twisted by an automorphism of ω η/X . Tracing through the above explanation, the automorphism is
where (i) is the tautological isomorphism, (ii) comes from ω X/A d ≃ O X via s, and (iii) is induced by π * . Let us show that this automorphism is precisely multiplication by u(η) −1 . To do so, we write everything in terms of the absolute sheaves ω η and so on; the automorphism is thus
Here the first equivalence is via the canonical isomorphism ω
We can write any element in the source group as α ⊗ s ∨ (for some α ∈ ω η ), which is mapped to α ⊗ τ ∨ ⊗ τ ⊗ s ∨ under the same equivalence (note that this is the same as
Then the second equivalence takes this to α ⊗ τ ∨ , and the third one to α ⊗ π * (τ ) ∨ . Hence the automorphism is multiplication by the unit v such that π
This concludes the proof. Theorem 3.12. Let k be a perfect field, M ∈ HI 0 (k), X ∈ Sm k , q ≥ 0. Assume that ω X ≃ O X . Let C be a finite family of irreducible, closed subsets of X (as always with X ∈ C). Then the canonical map α : C * C,q (X, M ) → C * (X, M ) induces a surjection on h i for i ≥ q, and an isomorphism for i ≥ q + 1.
Proof. If k is infinite, then the result follows via the reformulation in Lemma 3.9 from Lemma 3.10. It thus remains to deal with k finite. We shall reduce to the case of infinite fields by a transfer argument. Let Z ⊂ X be q-good and a ∈ H i (X \ Z, M ). Suppose char(k) = p. Let l = p be another prime, and k ′ /k an infinite l-extension. Since the theorem is proven for k ′ , there exists
q-good, and a| X k 0 \Z2 = 0. By Lemma 3.8(2), the image Z 3 of Z 2 in X is q-good. Replacing Z by Z 3 , we may assume that a| X k 0 \Z k 0 = 0. We have a transfer tr 0 :
k and trivializing ω k0/k using the minimal polynomial. Now 0 = tr
by Lemma 2.8. Applying the same argument for some l = l ′ = p yields the desired result, using Lemma 2.9.
The Bloch-Levine-Rost-Schmid complex
Recall the cosimplicial scheme ∆
• [Lev08, Section 2.1].
Definition 4.1. Let X be a smooth scheme, M a strictly homotopy invariant sheaf and q ≥ 0. Call a closed set Z ⊂ X × ∆ n q-good if it meets all faces in codimension ≥ q. We define the weight q Bloch-Levine-Rost-Schmid complex C * (X, M, q) of M on X as follows. We put
For n = q − i with i > 0 we put
For n < q − 1 it is obtained as the alternating sum of the pullbacks along the face maps. For n = q − 1, note that Z ⊂ X × ∆ 0 is q-good just when it has codimension ≥ q; hence
We define the differential as the composite
It is immediate from the definition that C * (X, M, q) is indeed a complex. Moreover, by homotopy invariance of M , we find that C * (X, M, 0) is chain homotopy equivalent to C * (X, M ). 
, q)) and call this the higher Chow-Witt groups of X.
Remark 4.4. In [DJK18, Example 4.1.12(2)], the term "higher Chow-Witt groups" is used as the name for the Borel-Moore homology theory, associated to Milnor-Witt motivic cohomology. In favorable cases this definition agrees with ours, see Corollary 4.9.
Remark 4.5. In contrast to our definition, Bloch 
where
The above construction is clearly functorial in n ∈ ∆ op ; hence we obtain a simplicial spectrum. Its geometric realization is denoted by E (q) (X). Since a (q +1)-good subset is q-good, there is an evident map E (q+1) (X, •) → E (q) (X, •) (hence the name "tower"). Moreover all of these construction can be made functorial in X, in an appropriate sense (but this is highly nontrivial; see the reference).
Hence in particular, for any q ≥ 0 and M ∈ HI(k) we obtain a simplicial spectrum M (q) (X, •) whose geometric realization is denote by M (q) (X).
Remark 4.6. Note that the Rost-Schmid complex is not functorial in pullbacks along closed embeddings of faces
3
, so we cannot use it as a strict model for M (q) (X, •). Nevertheless, each separate term
Theorem 4.7. Let k be a perfect field, q ≥ 0, M ∈ HI(k), X ∈ Sm k affine such that ω X ≃ O X . Assume that M −q is a homotopy module. Then there is a canonical equivalence of spectra
Here we treat C * (X, M, q) as an HZ-module, and hence spectrum, in the usual way.
We will prove a stronger version in Proposition 4.13 below.
Corollary 4.8. Let k be a perfect field, q ≥ 0, M ∈ HI(k) such that M −q is a homotopy module. Then there is a canonical equivalence
where L Zar denotes the Zariski-localization functor on the category of presheaves of chain complexes (also known as taking hypercohomology).
Proof. The proof of Proposition 4.13 below shows that for any X, there is a canonical map α :
, which is functorial in X in open immersions. By Theorem 4.7, L Zar (α) is an equivalence. Since the right hand side is a Zariski sheaf, the statement follows.
Corollary 4.9. Suppose that char(k) = 2 and q ≥ 0, p ∈ Z. Then there is a canonical isomorphism
between the higher Chow-Witt groups of a smooth k-scheme X and the Milnor-Witt motivic cohomology of X in the sense of [CF17, Definition 6.6].
Proof. MW-motivic cohomology is often only defined for smooth schemes over perfect fields. However, the constructions given turn cofiltered limits with smooth affine transition maps into filtered colimits, and hence it makes sense to define MW-motivic cohomology of pro-smooth (often called essentially smooth) k-schemes as a colimit. Since any field is pro-smooth over its prime subfield, this allows us to define MW-motivic cohomology of smooth schemes over any field. Our definition of higher Chow-Witt groups works over any field, and also turns pro-smooth cofiltered limits into colimits. Hence to prove the claim it suffices to treat the case where k is perfect. MW-motivic cohomology is represented by the spectrum f 0 K MW , which is the effective cover of the homotopy module of Milnor-Witt K-theory [BF18] . Since the homotopy coniveau tower implements the slice tower [Lev08, Theorem 9.0.3], we have (
We also have such maps for * ≥ q, via the construction from Section 2.1. Thus altogether we obtain a map of graded abelian groups
Lemma 4.11.
(1) The map f * :
is a morphism of chain complexes. (2) The following diagram commutes in the derived category
Proof.
(1) Note that if we have a commutative square in Sm k as follows
and given Z ⊂ B, then the following square also commutes (*)
′ corresponding to an inclusion of a face, we deduce that the map f * :
is also a morphism of chain complexes; this follows from Lemma 2.1. Let us put
and similarly for Y . Consider the diagram
Here ∂ denotes the boundary map of the homotopy coniveau tower and j denotes the canonical inclusion.
In particular the vertical composites are the boundaries in the BLRS complex; what we need to show is that the diagram commutes. We have already shown that the upper square commutes, so it suffices to show that the lower square commutes. By construction of the flat pullback from Section 2.1.1, this follows again from (*), applied with B = X, B ′ = Y , Z of codimension q and A = U an open neighbourhood in X of a generic point η of Z, A ′ an open neighbourhood of a generic point of f −1 (Z) over η. (If f is smooth, this can also be seen more directly by appealing to Lemma 2.2.)
(2) The construction of the map C * (X, M, q) → M (q) (X) in the proof of Proposition 4.13 below is easily seen to be functorial in flat maps.
In order to define pullbacks along closed immersions, we need to further adapt the BLRS complexes.
Definition 4.12. Let W ⊂ X be a closed subset. We call Z ⊂ X × ∆ n (W, q)-good if Z meets all faces of X × ∆ n in codimension ≥ q, and also meets all faces of W × ∆ n in codimension ≥ q. In particular, Z ⊂ X is (W, q)-good if Z ⊂ X and Z ∩ W ⊂ W are of codimension ≥ q. We put
There is an obvious map C * (X, M, q) W → C * (X, M, q) which is in fact an injection, and exhibits C * (X, M, q) W as a subcomplex of C * (X, M, q). Recall that there is a similarly adapted homotopy coniveau tower
, and similarly for the homotopy coniveau tower. Consequently the next proposition is indeed a strengthening of Theorem 4.7.
Proposition 4.13. Let k be a perfect field, M ∈ HI(k), q ≥ 0 such that M −q is a homotopy module, X ∈ Sm k affine such that ω X ≃ O X , W ⊂ X a closed subset. Then there is a canonical equivalence
making the following diagram commute
Remark 4.14. Note that the vertical map M (q) (X) W → M (q) (X) is an equivalence if M is a homotopy module or k is infinite [Lev06, Theorem 2.6.2(2)]. Consequently so is the other vertical map C * (X, M, q) W → C * (X, M, q). Thus we think of C * (X, M, q) W as a version of the BLRS complex adapted to the geometry of W ⊂ X. )) for n > 0. We verify similarly that the semi-simplicial structure maps in τ (F ) are the canonical ones, and that the adjunction morphism τ (F ) → F is the canonical one.
Applying this to F = M (q) (X, •) W we obtain a morphism of semi-simplicial objects
We claim that (1) |α| := colim D op α is an equivalence and (2) |τ (
All results follow from this.
To prove claim (1), we shall utilize the spectral sequence of a semisimplicial object [Lur17a, Proposition 1.2.4,5, Variant 1.2.4.9]. We thus obtain a morphism of spectral sequenceŝ
On the E 1 -page we see the semisimplicial abelian groups A (i)
More specifically
) is the unnormalized chain complex associated with A (i)
• . Also by construction we have
The spectral sequence E * * * (M (q) ) wants to converge to π * (M (q) (X) W ) and similarly E * * * (τ (M (q) )) wants to converge to π * (τ (M (q) (X) W )). We shall show that the spectral sequences converge andα induces an isomorphism on the E 2 -pages. This implies that |α| is an equivalence, by spectral sequence comparison. In order to get convergence, we wish to know that M (q) (X, •) W : D op → HZ-Mod takes values in HZ-Mod ≥−N for some N , and similarly for τ (M (q) ). In other words we need to show that E * ,−i 1 = 0 for i > N . In order to get the isomorphism of E 2 -pages, it suffices to show the following condition: (*) for i > q the semisimplicial abelian group A (i)
• is constant. This also implies the vanishing we need for convergence: indeed for i > max{q, dim X} =: N we get A
It is thus enough to show (*): each of the semi-simplicial structure maps of A (i) for i > q is an isomorphism. Let j : F × X → ∆ r × X be the inclusion of a codimension 1 face; we have to show that j * :
Here F denotes the union of the families F ′ × X and F ′ × W , where F ′ runs through all faces of ∆ r . LetM be a homotopy module with
The horizontal identifications come from the fact that by looking at the Rost-Schmid complex, we see that H i (Y, M ) for i > q only depends on M −q ≃M −q . The vertical maps are the natural ones from cohomology with support to cohomology without support; in particular the diagram commutes. Since i > q, the outer vertical maps are isomorphisms by Theorem 3.12. The lower middle horizontal map is an isomorphism by strict homotopy invariance of M . Hence j * is an isomorphism. To prove claim (2), it remains to observe that we have
essentially by construction (see Remark 4.6). The geometric realization of this semi-simplicial object is the associated unnormalized chain complex, which is visibly isomorphic to C * (X, M, q) W . This concludes the proof. Now let i : W ֒→ X be a closed immersion with W smooth. For n < q we have an obvious map
induced by contravariance of cohomology with support. In fact, note that
and consequently the construction extends to τ ≥−q C * (X, M, q) W , by the same formula.
Lemma 4.15.
(1) The map of graded abelian groups i
is a morphism of chain complexes.
(2) The above construction induces a commutative diagram in the derived category
(1) Essentially the same as the proof of Lemma 4.11(1).
(2) We use ideas and notation from the proof of Proposition 4.13. Given F : D op → HZ-Mod, we had the truncation τ (F ) → F . We can form a further truncation σ(F ) → τ (F ), where σ(F ) 0 = τ ≥−q τ (F ) 0 . This is constructed precisely as before: let σ be the right adjoint to Fun 
We have |σ(M (q) (X, •) W )| = τ ≥−q C * (X, M, q) W and similarly for W , and the left hand vertical map is the one constructed above. The result follows.
Remark 4.16. Employing the usual strictification procedures (see e.g. [Lev08, Theorem 4.1.1]) the construction X → τ ≥−q C * (X, M, q) can be promoted to a functor F : (Sm k ) op → HZ-Mod together with a natural transformation α :
Nisnevich locally on X, we see that α is a Nisnevich-equivalence (i.e. induces an isomorphism on homotopy sheaves). Since M (q) is a sheaf in the Nisnevich topology, we conclude that
In other words, we have reconstructed M (q) from the complexes τ ≥−q C * (•, M, q) together with the smooth and closed pullback maps constructed above. More concretely, we have reconstructed M (q) from the sheaf M −q together with the (smooth and closed) pullback maps on cohomology of M with support in codimension q (which as a group only depends on M −q ).
Remark 4.17. If M is a homotopy module, then the closed pullback on cohomology with support can be computed using the construction from Section 2.1.4. In particular, this operation only depends on the sheaf M −q together with its structure of transfers and GW -module. For a general M we also can define a closed pullback by the construction from Section 2.1.4 (at least when q ≥ 2), but we do not know if it coincides with the sheaf-theoretic pullback on cohomology with support. For this reason, even if M −q is a homotopy module we cannot conclude that π 0 M (q) is a homotopy module.
Strictly homotopy invariant sheaves with generalized transfers
5.1. Presheaves with A 1 -transfers. Recall that if M ∈ Pre(Sm k ) is a presheaf of sets on Sm k and X is an essentially smooth k-scheme (e.g. the spectrum of a finitely generated field extension of k) then we can make unambiguous sense of M (X), by taking a colimit.
Definition 5.1. By a presheaf with A 1 -transfers we mean a presheaf of abelian groups M ∈ Ab(Sm k ) together with for each finitely generated field K/k the structure of a GW (K)-module on M (K), and for each point x ∈ (A 1 K )
(1) (i.e. each monogeneous extension K(x)/K) a transfer map
A morphism of presheaves with A 1 -transfers from M 1 to M 2 is a morphism of presheaves φ : M 1 → M 2 such that φ is compatible with the GW -module structures and the transfers. We denote the category of presheaves with A 1 -transfers by Ab(Sm k ) A 1 tr . We write HI(k)
A 1 tr for the full subcategory on those presheaves with A 1 -transfers such that the underlying presheaf is strictly homotopy invariant.
We note that in the definition of the category Ab(Sm k )
A 1 tr (and consequently also HI(k)
A 1 tr ) we do not ask for many of the usual compatibilities: we do not require M to be a presheaf of GW -modules, we do not require any base change or projection formulas, and so on. In cases of practical interest, these additional properties will usually hold, of course. 
, and so we can use the factorization from Example 5.2.
Twisted transfers.
Definition 5.4. Let M ∈ Ab(Sm k ) A 1 tr . We say that M satisfies the first projection formula if for every monogeneous extension K(x)/K, every a ∈ GW (K) and m ∈ M (K(x)) we have τ x (a| K(x) m) = aτ x (m).
Suppose that M ∈ Ab(Sm k ) A 1 tr . For X the spectrum of a finitely generated field extension, denote by
Assume that M satisfies the first projection formula. Given a finite monogeneous extension K(x)/K, define
* , which we may trivialize by the (dual of the) minimal polynomial of x. Consequently we have found an isomorphism ω x ≃ ω K | x . Now define tr x K(x)/K as τ x , twisted by the above isomorphism of line bundles. In other words tr Remark 5.5. Suppose that K(x)/K is separable. Let df 1 ∧· · ·∧df r generate ω K , so that the df 1 ∧· · ·∧df r | x generates ω x , by separability. Tracing through the definitions, the above isomorphism ω x ≃ ω K | x sends df 1 ∧ · · · ∧ df r to P ′ (x)df 1 ∧ · · · ∧ df r | x , where P denotes the minimal polynomial of x. Hence we get the formula 
Definition 5.6. Let M ∈ Ab(Sm k ) A 1 tr . We will say that M admits twisted transfers if M satisfies the first projection formula and for any finite extension L/K and any two sets of generators x 1 , . . . , x n ; y 1 , . . . , y m ∈ L we have tr
the full subcategory on those presheaves with A 1 -transfers that admit twisted transfers. We also put
, for any choice of generators x 1 , . . . , x n ∈ L.
We stress that HI(k) tw is still "too large", i.e. contains objects that are not well-behaved. For example, we did not require the individual GW (K)-module structures to come from a GW -module structure. Nonetheless we find HI(k) tw useful as a book-keeping device.
Example 5.7. For n ≥ 2 and M ∈ HI(k) we have M −n ∈ HI(k) tw ⊂ HI(k) Example 5.8.
As we have seen in Example 5.7, if M ∈ HI(k) then M −2 admits twisted transfers. The following lemma provides a geometric explanation for a weaker statement.
Lemma 5.9. Let M ∈ HI(k), K/k finitely generated and Spec(L) ∈ (A n K ) (n) . Consider the collapse map
Let 
where we are given a generator x ∈ L, the first equivalence is via the minimal polynomial of x and the second map is τ x , defined for M −1 (see Example 5.2).
Proof. In the case n = 1 the map (p[−1])
* is the transfer map by construction, so we will reduce to this case.
Let us first clarify the following standard abuse of notation. By definition, (P 1 ) ∧n ∧ Spec(K) + is the (pre)sheaf obtained from (P 1 ) ×n × Spec(K) by contracting down the sub(pre)sheaf
. Throughout this proof, we will commit similar notational abuses without comment.
We denote P n := (P 1 ) ∧n . We put Z i = Spec(K(x 1 , . . . , x i )) and hence obtain a tower of finite morphisms
Zi . Since Z i+1 is finite over Z i , the induced map Z (i+1)+ ֒→ P 1 ∧ Z i+ "is also a closed embedding", in the sense that Z i+1 ֒→ P 1 × Z i is a closed embedding with image disjoint from {∞} × Z i . Smashing with P n−i−1 we obtain a filtration
We have thus factored the total collapse map p into the composite of partial collapse maps
where for a pointed set A and (not necessarily pointed) subset B ⊂ A we put A / / B = A/(B ∪ { * }).
Note that for pointed sets A, B, C with A ⊂ B we have
Applying this with C = P n−i , B = P i ∧ Z 0+ and A = Z i+ we find that the source of p i is
We shall prove that this is precisely the twisted transfer for the extension Z i+1 /Z i (twisted by ω Z0 ), which implies the desired result. Noting that (*) is functorial, we find that
is a Nisnevich neighbourhood of P 1 ∧ Z i+ and hence p ′ i is canonically isomorphic to the collapse map
Now Z i ֒→ X has a smooth retraction (see e.g. [Dé07, Corollary 5.11]), so we obtain π : X → A i Zi with π −1 (0) = Z i . In other words π is a Nisnevich neighbourhood of zero. It follows that p ′′ i is (using these choices) isomorphic to
Zi+ \ Z (i+1)+ . Using (*) once more, we find that p ′′′ i = id T i ∧q i , where
is the collapse map. This gives us precisely the definition of the twisted transfer
Tracing through the definitions we find that α = β(ω Zi/Z0 ), as needed.
Remark 5.10. If M is a homotopy module, the above argument can be phrased more succinctly in the language of tangentially framed correspondences [EHK + 18b, Section 2.3]. Let f : X → Y be a finite flat, and hence syntomic, morphism of semilocal, essentially smooth k-schemes. Taking determinants induces a bijection between the set of homotopy classes of trivializations of [L f ] in the K-theory space K(X) and trivializations of the line bundle ω f . For every trivialization τ of [L f ] we obtain the tangentially framed transfer tr [τ ] : M (X) → M (Y ), and the untwisted transfer tr
. We claim that tr det([τ ]) = tr [τ ] and that if X ֒→ A n Y then tr [τ ] is the pullback along the collapse map
where the last equivalence is via τ . Note that the first claim follows from the second: if X/Y is monogeneous, then pullback along the collapse map is the definition of tr det([τ ]) , and for the general case note that both sides are compatible with composition, and at least if Y is a field then f can be factored into a sequence of monogeneous extensions.
To prove the second claim, we may assume given a Nisnevich neighbourhood U of X in A n Y , a smooth retraction r : U → X and global sections f 1 , . . . , f n ∈ O(U ) cutting out X and inducing [τ ] . Then tr [τ ] is defined, as in Example 5.13, to be the pullback along the composite
It suffices to observe that the map (f • , r) is equivalent to the purity equivalence. Altogether we get the same description of tr det([τ ]) as stated in Lemma 5.9.
Framed transfers.
We recall the following definitions from [EHK + 18b, Section 2.1], originally they are due to Voevodsky [Voe01].
• (0) as schemes, and a morphism g : U → Y . Two framed correspondences are equivalent if they have the same support and the morphisms are the same up to refining theétale neighbourhoods. We denote by Fr n (X, Y ) the set of framed correspondences of level n up to equivalence; it is pointed by the correspondence with empty support.
Composition of framed correspondences is defined via maps Fr
With this composition we get a category Fr * (k), where objects are smooth k-schemes and morphisms are given by Fr * (X, Y ) = ∨ ∞ n=0 Fr n (X, Y ). There is a canonical functor Sm k → Fr * (k), sending morphisms of k-schemes to framed correspondences of level 0.
Definition 5.12. A presheaf with framed transfers is a presheaf on the category Fr * (k). A presheaf with framed transfers is called A 1 -invariant (respectively a Nisnevich sheaf) if its restriction to Sm k is. A presheaf with framed transfers F is stable if F (σ X ) = id F (X) , where σ X = (X, A 1 X , pr A 1 , pr X ) ∈ Fr 1 (X, X).
Example 5.13. Let E ∈ SH(k). Then the sheaf Ω ∞ (E) acquires canonical framed transfers as follows (see [EHK + 18a, Section 3.2.6]). A framed correspondence α = (Z, U, f • , g) ∈ Fr n (X, Y ) induces a map of quotient sheaves
which in turn induces a map of spectra
is given by the pullback in E along α.
Note that if E ∈ SH(k) eff♥ , then Ω ∞ (E) ≃ π 0 (E) 0 , and so π 0 (E) 0 acquires framed transfers.
Theorem 5.14. Let k be a perfect field. Then the functor
induces an equivalence between SH(k) veff ; this is the recognition principle. Recall that for any ∞-category C, there is the subcategory C ≤0 of 0-truncated objects, i.e. those objects E ∈ C such that for every F ∈ C the space Map(F, E) is 0-truncated. With this notation,
. In other words SH(k) eff♥ is equivalent to the category of presheaves on Corr fr (Sm k ) which are 0-truncated, Nisnevich sheaves, A 1 -invariant and grouplike. For an ∞-category C, we have P(C) ≤0 ≃ Fun(C op , Spc ≤0 ) ≃ Pre(hC) [Lur17b, Proposition 1.2.3.1], where hC denotes the homotopy category of C, and Pre means presheaves of sets. Hence SH(k) eff♥ is equivalent to the subcategory of Pre(hCorr fr (Sm k )) consisting of Nisnevich sheaves (of sets) that are grouplike and A 1 -invariant. This is the same thing as A 1 -invariant Nisnevich sheaves of abelian groups on hCorr fr (Sm k ). There is a functor λ : Fr * (k) → hCorr fr (Sm k ) [EHK + 18b, after Theorem 3.4.8] and the induced functor λ * : Ab(hCorr fr (Sm k )) → Ab(Fr * (k)), when restricted to the subcategory of A 1 -invariant sheaves, coincides under the above equivalences with π 0 (−) 0 . We thus need to show that λ * identifies the full subcategory of A 1 -invariant Nisnevich sheaves on hCorr fr (Sm k ) with the subcategory of A 1 -invariant stable Nisnevich sheaves on Fr * (k). Since λ(σ) = id, we only need to prove that λ * is fully faithful and essentially surjective onto the desired subcategory.
Denote by Sm 
and the restriction r * induces fr (k) ≃ fr (k) ′ , and similarly for presheaves on hCorr(k), by Nisnevich descent. In particular, we can replace Sm k by Sm 
In other words we need to provide F with pullbacks parametrized by
any two choices of α ′ will differ by composition with a power of σ Y [EHK + 18b, Corollaries 2.2.20 and 2.3.25]. Since F (σ Y ) = id, all the α ′ act the same way on F , and hence we obtain the required pullbacks (compatibly with composition). This concludes the proof.
Suppose we are given a framed correspondence (Z, U, f • , g) ∈ Fr n (X, Y ). We recall the construction of the colomology class c(f 
If furthermore Z red is smooth, using the canonical isomorphism ω Z red /U ≃ ω Z red /X we find that
Here i : Z red → U denotes the closed immersion and tr Z red /X denotes the twisted transfer from Section 2.2.
Proof. Put F = π 0 (E ∧ G ∧n m ); so in particular E ≃ F −n . By Example 5.13, α * is the pullback in F [n] along the following map
In particular we may assume that U = Y ; then h = (f • , id U ) : U → A n × U is a closed embedding. In that case we express the pull-back along h in F [n] as the following composition:
and apply the canonical isomorphism ω Z red /U ≃ ω Z red /X . The left hand arrow is the Thom isomorphism, and it factors as E(U )
) is the oriented Thom class of the trivial vector bundle over U of rank n (see [Lev18, Definition 3.4]). Let y i denote the coordinate functions on A n . Note that
); this holds since the Thom class is multiplicative with respect to direct sums of vector bundles [Lev18, Prop. 3.7(2)] and
tr Z red /X −−−−−→ E(X) was computed in Lemma 5.9 as the pullback along the collapse map γ : (P 1 ) ∧n ∧ X + → (P 1 ) ∧n ∧ X + /(P 1 ) ∧n ∧ X + \ Z (here we reduce to the case of X the spectrum of a field by unramifiedness of E).
Since α * = γ * • β as pointed out at the beginning, this concludes the proof.
Corollary 5.16. Let k be a perfect field. Then the functor ω ∞ :
Proof. Under our assumptions on k, by Theorem 5.14 we have an equivalence between SH(k) eff♥ and the category of (strictly) homotopy invariant sheaves with an action by framed correspondences. It is thus enough to show the following. If E, F ∈ SH(k) eff♥ and φ :
tr is a morphism of the corresponding sheaves, preserving the GW -action and (twisted) transfers, then φ preserves the action by framed correspondences.
Let α = (Z, U, f • , g) be a framed correspondence from X to Y . Let X (0) be the set of generic points of X; this is an essentially smooth scheme. Denote by α 0 the restriction of α to X (0) ; this is a framed correspondence from X (0) to Y . The way composition of framed correspondences is set up implies that the following diagram commutes
and similarly for E. By unramifiedness, the restriction F (X) → F (X (0) ) is injective. It follows that φ preserves the action of α if and only if it preserves the action of α 0 . Consequently we may assume that X is a finite disjoint union of spectra of fields. Then Z red is essentially smooth, and hence by Lemma 5.15 the action of α is determined in terms of the twisted transfers and the GW -action. By assumption, φ preserves the latter two, hence φ preserves the action of α. This was to be shown. In a rather roundabout fashion, we have now arrived at the main theorem of this section.
Theorem 5.18. Let k be a perfect field and M ∈ HI(k).
Here p : (Z η ) red → η is the canonical finite projection, and i : (Z η ) red → U is the inclusion. The elements α * (a) η for various η define an element α * (a) (0) ∈ F (X (0) ). We claim that α * (a) (0) ∈ F (X) ⊂ F (X (0) ) (here we use that F is unramified). By the strong form of unramifiedness, it suffices to show that α * (a) (0) ∈ F (X x ) for each x ∈ X (1) (where X x denotes the localization in x). This is proved in Lemma 5.19 below. We denote by α * (a) := α * (a) (0) ∈ F (X) ⊂ F (X (0) ) this element. It remains to prove that this action is compatible with composition of framed correspondences. Denote by β = (Z ′ , V, h • , k) a further framed correspondence from Y to W , and let b ∈ F (W ). We need to show that α * β * (b) = (β • α) * (b). Composition on both sides is compatible with open immersions, so we may assume that X is connected. Using unramifiedness, we may further assume that X is the spectrum of a field, and in particular that Z red is essentially smooth. Denote the composite Z red ֒→ U g − → Y by r. By Lemma 5.20 below, we find that r * β
this is the reduced scheme corresponding to the support of β • r. Note that Z 12 is essentially smooth, being finite and reduced over Z red , which is a finite disjoint union of spectra of fields by our assumption on X. Then we have (β • r)
we denote by b also its restriction (pullback) to any scheme over W , in particular Z 12 ). Using the projection formula (Corollary 5.24(3)) and compatibility of transfers with composition, we find that
This is precisely (β • α) * (b), as was to be shown.
Lemma 5.19. Notation as in the proof of Theorem 5.18. Let C be the localization of a smooth k-scheme in a point of codimension 1, and let α = (Z, U, f • , g) be a framed correspondence from C to Y . Write η ∈ C for the generic point. Then for a ∈ F (Y ) we have α * (a) η ∈ F (C) ⊂ F (η).
Proof. We shall denote by a also its restriction to other schemes, when no confusion can arise (for example, we may say that a ∈ F (U )). We may assume that Y = U and g = id. Let x be the closed point of C. We are attempting to prove that 0 = ∂ x (α * (a) η ) ∈ F −1 (x, ω x/C ). Let Z denote the normalization of Z red . ThenZ is essentially smooth andp :Z → C is finite [Stacks, Tags 035R and 031R] . In particular there is a transfer map trp : 
(here we use that (ωZ /C ) η ≃ (ω Z red /C ) η ,Z and Z being birational). We obtain ac ∈ C 0 (Z, F (ωZ /C )) and by definition, α * (a) η = trp(ac). Since trp is a morphism of complexes, what we need to show is that 0 = trp(∂(ac)). Here ∂ :
is the Rost-Schmid differential, which in degree zero is just the canonical boundary map of a strictly homotopy invariant sheaf. Since a ∈ F (Z) we get ∂(ac) = a∂(c) (see Lemma 5.21(4) in the next subsection). The transfer map trp :
transfers being compatible with composition. Since a is pulled back from Z, by the projection formula (Corollary 5.24(3)) we have tr 1 (a∂c) = atr 1 (∂c). It thus suffices to show that tr 1 (∂c) = 0. But tr 1 • ∂ is precisely the definition of the boundary map ∂ ′ in the Rost-Schmid complex computing H 
Proof. If the result is true for composable morphisms h 1 , h 2 , then it is also true for h 1 • h 2 . We may assume that g = id. Note that essentially by definition, the result holds if h is an open immersion.
In particular we may assume that X ′ and X are connected. As usual we may factor h into a smooth morphism and a regular immersion, at least locally on X ′ [Stacks, Tags 069M and 07DB], so we deal with those in turn.
Suppose now that h is smooth. Then h is dominant (being open between connected schemes [Stacks, Tag 01UA]) and thus using unramifiedness of F we may replace X, X ′ by their generic points. Since h is smooth, the following square is cartesian Now suppose that h is a regular immersion. We may replace X ′ by its generic point x and so in particular factor h = i • h ′ , where i is a regular immersion of codimension 1 and h ′ is still a regular immersion (e.g. use [Stacks, Tag 00NQ] ). Thus we may assume that h is of codimension 1. We may further replace X by its localization C in x. From now on we use the notation from the proof of Lemma 5.19.
For any essentially smooth 1-dimensional scheme W with closed point x and generic point η, given a ∈ O(η)
× we can consider the operation
We will need to use some technical properties of this operation established in the next section. In particular by Lemma 5.21, the map s
[a] is GW -linear, and hence can be twisted. Now we get back to the proof. Recall that h is a regular immersion (of codimension 1). We know that α * (a) = trp(ac) ∈ F (C). Then by Corollary 5.22 we have h * (α * (a)) = ∂ t x ([t]trp(ac)), where t denotes a chosen uniformizer of C in x. In other words
where ω x/X ≃ O x via t. By Proposition 5.26, we get h * (α * (a)) = trp(s ). Since t also cuts out U x ⊂ U , it follows from Remark 2.7 that
which is precisely the definition of (α • h) * (a).
5.4.
More about the M −2 . In the proof of Theorem 5.18 we made use of some technical facts regarding specialization and transfer maps on sheaves of the form M −2 . We collect them here. We are not trying to be exhaustive; instead we only record the facts that we really use. Throughout M denotes a strictly homotopy invariant sheaf.
5.4.1. Boundary formulas. Recall first that for any essentially smooth local 1-dimensional scheme X with generic point η and closed point x, there is the canonical boundary map ∂ : Proof. We note that (1, 3) were proved in [Mor12, Lemma 5.10]. We prove (1) and (2) at the same time, by explaining that these results are essentially formal.
We have a morphism of sheaves K . This is the formal part of the argument. There are moreover canonical isomorphisms H 1 x (X, M ) ≃ M −1 (x, ω x/X ) and so on, and through this isomorphism ∂ ′ and ∂ correspond. However the map θ :
(X)-modules; instead tracing through the definitions on finds that a switch on G m ∧ G m is involved, and hence θ(am) = ǫaθ(m). This explains the factor of ǫ in (1). For (2), no switch is involved, and no ǫ appears.
We can prove (3, 4) similarly, by using instead the morphism of sheaves
If π is a uniformizer for X, then π defines a trivialization of ω x/X , and hence ∂ :
Corollary 5.22. Let m ∈ M −1 (X) and write i : x → X for the closed inclusion. Pick a uniformizer π for X. Then i
Proof. By Lemma 5.21 we get
5.4.2. Projection formulas. Now we come to the transfers. Recall that given a finite monogeneous extension L/K with chosen generator x ∈ L, the transfer tr : 
. This is explained in [Mor12, Section 4.2]. It turns out that this construction is independent of the choice of x [Mor12, Section 5.1]. Note also that x canonically trivializes ω L/K , so we have an untwisted transfer
( 
Formula (3) above implies that the transfer can be twisted by an arbitrary line bundle: given a line bundle L on Spec(K), there is a transfer
and similarly for the twisted transfer we have tr :
Corollary 5.24 (twisted projection formulas). Let L/K be a finite extension. Let L 1 , L 2 be line bundles on Spec(K). Then the transfer tr :
Proof. We may trivialize L 1 and L 2 , and hence ignore them. We can furthermore pass to the symmetrical absolute transfer tr : 
Lemma 5.25. Consider a cartesian square
− −−− → Y of essentially smooth k-schemes, with p finite and f smooth. Then
Proof. This is clear if f is an open immersion. By unramifiedness, we may thus assume that Y ′ is the spectrum of a field. Since f is smooth, the image of Y ′ in Y is a generic point. We may replace Y by this generic point and hence assume that Y is also the spectrum of a field. Now X, being smooth and finite over Y , is a disjoint union of finitely many spectra of fields, and similarly for X ′ . Since both sides are compatible with composition, we can assume that X is monogeneous over Y . We then obtain an embedding X ֒→ P 
. Naturality of the purity equivalence in smooth closed pairs implies that the right hand square in the following diagram commutes
The left hand square commutes trivially. The horizontal composites induce the transfers, and the vertical maps induce f * and f ′ * . This proves the result.
5.4.4.
Transfer and twisted specialization. Let X be an essentially smooth scheme and a ∈ K
By Lemma 5.21(3), s a is GW (X)-linear and thus can be twisted: for any line bundle L on X, we obtain
Proposition 5.26. Let p : X ′ → X be a finite morphism of essentially smooth schemes and a ∈ K
(1) M = M ′ −1 ; (2) X is the spectrum of a dvr and X ′ /X is monogeneous; (3) char(k) = 0 and X of dimension 1. Remark 5.27. The operation s a also makes sense on M −1 , as s a : C 0 (X, M −1 ) → C 1 (X, M ), and one may show that it is still GW -linear. Moreover Proposition 5.26(2) remains valid in this more general setting, but the proof is much more difficult.
6. G m -stabilization of π 0 6.1. Generalities. Throughout we fix a perfect field k. Let n ≥ 0 and write SH S 1 (k)(n) for the localizing subcategory of SH
(k) with right adjoint r n . We denote f n = i n • r n . We have the functor σ n : SH
We also have the adjunction
induced by stabilization with respect to G m . The functor σ ∞ : SH
We illustrate these factorizations in the pair of adjoint commutative diagrams below. . . .
Note that we treat SH S 1 (k) and similar categories as ∞-categories; thus in (1) below "limits and colimits" means "homotopy limits and colimits". Since these are stable categories and stable functors, preservation of colimits or limits is equivalent to preservation of sums or products.
Lemma 6.1.
(1) The following functors are conservative and preserve all limits and colimits:
(2) The composite functor i n ω ∞−n :
(1) All the functors are stable and have left adjoints preserving compact generating families. This implies the claim.
(2) The composite SH
eff is σ ∞−n . By adjunction, it follows that ω ∞−n is equivalent to r n ω ∞ (− ∧ G ∧n m ). It is thus enough to prove that
In order to see that the right adjoint of ∧Gm : SH
(k)(n + 1) is really given by Ω Gm , it suffices to prove that Ω Gm (SH (k) carries a canonical t-structure, with the non-negative part generated under colimits and extensions by Σ ∞ S 1 X + , for X ∈ Sm k . This is the homotopy t-structure [Hoy15, Theorem 2.3]. We denote the homotopy sheaves by π i (E). We similarly put a t-structure on SH S 1 (k)(n) with nonnegative part generated by σ n (SH S 1 (k) ≥0 ). Finally, we put a t-structure on SH(k) eff , with non-negative part generated by σ ∞ (SH
. This is the effective homotopy t-structure [Bac17, Proposition 4(2)].
Lemma 6.2.
(1) The following functors are right-t-exact: σ n , i n , σ ∞ , σ ∞−n . (2) The following functors are t-exact: ω n , r n , ω ∞ , ω ∞−n .
Proof. Statement (1) is clear by construction. Hence the functors from (2) are left-t-exact. Note that if F is a conservative t-exact functor and G is any stable functor such that F G is (right) t-exact, then G is (right) t-exact. For (2), it is thus enough to prove that the following functors are (right) t-exact: ω n , ω ∞ , ω n r n . The statement about ω ∞ follows from the description of the t-structures in terms of homotopy sheaves. We have ω n r n = Ω n Gm and π i (Ω n Gm E) = π i (E) −n [Mor03, Lemma 4.3.11], so ω n r n is also t-exact. Finally note that ω n = Ω n Gm • i n is a composite of right-t-exact functors, so is right-t-exact. It remains to prove (3). Since π i (ω n E) = π i (i n E) −n and ω n is conservative and t-exact, (i) is equivalent to (ii) and (i') is equivalent to (ii'). Since i n is right-t-exact, (i) implies (iii). Clearly (iii) implies (ii) as well. This concludes the proof. (1) The functor ω
is conservative and preserves limits and colimits. In particular it is monadic. (2) The functor i
Its essential image consists of those sheaves F ∈ HI(k) such that the canonical map π 0 (i n r n F ) → F is an isomorphism.
Proof. (1) If C is any presentable stable ∞-category with an accessible t-structure and heart i : C ♥ ֒→ C and D : I → C ♥ is a diagram, then colim I D ≃ π 0 (colim i iD), and similarly for limits. Consequently if F is any t-exact functor preserving colimits (respectively limits), then F ♥ also preserves colimits (respectively limits). Hence ω ♥ n preserves limits and colimits, and is clearly still conservative (since the same holds for ω n , by Lemma 6.1(1), and ω n is t-exact by Lemma 6.2(2)). It is monadic since all the categories involved are presentable.
(2) Let F ∈ SH S 1 (k)(n) ♥ . Then i n (F ) ∈ SH S 1 (k) ≥0 and moreover π i (i n F ) −n = 0 for i > 0, by Lemma 6.2(ii'). It follows that for E ∈ SH The edge map in the spectral sequence for M (1) (K, •) induces a map C 0 (K, M, 1) → π 0 M (1) (K). It follows from [Lev11, Proposition 3.2(2)] that this map is a surjection. We will construct a GW -module structure and transfers on C 0 (K, M, 1). If M ∈ SH S 1 (k)(1) ♥ then C 0 (K, M, 1) → M (K) is surjective, and consequently there is at most one compatible GW -module structure and transfers on M (K). For this reason we call the structure on C 0 (K, M, 1) virtual transfers.
Definition 6.4. Let M ∈ HI(k).
(1) Let K be a field. We give C 0 (K, M, 1) the structure of a module over GW (K) coming from the isomorphisms H Note that the construction C * (X, M, q) is obviously functorial in M , and hence so is C 0 (K, M, 1). Then the above definitions are functorial in M , in the following sense.
Lemma 6.5. Let α : M → N ∈ HI(k). Then the following hold.
(1) Let K/k be a field. The following diagram commutes
(2) Let K/k be a field. The morphism α : C 0 (K, M, 1) → C 0 (K, N, 1) is a morphism of GW (K)-modules. In fact, for any x ∈ (A 1 K )
(1) , the morphism α : M −1 (x) → N −1 (x) is a morphism of GW (x)-modules. Our main observation in this section is that if M is already a homotopy module, then the virtual structures above are indeed the correct ones, in an appropriate sense. In order to prove this we need to understand the map ǫ :
Here is what we can say for general M . Proof. Consider the presheaf F of HZ-modules on Sm K given by X → RΓ(X, M ). Using the injective model structure on presheaves of chain complexes we obtain F ∈ Fun(Sm op K , Ch) modeling F such that for every open immersion U → X the pullback F (X) → F (U ) is a fibration (of injective fibrant chain complexes). In particular for Z ⊂ X closed let F Z (X) = ker(F (X) → F (U )); then F Z (X) is equivalent to the homotopy fiber of F (X) → F (U ), and so computes RΓ Z (X, M ). We can thus use F to build a strict model F ). By the previous remark, the vertical boundary of a ′ is zero, and hence a ′ represents a class in the cohomology of the total complex (i.e. geometric realization of F
• ), or in other words an element δ(a) ∈ π 0 (M (1) (K)); this is an instance of the "edge map" in the spectral sequence corresponding to F
(1)
• . Let α : F (ǫ( a 1 a)) = ǫ(τ x ( a 2 a) ) for appropriate a 1 , a 2 ∈ GW (K(x, y)) depending only on x, y.
Proof. Let z ∈ A 1 K \ {0, 1} be a closed point with coordinate z defined over K(z). By Proposition 6.7, for a ∈ H Let us now choose trivializations of ω K , ω K(x) , ω K(z) and ω K(x,y) . Property (a) (together with the projection formula) implies that there exists a x ∈ K(x) × such that τ K(x)/K (−) = tr K(x)/K ( a x −), where on the right hand side we have identified M (K, ω K ) with M (K) via our trivialization of ω K , and similarly for M (K(x), ω K(x) ). Similarly for the other transfers. The result thus follows from (b) together with the projection formula (Corollary 5.24 (1,3) ). Proof. Since the second functor is fully faithful by Corollary 6.3(2), it suffices to show that the composite is fully faithful. By Lemma 6.1(2) and 6.2(2), the composite is also given by eff♥ (n). Hence it suffices to show that the forgetful functor SH(k) eff♥ (n) → HI(k) is fully faithful. In other words, by Corollary 5.16, given F, G ∈ SH(k) eff♥ (n) with underlying sheaves F ′ , G ′ ∈ HI(k), we need to show that any morphism of sheaves F ′ → G ′ already preserves the transfers and GW -module structure. It follows from Corollary 6.3(2) and [Lev11, Proposition 3.2(2)] that ǫ : C 0 (K, F ′ , 1) → F ′ (K) is surjective, and similarly for G ′ . Hence the result follows from Lemma 6.5 and Proposition 6.8.
SH(k)
This suggests the following. For any F ∈ HI(k) there exists a map α : R → F with R ∈ HI(k) a sum of sheaves of the form π 0 (G ∧n m ∧ X + ) such that α −n is surjective. Combining this with Corollary 6.3, we find that SH S 1 (k)(n) ♥ is generated under colimits by π 0 (G ∧n m ∧ X + ) for X ∈ Sm k . Since ω ∞−n is fully faithful (by Theorem 6.9) and preserves colimits (by Lemma 6.1(1)), we find that Conjecture 6.10 is true if and only if for every X ∈ Sm k the sheaf π 0 (G 
