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Zusammenfassung
Die große Menge an photometrischen und spektroskopischen Daten, die uns in den letzten
Jahrzehnten aus umfangreichen Datensätzen zur Verfügung stehen, hat zu bedeutenden
Erkenntnissen über die Galaxienentwicklung in den unterschiedlichen kosmischen Epochen
geführt. Beobachtungen und Simulationen zeigen übereinstimmend, dass zwei Klassen von
Prozessen für die Entwicklung von Galaxien ausschlaggebend sind: i) Innere Prozesse, die
eng mit der Form und der Tiefe des Gravitationspotentials der Galaxie korreliert sind
(Kauffmann et al., 2003; Smith et al., 2009; Lang et al., 2014). ii) Äußere Prozesse, die
abhängig von der jeweiligen Umgebung der Galaxie durch Wechselwirkungen innerhalb der
Galaxiengruppen und Galaxienhaufen hervorgerufen werden (Balogh et al., 2000; Boselli
& Gavazzi, 2006, 2014). Die Natur der zugrundeliegenden physikalischen Prozesse und
die relative Wichtigkeit von äußeren bzw. inneren Prozessen unterschiedlicher kosmischer
Epochen und Galaxienmassen gehört zu den wichtigsten offenen Fragen der modernen
Astronomie.
In dieser Arbeit untersuchen wir die Rolle der Galaxienumgebung. Wir entwickeln eine
neuartige Methode zur Kalibration physikalisch motivierter Größen (z.B. Masse des Halos)
ausgehend vom lokalen Dichtefeld der Galaxien (durch das Zählen benachbarter Objekte).
Mit Hilfe dieses Verfahrens können wir auch ermitteln, ob sich die Galaxie im tiefsten Punkt
des Gravitationspotentials ihres Halos befindet, d.h. ob es sich um eine zentrale Galaxie
oder eine Satellitengalaxie handelt. Jede Galaxie hat dann zum einen genau definierte
beobachtbare Eigenschaften (z.B. stellare Masse, lokale Galaxiendichte), zum anderen wer-
den die Eigenschaften ihrer Umgebung probabilistisch aus unserer Kalibrationsmethode
gewonnen (z.B. Masse des Halos, Klassifikation als zentrale oder Satellitengalaxie). Let-
zteres erreichen wir, indem wir die beobachteten Galaxien einem synthetischen Datensatz
zuordnen, den wir anhand von semi-analytischen Modellen zur Galaxienentstehung erzeu-
gen. Dabei wählen wir die synthetischen Datensätze so, dass sie auf die Eigenschaften der
jeweils beobachteten sample von Galaxien abgestimmt sind.
Wir wenden unsere Methode auf den 3D-HST Survey an, welcher mit dem Hubble Space
Teleskop durchgefürth wurde und genaue Rotverschiebungen durch spaltlose Spektroskopie
für die große Mehrzahl der beobachteten Galaxien gemessen hat. Der gewonnene Datensatz
besteht aus Galaxien in fünf Gebieten mit langer Belichtungszeit (engl. deep fields) und ist
magnitudenlimitiert (engl. magnitude limited). Die Genauigkeit der Rotverschiebungsmes-
sungen ist ausschlaggebend für die Rekonstruktion des Dichtefelds. Bisherige Datensätze
mit genauen Rotverschiebungen sind jedoch durch ihre geringe Objektzahl begrenzt und
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werden dadurch verfälscht, dass sie überwiegend besonders helle Galaxien untersuchen.
Die Verbindung von 3D-HST Spektroskopie mit tiefer Photometrie aus dem CANDELS
Survey ermöglicht es, diese bisherigen Beschränkungen aufzuheben, und stellt somit einen
idealen Datensatz für eine genaue Quantifizierung der Galaxienumgebung für eine Rotver-
schiebung von 0.5 < z < 2.0 zur Verfügung. Wir wenden unsere Methode auch auf einen
Datensatz bzgl. des lokalen Universums an, der vom Sloan Digital Sky Survey stammt.
Dadurch können wir den Einfluss der Galaxienumgebung an einem homogenen Datensatz
in einer kosmischen Zeitspanne von 10 Milliarden Jahren auswerten.
Wir verwenden die dadurch gewonnenen Kataloge der Galaxienumgebungen (die wir
veröffentlichen), um das von der Umgebung verursachte “Quenching” (Unterdrückung aus
dem engl.) der Sternentstehung in Satellitengalaxien zu untersuchen. Wir berechnen den
Anteil von passiven Zentralen- und Satellitengalaxien in Abhängigkeit von stellarer Masse,
Halo-Masse und Rotverschiebung. Daraus ermitteln wir die Effizienz von Quenching in
Satelliten: Darunter verstehen wir den Anteil der Galaxien, deren Sternenstehung durch
Prozesse in ihrer Umgebung stärker unterdrückt worden ist als nur durch innere Prozesse.
Anhand unserer synthetischen Kataloge schätzen wir die Zeitskala des Quenching in Satel-
liten auf tquench ∼ 2 − 5 Gyr; wobei wir längere Zeitskalen bei geringerer stellarer Masse
und niedrigerer Rotverschiebung finden, diese allerdings unabhängig von der Halo-Masse
sind. Das deutet darauf hin, dass “Quenching” eintritt, wenn das Gasreservoir der Satel-
liten erschöpft ist, ohne dass zusätliches Gas von Aussen einfällt. Außerdem folgt daraus,
dass der dynamische Verlust des Gases (z.B. durch das Entfernen des Kaltgasreservoirs
durch hydrodynamische Prozesse) ineffizient im Massenbereich der betrachteten Halos aus
dem 3D-HST-Datensatz ist. Die sogar deutlich längere Zeitskala des “Quenching” bei
z=0 weist darauf hin, dass die Erschöpfung des Gasreservoirs von allen Prozessen in der
Umgebung hauptsächlich für das “Quenching” verantwortlich ist. Für die massereichsten
Halos beobachten wir dagegen kürzere “Quenching”-Zeiten, welche man durch eine erhöhte
Effizienz schneller dynamischer Prozesse in der Halo-Umgebung erklären kann. Aus der
Verteilung der Sternentstehungsraten in den 3D-HST Galaxien ermitteln wir, dass man die
zeitliche Entwicklung des Quenching einteilen kann in eine Verzögerungsphase, in der sich
Satelliten ähnlich wie zentrale Galaxien der gleichen stellaren Masse verhalten, und eine
Phase in der die Sternenstehungsrate schnell sinkt, wie bereits für das lokale Universum
gezeigt (Wetzel et al., 2013). Daraus schließen wir, dass Satelliten während des Einfalls in
den Galaxienhaufen große Reserven von mehrphasigem Gas beibehalten, und dass dieses
Gas ein normales Maß an Sternentstehungsraten für die langen beobachteten Zeitskalen
des Quenching aufrechterhalten muss.
Statistische Auswertungen großer Galaxien-Datensätze ergänzt man üblicherweise mit
detaillierten Untersuchungen von Einzelobjekten, die eindeutig eine Entwicklung durch-
laufen, die durch äußere Prozesse aus der Umgebung hervorgerufen wird, um die zu-
grundeliegende Physik, sowohl bei niedrigen als auch bei hohen Rotverschiebungen, zu
verstehen. In dieser Dissertation führen wir anhand von aufgelöster Spektroskopie die
erste Analyse eines solchen Objekts durch, nämlich der Galaxie ESO137-001, inf den
Norma-Galaxienhaufen einfällt. Diese Galaxie weist eindrucksvolle Gasschweife auf, die
aus mehrphasigem Gas bestehen, welches von der Scheibe der Galaxie durch Staudruck
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(engl. ram pressure) abgestreift wird. Um ein vollständiges Bild der Wirkungsweise des
Staudrucks in dieser Galaxie zu erhalten, benötigt man ein umfassendes Verständnis der
Gaskinematik und der Diagnostik der Emissionslinienspektren. Diese erhalten wir, indem
wir die einzigartigen Möglichkeiten des Multi Unit Spectroscopic Explorer (MUSE), seit
kurzem am Very Large Telescope, ausschöpfen. Durch die Untersuchung der Flächen-
helligkeit der Rekombinationslinie Hα des Wasserstoffs und der Kinematik im gesamten
Gasschweif in Verbindung mit dem stellaren Geschwindigkeitsfeld finden wir, dass der
Staudruck das Kaltgasreservoir der äußeren Scheibe der Galaxie vollständig entfernt hat,
und dass dem Schweif nur noch aus dem inneren Bereich der Galaxie mit Gas versorgt
wird. Unsere Analyse zeigt auch, dass das Abstreifen des Gases nicht das Rotationsmuster
des ionisierten Gases verändert, welches mit der Rotationskurve der stellaren Komponente
übereinstimmt. Die Ionisation des Schweifes wird durch turbulente Schocks angetrieben
sowie durch die Photoionisation durch junge, massereiche Sterne: Im abgeschweiften Gas
findet man tatsächlich eine signifikante Sternentstehung.
Die Quantifizierung der Galaxienumgebung in größeren und tieferen Galaxiendatensät-
zen aus erdgestützen und Weltraumbeobachtungen wird in naher Zukunft wichtige Beiträge
zum Verständnis des Einflusses der Galaxienumgebung leisten (über einen großen Bereich
von stellarer und Halo-Masse und Rotverschiebung). Diese Datensätze werden zusammen
mit detallierten Untersuchungen kleinerer Datensätze ermöglichen, die zugrundeliegende
Physik und das Zusammenwirken der Prozesse in der Galaxienumgebung besser zu verste-
hen.
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Abstract
The availability of photometric and spectroscopic data for large samples of galaxies in
the last decades has led to significant progress towards understanding the evolution of
galaxies across cosmic epochs. Both observations and simulations consistently reveal that
the fate of galaxies is determined by two main classes of process: i) the evolution driven
by internal processes that are tightly correlated to the gravitational potential of the galaxy
(Kauffmann et al., 2003; Smith et al., 2009; Lang et al., 2014); and ii) environment-driven
evolution in the form of external interactions within groups of galaxies (Balogh et al., 2000;
Boselli & Gavazzi, 2006). The nature and relative importance of internal versus external
processes across cosmic time and galaxy mass, however, remains one of the open questions
of modern astronomy.
In this thesis we study the role of environment. We derive a novel method to calibrate
physically motivated quantities (e.g. halo mass) from the local density of galaxies (by
counting neighboring objects). We also classify if a galaxy lives at the bottom of the
global potential well of its halo i.e., is a central or a satellite galaxy. Each galaxy has
well defined observational properties (e.g. stellar mass, local galaxy density) while the
calibrated quantities describing environment (e.g. halo mass, central/satellite status) are
probabilistic. We reach this goal by linking observed galaxies to a mock sample drawn from
semi-analytic models of galaxy formation, which we select to match the sample properties
of each observational survey.
Our method is applied to the 3D-HST survey, which through slit-less spectroscopic
observations with the Hubble Space Telescope has provided accurate redshifts for the ma-
jority of galaxies from a magnitude limited sample in five well studied deep fields. In the
past, the samples of galaxies with accurate spectroscopic redshifts, which are critical for
the reconstruction of the density field, have been limited in the number of objects and bi-
ased to bright galaxies. The synergy between 3D-HST spectroscopy and photometry from
the CANDELS survey lifted these limitations, making this sample ideal for an accurate
quantification of the environment at redshift 0.5 < z < 2.0. Our method is also applied
to a local Universe sample drawn from the Sloan Digital Sky Survey, thus providing a
homogeneous dataset to study the effects of environment across 10 billion years of cosmic
time.
We use these environment catalogues (which we publicly release to the astronomical
community) to investigate the environmental suppression of star formation (quenching) in
satellite galaxies. We compute the fraction of passive central and satellite galaxies as a
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function of stellar and halo mass, and redshift. We then derive the efficiency of satellite
quenching: the fraction of galaxies that were quenched by environment specific processes
above and beyond what would be quenched by internal processes alone. Using the mock
sample, we estimate that the timescale for satellite quenching is tquench ∼ 2−5 Gyr; longer
at lower stellar mass or lower redshift, but remarkably independent of halo mass. This
indicates that satellites are quenched by exhaustion of their gas reservoir in absence of cos-
mological accretion, and that dynamical stripping processes (e.g. removal of the cold gas
reservoir by hydrodynamical processes) are ineffective in the range of halo mass commonly
found within the 3D-HST sample (Mh . 10
14M⊙). At z = 0, quenching times are even
longer, suggesting that gas exhaustion is the main environmental process responsible for
quenching. However, we observe shorter quenching times in the most massive haloes which
we interpret as an increased efficiency of rapid dynamic quenching processes in these envi-
ronments. From the distribution of star formation rates for 3D-HST galaxies, we find that
the quenching times can be separated into a delay phase during which satellite galaxies
behave similarly to centrals at fixed stellar mass, and a phase where the star formation rate
drops rapidly, as shown previously in the local Universe (Wetzel et al., 2013).We conclude
that this scenario requires satellite galaxies to retain a large reservoir of multi-phase gas
upon accretion, and that this gas is required to sustain normal levels of star formation for
the long quenching times observed.
Statistical studies of large samples of galaxies are commonly complemented by detailed
investigations of objects clearly undergoing environmental processes, to improve our under-
standing of the detailed physics, important both at low- and high-redshift. In this thesis
we present the first analysis, using resolved spectroscopy, of such an object: ESO137-001, a
galaxy infalling into the Norma Cluster. This galaxy shows spectacular tails of multi-phase
gas being removed from the galaxy disk by ram-pressure stripping. A complete picture of
how ram pressure operates in this galaxy requires a detailed knowledge of the gas kine-
matics and of emission-line diagnostics which we obtain by exploiting the unprecedented
capabilities of the Multi Unit Spectroscopic Explorer (MUSE), recently commissioned at
the Very Large Telescope.
By studying the surface brightness of the Hα hydrogen recombination line and kine-
matics throughout the tail, in tandem with the stellar velocity field, we found that ram
pressure has completely removed the cold gas reservoir from the outer disk of the galaxy,
and that the tail is still fed by gas from the inner regions. Our study reveals that the
stripping does not alter the rotation pattern of the ionized gas, which is consistent with
the rotation curve of the stellar component of the galaxy. The ionization of the tail is
powered by turbulent shocks as well as photo-ionization from young massive stars: indeed,
significant star formation is found in the stripped gas.
The quantification of environment for larger and deeper samples of galaxies from
ground- and space-based missions will, in the near future, unveil the role of environ-
ment over a larger range of stellar and halo mass and redshift. This will be combined
with detailed studies of smaller samples to understand the physics and the interplay of
environmental processes.
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“There are more things in heaven and earth, Horatio,
Than are dreamt of in your philosophy.”
William Shakespeare, Hamlet, Act 1, Scene 5
“Telescopes are in some ways like time machines.
They reveal galaxies so far away that their light
has taken billions of years to reach us.
We in astronomy have an advantage in studying the
Universe, in that we can actually see the past.”
Martin Rees

Chapter 1
Introduction
As soon as galaxies were identified as objects outside our Milky Way, questions raised
among the astronomical community included: “Why do they appear in such different
shapes and sizes?” and “How is the great variety of spectral shapes and morphologies pro-
duced by different physical processes?” Studies of the formation and evolution of galaxies
aim at gaining insight on the physical mechanisms that have dominated their formation
and assembly, and on the transformations they underwent throughout cosmic ages. How-
ever, explaining the great diversity of the galaxy population is one of the main difficulties in
generating a comprehensive theory of galaxy evolution. This requires a full understanding
of complex physical mechanisms (that in some cases produce nearly identical observational
signatures) over a large range of cosmic time, and mass of the galaxy and local gravitational
potential.
1.1 Galaxy formation and Evolution in a Hierarchical
Universe
Because galaxies do not evolve in isolation in an otherwise empty Universe, the study
of galaxy formation and evolution must involve cosmology, i.e. the description of the
properties of space and time, and the distribution of matter within it.
1.1.1 Redshift, recessional velocity, and the Hubble law
One of the most important discoveries in modern observational astronomy was made by
Edwin Hubble in 1929. He found that almost all galaxies appear to move away from us
and that their recession velocities increase proportionally with their distance: v = H0 × d,
where H0 is the Hubble constant (Hubble, 1929). This relation, called the Hubble law, is
explained naturally if we assume that the Universe as a whole is expanding with time.
The value of the Hubble constant was highly uncertain for many years, ranging from
∼ 50 to ∼ 500 km s−1 Mpc−1. With the observational data available today, H0 has
been measured with higher accuracy and its best value is ∼ 70 km s−1 Mpc−1, with
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an uncertainty of a few km s−1 Mpc−1. To parametrize this uncertainty it has become
customary to write H0 = 100h km s
−1 Mpc−1, and to express all quantities that depend
on H0 in terms of the reduced Hubble constant h.
In an expanding Universe, the wavelength of the spectral features of extragalactic ob-
jects is shifted towards the red, providing a direct measurement of a quantity known as
redshift (z):
z =
λ− λ0
λ0
(1.1)
where λ0 is the rest-frame wavelength of a spectral feature. When z << 1, as in the Local
Universe, this quantity can be related to the recessional velocity z = v/c where c is the
speed of light.
In 1929 Hubble had redshift measurements for 46 galaxies. However, in order to quan-
tify the value of H0, a redshift independent distance estimate is needed. Hubble used
Cepheid star observations available in 24 of those galaxies. These stars pulsate radially,
thus inducing periodic changes in their observed flux. The period of variation is tightly
related to the stars luminosity (see e.g. Feast & Catchpole, 1997). Hence, the distance of
the star can be measured by measuring the period of pulsation and its observed flux.
1.1.2 The standard model of cosmology and initial conditions
From the early discovery made by Hubble, several observations have unveiled the properties
of our Universe. For instance, the discovery of the cosmic microwave background (CMB,
which shows the geometry of the Universe at very early times, when matter and radiation
decoupled) in 1965 proved that our Universe is (nearly) homogeneous and isotropic (Penzias
& Wilson, 1965; Dicke et al., 1965). The presence of the CMB is a relic of the dense and
hot initial state from which the Universe evolved, generally known as Big Bang.
From that point on, several other observations led astronomers and physicists to the
“concordance” cosmological model in use today.
This model, dubbed Λ cold dark matter (ΛCDM) has three main components: baryonic
matter (which forms the visible Universe), and two other components: cold dark matter
(matter that interacts only through gravity) and dark energy (Λ). Although their nature
is still unknown, those two latter components are required to explain the geometry of the
Universe as we observe it, and the history of growth of structures in it. This is achieved
using several proxies (e.g. the CMB power spectrum, the distribution of galaxies, the mass
of clusters of galaxies, the use of standard candels, e.g. Cepheid stars or Supernovae Ia
or standard rulers which are used to infer cosmological parameters from the luminosity-
distance and angular size-distance relations respectively). The mass-energy budget of the
Universe requires that only ∼ 4% of the total mass is made by ordinary baryonic matter,
∼ 26% is made by dark matter, and ∼ 70% is in form of dark energy.
The first CMB maps initially showed a smooth temperature gradient across the sky. It
was quickly realized that this dipole was the result of our Galaxy moving with respect to
the CMB reference frame.
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Once the CMB dipole is removed, the temperature maps appear uniform, convincingly
showing that our Universe is very homogeneous. But structures could not have formed in
a uniform density field, so there must have been small fluctuations.
In 1992 the Cosmic Background Explorer (COBE, Smoot et al., 1992) satellite detected
for the first time tiny (∆T/T ∼ 10−5) anisotropies in the CMB map. Those primordial
initial perturbations, which are almost perfectly Gaussian, are the seeds for the gravita-
tional collapse of matter leading to the structures we see today. The COBE results have
since been confirmed and refined by two other key CMB space missions: the Wilkinson
Microwave Anisotropy Probe (WMAP, Bennett et al., 2003) and the Planck satellite. Their
superior sensitivity and angular resolution provided revolutionary datasets which have been
fundamental for the development of more accurate cosmological and structure formation
models.
1.1.3 Distance and lookback time
The comoving distance between two nearby objects in the Universe is the distance between
them which remains constant with time if the two objects are moving with the expansion
(or contraction) of the Universe. In a flat ΛCDM Universe, we define the function:
E(z) =
√
ΩM × (1 + z)3 + ΩΛ (1.2)
where ΩM and ΩΛ are the matter and lambda density parameter respectively. With this
definition, the comoving distance from us to redshift z can be computed as follows:
DC =
c
H0
∫ z
0
dz
′
E(z′)
(1.3)
where H0 is the Hubble constant and c is the speed of light. The proper distance be-
tween the same two objects, instead, increases in an expanding Universe (decreases in a
contracting Universe). It is defined as DP = DC/(1 + z).
Because the speed of light is finite, it takes longer for the light from a distant object to
reach us compared to nearby objects, hence the redshift is also a measure of the look-back
time (tL). The look-back time for an object at redshift z is computed as follows:
tL =
1
H0
∫ z
0
dz
′
(1 + z′)× E(z′) (1.4)
where 1/H0 is commonly referred as the Hubble time. Throughout this thesis we use
slightly different values of ΩM and ΩΛ in each chapter, therefore the assumed values are
specified at the beginning of each chapter.
1.1.4 Structure formation
Having specified the initial conditions and assuming an expanding universe it is possible to
show that perturbations grow with time. A region initially slightly over-dense will attract
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Figure 1.1: A schematic merger tree, illustrating the assembly history of dark matter
haloes, in discrete time steps. Time increases from top to bottom, while redshift decreases
from z4 to z0. The size of each circle represents the mass of the halo. At z0, haloes A, B,
C, and D are satellites (sub-haloes) of the main halo in blue. Haloes b, and c are satellites
of another satellite. Halo a is completely dissolved and does not survive until the last
timestep. Image taken from Giocoli et al. (2010).
other matter a bit more strongly than average. Therefore, over-dense regions become even
more over-dense. On the other hand, under-dense regions become even more empty.
In an expanding universe, the cosmic expansion damps the accretion flows which would
be present in a static universe, and the growth rate is usually a power law of time, δρ/ρ ∝ tα
where α > 0 At early times, when the perturbations are still in the so-called linear regime,
the size of an over-dense region increases due to the expansion of the universe. Once the
perturbation reaches an over-density δρ/ρ = 1, it starts to collapse.
This marks the transition to the non-linear regime. If the perturbation is made entirely
of baryonic matter, the collapse creates strong shocks that raise the entropy (disorder) of
the material. The system relaxes to hydrostatic equilibrium, with its self-gravity balanced
by pressure gradients (this is what happens for instance in a star). If the perturbation
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consists of collisionless matter (e.g. cold dark matter), no shocks develop, but the system
still relaxes to a quasi-equilibrium state which is characterized by a universal radial profile
shape known as the Navarro, Frenk and White (NFW) profile (Navarro et al., 1997).
Through this channel a dark matter halo is born. Dark matter haloes, however, do
not live in isolation. As a result, nearby haloes get closer and closer until they coalesce
(merge). Such a formation process is usually called “hierarchical clustering”.
The formation history of a dark matter halo can be described by a “merger tree” that
traces progenitors and descendants over cosmic time. Figure 1.1 shows a schematic picture
of a merger tree. We now introduce the concept of central and satellite galaxies and their
evolution with time. All galaxies are born as centrals of their own halo at very high
redshift. As the universe evolves, dark matter haloes merge. The galaxy hosted by the
most massive halo remains the central galaxy of the halo. The smaller halo (sometimes
called a sub-halo), instead orbits within the main halo for an extended period of time
during which two processes occur. Dynamical friction causes it to spiral inwards, while
tidal effects remove mass from its outer regions. Dynamical friction is more effective for
more massive satellites, but if the mass ratio of the initial halos is large enough, the smaller
object (and any galaxy associated with it) can maintain its identity for a long time. The
final fate of the satellite galaxy is to merge with the central galaxy, and from thereon does
not appear as a separate entity anymore.
This is the process for the build-up of groups or clusters of galaxies: a cluster may
be considered as a massive dark matter halo hosting a relatively massive galaxy near its
center and many satellites that have not yet merged with the central galaxy.
1.2 The life cycle of galaxies
Galaxies are the building blocks of the visible Universe. Their formation and evolution
is the result of a complex balance and interplay between gas related processes which fuel
(or interrupt) the formation of new stars, gravitational interactions with the local environ-
ment where they live, merger events with other galaxies, and the presence (or absence) of
powerful nuclear activity.
This variety of processes, giving rise to a colorful and diverse population of galaxies,
implies that individual galaxies do not follow a predictable “life-cycle”. However, significant
developments in the observational facilities during the last couple of decades, have allowed
astronomers to observe larger and deeper samples of galaxies not only in the local Universe
but for the first time also at high redshift when the Universe was younger. This placed
constraints on several properties of the average galaxy population across a large range in
age of the Universe.
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Figure 1.2: The morphological classification scheme proposed by Edwin Hubble. Tuning
Fork (Hubble, 1936).
1.2.1 Observational evidence
Morphological classification
As soon as Edwin Hubble identified galaxies as extragalactic objects he started to classify
them based on their morphological appearance. His classification scheme (Hubble, 1936),
known as the “Hubble sequence” or “Hubble tuning fork” (for the shape of the diagram)
is shown in Figure 1.2. Hubble classified the galaxies in three main classes:
• Ellipticals (E): These galaxies have smooth, nearly elliptical morphologies and are
divided into subclasses from E0 to E7 where the number is the closest integer to
10× (1− b/a), with a and b the lengths of the semi-major and semi-minor axis.
• Spirals (S): These have disks with spiral arm structures. They are divided into two
subclasses, barred spirals and normal spirals, according to whether or not a bar-like
structure is visible. Each class is further divided into a, b and c, according to the
fraction of the light in the central bulge (decreasing from a to c), and the tightness
with which the spiral arms are wound.
• Lenticulars or S0 galaxies: This class is intermediate between ellipticals and spirals.
Like ellipticals, they have a smooth light distribution with no spiral arms. Like spirals
they have a disk and a bulge; they may also have a central bar, in which case they
are classified as SB0.
To complement the Hubbles scheme, de Vaucouleurs (1959) proposed a more elaborate
classification system that, for instance, introduced Sd for bulge-less spirals, and the class of
irregular galaxies. Nonetheless the main criteria of Hubble’s scheme are still largely used
nowadays.
Ellipticals, and S0s are commonly referred as early type galaxies, while spirals are also
known as late type galaxies. It should be remarked that, contrary to popular belief, Hubble
didn’t intend this nomenclature to suggest an evolutionary path.
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Bimodality in the star formation activity
Besides the morphological type, another important property of galaxies is their color, which
is the ratio of their luminosities in two photometric bands. In observational astronomy
it is common to define the magnitude m of an object in a photometric band as: m =
−2.5 × log(f/f0), where f is the flux and f0 is the flux of a reference source (that defines
the zero-point of the magnitude scale). With this definition of the magnitude, the color
becomes m1 −m2 = −2.5× log(f1/f2), where the subscripts denote the bands.
Galaxy colors, measured in two bands dominated by the stellar black body emission
(from ultraviolet to near-infrared), are to first order a measure of the (light-weighted) age
of the stellar populations, or of the recent star formation rate of galaxies. Star forming
galaxies have a significant fraction of massive and hot stars (mainly O, B stellar types).
The spectrum of those stars peaks in the Ultra Violet (UV) region of the electromagnetic
spectrum and remain strong in optical blue bands, therefore it is common to refer to them
as blue stars. However, massive stars are short lived and after a star formation event
they explode as supernovae in few tens of million years. Instead, galaxies with a small
amount of recent star formation are characterized by redder optical colors because they
are dominated by low mass main sequence stars and red giant branch stars. It is common
to refer to those galaxies as “passive” (or “quiescent”) galaxies; we define the decline of
the star formation activity leading a galaxy to transition from the active to the passive
population as the “quenching” phenomenon.
Galaxy colors should, however, be interpreted with caution as the presence of a signif-
icant mass of dust in the galaxy absorbs UV photons more efficiently than lower energy
photons. As a result a galaxy appears redder than the average color of its stellar population.
Nonetheless, by combining models of the dust absorption with data from observations, it
is possible to estimate dust corrected colors.
Another important property of galaxies is their stellar mass. This can be estimated
from the observed luminosity in an optical (near-infrared) band. However, for the reasons
described above, blue band luminosities correlate less strongly with the total stellar mass
than those observed in redder filters (ideally covering the rest-frame near-infrared emission),
the latter tracing the bulk of the population of stars in a galaxy. For a given filter it is
common to define the stellar mass-to-light ratio M∗/L as the ratio of the stellar mass
to the luminosity. The mass-to-light ratio can be derived from scaling relations using a
single color (see Bell et al., 2003; Zibetti et al., 2009), or from template fitting of the
spectral energy distribution using multiple photometric datapoints (see Papovich et al.,
2001; Wuyts et al., 2009; Conroy et al., 2009; Maraston et al., 2010). The stellar mass can
then be derived from the mass-to-light ratio and the luminosity in a filter.
Arguably one of the most significant legacies of large scale surveys, as for instance
the Sloan Digital Sky Survey (SDSS), is the discovery of a well defined color bimodality
in the galaxy population. Figure 1.3 shows the dust corrected u − r optical color as a
function of stellar mass for a large sample of galaxies in the local Universe (z = 0) from
Schawinski et al. (2014). Larger values of u − r correspond to redder colors and smaller
values to bluer colors. The presence of two separate galaxy populations is immediately
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Figure 1.3: The dust corrected u − r color as a function of stellar mass for a sample of
local galaxies from SDSS. The left panel shows the color-mass distribution of all galaxies.
A clear bimodality in the population of galaxies appears. The right panels show the color-
mass distribution for early and late type galaxies respectively. The bimodality seen in the
full population is broken-up when the morphological types are separated. Image taken
from Schawinski et al. (2014).
clear (see also Strateva et al., 2001; Baldry et al., 2004). The right panels show how these
two populations can be linked (at least at z = 0) to their morphological type. The “blue
cloud” is typically populated by late type galaxies while the “red sequence” is almost
entirely made of early types.
The same color bimodality has also been observed at z ∼ 1−3 (Bell et al., 2004; Weiner
et al., 2005; Brammer et al., 2009), suggesting that the first quenched galaxies were already
present when the Universe was only a few billion years old.
Another effective method to identify star forming and passive galaxies is the use of
color-color diagrams. Several combinations of colors have been proposed (see e.g. Labbé
et al., 2005; Shapley et al., 2005; Wuyts et al., 2007). One of the most adopted makes use
of rest-frame U −V and V −J colors (Williams et al., 2009; Whitaker et al., 2012). Figure
1.4 shows the U −V , and V −J colors of a sample of observed galaxies in five redshift bins
from Williams et al. (2009). These authors found that star-forming and quiescent galaxies
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Figure 1.4: Rest-frame U − V vs. V − J colors of a magnitude selected sample of galaxies
in five redshift bins. The gray scale represents the density of points in the central region of
each plot, while scattered points are plotted individually. The solid lines show the adopted
divisions between the star-forming and passive galaxy samples at each redshift. Image
taken from Williams et al. (2009).
segregate themselves in this plane, with the star-forming galaxies forming a diagonal track
and quiescent galaxies populating mostly the upper left region. The solid lines show the
adopted divisions between the star-forming and passive galaxy samples at each redshift.
One of the main issues of single optical color selections is the degeneracy between dusty
star forming galaxies, and passive galaxies, which can have very similar red colors. The
UV J diagram breaks this degeneracy: at fixed U − V color, dust-free passive galaxies
are bluer in V − J than dusty star forming galaxies, allowing the two populations to be
empirically separated.
Star formation estimators
Star formation rates, measured in M⊙ yr
−1, are estimated by observing the young stellar
populations. If Lλ is the luminosity of the young stellar populations in a given band of
the electromagnetic spectrum, the star formation rate (SFR, which indicates the mass in
new stars produced per year) can be determined as follows: SFR = Lλ ×Kλ, where Kλ is
a conversion factor that can be inferred from population synthesis models. This factor is
universal only if some conditions are met. First, the fraction of mass formed in the stars
which dominate the observed signal, to the total mass of stars formed must be universal
(i.e. does not depend on the galaxy type or mass, and redshift). Second, the star formation
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activity has to be well approximated by a constant value over a timescale defined by the
lifetime of the young stellar populations observed. This is required in order to have a
roughly constant number of young and massive stars in the galaxy over the lifetime of
those stars (107 − 109 yr depending of the SFR tracer).
We now briefly summarize the most common tracers of star formation. For a detailed
discussion we refer to the review by Kennicutt (1998a).
In the wavelength range ∼ 1250− 2500Å the spectrum of a galaxy is dominated by the
emission of young stars (O,B types), therefore the star formation rate scales linearly with
the luminosity in this band. The main limitation of this method is dust obscuration which
is significant in the UV. Therefore the estimated UV SFR is only a fraction of the total
SFR.
Dust grains absorb UV photons which are re-emitted at longer wavelengths in the
medium and far infrared. Observations made in those bands can therefore be converted into
a SFR, provided that the physics of radiative transfer onto the grains is well understood.
The IR SFR is usually combined with the UV SFR to account for the dust obscured and
unobscured components of the total star formation activity.
Hydrogen recombination lines can also be used to estimate the SFR. Hydrogen atoms
are ionized by photons shortward of the Lyman limit, and their recombination provides a
direct, sensitive probe of the young massive stellar population. The brightest of these lines
is Hα and it is one of the most widely used tracer of star formation. However also this tracer
suffers from dust extinction (Hα photons can be absorbed by dust grains before they leave
the galaxy). Because extinction attenuates bluer lines more than redder lines, the amount
of extinction is traditionally estimated by observing another hydrogen recombination line
(usually Hβ) and comparing the observed ratio of the two lines to the theoretical ratio.
Another caveat of using hydrogen recombination lines arises from the absorption of these
lines in the stellar atmospheres of young stars, therefore the intensity of the line must be
corrected for underlying absorption before the flux can be used to estimate the SFR.
All those SFR estimates suffer from contamination in case the galaxy hosts an active
galactic nucleus (AGN). In this case ionizing photons not associated to star formation
produce an increased flux in the UV continuum spectrum, in the hydrogen recombination
lines and in the infrared luminosity (because the dust is heated by the AGN). In this cases,
the estimated SFR becomes an upper limit for the real SFR.
Evolution in the cosmic star formation activity
The presence of a clear bimodality in the colors of the galaxy population is complemented
by another clear observational evidence: for star forming galaxies the SFR is tightly cor-
related to the existing stellar mass of the galaxy with a small scatter of 0.3 dex1. This
relation, typically called “Main Sequence” (MS) of star forming galaxies extends out to
z ∼ 3− 4 (Noeske et al., 2007; Daddi et al., 2007; Peng et al., 2010; Whitaker et al., 2012,
2014; Schreiber et al., 2015).
1We use dex to refer to the difference between powers of ten. Therefore 0.3 dex approximately corre-
sponds to a factor of 2 in linear units
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Figure 1.5: Star formation rate as a function of stellar mass at different redshifts. Data
at z = 0 (red) are from Gavazzi et al. (2015). Data at z = 0.3 (blue) are from Bauer et
al. (2013). Measurements in the interval 0.75 < z < 2.25 (black) are from Whitaker et al.
(2014); the points at z = 3 and z = 4.25 (green) are from Schreiber et al. (2015). Image
taken from Gavazzi et al. (2015).
A small fraction (∼ 1−2%) of galaxies lie above the main sequence and they are called
starbursting galaxies; however those galaxies only contribute of the order of ∼ 10% to the
total star formation of the full galaxy population (Sanders et al., 1988; Rodighiero et al.,
2011; Sargent et al., 2012). There is also a significant population of passive (or “quenched”)
galaxies whose SFR is much lower than MS galaxies at fixed stellar mass. It is then clear
that most of the stars form in MS galaxies and this places fundamental constraints on
models of galaxy formation and evolution.
Recently, Whitaker et al. (2014), Erfanianfar et al. (2016), and Gavazzi et al. (2015)
have shown (see Figure 1.5) that the MS is not a single power law, but rather a broken
power law where the SFR per unit stellar mass flattens above a certain break mass (which
is a function of redshift). Erfanianfar et al. (2016) , and Gavazzi et al. (2015) interpreted
the downturn at high stellar mass as due to the presence of massive bulges or bars in
the center of those galaxies which locally suppress the star formation activity leading to a
decrease of the SFR per unit stellar mass.
It is clear from Figure 1.5 that the characteristic SFR of the MS evolves strongly with
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redshift, increasing by a factor of ∼ 20 from z = 0 to z = 2.
When the MS is multiplied with the number density of galaxies of a given stellar mass
(the stellar mass function ) as a function of cosmic time, the average cosmic star formation
rate per unit volume (ψ) is obtained. The diagram of ψ as a function of redshift, usually
known as the “Madau plot” (see Madau et al. 1996, and Madau & Dickinson 2014 for an
up-to-date review) is shown in Figure 1.6. This is obtained from a recent compilation of
star formation rate and stellar mass function measurements from several galaxy surveys in
the range 0 < z < 8.
Figure 1.6: The history of cosmic star formation from a compilation of measurements of
the star formation rate from z = 0 to z = 8. Image taken from Madau & Dickinson (2014).
These state-of-the-art surveys provide a remarkably consistent picture of the cosmic
star formation history: a rising phase, peaking at z ∼ 2, when the Universe was ∼ 3.5 Gyr
old, followed by a gradual decline to the present day, roughly as ψ(z) ∝ (1 + z)2.7.
The shape of the decline of the cosmic star formation history from z ∼ 2 to the present-
day Universe is well matched to the shape of the fraction of the gas (mainly molecular)
mass to the stellar mass as a function of redshift (see e.g. Tacconi et al., 2013; Genzel et al.,
2015). This suggests that the star formation rate at a given epoch is somewhat linked to
the amount of gas available to form new stars in the galaxy.
1.2.2 The regulator model
An empirical and simple model that proposes to explain the star formation properties of
galaxies across cosmic time (e.g. their mass growth and quenching) has been proposed by
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Lilly et al. (2013).
These authors have shown that by regulating the instantaneous star formation rate by
the amount of gas in the galaxy, they are able to explain the evolution of the cosmic star
formation rate density, of the amount of metals in the galaxies and how the stellar mass
of the galaxy is correlated to the mass of the hosting dark matter halo.
Figure 1.7: Illustration of the gas-regulated model presented by Lilly et al. (2013), in which
the SFR is regulated by the mass of gas in a reservoir within the galaxy. The diagram on
the right shows, the net flows through the system. The incoming gas flow Φ settles into
the gas reservoir which is depleted by star formation and outflows.
The basic idea of the regulator for a galaxy system builds on the similarity of the specific
dark matter mass accretion rate (the accretion rate divided by the existing dark matter
halo mass) and the specific star formation rate (sSFR, the star formation rate divided by
the existing stellar mass) as a function of redshift. By assuming that dark matter and
baryons are well mixed when flowing from the cosmic web into the galaxy system, this
implies that the accretion of matter has a direct impact on the star formation activity of
the galaxy.
The operation of the gas regulator assumes that the galaxy system is made of long lived
stars (the existing stellar mass) and a variable gas reservoir which is fed by the cosmological
accretion Φ and depleted by two channels. The first is star formation, where gas is turned
into stars. This follows a simple law (usually known as the integrated Kennicutt-Schmidt
relation; Schmidt, 1959; Kennicutt, 1998a): SFR = ǫ ×Mgas, where ǫ is the efficiency of
the conversion of gas into stars. However during the phases of stellar evolution, newly
formed stars lose a fraction of their mass (∼ 40%) which is returned into the gas reservoir.
The second channel which depletes the gas reservoir is wind outflows, i.e. the ejection
of gas from the galaxy into the halo or even beyond its virial radius. Stellar outflows are
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produced by powerful supernovae explosions; their rate depends on the number of massive
and young stars in the system and therefore on the SFR. The mass loss through stellar
outflows is assumed to increase linearly with SFR: Ψ = λ× SFR, where the scaling factor
λ is called the mass-loading factor.
The mass of gas in the reservoir of the system is free to increase or decrease with time
and it is this change which gives the regulator its ability to regulate the SFR of the galaxy.
Changes in Mgas must be associated with a net flow into or out of the reservoir.
When the gas reservoir is depleted or is heated to temperatures preventing efficient ra-
diative cooling and formation of giant molecular clouds, the SFR decreases moving galaxies
from the main sequence to the passive cloud.
Observationally, it is nowadays fairly clear that quenching is correlated to “internal”
parameters, such as stellar mass (Kauffmann et al., 2003; Baldry et al., 2004), velocity
dispersion (Smith et al., 2009; Graves et al., 2009), central stellar surface mass density
(Cheung et al., 2012; Fang et al., 2013), or bulge fractions (Omand et al., 2014; Lang et al.,
2014), which are in some way related to the potential of the galaxy. This phenomenon,
which has been recently dubbed “mass-quenching” (Peng et al., 2010), can be the result
of a combination of mechanisms.
The physical processes involved have been claimed to be feedback from AGN (Bower
et al., 2006; Croton et al., 2006). In this case radiation, winds and jets from active galactic
nuclei can interact with the cold gas reservoir leading to ejection or heating of the gas. Al-
ternatively mergers of spiral galaxies leading to the formation of massive elliptical galaxies
can lead to a central starburst and a rapid consumption of the cold gas (Hopkins et al.,
2006; Wilman et al., 2013). Similarly disc instabilities can form massive central bulges,
which heat the star forming disc, significantly suppressing further star formation (Dekel
et al., 2009). The relevance and role of each of these processes and their interplay as a
function of galaxy mass, type and redshift remains one of the open problems of modern
galaxy formation.
1.3 The role of environment
In the previous Section we described how the star formation of a galaxy is regulated
by internal processes. However, the advent of large galaxy surveys unveiled that the
environment in which a galaxy lives also plays a role. Once the galaxy falls into a massive
halo (or a dense environment, such as a group or a cluster of galaxies) and becomes a
satellite galaxy, additional processes increase the probability of being quenched above and
beyond the mass related quenching. In Section 1.4 we present the metrics which are most
commonly used to describe the environment of galaxies. In this Section we generally refer to
local projected density (usually derived from counting neighboring galaxies) or a physically
calibrated halo mass.
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1.3.1 Observational evidence
It has been known for decades that there is a correlation between galaxy Hubble type and
the local density of galaxies. Hubble & Humason (1931); Morgan (1961); Abell (1965), and
Oemler (1974) found that the low density field is largely composed of late type galaxies,
while the densest regions of clusters of galaxies are predominantly hosting early types.
By studying a sample of 55 local galaxy clusters, Dressler (1980) proposed the morphology-
density relationship. His analysis is shown in Figure 1.8, the percentage of spiral (late
types) galaxies decreases from 80% in field regions, to 60% in the cluster outskirts and
to ∼ 10% in the cores of rich clusters, with the opposite increase of the percentage of
early types (E+S0). A significant difference is also seen between the fraction of ellipticals
and S0, suggesting a different formation mechanism which depends on the local density
within the clusters. Indeed, it must be stressed that the local density increases at de-
creasing cluster-centric distance, therefore most of the trends relate to the efficiency of
environmental processes with distance from the cluster center.
Postman & Geller (1984) extended this work to lower density environments, finding
that the fraction of early types smoothly increases over six orders of magnitude in galaxy
density. The morphological segregation, revisited also by Dressler et al. (1997), is probably
the most evident signature of the environmental dependencies that drive the evolution of
galaxies.
Another important observational evidence of environmental processes in action is the
deficiency of atomic hydrogen (HI) in dense environments. The atomic gas is the principal
component of the interstellar medium (ISM) in late-type galaxies at z = 0: this provides
the fuel that cools into molecular hydrogen and feeds star formation. In normal, isolated
galaxies the HI gas distribution extends to 1 − 2 times the optical diameter. (Cayatte
et al., 1994; Broeils & Rhee, 1997). The outskirts of the HI disks are weakly bound to
the galaxy’s gravitational potential well, thus they can be easily removed. A quantitative
determination of the amount of atomic gas in dense environments compared to the field at
fixed size (which correlates with mass) was first achieved by Haynes & Giovanelli (1984)
who compared cluster galaxies and a reference sample of isolated galaxies using data from
the Arecibo radio telescope. These authors defined the HI-deficiency parameter as the
logarithmic difference between the observed HI mass and the expected value in isolated
objects of similar morphological type and linear size. By comparing the statistical HI
properties of galaxies in 9 nearby clusters with those of isolated objects, Giovanelli &
Haynes (1985) showed that relaxed (evolved) clusters contain a large fraction of HI deficient
galaxies. This fraction is a strong function of the angular distance from the X-ray center
(see e.g. Boselli, 1994; Gavazzi et al., 2013a).
Several other physical properties of galaxies correlate with environment: various works
based on the SDSS survey, and complemented by multifrequency observations from the UV
to far-infrared (Lewis et al., 2002; Gómez et al., 2003; Balogh et al., 2004; Kauffmann et al.,
2004; Hogg et al., 2004; Blanton et al., 2005; Baldry et al., 2006; Weinmann et al., 2006;
Gavazzi et al., 2010; Boselli et al., 2014c) confirm that, at z = 0, most star forming, late
type, blue galaxies reside in low density environments, while the high density environments
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Figure 1.8: The fraction of Elliptical,S0, and Spiral+Irregular galaxies as a function of the
local projected density (in galaxies per Mpc−2) within 55 Local clusters. The first point for
each type, on the left of the plot, is from a field sample. The upper histogram shows the
number distribution of the galaxies in bins of projected density. Image taken from Dressler
(1980).
are dominated by quiescent, old, early type, red galaxies. The transition is smooth and
continuous across intermediate densities (or halo masses), suggesting a physical mechanism
which increases in efficiency at increasing density.
Figure 1.9 shows the g − i color-magnitude diagram for galaxies in the Coma/A1367
supercluster region from Gavazzi et al. (2010). This sample spans a large range in local
density from the core of massive clusters (UH panel in Figure 1.9) to isolated objects
(UL panel). Blue dots are for late type galaxies and red dots are for early types. The
red sequence (the locus of old and quiescent systems) is only formed at the bright end
(massive galaxies) in the UL density bin by “mass quenching” processes. Moving through
the low (L) and intermediate-high (H) density bins, the faint end of the red sequence is
gradually built-up by environment specific processes. At the highest densities, the cloud
of star forming objects disappears and the galaxy population is almost entirely made of
early type red objects. The transition from star forming to passive must be relatively quick
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Figure 1.9: The g − i color-magnitude diagram for 4132 galaxies in the Coma/A1367
supercluster region for bins of local galaxy density increasing from ultra-low (UL) to ultra-
high (UH). Blue dots are for late type galaxies and red dots are for early types.
to explain the lack of objects with intermediate colors (see also Boselli et al., 2014c; Mok
et al., 2014; Schawinski et al., 2014).
Peng et al. (2010, 2012) developed an empirical model in which “mass” and “envi-
ronment” quenching are separable processes acting independently. While mass quenching
operates on all galaxies, environment quenching only affects satellite galaxies (galaxies or-
biting in a more massive halo). In their model the fraction of passive satellites increases
with increasing local density, while the fraction of passive centrals is only a function of
stellar mass.
Several authors investigated the timescales required for a satellite galaxy to be quenched
by environmental processes (usually correcting for the contribution of mass quenching).
Wetzel et al. (2012, 2013) found the quenching timescale to be ∼ 5 − 7 Gyr at z = 0.
This time starts from the first time the galaxy becomes a satellite of any halo. However,
in order to reproduce the observed SFR distribution, it is required that satellite galaxies
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remain star forming at the same rate of central galaxies of similar stellar mass for the
majority of this quenching time. Only in the final ∼ 1 Gyr, the star formation rate drops
and the galaxy moves from the blue cloud to the red sequence. Similar conclusions have
been reached by De Lucia et al. (2012), and Hirschmann et al. (2014) by comparing the
fraction of quenched galaxies as a function of density or group-centric radius to the time
spent in the satellite phase as derived from semi-analytic models of galaxy formation.
Recently, Oman & Hudson (2016) by using simulated orbits of galaxies in (and around)
massive haloes (Mh > 10
13M⊙) found that their data are consistent with a hypothesis where
the quenching is 100% per cent effective (all satellites are quenched), over a timescale
< 1Gyr, once a galaxy reaches the highest densities, as found in the core of massive
structures. This requires a rapid mechanism that removes (or heats) the star forming gas
such that no fuel for further star formation is available.
However, even in well studied massive clusters, where a wealth of multiwavelength data
is available, a complete consensus on this short timescale is not found in the literature.
Haines et al. (2015), by studying the spatial distribution and kinematics of a sample of
30 massive clusters with available UV+IR star formation estimates, derived that the star
formation rates decline exponentially on quenching timescales of∼ 2−3 Gyr upon accretion
into the cluster. Paccagnella et al. (2016) investigated the distribution of galaxies in the
SFR-M∗ plane for 76 nearby clusters. These authors found a significant population of
cluster galaxies with reduced SFRs compared to MS objects (but not as low as for passive
objects), which preferentially occurs within the cluster virial radius. The analysis of the
star formation histories suggests that transition galaxies have had a reduced SFR for the
past 2-5 Gyr. These values are longer than times for the fading of the SFR described
above, and the origin of this discrepancy is still not well understood.
At higher redshift the situation is made even more complex due to the more limited
availability of samples for which the environment is accurately characterized. Nonetheless,
Quadri et al. (2012); Knobel et al. (2013); Kovač et al. (2014), and Balogh et al. (2016)
have shown that the environment plays a role in quenching the star formation activity of
satellite galaxies up to z ∼ 1 , although the samples are limited to massive galaxies or a
relatively small number of objects.
1.3.2 Environmental processes
We now briefly review the mechanisms which can affect satellite galaxies. At low redshift
detailed studies of poster-child objects (Yagi et al., 2010; Fossati et al., 2012, 2016a; Mer-
luzzi et al., 2013; Fumagalli et al., 2014; Boselli et al., 2016) coupled with state of the art
models and simulations (Mastropietro et al., 2005; Kapferer et al., 2009; Tonnesen & Bryan,
2010) have started to explore the rich physics governing those processes (see e.g. Boselli &
Gavazzi, 2006, 2014; Blanton & Moustakas, 2009, for reviews). Broadly speaking they can
be grouped into two classes. The first of them includes gravitational interactions between
cluster or group members or with the potential well of the halo as a whole. The second
class includes hydrodynamical interactions between galaxies and the hot and dense gas
that permeates massive haloes (ram pressure, viscous stripping, and thermal evaporation).
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Tidal interactions between galaxies
Tidal interactions are the disturbances experienced by a galaxy due to the presence of other
nearby massive objects. Since tidal forces are dependent on the gradient of a gravitational
field, rather than its strength, the perturbation parameter can be defined as:
Pgg = (Mcomp/Mgal)/(d/rgal)
3 (1.5)
whereMcomp is the mass of the companion, d is the distance between the galaxies andMgal,
and rgal are the galaxy mass and size respectively. A companion can therefore produce
strong tidal effects on the gas, stars and dust of a galaxy only if their relative separation
is of the same order of magnitude as the galaxy size.
The simulations of Byrd & Valtonen (1990) (applied to spiral galaxies in clusters)
show that tidal interactions can produce a significant gas inflow from the disk to the
circumnuclear regions, provided that the perturbation parameter is Pgg > 0.1. This can
cause occasional bursts of star-formation which depletes the star-forming gas faster. Also,
it can lead to tidal stripping of dark matter, stars and gas.
While it is intuitive that tidal interactions among galaxies are boosted in dense en-
vironments, the high relative velocities make the interaction time scale short ∼ 0.1 Gyr
(Boselli & Gavazzi, 2006), therefore the perturbations are less severe than in less dense
environments.
Typical examples of cluster galaxies which recently underwent a gravitational interac-
tion are NGC 4438 and NGC 4435 in the Virgo cluster. Tidally interacting objects in
clusters are difficult to identify since tidal tracers are short-lived: while in the field most of
the ejected material in tidal tails remains bound to the main galaxy, in clusters the tidal
field strips the unbound material, which may be the origin of intracluster stars, visible as
diffuse intracluster light (Mihos, 2004).
Tidal interactions with the cluster potential and galactic harassment
Given the high halo mass of groups and clusters, tidal interactions between galaxies and
the whole halo potential well can effectively perturb cluster galaxies, inducing gas inflow,
bar formation, and bursts of star formation (Merritt, 1984; Miller, 1986; Byrd & Valtonen,
1990; Villalobos et al., 2012).
In this case the perturbation parameter is defined as:
Pgh = (Mhalo/Mgal)/(d/rgal)
3 (1.6)
where d is the distance of the galaxy from the center of the halo (observationally traced by
the central galaxy or the peak of the X-ray emission of the hot gas in the halo). Because the
perturbation parameter scales as (d/rgal)
3, the most affected galaxies are extended objects
which pass close to the halo core (d . 200kpc).
Moore et al. (1996, 1998) proposed that the evolution of cluster galaxies is governed
by the combined effect of multiple high speed galaxy-galaxy close encounters and the
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interaction with the halo potential, in a process named “galaxy harassment”. The strength
of the perturbation depends on the encounter frequency, and on the cluster’s tidal field.
Their numerical simulations show that the multiple encounters heat the stellar compo-
nent increasing the velocity dispersion and decreasing the angular momentum, while gas
sinks toward the galaxy center, driving additional central star formation (Moore et al.,
1996).
Ram-pressure stripping
Gunn & Gott (1972) first proposed that the ISM could be removed from galaxies moving
at ∼ 1000−3000 km s−1 through the hot (∼ 107−108 K) and dense (∼ 10−3−10−4 atoms
cm−3) intracluster medium (ICM) by a process called ram-pressure stripping.
Ram pressure can remove a parcel of gas in the galaxy disk if the force exerted overcomes
the gravitational restoring force of the galaxy potential (which we assume to be dominated
by the stellar component):
ρICMV
2
gal ≥ 2πGΣstarΣgas (1.7)
where ρICM is the ICM density, Vgal is the galaxy velocity in the halo, Σstar is the stellar
surface density, and Σgas is the gas surface density. This is particularly true in low mass
systems, where the gravitational potential well is shallower than in massive galaxies.
Ram pressure stripping can remove both the atomic (e.g. Cayatte et al., 1990; Solanes
et al., 2001; Gavazzi et al., 2013a; Fossati et al., 2013) and in the strongest cases a fraction
of the molecular gas (Fumagalli et al., 2009; Boselli et al., 2014a), as well as the associated
dust (Cortese et al., 2010b, 2012a). Hydrodynamical models and observations consistently
indicate that ram pressure stripping can be efficient in and around the virial radius of the
cluster, especially for galaxies moving towards the cluster core at very high velocities on
radial orbits. (Roediger & Hensler, 2005; Boselli & Gavazzi, 2006; Tonnesen & Bryan,
2009).
The stripping process is quite rapid since it is able to remove most of the gas content on
time scales of ∼ 1.5 Gyr (Roediger & Brüggen, 2007; Tonnesen & Bryan, 2009). This time
scale even reduces to ∼ 500 Myr in dwarf systems because of their weak restoring forces
(Boselli et al., 2008, Boselli et al. 2016). Some retention of gas, with the associated dust,
might be present in the core of the stripped galaxies where the gravitational potential well
is at its maximum (Fumagalli et al., 2009; Cortese et al., 2010b). This gas might feed star
formation for longer times. Indeed, gas removal is an outside-in process which perturbs
only the gaseous component while not affecting the stellar component. Stripped galaxies
often show normal optical morphologies in the older stellar components, while they exhibit
asymmetries, truncated star forming disks, and extraplanar star forming regions visible
in the blue bands tracing the youngest stellar populations (Fossati et al., 2012; Poggianti
et al., 2016; Merluzzi et al., 2016).
Figure 1.10, left panel, shows the velocity field of the ionized gas of a galaxy undergoing
ram pressure stripping in the Shapley supercluster from Merluzzi et al. (2016). The right
panel shows the best model for the velocity field obtained from a hydrodynamical simu-
lation of ram pressure stripping tailored to reproduce the observed galaxy. The synergy
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Figure 1.10: Left panel: Velocity field of the ionized gas (Hα) for the galaxy SOS61086. The
black contours mark the surface brightness distribution of the r-band image, while the black
lines, show the positions of the minor and major axis. Right panel: Best fit hydrodynamical
model of ram pressure stripping acting on SOS61086. The galaxy is moving at ∼ 750
km s−1 in the hot ICM. The black arrow indicates the wind direction. Images from Merluzzi
et al. (2016).
between deep and detailed observations and accurate simulations allowed the authors to
estimate the strength of ram pressure and the timescale of gas removal (t = 250 Myr).
Viscous Stripping and Thermal Evaporation
Viscous stripping was proposed by Nulsen (1982) as a possible mechanism capable of
dragging gas out of galaxies in clusters. If a galaxy, filled by its cold and dense ISM, travels
across the hot and tenuous intergalactic medium, the outer layers of its ISM experience
a viscosity momentum transfer sufficient for dragging out gas at the edges of the disk at
some rate depending on whether the flux is laminar or turbulent. The signature of viscous
stripping on the structural, kinematic properties, molecular gas content and star formation
activity of galaxies is expected to be similar to that of ram-pressure (Boselli & Gavazzi,
2006). However, because of this similarity it is difficult to clearly identify which objects
are shaped primarily by viscous stripping.
Another hydrodynamical process which can remove a fraction of the cold ISM in galaxies
in massive haloes is thermal evaporation, first proposed by Cowie & Songaila (1977). This
is the mechanism of gaseous mixing at the interface between the hot ICM and the cold ISM.
The ISM is heated and evaporates from the cold atomic phase into hotter phases, eventually
mixing completely with the ICM (Sun et al., 2007). Ram-pressure stripped tails, like the
22 1. Introduction
one shown in Figure 1.10 have been generally detected in the hydrogen Hα recombination
line. This line, tracing ionized gas, is bright and easier to observe than tracers of other gas
phases. However, X-Ray stripped tails have been observed in a small number of objects
(see e.g. Sun et al., 2010), demonstrating that ISM at higher temperatures is present in
the stripped gas. The observed X-ray emission is likely from the interface of the hot ICM
to the cold stripped ISM, reflecting the evidence of gaseous mixing.
Hot gas stripping and overconsumption
When a galaxy falls into a more massive halo and becomes a satellite, a multi-phase
medium (e.g. cold, ionized, hot gas) is associated to the galaxy itself. The hotter phases,
which are less bound, should be easier to strip than the cold gas. This mechanism was
first proposed by Larson et al. (1980) to explain the increasing fraction of S0 galaxies in
dense environments compared to the field. When the hot gas reservoir is removed, star
formation proceeds only as long as cold gas is available. When this reservoir is depleted
star formation fades and the galaxy becomes passive. Recently Bahé et al. (2013) found
that the hot gas can be efficiently stripped out to several virial radii of a massive structure,
leading to an increase of the fraction of passive galaxies at large distances from the core of
massive haloes.
Even easier, the filamentary accretion onto the galaxy from the surrounding cosmic
web will be truncated as the galaxy is enveloped within the hot gas of the more massive
halo (White & Frenk, 1991). McGee et al. (2014) proposed that the simple interruption
of the fresh gas supply may quench satellite galaxies long before they reach ICM densities
where stripping becomes effective, a process which they call “overconsumption”.
Both of these processes will suppress the ongoing accretion onto the cold gas disk of
the galaxy and lead to the more gradual suppression of star formation (compared to pro-
cesses directly acting on the cold gas, like ram pressure), in a process variously labelled
“strangulation” or “starvation” (e.g. Larson et al., 1980; Balogh et al., 1997).
In conclusion, the relative importance of the processes described in this section is a
function of several parameters (e.g. halo mass, velocity of the galaxy in the halo, orbit,
halo assembly history) and therefore it is hard to quantify the impact of each process
on the observed properties of individual galaxies. However, environmental studies have
gained momentum during the last couple of decades and astronomers have focusses on two
complementary observational strategies. On one hand the study of a few clear examples
where a single phenomenon can be identified improved our understanding of the key phys-
ical parameters governing each mechanism. On the other hand statistical studies, allowed
by the growing number of large scale surveys, provided several indicators (e.g. quench-
ing timescales, effects of the environment on the stellar and gaseous components, density
or halo mass dependence) which help identifying the impact of different processes on the
galaxy population as a whole.
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1.4 Metrics to quantify the environment across cos-
mic time
In the paradigm of hierarchical structure formation, the growth of structures is driven by
mergers of dark matter haloes. The properties of galaxies should therefore be correlated
with the properties of the parent halo in which they are embedded (i.e. halo mass and
whether the galaxy is a central or a satellite).
Probing dark matter haloes directly is not easy. One way to detect the most massive
haloes is through gravitational lensing techniques: measurements of the distortion of back-
ground objects due to the presence of a massive foreground structure (see e.g. Gavazzi &
Soucail, 2007; Limousin et al., 2009). Another method involves the detection of the hot and
dense gas that permeates groups and clusters of galaxies, either from their extended X-Ray
emission (see e.g. Ebeling et al., 1996; Finoguenov et al., 2007). The main limitation of
observing extended X-ray emission is that the X-Ray surface brightness2 decreases rapidly
with redshift, thus requiring ultra-deep observations to detect less massive systems at high
redshift. Another issue comes from the difficulty in separating the diffuse emission from the
hot gas in the halo from point sources (e.g. integrated contribution of X-ray binaries in a
galaxy or active galactic nuclei) with the point spread function of current X-Ray missions.
The Chandra satellite, with its superior spatial resolution, alleviated this issue, leading to
the detection of more compact structures even at high redshift (Finoguenov et al., 2015).
Finally, the hot gas within massive clusters can be detected through the thermal
Sunayev-Zeldovich (tSZ) effect (Sunyaev & Zeldovich, 1972). This effect is caused by
the scattering of CMB photons by the hot gas in the halo. This imprints a character-
istic spectral distortion to the CMB, which is detected as a local temperature difference
compared to the global CMB temperature. One advantage of this technique is that the
surface brightness of the tSZ effect is redshift independent. However, even the most mas-
sive clusters produce a temperature difference of a few 10−6K compared to the average
CMB temperature (Bleem et al., 2015), therefore high sensitivity observations are required
to detect galaxy clusters with this technique.
These direct methods have primarily been successful in detecting and estimating the
mass of the most massive haloes. But clusters (or massive groups) account for a small
fraction of galaxies at z = 0 (. 10 %). A significant fraction of galaxies in the local universe
are instead living in smaller groups with at least two members (Eke et al., 2004). A method
that robustly detects intermediate mass haloes is therefore paramount to understanding
galaxy evolution in the most common galaxy environment.
In order to explore the large scale structure of the Universe, the availability of accurate
spectroscopic redshifts is critical. One of the first surveys that provided a clear picture
of the three dimensional distribution of galaxies was the Center for Astrophysics (CfA)
redshift survey (Davis et al., 1982) which provided ∼ 2400 redshift measurements for a
magnitude limited sample of galaxies in the Northern hemisphere. With the work by
de Lapparent et al. (1986) it became clear that the galaxies are distributed in clusters
2The surface brightness is the magnitude of an extended astronomical object per unit area.
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and groups, connected by a network of filaments and surrounded by voids (underdense
regions). In less than a decade, the number of available redshifts increased significantly
with the release of data from Las Campanas Redshift survey (LCRS, Shectman et al.,
1996). At the beginning of the new century two large area surveys revolutionized this
field: the 2 degree Field Galaxy Redshift Survey (2dFGRS; Colless et al., 2001) and the
Sloan Digital Sky Survey (SDSS; York et al., 2000) (and their extensions) have provided
millions of spectra for objects in the local universe and beyond. This massive amount of
observational data opened the way to a large number of works aimed at characterizing the
environment of galaxies.
One method to describe the environment is to use group finding algorithms to link
galaxies tentatively belonging to the same dark matter halo. During the past two decades,
numerous group catalogs have been constructed from various local galaxy redshift surveys
(e.g. Eke et al., 2004; Yang et al., 2005; Einasto et al., 2007; Goto, 2005; Berlind et al.,
2006; Yang et al., 2007), but also high-redshift surveys (Gerke et al., 2005; Knobel et al.,
2012). These works generally used Friends-of-Friends (FOF) algorithms to link galaxies as
it is done for dark matter particles in N-body simulations3. The central galaxy of a group
is usually defined as the most massive (in stellar mass), or by using a combination of mass
and distance from the center of the group (Knobel et al., 2012). As a result, in the most
recent group catalogs each galaxy is assigned to a group (even if it is only populated by
one galaxy) and centrals and satellites are separated in a binary fashion.
A different approach is to reconstruct the density field by counting the number of
neighbors around each galaxy. In this case the choice of environmental metrics is important.
Different metrics have been used in the literature, with the choice driven by different survey
selections, scientific goals, and availability of accurate redshifts. A disadvantage of this
method is that two galaxies can be close on the plane of the sky but their are separated by
a large distance in redshift space. To overcome this issue and increase the fidelity of the 3D
density field reconstruction, the availability of accurate redshifts for a large majority of the
galaxies in the sample is critical. Indeed in order to minimize the number of interlopers,
the neighboring galaxies are counted only among those which are close in redshift space
to the galaxy of interest. For galaxies with similar redshifts z1, and z2, their difference in
recessional velocity is defined as:
∆v = c× z1 − z2
1 + z1
(1.8)
where c is the speed of light. The volume where neighboring galaxies are counted is typically
a cylinder with a circular base (see below the description of the radius) and a depth which
is usually defined in units of ∆v. The depth of the cylinder depends on the typical redshift
uncertainty of each sample.
Redshift estimates obtained from spectroscopic observations of emission lines are typi-
cally very accurate since they are obtained from a comparison of the observed wavelength of
3The main difference in the two methods is that FOF algorithms are used in observed space (R.A.,
Dec., redshift) for a real survey, while in a simulation box they are run in 3D cartesian space.
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an emission line with the res-frame wavelength measured on the Earth. Instead, estimates
of the distance of astronomical objects obtained using only photometric data, and therefore
called photometric redshifts, are more uncertain. The methodology for determining photo-
metric redshifts using template-fitting can be summarized as follows: the photometric data
are compared to synthetic photometry for a large range of template spectra and redshifts,
and the most likely red- shift follows from a statistical analysis of the differences between
observed and synthetic data. Photometric redshifts benefit from having high-quality pho-
tometry in many bands and from sampling strong continuum features (such as a Lyman or
Balmer break), possibly by means of intermediate- or narrow-band filters. The accuracy of
photometric redshifts ultimately depends on the brightness of the object and the number
of photometric datapoints leading to a fine sampling of the galaxy spectrum.
For samples with complete coverage of spectroscopic redshifts this is set to ∆v =
±(1000−1500) km s−1. Instead, if only photometric redshifts are available the depth needs
to be increased in order to count all the real neighbors of the galaxy of interest which are
scattered in redshift space by inaccurate redshifts. In these cases ∆v = ±(5000 − 10000)
km s−1 (see Gallazzi & Bell, 2009; Muldrew et al., 2012; Shattow et al., 2013; Etherington
& Thomas, 2015).
The choice of the radius of the base of the cylinder is instead defined by the physical
scale that needs to be probed. We recall that a 1014M⊙ cluster has a virial radius
4 of
∼ 1 Mpc. Therefore apertures smaller than this radius will probe the density on a scale
which is smaller than the size of the cluster (intra-halo scale). However, the same aperture
might match the virial radius of less massive structures (e.g. groups) thus probing the halo
scale. Larger apertures probe the large scale structure around a galaxy (super-halo scale).
With the exception of the lowest density regions, the redshift is not a reliable indicator of
distance because of the peculiar velocities that galaxies have inside a gravitationally bound
structure. Therefore it is typically preferred to describe the environment using the surface
density of galaxies in the cylinder rather than the volume density (see however Croton
et al., 2005). The surface density of galaxies in a circular aperture can be defined as:
Σn =
n
π × r2 (1.9)
where n is the number of neighbors within r. This equation can be equally applied in the
case n is a fixed value and r is computed accordingly or viceversa if r is fixed and n is the
derived quantity.
In the first case the distance r to the nth nearest neighbor is searched, after the velocity
cut is applied. (see Dressler, 1980; Baldry et al., 2006; Cooper et al., 2006; Poggianti et al.,
2008). This method builds on the principle that galaxies which are closer together are in
denser environments. Variations of this method have been used by Baldry et al. (2006)
where the average of two different neighbor densities are taken (the fourth and the fifth),
or by Cowan & Ivezić (2008) which combined the distance of every neighbor up to the
4This virial radius is that radius for which < ρ > = 200ρ
crit
, where < ρ > is the mean density in a
sphere of radius R200 and ρcrit is the critical density of the Universe. Cole & Lacey (1996) showed that
this radius approximately separates the virialized and infall regions.
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10th to compute the density. The main feature of this method is that it naturally probes
different scales in different environments. For example, it probes a very small scale in the
densest environments (e.g. groups or clusters) while it extends beyond the virial radius of
haloes in under-dense regions of the Universe.
An alternative approach, more sensitive to high-mass over densities, and possibly easier
to interpret, is to choose a fixed aperture (r) and count the number of galaxies (n) inside (see
Hogg et al., 2003; Kauffmann et al., 2004; Croton et al., 2005; Gavazzi et al., 2010; Wilman
et al., 2010). The radius of the aperture typically ranges from 0.2 Mpc (Hirschmann et al.,
2014) to a few Mpc, therefore probing different physical scales. A variation of this method
has been proposed by Wilman et al. (2010), where counts are taken in several independent
annuli of increasing inner and outer radii, instead of a fixed single aperture. By combining
the densities on different scales, it is possible to better constrain the effects of environment
both inside and outside massive haloes.
At higher redshift two major issues prevented a detailed description of galaxy envi-
ronment. First, high redshift surveys are typically limited to small areas on the sky, and
therefore edge effects have to be carefully taken into account when deriving the density.
Second, spectroscopic redshifts are typically only available for a fraction of the objects (the
brightest or the most star forming). For the rest of the galaxy population, less accurate
photometric redshifts are often used.
Scoville et al. (2007) used an adaptive smoothing technique to identify large scale
structures in the COSMOS survey at 0.1 < z < 1.1. Only photometric redshifts are
available for their sample, thus making the density field reconstruction more uncertain in
the redshift direction. Moreover the adaptive smoothing method does not constrain the
physical size of individual haloes, therefore it is likely that the identified structures (which
have sizes up to 10 Mpc in diameter) are a combination of haloes. Similarly, Salimbeni et al.
(2009) used a three dimensional algorithm (Trevese et al., 2007) that defines the probability
that a galaxy is associated to a given overdensity. This is obtained by computing the galaxy
densities in volumes proportional to the positional uncertainties in each dimension (R.A.,
Dec., and redshift).
Kovač et al. (2010) presented a derivation of the density field in the zCOSMOS survey
using a method which combines a spectroscopic redshift sample with a photometric redshift
sample. Their method modifies the photometric redshift probability distributions of each
galaxy using the spectroscopic redshifts of nearby galaxies. These authors also performed a
large number of tests using mock galaxy samples to assess the robustness of the density field
reconstruction. Cooper et al. (2005) studied the applicability of several galaxy environment
measures to deep high-redshift surveys. Using mock galaxy catalogs to mimic the properties
of photometric and spectroscopic surveys at z ∼ 1, these authors investigated the effects
of survey edges, redshift uncertainty, and target selection on each environment measure.
A key result is that even accurate photometric redshifts (σz/(1 + z) = 0.02) smear out the
line-of-sight galaxy distribution, limiting the application of photometric redshift surveys
to environment studies. Moreover accurate edge corrections are critical in the relatively
small high-redshift fields.
In conclusion very different techniques have been used in the literature to define the
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“environment”, with the choice typically driven by the specific goals and features of each
dataset. Moreover a calibration of physical quantities (e.g. halo mass, central/satellite
status) is rarely performed, thus hampering unbiased comparisons of the results and a
comprehensive understanding of the underlying physical processes.
1.5 This thesis
With this thesis we aim to understand the role of environment in shaping satellite galaxies
across the last 10 billion years. Our goal is to robustly define the local environment
of galaxy and identify centrals and satellites. Then we investigate the star formation
properties of satellites and how they are quenched as a function of stellar mass, and halo
mass across cosmic time.
To do so, we need two fundamental ingredients: first, we need to study advantages
and disadvantages of using different apertures (and different depths) to compute the local
density. This goal requires the use of mock galaxy catalogs to construct a projected density
field evaluated in redshift space, in order to test how the local density correlates with halo
mass, for different choices of the aperture. We also need to define an observationally
motivated parameter that can be used to separate central and satellite galaxies. To do
so we use the rank in stellar mass in an adaptive aperture. As mentioned above, an
accurate description of the density field is not enough to understand the impact of physical
processes, which are instead fundamentally linked to theoretically important parameters
such as halo mass and whether a galaxy is a central or satellite of its halo. We therefore
calibrate our observational parameter set (local density, stellar mass, rank in stellar mass
within an aperture), to reach a probabilistic determination of theoretical parameters (halo
mass, central or satellite status). This probabilistic approach is best suited to statistical
studies where the application of selection functions and observational uncertainties of each
dataset, combined with the limitations of the calibration methods, can be taken into full
account.
The second necessary ingredient for an accurate and comprehensive study of environ-
ment at high redshift is the quality of redshift estimates. In the deepest fields, space and
ground based imaging surveys have provided up to ∼ 30 photometric data points covering
the spectral energy distributions of galaxies from the rest-frame optical to the near-infrared.
This turns into an accuracy of photometric redshifts of ∼ 3000−5000 km s−1. Cooper et al.
(2005); Muldrew et al. (2012) claim that even those state of the art photometric redshifts
are not accurate enough to robustly reconstruct the density fields. On the other hand, the
availability of more accurate spectroscopic redshift at z > 1 has been traditionally limited
to bright galaxies or biased to the star forming population (where emission lines can be
more easily identified). The advent of highly multiplexed spectroscopic instruments at 8-10
meter class telescopes (e.g. VIMOS, KMOS at the ESO VLT, GMOS at Gemini South,
MOSFIRE at the Keck telescopes) opened the way to large redshift surveys, which in some
cases probed the rest frame optical emission lines by observing in the near-infrared. None
the less these observations remain difficult and costly in terms of observational time.
28 1. Introduction
In the last few years, a new technique employing low-resolution space-based slit-less
spectroscopy has revolutionized this field through deep, highly complete samples of inter-
mediate accuracy redshifts. These redshift measurements (called “grism” redshifts, because
of the technique employed) have an accuracy of ∼ 1000 km s−1, which is significantly better
than photometric redshifts. Taking advantage of the near-infrared observations and the
low background of HST, it is possible to detect breaks in the (rest-frame optical) spectrum
(in combination with the photometric data) as well as emission lines. As a result the 3D-
HST redshift catalog is not biased towards bright blue objects, which are the easiest to
observe from optical telescopes on the ground.
The largest of those efforts is the 3D-HST survey (Brammer et al., 2012) which, by com-
bining a large area, deep grism observations and a wealth of ancillary photometric data,
provides redshifts for a large sample of objects down to low stellar masses (∼ 109M⊙, and
∼ 1010M⊙ at z ∼ 1 and z ∼ 2 respectively). The public release of the grism observations
(Momcheva et al., 2016), in synergy with deep photometric observations (Skelton et al.,
2014) has opened the way to an accurate quantification and calibration of the environment
at high-redshift which we present in this thesis.
In chapter 2 we describe tools we have developed to quantify the environment in an
“ideal” high-redshift survey using a mock catalog generated from a semi-analytic model.
We explore how the local density (in fixed apertures) correlates with the dark matter halo
mass; how the stellar mass rank in a circular aperture can be used to identify central and
satellite galaxies; and how the size of this aperture needs to be optimized to achieve the
best separation of these two galaxy types. We also test the effect of a variable redshift
accuracy on our measurements.
Chapter 3 presents the application of our methods to two observational datasets. First
we present the 3D-HST survey and its observational strategy. We derive the local density
for a magnitude limited sample of galaxies in 3D-HST including accurate edge corrections
using photometric catalogs extending beyond the 3D-HST footprint. We build a mock
galaxy catalog that matches the 3D-HST selection function, and redshift uncertainty. The
synergy between these two catalogs allows us to assign a probability that each 3D-HST
galaxy is a central or a satellite and a halo mass probability density function. Lastly we
apply an identical method to a z = 0 sample selected from the SDSS survey.
In chapter 4 we study the role of environment in quenching the star formation activity
of galaxies at 0 < z < 2 by combining the 3D-HST data at high redshift with the local
SDSS sample. We derive the fraction of passive central and satellite galaxies as a function
of stellar mass and halo mass, and the characteristic timescale that leads to the quenching
of star formation after a galaxy becomes a satellite. We discuss which is the main envi-
ronmental process that is responsible for the quenching. We conclude by discussing the
implications of our results on the gas content of galaxies at the epoch of their first infall
as satellites.
In chapter 5 we present a detailed analysis of a galaxy (ESO137-001) which is falling
for the first time into a massive cluster. In this case the galaxy is clearly subject to ram
pressure stripping of its cold gas. Thanks to deep integral field spectroscopic observations
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provided by the revolutionary new instrument MUSE (which recently saw the first light at
the ESO VLT), we have been able to study the kinematics and ionization conditions of the
stripped gas, to obtain a better understanding of how ram pressure shapes the formation
of the red sequence in local massive clusters. This work complements the results of the
statistical analysis on the galaxy population described in chapter 4.
Finally we conclude this thesis in chapter 6 by summarizing our key findings, and
we describe the future prospects of this thesis. First we present the legacy value of the
environment catalog based on the 3D-HST dataset, especially when combined with the
properties of a large sample of galaxies for which we have integral field spectroscopic
data from the KMOS3D survey. Then we present how the analysis of ESO137-001 can
be extended to a mass complete sample of galaxies in a local massive cluster. Lastly,
we discuss which future observational facilities will provide new revolutionary datasets to
understand the role of environment across cosmic times.
Throughout this thesis, we use the notation log(x) for the base 10 logarithm of x. All
magnitudes are given in the AB system (Oke, 1974) unless otherwise specified.
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Chapter 2
The environment of mock galaxies in
a Hierarchical Universe
This chapter is adapted from Fossati et al. 2015, MNRAS, 446, 2582.
As described in Section 1.4 a significant effort has been invested in testing measurements
of density in the face of difficult selection and redshift errors at z ∼ 1 – including survey edge
effects, magnitude selection, incompleteness and limited redshift accuracy. These efforts,
and the interpretation of resulting correlations of environment with galaxy properties, are
hampered by the inhomogeneity of methods used for different surveys and by the lack of
calibration to theoretically important parameters such as halo mass.
In this chapter we describe the development and calibration of new methods to define
galaxy environment in a physically motivated framework. These can be applied to dif-
ferent surveys, overcoming the inhomogeneity of density based methods and facilitating
comparisons across redshift and target selection strategies of each observational survey.
These methods will be applied to observational data from the SDSS (York et al., 2000)
and 3D-HST (Brammer et al., 2012; Momcheva et al., 2016) surveys in chapter 3.
Throughout this chapter we assume a flat ΛCDM cosmology with the following values
derived from WMAP7 (Komatsu et al., 2011) observations: Ωm = 0.272, σ8 = 0.807 and
h = 0.704.
2.1 Models
Our work makes use of a “semi-analytic models of galaxy formation” in order to calibrate
the environment of galaxies. A semi-analytic model builds on the results of a dark matter
only N-body simulation and then deals with baryonic processes responsible for galaxy
formation and evolution using a set of analytic equations. This has the advantage of
being computational inexpensive once the dark matter simulation has been run. Different
physical recipes can be implemented and compared to a set of observables in a short
amount of time compared to hydrodynamical simulations, which instead numerically solve
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the equations of gravity and hydrodynamics to evolve dark matter and baryonic particles
at the same time.
The first attempts to construct a self-consistent semi-analytic model of galaxy forma-
tion began with White & Rees (1978); White & Frenk (1991); Cole (1991), and Lacey &
Silk (1991). Since then different groups have developed increasingly sophisticated mod-
els, including more physical recipes which have been compared with an increasing amount
of observational constraints (e.g. Somerville & Primack, 1999; Bower et al., 2006; Cro-
ton et al., 2006; De Lucia & Blaizot, 2007; Monaco et al., 2007; Guo et al., 2011, 2013b;
Henriques et al., 2015; Hirschmann et al., 2016).
Each semi-analytic model starts with a dark matter only N-body simulation. One of the
largest and most widely used of these simulations is the Millennium simulation (Springel
et al., 2005). This includes N = 21603 particles in a cubic box of size 500h−1 Mpc. The
particle resolution of the original Millennium run is 9.31 × 108h−1M⊙. The simulation
starts with a Gaussian random field of density perturbations consistent with the power
spectrum of the CMB as obtained by the first year WMAP observations. The evolution
with time is obtained by applying non-relativistic Newtonian dynamics, which consists of
summing forces (scaling as 1/r2) between pairs of particles. The computational cost of this
problem scales as N2, however several numerical techniques are implemented to reduce the
computational time (see e.g. Springel et al., 2005).
The simulation outputs are stored at 64 output times. For each output snapshot, the
haloes (groups of bound particles) are identified with a friends-of-friends (FOF) algorithm.
Then the individual substructures (sub-haloes) are detected by the algorithm SUBFIND
(Springel et al., 2001). Each halo is then classified either as central (the most massive sub-
halo within the FOF group) or as a satellite. Satellite haloes experience tidal truncation
and stripping (De Lucia et al., 2004; Gao et al., 2004). When their mass is reduced below
the detection limit of SUBFIND (20 particles, i.e. 1.86 × 1010h−1M⊙for the Millennium
simulation), the subhalo cannot be traced anymore in the simulation and its position is
traced only by the most bound particle (this particle is defined at the last snapshot the halo
was detected and the galaxy is called an “orphan” galaxy.). After the time defined by the
dynamical friction (see De Lucia et al., 2010) has elapsed the galaxy is assumed to merge
with the central galaxy of the main halo. Although crude, this assumption reproduces
well some observational results like the radial density profile of galaxy clusters (which are
dominated by orphan galaxies in the central regions, Gao et al. 2004), and the clustering
amplitude on small scales (Wang et al., 2006).
A few years after the Millennium run a second simulation was completed with the
same cosmological initial conditions and number of particles but a box size 5 times smaller
(100h−1 Mpc on a side) and a mass resolution 125 times higher. This run, called Millennium-
II, allows the exploration in the realm of dwarf galaxiesM∗ . 10
9M⊙ (Boylan-Kolchin et al.,
2009). Together, the two simulations provide excellent statistics over a very large range of
scales, from haloes similar to those hosting Local Group dwarf galaxies (Mh ∼ 108M⊙) to
haloes corresponding to the richest galaxy clusters (Mh ∼ 1015M⊙).
In this chapter we make use of the Munich model as introduced by Guo et al. (2011,
hereafter G11) and later updated to WMAP7 cosmology by Guo et al. (2013b, hereafter
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Figure 2.1: Specific star formation rate (sSFR) as a function of M∗ at redshifts of 1.08
(left panel) and 2.07(right panel). The blue line is the main sequence parametrisation from
Wisnioski et al. (2015) for the 3D-HST sample presented in Whitaker et al. (2014). The
red line marks the limit we set to define the passive galaxies in the models. The contour
levels are log-spaced with the outermost contour at 25 objects and the innermost at 104
per bin. We set all galaxies with log(sSFR/yr−1) < −14 equal to that value.
G13). This model takes advantage of a new run of the Millennium N-body simulation with
cosmological initial conditions consistent with WMAP7 observational constraints. These
are in reasonable agreement with the most recent results from both the WMAP9 (Hin-
shaw et al., 2013) and the Planck (Planck Collaboration et al., 2014) missions. The most
significant difference between the assumed cosmological parameters and those used in the
original Millennium run (which assumes WMAP1 cosmology) is a lower value of σ8. This
implies a lower amplitude for primordial fluctuations which is partially compensated by a
higher value of Ωm. G13 performed a detailed comparison of several statistical properties
of the galaxy population in WMAP1 and WMAP7 cosmologies. The impact of a lower σ8
on the galaxy population was also studied in detail in Wang et al. (2008, using WMAP3
cosmology), and we refer the reader to these papers for the details. G13 model is therefore
well suited for our purposes due to the combination of a more appropriate cosmology and
the large volume.
The G13 model is based on earlier versions of the Munich model, e.g. Croton et al.
(2006) and De Lucia & Blaizot (2007). It includes prescriptions for gas cooling, star
formation, size evolution, stellar and AGN feedback, and metal enrichment. G13 assumes
a new and more realistic implementation (compared to the simple model by Mo et al.
1998) of the sizes of gas disks. Both supernovae (SN) and active galactic nuclei (AGN)
feedback are implemented. The first implies that massive stars explode as supernovae and
the energy released converts a fraction of the cold gas into the hot phase or even expels it
from the halo. AGN feedback is implemented following the model by Croton et al. (2006).
For more details on these prescriptions we refer the reader to G11, G13 and De Lucia &
Blaizot (2007).
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Current SAMs suffer from an overproduction of low-mass galaxies at high-redshift.
Recently, Henriques et al. (2015) presented a new model in which the reincorporation
timescales of galactic wind ejecta are a function of halo mass. As a result they obtain
a better fit of observed stellar mass functions out to z ∼ 3. However, because this new
prescriptions are not implemented in G13 we perform a statistical correction to the number
densities as presented in Sect. 2.1.1.
In most SAMs the satellite population has been quenched too quickly due to instanta-
neous stripping of the hot gas (e.g. Weinmann et al., 2006, 2010). G11 proposed a more
gentle action of strangulation and ram pressure stripping which are active only when a
galaxy falls into the virial radius of a more massive halo. Although this improves the
treatment of environmental effects, the fraction of passive galaxies is still significantly
overestimated compared to observational results at z = 0 as shown by Hirschmann et al.
(2014). While this discrepancy is reduced in G13, the passive fraction is still too large. In
this chapter we do not require that the fraction of passive galaxies matches the observa-
tions: we only use the passive fraction trends as a function of environment in the models
to test our ability of recovering them with observational proxies.
2.1.1 The model galaxy sample
From the 62 outputs of the simulation, we make use of those at z = 1.08 and z = 2.07.
We select galaxies above a fixed stellar mass limit of 109.5M⊙ in both the redshift snap-
shots. Setting the same mass limit at different redshifts allows us to witness the increase
in number density as the Universe evolves, and we get log(n/Mpc3) = −2.08,−2.28 at
z = 1.08, 2.07 respectively. Those values are higher than the observed number den-
sities recently obtained by Muzzin et al. (2013) integrating the stellar mass functions
(SMFs) from the COSMOS/ULTRAVista observational data down to M∗ = 10
9.5M⊙
(log(n/Mpc3) = −2.19,−2.68 at z = 1.08, 2.07). Indeed, the models fail to match the
observed SMFs at z > 1 by over-predicting the number of galaxies below the characteristic
mass (M∗) of the SMF (Fontanot et al., 2009; Hirschmann et al., 2012; Wang et al., 2012).
This discrepancy, which gets worse at higher redshifts, arises in the central galaxy popula-
tion of intermediate mass haloes, but also affects satellites (as centrals become satellites in
a hierarchical Universe). We statistically correct this problem by assigning to each galaxy
a weight (w) which is the ratio between the predicted and the observed SMFs (i.e. number
densities) at the stellar mass of the galaxy. To derive this correction, the model stellar
masses are convolved with a gaussian error distribution with sigma 0.25 dex in order to
match the uncertainties on the observed stellar masses. We use the the observed SMFs
from Muzzin et al. (2013) 1 because the mass limit of their dataset is well below M∗ at the
redshifts of our interest allowing a robust determination of the faint end slope. Moreover
the data are deep enough that the SMFs are not extrapolated to the stellar mass limit we
use at z = 1.08, and extrapolated by only 0.5 dex at z = 2.07. This weight is then used
when computing the local density around each galaxy as presented in Section 2.2 and when
1We make use the single Schechter (Schechter, 1976) fit where the faint end slope (α) is a free parameter.
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statistical properties of galaxies or of their parent haloes are computed, unless otherwise
stated.
To define passive galaxies we make use of the specific star formation rate (sSFR), i.e.
the star formation rate per unit mass. We set the sSFR limit, for passive galaxies, as
follows:
sSFR < b/tz (2.1)
where b is the birthrate parameter b = SFR/ < SFR > as defined by Sandage (1986)
and tz is the age of the universe at redshift z. Inspection of the sSFR distribution in
our models revealed there is little, if any, dependence on stellar mass, thus we use the
value proposed by Franx et al. (2008): b = 0.3 (see Figure 2.1). The sSFR limits are
∼ 5.5 × 10−11, and 9.1 × 10−11 yr−1 at z = 1.08 and 2.07 respectively. The quantitative
results presented in this chapter would slightly change if a different limit is set. None the
less the qualitative trends are unchanged.
2.2 Quantification of environment
As described in Section 1.4, there are many ways to describe the environment in which
galaxies live. We focus on a set of simple density measurements using neighboring galaxies.
This is straightforward to correct for incompleteness and calibrate for survey selection and
for redshift errors. Recently, Shattow et al. (2013) have demonstrated that the fixed
apertures method is more robust across cosmic time, is less sensitive to the viewing angle,
and closer to the real over density measured in 3D space than the Nth nearest neighbor.
For those reasons, we use this method to quantify the environment.
For the following analysis, we use model galaxies to reproduce and test different possible
measurements of the density on scales ranging from intra-halo to super-halo. First of all
we convert one of the comoving axes of the simulation box into a physically motivated
redshift. The centre of the box is taken to be at the exact redshift of the snapshot under
investigation. We compute the positional offset of each galaxy from the centre and convert
this into a redshift offset using a cosmology calculator (Wright, 2006). Then, the effect of
peculiar velocities is included to produce redshift distortions. This produces redshifts with
a quality similar to high spectral resolution observations (hires-z hereafter).
We also create two sets of less accurate redshifts. The first one is obtained by con-
volving the hires-z with a gaussian error distribution with σ = 1000 km s−1. This roughly
corresponds to the redshift accuracy of low spectral resolution (lowres-z) surveys such as
those obtained using slit-less spectroscopy on HST. Those surveys have the huge advantage
of obtaining a redshift for most of the objects in the observed field, thus reducing the selec-
tion bias of pointed spectroscopic surveys and increasing the sampling rate to ∼ 90−95%.
In the next chapter we quantify the environment for the largest of those surveys 3D-HST
(Brammer et al., 2012) and we characterise in details the redshift accuracy (see Figure
3.1). In general an average redshift uncertainty of σ = 1000 km s−1 is appropriate for
those surveys.
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The second set is a photometric redshift (photo-z) sample obtained by convolving the
hires-z with a gaussian error distribution with σ = 5000 km s−1. This value is consistent
with the accuracy of photometric redshifts for galaxies as faint as our mass selection limit
in the deep fields where a wealth of multiwavelength data is available (see e.g. Ilbert et al.,
2009; Whitaker et al., 2011).
When the redshifts accuracy is decreased, galaxies can be scattered outside the redshift
interval (which is set by the size of the simulation box). In those cases we assume a periodic
box such that galaxies scattered beyond the maximum redshift are included at the front
of the box and viceversa. We make use of those three samples to test the performances of
our methods in different scenarios.
In order to obtain measurements of density we apply a method similar to the one
described in Wilman et al. (2010). We consider all the galaxies more massive than the
limit set in Section 2.1 and we calculate the projected density of weighted neighboring
galaxies Σri,ro in a combination of annuli centered on these galaxies with inner radii ri
and outer radii ro. Our set of apertures ranges from 0.25 Mpc to 1.5 Mpc. This allows
us enough flexibility to use either a single circular annulus (ri = 0) or a combination of a
circular annulus (ri1 = 0) and an outer annulus that does not overlap with the previous one
(ri2 = ro1). As shown by Wilman et al. (2010) this method allows us to test the correlation
between galaxy properties and the density on different scales. For an annulus described by
ri and ro, the projected density is computed as follows:
Σri,ro =
wri,ro
π(r2o − r2i )
(2.2)
where wri,ro is the sum of the weights of neighboring galaxies living at a physical projected
distance2 ri ≤ r < ro from the primary galaxy, and within a rest-frame relative velocity
range ±dv. Hereafter, the density in a circle will simply be labelled as Σro . The primary
galaxy is not included in the sum, thus isolated galaxies have Σro = 0.
The use of weights effectively changes the number of galaxies per halo or aperture
in order to match the stellar mass function, without altering the clustering properties of
haloes from the simulation. At intermediate to high densities this approach is sufficient to
mimic the real universe, while at lower densities there is little dependence of the quantities
we study (median halo mass, passive fraction) with density. In the end, the qualitative
trends presented in this work are not different if the weights are not applied.
We use the velocity cut at dv = 1500 km s−1 for the hires and lowres-z samples. This
is indeed adequate for a sample with complete spectroscopic redshift coverage (Muldrew
et al., 2012; Shattow et al., 2013), which will be the case for deep field surveys in the near
future. Because the photometric redshifts are less accurate, we increase the velocity cut
at dv = 7000 km s−1, when we use this sample. This keeps the ratio between dv and the
redshift accuracy roughly constant across the three samples.
We remove from the analysis the galaxies living near the edges of the box. In spatial
coordinates this affects objects closer to the edges than ro. In redshift space we remove
2 The choice of physical apertures in place of comoving is motivated by the fact that they do not depend
on redshift and they allow for a straightforward comparison with halo sizes.
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all objects in the first and the last 70/h Mpc to ensure that the cylindrical apertures are
always within the redshift limits of the sample. The final impact on the overall statistics
is negligible.
In addition, we record the stellar mass rank of each galaxy with respect to its neighbors
in the same set of cylinders. For each primary galaxy we record its rank in stellar mass
with respect to the neighboring galaxies in the volume defined by a cylindrical aperture.
If the primary galaxy is the most massive it scores rank 1, if it is the second most massive
it has rank 2 and so on. Then the cylinder is put on the following primary galaxy and
the procedure is repeated. Because the rank in a cylindrical annulus is of little physical
interest, we use regular cylinders (ri = 0). We show in Section 2.4 how the mass rank can
be used to discriminate between the central and satellite populations.
2.3 The correlation of density with halo mass
In this section we examine correlations of density measured on different scales with halo
mass for both central and satellite galaxies at z = 1.08 and z = 2.07. This complements
recent works in the local Universe by Muldrew et al. (2012), Haas et al. (2012), Etherington
& Thomas (2015) and Hirschmann et al. (2014).
Figure 2.2 shows the correlation of median (and 25th and 75th percentile) halo mass with
density on three scales: Σ0.25 (left panels), Σ0.75 (central panels), and Σ1.50 (right panels)
for central galaxies (red solid lines) and satellites (blue solid lines). In each panel, the
histograms at bottom show the weighted distribution of density for centrals and satellites
on the same scales . The top and bottom rows refer to z = 1.08 and z = 2.07, respectively.
The binning is logarithmic in density and galaxies with no neighbors within the aperture
(Σro = 0) are included in the first bin that is populated with objects at each scale. From
a first look at the distributions it is clear that the three different scales probe different
ranges of density. The bigger the aperture the lower is the density that can be measured.
For satellite galaxies the correlation is remarkably good at all scales and all redshift: in
this redshift range even the smallest aperture we use (0.25 Mpc) is big enough to recover
a density dependence for the satellites.
The halo mass dependence on density for centrals is a strong function of the aperture
size. The typical virial radius of a 1013M⊙ (resp. 10
14M⊙) halo is 0.30 (resp. 0.63)
Mpc. As a result the 0.25 Mpc aperture probes intra-halo scales for all reasonably massive
haloes, and a good correlation with density (which is almost indistinguishable from that
of satellites) arises. Despite the low number counts in this small aperture, the correlation
we find is not unexpected. It follows from a power law dependence of median halo mass on
group size (defined as the number of galaxies above the stellar mass limit which live in the
same dark matter halo). This correlation extends to small group sizes (2− 3 members per
group) and holds for centrals as well as for satellites. This happens whenever the aperture
size does not extend well beyond the halo virial radius. Taking a look at the distribution
of density on 0.25 Mpc scale it is clear that, while a population of isolated centrals exists
at Σ0.25 < 5Mpc
−2, the higher densities are also well populated by central galaxies. It is
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Figure 2.2: Median mass of the parent halo of each galaxy as a function of density measured
on three scales Σ0.25 (left panels), Σ0.75 (central panels), and Σ1.50 (right panels) for central
galaxies (red solid lines) and satellites (blue solid lines) at z = 1.08 (top panels), and
z = 2.07 (bottom panels). The shaded areas are bounded by the 25th and 75th percentiles
of the distributions. Dashed lines correspond to the mass of the most massive halo within 1
Mpc (Mh,1Mpc, see text). The distribution of densities for centrals and satellites are shown
in the lower part of each panel.
indeed at those high densities that we find a good correlation with the group size.
Looking at the 25th and 75th percentiles of the halo mass distribution at fixed density
(shaded region in Figure 2.2) we notice that the trend is much tighter (smaller scatter) for
satellite galaxies than for centrals. Indeed the 75th percentile for centrals tracks, albeit with
some changes, the halo mass of satellites at fixed density on all scales, while the median
and to a greater extent the 25th percentile drops to much lower halo mass as the scale and
density increases (almost erasing any correlation with halo mass). In other words: there
exists a significant population of central galaxies at high density which inhabit low mass
haloes, and the size and relevance of this population increases to larger scales.
We quantify this statement in Figure 2.3 which shows the halo mass distributions in
a fixed bin of density (15-20 Mpc−2) on scales 0.25 Mpc (top panel), 0.75 Mpc (middle
panel), and 1.50 Mpc (bottom panel) at z = 1.08. This bin is chosen to probe a fairly high
density with good statistics on the three scales although it is a more unusually large density
2.3 The correlation of density with halo mass 39
when measured on larger scales. Satellites at this density occupy a peak of relatively high
halo mass, demonstrating the tight correlation between halo mass and density seen in
Figure 2.2. A significant fraction of central galaxies live in the same peak, illustrating
the relative insensitivity of a “density within an aperture” statistic to whether a galaxy
is the central or a satellite galaxy of a massive halo. However there is also a second
significant population of central galaxies at low halo mass: 52% (61%, 65%). Hereafter
the first value refers to the 0.25 Mpc aperture while those in parenthesis refer to the 0.75
Mpc and 1.50 Mpc apertures respectively. These galaxies live in small haloes (which is
why they are usually centrals) but have a high number of neighboring galaxies which live
within the cylindrical aperture used to measure density – a number which can only increase
with the aperture size. This phenomenon is important when a significant fraction of the
neighboring galaxies used to trace density live outside the galaxy’s own host halo – i.e.
when the aperture scale is larger than the virial radius of the halo. This explains why the
scatter becomes small when densities are measured on a 0.25 Mpc scale, while on the 0.75
Mpc scale (at z = 1.08) the median halo mass shoots up at the very highest densities –
such densities are most often obtained at the centers of massive haloes which have virial
radii close to 0.75 Mpc. However, in all other regimes, the low halo mass population is the
dominant one for central galaxies at intermediate to high density.
Our goal is to calibrate the environment of galaxies using measurements of density:
Figure 2.3 shows that this is a degenerate problem where we have only a single measure-
ment of density within an aperture. In Section 2.3.1 we examine how the combination of
two scales can break this degeneracy, while in Section 2.5 we ignore the second peak by
excluding low (stellar) mass galaxies at high density. Trends driven by the population of
low halo (or stellar) mass centrals at high density are difficult to interpret because they can
have actual physical association with the nearby massive halo to which they have (at the
current snapshot) not been assigned. Using an N-body simulation and accurately tracing
the trajectories of ejected satellites, Wetzel et al. (2014) have shown that infalling galaxies
can pass through a massive halo on radial orbits and emerge out the other side, where they
extend out to 2.5 times the virial radius of the halo they crossed. They compose 40% of
all central galaxies out to this radius and their evolution is likely to have been influenced
by satellite-specific processes. This “backsplash” population has also been investigated by
Balogh et al. (2000), Mamon et al. (2004), Ludlow et al. (2009), and Bahé et al. (2013),
as well as Hirschmann et al. (2014) who also find that such additional processing of low
mass, high density galaxies is necessary to explain the density dependence of the passive
fraction of central galaxies at low redshift. Thus an accurate accounting for this population
is essential.
To examine the actual real-space proximity of galaxies to massive haloes, we consider
the most massive halo within a sphere of 1 Mpc (Mh,1Mpc). In Figure 2.3 we show the distri-
bution ofMh,1Mpc (black, dashed line). This does not completely exclude the low halo mass
population, but reduces it substantially. The fraction of centrals with Mh,1Mpc < 10
12.5M⊙
is 37% (32%, 30%), far fewer than where the host halo mass is used. Most remaining such
galaxies are in this high-density bin due to redshift space projection. However this tells
us that almost half of low halo mass central galaxies at this density are within 1 Mpc of
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a massive halo and many may have already passed through that halo. Thus for a clean
selection of central galaxies which have not suffered such effects, it seems sensible to ex-
clude those at high density. In Figure 2.2 we overplot the median relation of density with
Mh,1Mpc (dashed line). The reduced peak at low mass means that this more closely follows
the 75th percentile of halo mass, and approaches that of satellites (for which the low halo
mass peak is negligible).
In order to test the effect of redshift accuracy, we repeat the analysis on the lowres-
z sample. None of the trends presented in this section notably change, the main effect
being a smoothing of the highest density peaks, slightly reducing the median halo mass.
Conversely, when photometric redshifts are used we notice two effects. First, the median
halo mass at fixed density is reduced both for centrals and satellites on all scales. The 0.75
and 1.50 Mpc scales are the most affected. The median halo mass for centrals is constant
with density at 1012M⊙. For satellites this is 0.5 dex higher and increases with density
only at Σ > 10Mpc−2. On the 0.25 Mpc scale a good correlation of median halo mass with
density still exists, but with a larger scatter both for centrals and satellites. The second
effect we find is in the distributions of density, which are narrower than in the hires-z case,
reducing the density dynamic range. In Figure 2.4 we compare the density in the hires-z
sample to those in the photo-z sample for the 0.75 Mpc aperture. The black dashed line
marks the 1:1 relation. We show two velocity cuts for the photo-z sample: dv = ±1500
km s−1 (red) and dv = 7000 km s−1 (blue). In the upper panel the distribution of densities
is plotted for the hires-z sample and in the right panel we show the density distributions for
the two apertures used for the photo-z sample. Both from the contours and the histograms
it is evident that dv = ±1500 km s−1 misses many objects in the most dense regions, while
with a larger depth dv = ±7000 km s−1 we re-incorporate those galaxies obtaining a good
correlation with the hires-z measurements. Moreover, using photo-z, the low densities are
devoid of galaxies which end up at intermediate densities. Also this effect is less severe
for the 0.25 Mpc aperture. Recently, Etherington & Thomas (2015) came to very similar
conclusions on how to optimise the cylindrical aperture parameters for surveys with reduced
redshift accuracy. They find that the radius of the aperture plays a minor role, while the
velocity cut should be increased with poorer redshift accuracy. This is to ensure that
galaxies that are scattered along the line of sight by the uncertain redshifts are captured
within the cylinder.
It must also be noted that the large statistics of mock catalogs, allows us to probe a wide
range of density, however this would be significantly reduced when considering the number
of objects in a real survey. In conclusion, although the radius and depth of the cylindrical
aperture can be optimized for the redshift accuracy of a specific survey, the completeness of
the spectroscopic coverage remains a fundamental parameter for an accurate quantification
of the environment.
Finally we test if the distributions shown in figure 2.3 would change at the low halo-
mass end due to the resolution of the N-body simulation. The history of galaxies whose
parent haloes are below 1012M⊙ cannot be traced accurately along the halo merger trees,
thus their physical properties might be inaccurate. We perform the same exercise using
the G13 model applied to the Millennium-II simulation scaled to WMAP7 parameters
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Figure 2.3: Weighted distributions of parent halo mass for each galaxy in a fixed bin of
density (15-20 Mpc−2) on scales Σ0.25 (top panel), Σ0.75 (middle panel), and Σ1.50 (bottom
panel) at z = 1.08. The dashed line shows the weighted distribution of the most massive
halo mass within 1 Mpc of each galaxy (see text).
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Figure 2.4: Main panel: Density on the 0.75 Mpc scale for the photo-z sample and different
velocity cuts (dv = ±1500 km s−1 red and dv = ±7000 km s−1 blue) as a function of density
in the same aperture (and dv = ±1500 km s−1) for the hires-z sample. The contours are
logarithmically spaced with the outermost contours at 25 objects per bin and the innermost
at 104 objects per bin. Upper panel: weighted distribution of density for the hires-z sample.
Right panel: weighted distributions of density for the photo-z sample with the same velocity
cuts as above. The distribution of density for the hires-z sample (dashed black) is repeated
here for comparison.
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following Angulo & White (2010). This simulation has a smaller cosmological volume but
a particle resolution about 100 times better. The distribution of halo masses for centrals
and satellites below 1012M⊙ is unchanged, probably thanks to our conservative limit in
stellar mass.
2.3.1 A multi-scale approach
As we already discussed in Sect. 2.3, the super-halo scale imprints a complex dependence on
the halo mass vs density correlation for central galaxies. Here we show how the combination
of two scales of density can be used to identify low mass galaxies at high density. In
Figure 2.5 (top panels) the median halo mass dependence on density is shown for a pair
of independent scales: Σ0.00,0.75 and Σ0.75,1.50. The smaller scale is chosen to cover ∼ 2− 3
times the virial radius of haloes more massive than 1013M⊙, while the larger aperture
highlights the second order effects on super-halo scales. The left hand panels include all
galaxies while those in the middle and on the right include only centrals and satellites
respectively. Over-plotted contours, where they exist, are computed from a smoothed map
of the data using a Gaussian filter with σ = 1.5 pixels. Smoothing is required to wash
out the local features while keeping the overall direction of change of the halo mass with
density. Indeed, contours in the top left panel are typically aligned with the vertical axis,
showing that halo mass correlates more strongly with smaller scale densities than with the
larger ones.
A closer look shows that the contours are not fully aligned with the large scale-axis.
There is a clear anti-correlation with large-scale density at fixed small-scale density, i.e.
the median halo mass decreases when increasing the large scale density at fixed small scale
density. The top middle panel shows that the median halo mass is not dependent on
density for central galaxies except for the extremely high small-scale densities. Finally,
the top right panel shows that the median halo mass for satellite galaxies depends almost
entirely on the small-scale density, as seen in Figure 2.2.
In order to understand these patterns it is important to roughly sketch the densities
experienced by galaxies living in the core or in the outskirts of their own halo. A galaxy
living in the centre of its own halo has high densities within annuli up to the size of the
halo and low densities beyond. A galaxy living just beyond the halo virial radius has an
intermediate density on small scales (as the aperture encompasses a fraction of the halo)
and a high density on the larger scale, since the nearby halo core is located in this annulus.
If we consider that those galaxies beyond the halo boundary are considered centrals, we
fully understand why the density does not correlate positively with halo mass on large
scales.
For the bottom panels of Figure 2.5 we show instead the mass of the most massive
halo within 1 Mpc of each galaxy, Mh,1Mpc. In contrast to the median mass of the parent
halo, the mass of the most massive nearby halo correlates strongly with density for centrals
(middle bottom panel). As already stressed in the text, the satellite galaxies are almost
unaffected. The bottom left panel shows how the complete population behaves. The
contours are now essentially vertical and the anti-correlation of halo mass with large-scale
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Figure 2.5: Top panels: halo mass dependence with density on scales Σ0.00,0.75 and Σ0.75,1.50
for all galaxies (left panels), central galaxies only (central panels) and satellite galaxies
only (right panels) at z = 1.08. Bottom panels: as before but the nominal halo mass has
been replaced with that of the most massive halo within a 3D physical sphere of 1Mpc
radius (Mh,1Mpc). The labels a, b, and c in the top left panel highlight three bins (black
and white squares) whose halo mass distributions are shown in Figure 2.6.
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Figure 2.6: Halo mass distribution in three bins indicated using black and white squares
and labelled a, b, and c in the top left panel of Figure 2.5.
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density at fixed small-scale density disappears.
We select three representative regions (a, b, c) in the upper left panel in Figure 2.5 and
we study the distributions of halo mass in these regions in Figure 2.6.
The left-hand panel (a) shows the distribution of halo masses in the lowest density bin
on both scales. Almost all the galaxies are centrals (red solid) living in low mass haloes
and the halo mass replacement has little effect on the overall distribution (blue solid) as
the majority of them have no neighbors within 1 Mpc. With the Millennium-II simulation
we get the same result and so this is robust against resolution effects. The centre and
right-hand panels (b and c) are chosen to have the same high density on the inner 0.75
Mpc scale but very different densities in the outer annulus, highlighting the importance of
the large-scale density. The galaxies whose large-scale density is low (panel b) live near the
centre of their host halo, thus the sample is made almost entirely of satellites (blue solid)
and the effect of centrals on the overall distribution is negligible. On the other hand, when
Σ0.75,1.50 is high (panel c), the contribution from centrals having halo masses smaller than
1012.5M⊙ is 24%, causing a decrease in the median halo mass. This population of low halo
mass centrals at high density can contain a significant population of “backsplash” galaxies,
as discussed in Section 2.3. We see that the use of multiple scales can help identify such
populations. Figure 2.5 also shows the distribution of Mh,1Mpc (black dashed lines) for our
three bins: in panel c, the fraction of centrals with halo masses smaller than 1012.5M⊙ is
reduced to 10%. In this case the halo mass distribution is skewed to higher halo mass
becoming similar to that in panel b.
2.4 Mass rank as a method to disentangle centrals
and satellites
It is also critical to describe whether a galaxy dominates its halo (and the local gravitational
field) or if it is instead orbiting within a deeper potential well. This can be modeled (and
is in SAMs) assuming a dichotomy between central and satellite galaxies. Central galaxies
accrete gas by cooling, and merge with their satellites. In contrast, satellite galaxies
orbit within the gravitational field, and move with respect to the intra-halo gas, thus
experiencing tidal interaction and stripping effects. This has been both directly observed
in nearby clusters (see e.g. Yagi et al., 2010; Fossati et al., 2012, 2016a; Boselli et al., 2016)
and indirectly witnessed from statistical studies (Balogh et al., 2004; Baldry et al., 2006;
Haines et al., 2015). Moreover, it has been claimed that, while the properties of all galaxies
are shaped by intrinsic parameters, (e.g. stellar mass Peng et al. 2010; Kovač et al. 2014),
satellites’ properties are also influenced by their environment (Peng et al., 2012; Quadri
et al., 2012; Woo et al., 2013; Balogh et al., 2016). A reliable method to separate centrals
from satellites in observations is therefore crucial.
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Figure 2.7: Top panels: purity and completeness for the selection of central galaxies based
on stellar mass rank = 1 as a function of the halo mass. The rank is computed in various
apertures ranging from 0.25 to 1.50 Mpc for the z = 1.08 bin. Solid lines refer to the hires-
z, dashed lines to the lowres-z and dotted lines to the photo-z samples. Middle panels:
same as before but for satellite galaxies selected by having stellar mass rank > 1. Bottom
panels: comparison between different rank criteria for the selection of satellite galaxies
using the adaptive aperture.
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2.4.1 Identification of central galaxies
Central galaxies are usually the most massive galaxy in their halo (but not always, see
Skibba et al. 2011). This follows from the fact that the other – satellite – galaxies in the
halo were formed at the centre of less massive progenitor haloes. Therefore a sample of
central galaxies can be identified by assuming that the most massive galaxy in a halo is
also its central galaxy (e.g. Yang et al., 2008).
We compute the rank in stellar mass of each galaxy in several circular apertures. We
examine both fixed radius apertures, and a radius that depends on stellar mass (accessible
from observations). This approach resembles the Counts-in-Cylinders method (Reid &
Spergel 2009, see also Trinh et al. 2013). However, it is worth stressing that previous
applications of this method were focused on different science goals (e.g. the identification
of 2 member groups in a specific survey). We present here a detailed analysis of how much
a population of galaxies whose stellar mass rank is 1 compares to galaxies identified as
centrals by the algorithms used in the models (see sec. 2.1).
We define two parameters to quantify the overlap between the two populations. The
purity (P ) is the number of centrals which are correctly identified over the number of
selected galaxies; and the completeness (C) is the number of identified centrals over the
total number of central galaxies.
In this section (and in Sections 2.4.2 and 2.4.3) the use of the weights for each galaxy
has a negligible impact on both the qualitative and the quantitative results. The method
is insensitive to the overestimation of the number of low mass galaxies because the galaxies
which compete to be the most massive in an aperture have similar stellar masses, thus the
same weight. Therefore we do not use the weights in this Section.
In the top panels of Figure 2.7 the purity and the completeness of identified centrals are
plotted as a function of halo mass. Solid colored lines correspond different apertures for
the hires-z sample ranging from 0.25 Mpc to 1.5 Mpc. Ideally one would like to maximize
both P and C but a trade-off must be found. In table 2.1 the performances of different
methods are given. Purity and completeness are given for haloes above and below 1013M⊙
and for the complete sample.
We start by identifying the “halo-wise” mass rank of each galaxy by ranking in stellar
mass all the galaxies belonging to the same halo. We obtain the black solid line in the
top panels of figure 2.7. The purity and completeness of this sample describes the ideal
overlap between mass rank 1 and central galaxies. The completeness is limited by the
fact that the most massive galaxy is not always the central of its host halo. This is true
especially at halo masses around 1013M⊙ where this incompleteness reaches 20%. Due
to the scatter in the stellar-mass halo-mass relation for central galaxies, haloes of masses
∼ 1012−13M⊙ can all host galaxies of equivalent stellar mass which means that even in minor
halo mergers (down to a mass ratio of ∼ 1 : 10) a more massive galaxy can be supplied
by the less massive halo. It will then become a satellite more massive than the central of
the final halo. The purity and completeness estimates are always computed relative to the
population of “true” central galaxies in the model – as such the halo-wise values provide
an upper limit on completeness, and an“optimal” purity based on the assumption that we
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perfectly know the content of each halo. However the most massive galaxy in any halo
corresponds to a significant local potential, and as such one could also define a purity and
completeness relative to this population. Such estimates of purity and completeness would
clearly be significantly higher than those defined here (relative to the central population).
Looking at Figure 2.7, it is clear that fixed apertures (red, magenta, and green solid
lines) struggle to balance the requirements for both high purity and completeness. The
general trend is for an increasing purity and decreasing completeness as the aperture size
is increased. However, for small apertures (0.25 Mpc) P goes down at the high halo mass
end because the aperture covers only a fraction of the halo; if they are too large then C
goes down in smaller haloes because one aperture covers multiple haloes.
From this evidence and based on the idea that a good correlation exists between stellar
mass and halo virial radius (which is an analytic function of halo mass) for centrals, we
define an “adaptive” aperture as follows:
r = min(0.75, n× 10(α logM∗+β)) [Mpc] (2.3)
where M∗ is the stellar mass of the galaxy, n is a multiplicative factor, and α and β are
the parameters which describe the dependence of virial radius on stellar mass for centrals
in the models 3. From the models we get α = 0.25, β = −3.40 at all redshifts and
after extensive testing we define n = 3 in order to avoid very small apertures that would
decrease the purity. In order to limit the size of the aperture to a scale that entirely covers
the most massive haloes without extending beyond, we limit the aperture to a radius of
0.75 Mpc. From Figure 2.7 and from the values in table 2.1 it is evident that this is a great
improvement for C at low halo masses relative to the fixed 0.75 Mpc aperture, while we
lose 8% in purity at high halo masses. This is because we are using a small aperture for
low mass galaxies (0.2 Mpc for M∗ = 10
9.5M⊙). Since some of them are satellites living in
massive haloes, the apertures we use are too small to encompass the entire halo and those
satellites can get high mass rankings reducing P .
2.4.2 Identification of satellite galaxies
The mass rank method can also be used to identify satellite galaxies, under the assumption
that satellites are less massive than the central galaxy of their own halo, i.e. mass rank
> 1. In the middle panels of Figure 2.7 are plotted the purity and completeness (defined
as in Section 2.4.1) of our identified satellite galaxies as a function of halo mass. The
purity is limited - but only by 5% - by satellites that are more massive than the central
galaxy of their host halo. The purity quickly drops at halo masses below 1012.5M⊙, with
little dependence on the aperture size. In Table 2.2 we present the values of P and C for
satellite galaxies living in haloes less and more massive than 1013M⊙, and for the complete
sample. It is clear that the overlap between mass rank > 1 and satellites is strong among
massive haloes, while in less massive haloes about half of the galaxies with mass rank
3The α and β parameters are obtained by fitting a linear relation (r = 0.89) in log-log space between
the virial radius and the stellar mass for the central galaxies in the models.
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logMh ≤ 13 logMh > 13 All
Aperture P C P C P C
z = 1.08
0.25 Mpc 0.92 0.82 0.52 0.87 0.88 0.82
0.75 Mpc 0.94 0.40 0.75 0.78 0.92 0.42
1.50 Mpc 0.94 0.17 0.80 0.64 0.91 0.19
Adaptive 0.94 0.68 0.75 0.78 0.92 0.69
z = 2.07
0.25 Mpc 0.93 0.79 0.76 0.91 0.92 0.79
0.75 Mpc 0.95 0.38 0.86 0.83 0.94 0.40
1.50 Mpc 0.95 0.18 0.88 0.71 0.94 0.20
Adaptive 0.94 0.64 0.84 0.86 0.94 0.65
Table 2.1: Purity and completeness for the identification of central galaxies using stellar
mass rank = 1 in four different apertures for haloes below and above Mhalo = 10
13M⊙, and
for the full hires-z sample at z = 1.08 and z = 2.07.
logMh ≤ 13 logMh > 13 All
Aperture P C P C P C
z = 1.08
0.25 Mpc 0.58 0.78 0.97 0.79 0.70 0.78
0.75 Mpc 0.33 0.92 0.96 0.93 0.45 0.93
1.50 Mpc 0.27 0.97 0.91 0.96 0.38 0.96
Adaptive 0.46 0.86 0.95 0.91 0.59 0.88
z = 2.07
0.25 Mpc 0.49 0.79 0.93 0.83 0.56 0.80
0.75 Mpc 0.28 0.92 0.90 0.92 0.33 0.93
1.50 Mpc 0.24 0.96 0.85 0.94 0.29 0.95
Adaptive 0.37 0.84 0.92 0.91 0.44 0.84
Table 2.2: Purity and completeness for the identification of satellite galaxies using stellar
mass rank > 1 in four different apertures for haloes below and above Mhalo = 10
13M⊙, and
for the full hires-z sample at z = 1.08 and z = 2.07.
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Figure 2.8: Purity and completeness for the identification of central (solid lines) and satel-
lite (dashed lines) galaxies using stellar mass rank = 1 (> 1) in the adaptive aperture at
z = 1.08 for the hires-z sample (blue lines), for the lowres-z sample (red lines) and for the
photo-z sample (green lines).
> 1 are centrals which by chance have one (or more) more massive neighbors within the
aperture but not within the same halo. It is hard to define a satellite in this halo mass
regime, especially where the stellar mass of central galaxies approaches the mass limit:
the mass of any satellites included in the sample must therefore be close to that of their
central. This halo mass regime consists primarily of isolated galaxies and loose proto-
groups (namely pairs or triplets). Completeness in contrast is remarkably high over the
full range of halo masses, illustrating that our method is effective in picking up a complete
population of satellites.
In the bottom panels of Figure 2.7 we explore the dependence of P and C on the stellar
mass rank we required to identify a satellite within the adaptive aperture. Setting two
more conservative limits (rank > 3 blue solid and > 5 green solid) we achieve a small
improvement in the purity at low halo masses but with a dramatic degradation of the
completeness. It is clear that with rank to be > 5 (> 3) we are implicitly selecting only
galaxies that have at least five (three) companions within the aperture, all of them more
massive. Moreover, especially at low/intermediate halo masses, the number of galaxies
within a halo is often smaller than five (three). Thus many real satellites are missed.
Based all this evidence our preferred method to identify central (satellite) galaxies is to
require a stellar mass rank = 1 (> 1) in the adaptive aperture. The purity and completeness
values for this aperture are P = 0.93 and C = 0.67 for centrals and P = 0.60 C = 0.90
for satellites in the hires-z sample at z = 1.08. The use of the same aperture for both
types has the advantage of making the two selections mutually exclusive. If two different
apertures are used for selecting centrals and satellites, the fraction of interlopers has to be
taken into account as one galaxy might be the most massive in one aperture but not in the
other one. Finally it is worth stressing that both the purity and the completeness of the
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full samples of centrals and satellites are completely independent of the measured density
and any effort to calibrate halo mass. The key parameters are the scale over which the
rank is computed and the assumption that central galaxies are typically more massive than
nearby satellites. This assumption holds well in the G13 models and is typically assumed
to be true in group reconstruction using observational data (e.g. Yang et al., 2007).
2.4.3 Dependence of Purity and Completeness on the stellar
mass limit
To avoid model resolution biases in our definition of the environment, we probe down to
a constant mass limit of M∗ = 10
9.5M⊙. This is deeper than most observational surveys
at these redshifts. To examine more realistic survey depths, we now test how our selection
methods perform as a function of the stellar mass limit M∗,lim. In Figure 2.8 we show P
and C for the identification of both centrals and satellites as a function of M∗,lim using
the adaptive aperture. The purity is almost unaffected by the selection limit while, as
expected, completeness is. Regarding the centrals, the overall purity is about 90% and
does not depend on the aperture nor on the mass limit. Conversely C is a strong function
of the minimum stellar mass. When low mass galaxies are removed, the sample of centrals
with mass rank 1 becomes more and more complete. The completeness never reaches unity
because, as discussed before, there are satellites which are more massive than the centrals
of their own haloes.
As already discussed, the purity for the satellites is about 60% for all stellar mass
limits. This happens because, close to the stellar mass limit and within 0.75 Mpc, two-
halo pairs containing similar mass centrals are just as common as pairs of similar mass
galaxies within one halo. For this reason there is an improvement using the adaptive
aperture as it is smaller than 0.75 Mpc at low stellar masses and this helps in limiting the
contamination from centrals. The completeness shows a well defined decreasing trend at
increasing mass limits because the higher M∗,lim, the higher the chance that a satellite is
more massive than the central of its halo. This, combined with the low number of massive
satellites, makes the fraction drop below 40% at M∗,lim > 10
10.8M⊙.
These results stand even when the stellar masses are convolved with a gaussian random
error to mimic observational uncertainties. We tested the effect of errors up to a relatively
large value of 0.5dex. The purity for centrals and the completeness in the identification of
satellites decrease by less than 5%, while the purity for satellites and the completeness of
centrals decrease by 10%. Moreover, the trends as a function of the mass uncertainty are
smooth and the values given here are to be considered upper limits.
2.4.4 Dependence on Redshift Accuracy
The trends discussed so far have been drawn using the hires-z sample. In this section we
analyze how they change using less accurate redshifts. Dashed lines in Figure 2.7 are for
the lowres-z sample and dotted lines are for the photo-z sample using only the adaptive
aperture. The general trends apply to the fixed apertures as well.
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Concerning central galaxies, the purity is decreased by∼ 10−15%, due to the smoothing
of the density field introduced by lowres-z and photo-z. This happens because massive
centrals are projected outside the cylinder of less massive satellites (the latters then scoring
a mass rank 1, thus reducing the purity of the selection ). The completeness on the other
hand is not affected in the lowres-z sample because massive centrals are still identified as
the most massive galaxies in their cylinders. The larger velocity cut we use for the photo-z
sample has a positive effect on the purity but decreases the completeness. This is not
unexpected because the larger velocity cut increases the volume of the cylinder where we
compute the mass rank, therefore the final effect is similar to increasing the size of the
aperture.
In the case of satellites the purity is not affected by the smoothing in the redshift
direction because the population of rank > 1 galaxies is still mainly composed of satellites.
Conversely the completeness is decreased by ∼ 10%, and ∼ 40% for the lowres-z and photo-
z respectively. As photo-z are much less accurate than spectroscopic redshifts it is worth
noting why the performance of the method is still reasonably good. When the mass rank
based method identifies a galaxy as a satellite, it does not mean we know it to be a satellite
of a specific halo. Therefore the use of photo-z can project both the “true” central and one
(or more) satellites outside their original halo. When this happens, the central/satellite
status is preserved and a satellite galaxy is now identified as central in the original halo.
If, as it is more likely, only satellites are projected outside the halo, the most massive is
identified as a central, thus reducing the satellites’ completeness.
When the less accurate redshifts are used, we find no major impact on the trends of P
and C on the stellar mass limit. The strongest effect is found on the completeness of the
identification of satellites which follows the same trend described above.
Dependence of Purity and Completeness on the spectroscopic sampling rate
Here we examine the performances of our method in the case of variable sampling rate.
Our approach is to progressively reduce the spectroscopic sampling rate from 100% to 0 in
steps of 10% by randomly replacing the hires-z (or lowres-z) with photo-z. Figure 2.9 shows
the purity and completeness in the adaptive aperture at each sampling rate. The main
conclusions have been discussed above using pure spectroscopic (hi- and low-res) redshifts
and photo-z. Here we only note that the decline in purity is roughly linear as a function of
the sampling rate for both centrals and satellites and that the completeness for satellites
decreases more significantly from full sampling rate to 50% rather than from this value to
pure photo-z.
Regarding the completeness we note a mild increase for the identification of centrals
galaxies with decreasing spectroscopic sampling rate. This is best explained by an example.
If central galaxies of two haloes are closer in projected sky coordinates than the size of
the adaptive aperture, only one of them will be identified as mass rank =1, when accurate
redshifts are used. If only photo-z are available (sampling rate close to zero), there is a
non zero probability that the two centrals are scattered apart in redshift space such that
they no longer lie together in the cylinder where the mass rank is computed. In this case
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Figure 2.9: Purity and completeness for the identification of central (solid lines) and satel-
lite (dashed lines) galaxies using stellar mass rank = 1 (> 1) in the adaptive aperture for
incomplete hires-z (blue lines) and lowres-z (red lines) sampling at z = 1.08.
they are both identified as centrals. When this effect is integrated over the full galaxy
population a decrease of ∼ 5 − 8% in completeness is found. However this only occurs if
a small velocity window is applied and this is only justified if the spectroscopic sampling
rate is high. Conversely a larger velocity cut should be used to recover an unbiased density
field at the expenses of purity and completeness in the mass rank identification of centrals
and satellites.
Several other works have attempted a selection of central and satellite galaxies in real
spectroscopic surveys. Among them Knobel et al. (2012) used a probability based method
to assign a binary central/satellite classification to the I-band flux limited sample in the
zCOSMOS survey. The spectroscopic sampling rate is about 50% in the redshift range
0.1− 0.8. Despite the different identification method and the broad redshift range (which
hampers the definition of a fixed stellar mass limit), their final results (P = 0.81 C = 0.89
and P = 0.62 C = 0.45 for centrals and satellites respectively) agree with our results at
the same sampling rate within ∼ 5% for the purity and ∼ 15% for the completeness.
In conclusion, it is remarkable how the purity and the completeness both centrals and
satellites are not strongly affected by low spectroscopic sampling rates nor by the survey
detection threshold, this proving the robustness of the method and its usefulness in surveys
with different designs.
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Figure 2.10: Fraction of passive galaxies (as defined in Section 2.1.1) as a function of halo
mass and stellar mass for centrals (top panels) and satellites (bottom panels). Redshift
increases from z = 1.08 (left panels) to z = 2.07 (right panels). The contours are drawn
from the density of galaxies in the parameters space and are log-spaced with the outermost
contour at 25 objects per bin and the innermost at 104 objects for centrals and 103.4 for
satellites.
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2.5 Relation between environment and passive frac-
tion
In this section, we examine if and how well the environmental trends predicted by the
models can be recovered using quantities accessible from observations, e.g. density and
mass rank. We focus our attention on a single physical quantity: the fraction of passive
galaxies. Peng et al. (2010, 2012) and Woo et al. (2013) have shown that the passive
fraction of satellite galaxies correlates strongly with a measurement of local density, labelled
“environment”, while for centrals it is a function of their stellar mass (Peng et al., 2010,
2012) and halo mass (Woo et al., 2013).
2.5.1 The growth of a passive population in the models
First of all we investigate how the fraction of passive galaxies depends on stellar mass,
halo mass and central/satellite status. The former basically describes the integrated star
formation and merger history of a galaxy, while the latter two are strongly correlated to
the regulation of its star formation in the models. Figure 2.10 shows the passive fraction in
the M∗ −Mhalo space for centrals (top panels) and satellites (bottom panels), at redshifts
1.08 (left) and 2.07 (right). The contours are drawn from the density of galaxies in the
parameters space and are logarithmically spaced with the outermost contour at 25 objects
per bin and the innermost at 104 objects for centrals and 103.4 for satellites. Each bin has
to contain at least 10 objects for the passive fraction to be computed, and the color coding
is scaled logarithmically.
A common feature across the redshift bins is that centrals and satellites populate dif-
ferent regions of the parameters space. The centrals populate a sequence where the stellar
mass linearly increases with halo mass (in log-log space). In contrast the satellites form a
cloud that spans all halo masses such that M sathalo(M∗) ≥M cenhalo(M∗).
At halo masses above 1012.5M⊙ a passive population of centrals starts to appear at z ∼ 2,
becoming dominant as the redshift decreases to 1. Those passive centrals move to higher
halo masses without increasing their stellar mass enough to stay on the relation defined by
the star forming centrals. The passive fraction increases to about 80% for centrals in haloes
more massive than 1013M⊙. De Lucia et al. (2012), using Wang et al. (2008) models (an
early version of G13) at z = 0, showed that a strong correlation between bulge growth and
passive fraction exists for massive centrals in SAMs. The physical reason is that for those
galaxies the cold gas reservoir is exhausted (possibly by a merger induced starburst) and
further cooling of the gas is prevented by the strong radio-mode AGN feedback. Although
these trends do not perfectly reflect the observed data, they are qualitatively similar to
those shown by Kimm et al. (2009) at z = 0 for different published SAMs. In their work
the model by De Lucia & Blaizot (2007, another early version of G13) appears to be the
closest to the observational constraints.
Also the passive fraction of satellite galaxies shows significant evolution. As time goes by
(and redshift decreases) the satellite cloud extends to higher halo masses, and a population
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Figure 2.11: Fraction of passive galaxies as a function of density on the scale Σ0.75 and
stellar mass for central galaxies (left panels), on the scale Σ0.25 for centrals (central panels)
and on the scale Σ0.75 for satellite galaxies (right panels), at z = 1.08. The central/satellite
definition is the one provided by the SAMs in the top panels and the one defined by the
mass rank in the adaptive aperture in the bottom panels. The contours are drawn from
the median halo mass in the same bins.
of passive satellites appears at high stellar masses. Most of the passive satellites are likely
to be turned passive by the stripping mechanisms acting in massive haloes. However,
the highest passive fractions are found at both high halo mass and stellar mass. These
galaxies were probably already passive when they were centrals and then merged with a
more massive halo becoming passive satellites.
2.5.2 Recovering predicted trends with observational proxies
In this section we investigate if, and how well, the predicted trends of passive fraction as a
function of halo mass and stellar mass can be recovered using only observable quantities.
We make use of the density of galaxies in fixed apertures and the choice of centrals and
satellites is performed both using the model definition and the observational mass rank
method presented in Section 2.4. We recall that the densities, number density contours
and the median halo mass values presented in this section are obtained after application
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of the statistical weights described in Sections 2.1.1, and 2.2.
In Figure 2.11 we show the fraction of passive galaxies (at z = 1.08) as a function of
density and stellar mass for centrals (left and middle panels) and satellites (right panels).
The top row makes use of the separation between these two types as coded in the models,
while the bottom row uses the mass rank in the adaptive aperture in order to divide the
two types. The contours describe the median halo mass in the same bins of stellar mass
and density. Again, each bin has to contain at least 10 objects for the passive fraction to
be computed. A close examination of the direction of change for passive fraction relative
to both the axes and to the direction of change for median halo mass, allows us to evaluate
how well we can use the parameters to track the trends seen in the pure model space (see
Figure 2.10).
Let us start with the centrals. We know from Figure 2.10 that the passive fraction
increases primarily with halo mass, and that at fixed halo mass there is if anything a slight
anti-correlation with stellar mass. Can we see this in the observational parameter space?
In the left panels in Figure 2.11 the density has been computed on scales of 0.75 Mpc,
which covers a super-halo scale for all the haloes of mass below 1014M⊙. To examine mostly
intra-halo scales, we also examine the density computed on the smallest scale (0.25 Mpc,
middle panels).
From the top panels, and without the halo mass contours, it would appear that the
stellar mass is the main driver of the correlation with passive fraction. Indeed this confusion
is caused by the wide range of density seen at low stellar mass: densities are reached which
are just as large as those for the centrals of high mass haloes (even on 0.25 Mpc scales).
as discussed in Section 2.3. However, when the halo mass contours are compared to the
direction of increase of the passive fraction, it is evident that the halo mass is the main
driver of the trend.
In the models, the low mass galaxies at high density show a passive fraction that is
very similar to those at low density and comparable mass. However in the real Universe
those galaxies may have already experienced physical processes driven by massive haloes,
even if they are currently outside the virial radius – i.e. the “backsplash” population
discussed by Balogh et al. (2000); Mamon et al. (2004); Ludlow et al. (2009); Bahé et al.
(2013); Hirschmann et al. (2014). Indeed, observational data suggests they behave more
like satellites (Wetzel et al., 2014; Hirschmann et al., 2014). One possibility is therefore to
“clean” the sample of these high density, low mass objects. Fortunately, this happens as a
direct consequence of making a mass rank 1 selection as in the bottom panels. The adoption
of the adaptive aperture means that our mass rank 1 galaxies are the most massive within an
aperture not larger than 0.75 Mpc but not smaller than 0.28 Mpc for galaxies in our stellar
mass range (the lower limit is obtained by evaluating equation 2.3 for the lowest stellar
mass in our sample). Galaxies at low mass and high 0.25 Mpc density are inevitably not
the most massive within this aperture, and are excluded. However this correlation depends
on both density and stellar mass because the halo mass for central galaxies depends on
both these parameters. Another possibility (which is what we use when this framework is
applied to an observational sample in chapter 3) is to treat “backsplash” galaxies as both
centrals and satellites, in a probabilistic approach.
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Figure 2.12: Fraction of passive galaxies as a function of density on the scale Σ0.25 and
stellar mass for mass rank 1 galaxies (in the adaptive aperture) using hires-z (left panel),
lowres-z (central panel), and photo-z (right panel) at z = 1.08. The contours are drawn
from the median halo mass in the same bins.
For satellites (which dominate in mass and number within the rich haloes), the corre-
lation between halo mass and density is very good irrespective of the aperture used (the
contours in the right panels of Figure 2.11 are essentially vertical). Therefore the passive
fraction trends as a function of halo mass and stellar mass are easy to qualitatively recover
using the density and either the satellite definition in the SAMs or the one coming from
the mass rank. The low mass - high density central population removed by the mass rank
method ends up in the cloud of satellites. While those galaxies dominate the low mass
centrals at high density, they do not contribute much to the satellites at the same stellar
mass and density. Density computed on either 0.25 or 0.75 Mpc work well in this regard.
A general conclusion is that a well calibrated halo mass dependence on the observed
properties (stellar mass, density) is crucial in understanding which physical properties are
shaping the trends (in this case the passive fraction) we observe. While the results can be
already be achieved with the SAM definition of centrals and satellites, it is important to
stress that the use of the observationally motivated mass rank method provides the same
result.
Finally, Figure 2.12 shows how the passive fraction trends change if less accurate red-
shifts are used, as in our lowres-z and photo-z samples. We restrict ourselves to central
galaxies defined with the mass rank method in the adaptive aperture and density computed
on the 0.25 Mpc scale. Decreasing the quality of the redshift survey, the density - stellar
mass correlation is less tight and the number of galaxies at the highest densities is reduced.
The conclusions that can be drawn in this parameter space are unchanged. However, we
stress that this conclusion comes with a number of caveats. First, the density dynamic
range is reduced when photo-z are used on all scales, but less so for 0.25 Mpc. This small
scale can only be used if the galaxy sampling is good enough, e.g. the stellar mass limit
is low as in this work. Second, the use of the mass rank method “cleans” the sample
of low mass centrals which are projected in high density regions due to the less accurate
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photo-z, allowing us to obtain a trend similar to that for hires-z. Moreover, the density
field is well reconstructed only with very good photometric redshifts. The photo-z accu-
racy typically depends on the number of photometric data points and their distribution
across the rest-frame galaxy spectral energy distribution, generally being worse for fainter
objects. Therefore, we warn the reader that the performance of photo-z in recovering the
true density field should be carefully assessed for each individual sample, along with the
significance of any particular result based on this approach.
2.6 Conclusions
In this chapter we have characterized the definition of “galaxy environment” by means of
the projected density within fixed apertures at z ∼ 1-2. We have tested our methods by
applying them to the semi analytic models of galaxy formation presented by Guo et al.
(2013b) and based on a new run of the Millennium simulation. We have focused on the
correlation between observables (density, stellar mass rank) and properties provided only
by the models (halo mass, central/satellite status). Then we have studied to what extent
our tools can recover the environmental trends imprinted in the models in the context of the
quenching of centrals and satellites, extending to higher redshift the results of Hirschmann
et al. (2014). Our results can be summarized as follows:
1. The correlation between density and halo mass is not trivial and a variety of effects
are on stage at the same time. We find that density poorly correlates with halo mass
for centrals. This effect is caused by the well defined boundaries of haloes in the
SAMs at high density: galaxies within those boundaries are satellites hosted by a
high-mass halo, while those outside are central galaxies of low-mass haloes. It has
been shown by Hirschmann et al. (2014) that density correlates with halo mass only
for massive centrals. For all centrals at fixed density, the distribution of halo mass
broadens so much that the density-halo mass correlation is lost. This is consistent
with similar results by Woo et al. (2013). On the other hand density correlates well
with halo mass for satellites, irrespective of the aperture used.
2. Central galaxies in the accretion regions of massive haloes can be highlighted with
a simple but effective method. We replaced the nominal halo mass with that of
the most massive halo within a physical (3D) distance of 1 Mpc. This traces the
dominant DM mass nearby and we recover a correlation between density and this
halo-mass for centrals which is similar to that for the satellites.
3. The stellar mass rank is an effective method to identify centrals and satellites. We
have parameterized the performance of this method in terms of purity and complete-
ness of the mass rank identification with respect to the SAM definition. We have
tested various apertures where the rank is computed. For central galaxies we find
that the larger the aperture, the higher is the purity but the lower is the complete-
ness. In order to improve both the completeness at low halo masses and the purity in
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massive haloes we have defined an adaptive aperture that depends on the stellar mass
of the galaxy. This method is as good as a fixed 0.75 Mpc aperture in terms of purity
but with an improvement of ∼ 30% in completeness at halo masses below 1013M⊙.
The method is not strongly sensitive to the stellar mass limit or the spectroscopic
sampling rate, though less so for the completeness of satellites. Our results for purity
and completeness are remarkably consistent with Knobel et al. (2012), despite the
different method and sample selection.
4. A strongM∗-Mhalo correlation is predicted by the models for central galaxies. Passive
centrals dominate above Mhalo = 10
12.5M⊙ due to strong AGN feedback, correlated
to bulge growth (Wilman et al., 2013). However, the density-halo mass correlation
for central galaxies is far from being linear or independent of stellar mass. Therefore
the recovered trends do not only depend on density but also on stellar-mass. Within
a purely observational parameter space, we are able to recover these trends.
5. The redshift accuracy does not negatively impact on this result. However, such a
conclusion requires a combination of good photometric redshifts and deep survey
limits as found also by Etherington & Thomas (2015).
In the next chapter we build on these results to characterize the environment of galaxies
in the 3D-HST survey. This requires the following steps: first of all the sample selection in
the models should be as close as possible to that in the data. The model galaxies need to
be weighted to match the mass (and possibly also the magnitude and color) distributions.
Then the quantification of densities needs to take into account the redshift accuracy of the
survey under investigation. At this point the density distributions of real and model data
can be compared. The models then provide calibrations of properties such as halo mass
that will help identifying the physical processes driving observational trends.
Chapter 3
The environment of observed
galaxies from 3D-HST and SDSS
This chapter is based on Fossati et al. (2016), submitted to ApJ
In this chapter we apply the methods and tools presented in chapter 2 to a high-redshift
sample drawn from the 3D-HST survey (Brammer et al., 2012) and a low redshift sample
drawn from the SDSS survey (York et al., 2000). Because our method has been developed
and calibrated on an idealized mass complete sample, here we present how we adapt it to
deal with the observational uncertainties and limitations of real datasets.
We assume a flat ΛCDMUniverse with ΩM = 0.3, ΩΛ = 0.7, andH0 = 70 km s
−1 Mpc−1.
3.1 The high redshift sample from 3D-HST
In this work we aim at a quantification and calibration of the local galaxy environment for
galaxies in the five CANDELS/3D-HST fields (Grogin et al., 2011; Koekemoer et al., 2011;
Brammer et al., 2012), namely COSMOS, GOODS-S, GOODS-N, AEGIS and UDS. The
synergy of these two surveys represents the largest effort to obtain deep space-based near-
infrared photometry and spectroscopy in those fields. For a description of the observations
and reduction techniques we refer the reader to Skelton et al. (2014) and Momcheva et al.
(2016) for the photometry and spectroscopy respectively. The CANDELS observations
provide HST/WFC3 near infrared imaging in the F125W and F160W filters (J125 and H160
hereafter) for all the fields, while 3D-HST followed-up a large fraction of this area with the
F140W filter (JH140 hereafter) and the WFC3/G141 grism for slit-less spectroscopy. The
novelty of this approach is to obtain low resolution (R ∼ 100) spectroscopy for the vast
majority of the objects in the field. Taking advantage of the low background of the HST
telescope, it is possible to reach a depth similar to traditional slit spectroscopy from 10m
class telescopes on Earth.
The 3D-HST photometric catalog (Skelton et al., 2014) used H160 or JH140 as detection
bands and its depth varies from field to field and across the same field due to the observing
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strategy of CANDELS. However, even in the shallowest portions of each field, the 90%
depth confidence level is H160 ∼ 25 mag. Beyond this magnitude limit the star/galaxy
classification (which is a key parameter for the environment quantification) becomes un-
certain.
The 3D-HST spectroscopic release (Momcheva et al., 2016) provides reduced and ex-
tracted spectra down to JHIR = 26 mag
1. The spectra are passed through the EAZY
template fitting code (Brammer et al., 2008) along with the extensive ground and space
based multiwavelength photometry. This results in “grism” redshifts, which are more accu-
rate than photometric redshifts thanks to the wealth of stellar continuum and emission line
features included in the spectra. However, only those brighter than JHIR = 24 mag have
been visually inspected, and have a use grism flag that describes if the grism spectrum
is used to compute the redshift. Incomplete masking of contaminating flux from nearby
sources in the direction of the grism dispersion, residuals from spectra of bright stars, and
corrupted photometric measurements can lead to this flag to be set to 0 (“bad”).
We include in the present analysis all galaxies brighter than JH140 = 24 mag, therefore
limiting our footprint to those regions covered by grism and JH140 observations. We limit
the redshift range to 0.5 < z < 3.0. The lower limit roughly corresponds to the redshift
where the Hα line enters the grism coverage and the upper limit is chosen such that
the number density of objects above the magnitude cut allows a reliable estimate of the
environmental statistics. It also allows follow-up studies targeting the rest-frame optical
features from ground based facilities in the J , H , and K bands (e.g. KMOS, Sharples
et al. 2013 and MOSFIRE, McLean et al. 2012)
We exclude stars by requiring star flag to be 0 or 2 (galaxies or uncertain classifica-
tion). We do not use the use phot flag because it is too conservative for our goals. Indeed
this flag requires a minimum of 2 exposures in the F125W and F160W filters, and the
object not being close to bright stars. The quantification of environment requires a catalog
which is as complete as possible even at the expenses of more uncertain photometry (and
photo-z) for the objects that do not meet those cuts. None the less a JH140 = 24 mag
cut allows a reliable star/galaxy separation for 99% of the objects and is at least 1 mag
brighter than the minimum depth of the mosaics, thus alleviating the negative effects of
nearby stars on faint sources. The final sample is made of 18745 galaxies.
As a result of the analysis in Momcheva et al. (2016), each galaxy is assigned a “best”
redshift. This is:
1. a spectroscopic redshift from a ladder of sources as described below.
2. a grism redshift if there is no spectroscopic redshift and use grism = 1
3. a pure photometric redshift if there is no spectroscopic redshift and use grism = 0.
1The 3D-HST spectroscopic catalog is based on JHIR = J125+JH140+H160 magnitudes. We therefore
quote limits in this band when referring to their catalog. However we perform the sample selection in
JH140 to ensure that the footprint of our sample is entirely covered by G141 grism observations and direct
imaging in F140W.
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A zbest type flag is assigned to each galaxy based on the conditions above. The best
redshift is the quantity used to compute the environment for each galaxy in the 3D-HST
fields.
Spectroscopic redshifts are taken from the compilation of Skelton et al. (2014) which
we complement with newer data. For the COSMOS field we include the final data release
of the zCOSMOS bright survey (Lilly et al., 2007). We find 253 new sources with reliable
redshifts in the 3D-HST/COSMOS footprint mainly at z < 1. In COSMOS and GOODS-S
we include 95 objects from the DR1 (Tasca et al., 2016) of the VIMOS Ultra Deep Survey
(VUDS; Le Fèvre et al., 2015). This survey mainly targets galaxies at z > 2 therefore
complementing zCOSMOS. We include 105 redshifts from the MOSFIRE Deep Evolution
Field Survey (MOSDEF, Kriek et al., 2015) which provides deep rest frame optical spectra
of galaxies selected from 3D-HST. For the UDS field we also include 164 redshifts from
VIMOS spectroscopy in a narrow slice of redshift (0.6 < z < 0.7, Galametz et al. in prep.)
Lastly we include 376 and 33 secure spectroscopic redshifts from KMOS3D (Wisnioski
et al., 2015) and VIRIAL (Mendel et al., 2015) respectively. Those large surveys use the
multiplexing capabilities of the integral field spectrometer KMOS on the ESO Very Large
Telescope to follow-up 3D-HST selected objects. The former is a mass selected survey of
emission line galaxies, while the latter observed passive massive galaxies.
In the selected sample (covering the five fields), 20% of the galaxies have a spectroscopic
redshift, 64% have a grism redshift, and only 16% have a pure photometric redshift. In the
next section we explore the accuracy of the grism and photometric redshifts as a function
of the galaxy brightness and the S/N of emission lines in the spectra.
Stellar masses and stellar population parameters are estimated using the FAST code
(Kriek et al., 2009), coupled with Bruzual & Charlot (2003) stellar population synthe-
sis models. Those models use a Chabrier (2003) initial mass function (IMF) and solar
metallicity. The best redshift is used for each galaxy together with the available HST and
ground based photometry. The star formation history is parametrized by an exponentially
declining function and the Calzetti et al. (2000) dust attenuation law is adopted.
3.1.1 Redshift accuracy
A careful quantification of the grism and photometric redshift accuracy is paramount for
a good calibration of the environmental statistics into physically motivated halo masses.
In section 3.5 we will show how these masses are obtained from mock catalogs selected to
match the number density and redshift uncertainty of 3D-HST galaxies.
The low-resolution spectra cover different spectral features as a function of galaxy
properties and redshift. The most prominent features are emission lines, which are however
limited to star forming objects. On the other hand stellar continuum features (Balmer
break, absorption lines) are present in the spectra of all galaxies with a S/N that depends
on the galaxy magnitude. Because all those features contribute in the redshift fitting
procedure we explore their impact on the redshift accuracy in bins of S/N of the strongest
emission line in the spectrum and JH140 total magnitude. Given the limited spectral
coverage of the G141 grism, it is common to find only one prominent emission line feature
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Figure 3.1: Cumulative histograms of the redshift accuracy (σv,acc in km s
−1) for galaxies
at 0.5 < z < 3.0 and JH140 < 24 mag. Panels from a) to e) are for grism redshifts in
bins of S/N of the strongest emission line in the spectra. In each panel the different lines
are for different bins of JH140 total magnitude. The panel f) is for the pure photometric
redshift uncertainty.
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Figure 3.2: Black histogram: distribution of the difference of grism and spectroscopic
redshifts divided by the grism formal uncertainty (zspec − zgrism)/σ(zgrism). The standard
deviation of the distribution is larger than unity. Formal grism redshift uncertainties are
therefore underestimated. Red histogram: distribution of the same quantity where an
additional uncertainty of 800 km s−1 has been added in quadrature to the formal grism
redshift uncertainty. The distribution has a standard deviation of unity.
in the spectrum (Momcheva et al., 2016); this justifies our approach of using the S/N of
the strongest line.
Figure 3.1 shows the redshift accuracy (σv,acc) defined as 1σ of the probability density
function (PDF) of grism redshifts, for bins of emission line S/N and JH140 magnitude. The
bottom right panel (f) shows the accuracy of photometric redshifts for the same sources
(fits obtained without the spectral information) highlighting the significant improvement
on the redshift quality when the spectra are included.
A comparison of grism redshifts to spectroscopic redshifts shows that, for galaxies that
have a spectroscopic redshift measurement, the quantity (zspec − zgrism)/σ(zgrism) does not
have a standard deviation of unity (black histogram in Figure 3.2). This means that
the formal uncertainty from the fitting process underestimates the total uncertainty. We
derived that ∼ 800 km s−1 should be added in quadrature to the formal uncertainty on
the grism redshifts to obtain a scatter in (zspec−zgrism)/σ(zgrism) with a standard deviation
of unity (red histogram in Figure 3.2). This “intrinsic grism” uncertainty can arise from
morphological effects, i.e. the light weighted centroid of the gas emission can be offset from
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that of the stars (see Nelson et al., 2016; Momcheva et al., 2016)
Focusing on the top panels of Figure 3.1, it is clear how an emission line detection
narrows the redshift PDF to the intrinsic uncertainty, irrespective of the stellar continuum
features. At S/N where the emission line becomes less dominant we start to witness a
magnitude dependence of the redshift accuracy. Brighter galaxies have better continuum
detections and therefore a more accurate redshift. Even when there is no line detection
(Panel e), the typical redshift uncertainties are a factor 2-3 better than pure photometric
redshifts. The inclusion of the spectra helps the determination of the redshifts even when
the spectra are apparently featureless.
As a final note of caution we highlight that whenever the information in the spectra is
limited, the final grism redshift accuracy depends largely on the photometric data, whose
availability depends on the field. Indeed COSMOS and GOODS-S have been extensively
observed with narrow or medium band filters (Taniguchi et al., 2007; Cardamone et al.,
2010; Whitaker et al., 2011) resulting in better photometric redshifts compared to the other
fields. However, as shown in section 3.5 these field-to-field variations have negligible effects
on our calibration of halo mass.
3.2 Quantification of the environment
There are many ways to describe the environment in which a galaxy lives (see e.g. Haas
et al., 2012; Muldrew et al., 2012; Etherington & Thomas, 2015). In this Chapter we apply
to observational data the method presented in Chapter 2.
3.2.1 Density
We consider all 3D-HST galaxies selected in section 3.1 to be part both of the primary
(galaxies for which the density is computed) and neighbor samples. We calculate the
projected density Σrap in a combination of circular apertures centered on the primary
galaxies with radii rap. The apertures range from 0.25 to 1.00 Mpc in order to cover from
intra-halo to super-halo scales.
For a given annulus defined by rap, the projected density is given by
Σrap =
wrap
π × r2ap
(3.1)
where wrap is the sum of the weights of galaxies in the neighbors sample living at a
projected distance on the sky r < rap from the primary galaxy and within a relative rest-
frame velocity ±dv. For the 3D-HST galaxies with a grism or spectroscopic redshift the
weights are set to unity (non weighted sum), while for galaxies with pure photometric
redshifts we apply a statistical correction for the less accurate redshifts as described in
section 3.2.2. The primary galaxy is not included in the sum therefore isolated galaxies
have Σ = 0 in a given aperture.
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Figure 3.3: Volume density of 3D-HST galaxies as a function of redshift (black points with
Poissonian uncertainties). The best third degree polynomial fit to the points is overplot as
the black solid line.
We set the velocity cut at dv = 1500km s−1. This value is deemed appropriate for
surveys with complete spectroscopic redshift coverage (Muldrew et al., 2012) and for 3D-
HST given the quality of grism redshifts shown in Figure 3.1. A small value of dv avoids
the peaks in the environmental density to be smoothed by interlopers in projection along
the redshift axis. On the other hand, if only less accurate redshifts are available a larger
cut must be used to collect all the signal from overdense regions which is dispersed along
the redshift axis (see Figure 2.4 in Chapter 2 and Etherington & Thomas, 2015).
Because Σ depends on the total number density of galaxies at a given redshift, it is not
possible to compare its values at different redshifts. Therefore we define the overdensity δ
which is given by
δrap =
Σrap − Σmean(z)
Σmean(z)
(3.2)
where Σmean(z) is the average surface density of galaxies at a given redshift.
Figure 3.3 shows the volume density of galaxies (Ngal/Mpc
3) in the whole survey in
bins of redshift (black points with Poissionian uncertainties) The black solid line is the
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Figure 3.4: Footprints of the 3D-HST grism observations (red areas) in the five fields
studied in this work and of the extended area catalogs (blue areas) used for the edge
corrections. White areas are without photometric coverage.
best third degree polynomial fit to the data, which we use to parametrize the redshift
dependence. This value is multiplied by the depth of the cylindrical aperture at redshift z
to obtain the surface density Σmean(z). We will mainly use the overdensity in terms of the
logarithmic density contrast which is defined as log(1 + δrap).
3.2.2 Edge corrections
The environment of primary galaxies at the edges of the 3D-HST footprint (see Figure 3.4,
red areas) suffers from incomplete coverage of neighbors that results into an underestimated
density in a given aperture. In large scale surveys (e.g. SDSS; Wilman et al., 2010) it is
common practice to remove galaxies too close to the edges of the observed field. In the
case of deep fields, however, the observed area is so small that the removal of such galaxies
would reduce the statistics. One possible solution is to normalize the densities by the area
of the circular aperture which is within the survey footprint in equation 3.1. Although
this is a simple choice it assumes a constant density field and it neglects possible overdense
structures just beyond the observed field. A more accurate solution consists of building
up galaxy catalogs more extended in area than 3D-HST and then using those galaxies as
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“pure neighbors” for the environment of the primary 3D-HST galaxies. Given the amount
of publicly available data, this is possible in GOODS-S, COSMOS and UDS (see Figure
3.4, blue areas). In the next subsection we describe the data, depth and redshift quality of
the catalogs we built in those fields. Then we present the method we developed and how
it needs to be modified to perform the edge corrections in the other two fields GOODS-N
and AEGIS.
Extended area catalogs for the GOODS-S, COSMOS and UDS fields
GOODS-S The GOODS-S field is part of a larger field known as the Extended Chandra
Deep Field South (ECDFS, Lehmer et al., 2005). This field has been covered by the
Multiwavelength Survey by Yale-Chile (MUSYC, Gawiser et al., 2006) in 32 broad and
medium bands from the optical to the medium infrared wavelengths. The broadband data
originates from various sources (Arnouts et al., 2001; Moy et al., 2003; Taylor et al., 2009)
and a consistent reduction and analysis is performed by the MUSYC team (Cardamone
et al., 2010). The source extraction is performed on a deep combined image of three optical
filters (BV R) and reaches a depth of ∼ 25.5 mag. Stars are removed from the catalog by
using the star flag parameter.
In order to select galaxies in a consistent way as for 3D-HST we need deep observations
in a filter with a central wavelength as close as possible to that of WFC3/F140W (1.4µm).
However, the near infrared observations from MUSYC are shallow and only reach a depth
of J = 22.4 mag. We therefore match the MUSYC catalog with the Taiwan ECDFS Near-
Infrared Survey (TENIS, Hsieh et al., 2012). This survey provides deep J and Ks images of
the ECDFS area with limiting magnitudes of 24.5 and 23.9 respectively. Hereafter, where
sky coordinates matching between different catalogs is required we select the closest match
within a 1 arcsec radius. The comparison of J band magnitudes from the two surveys for
sources above the sensitivity limit of the MUSYC data shows a remarkable agreement. We
then match the MUSYC and 3D-HST/GOODS-S catalog, again by sky coordinates. Using
the galaxies that are present in both surveys we fit a linear function between JH140 and
JTENIS magnitudes. Given the significant overlap between the filters we neglect color terms
in the fit. The best bisector fit (Isobe et al., 1990) is JH140 = 0.99× JTENIS + 0.22. Then
we use this function to generate JH140 magnitudes for all objects in the MUSYC+TENIS
catalog.
We evaluate the depth of the resulting catalog by inspecting the histogram of the
number counts in the JH140 band. Since this is obtained from deep JTENIS data (24.5
mag), the limiting factor will be the depth of the BV R selection band of MUSYC. The
number counts increase linearly in log space up to JH140 ∼ 23.5 and we therefore adopt
this value for the selection. Since this limit is brighter than the one we set for the primary
sample in 3D-HST, a fraction of the neighbors are missed. We correct for this by assigning
to each MUSYC galaxy in eq. 3.1 a weight w = 1.42 that corresponds to the ratio of the
cumulative luminosity function at JH140 = 23.5 and JH140 = 24 mag from the deeper
3D-HST catalog.
The most recent calculation of photometric redshifts in ECDFS is presented by Hsu
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et al. (2014). These authors combined the MUSYC photometry with TENIS and HST/CANDELS
(Guo et al., 2013b) in the GOODS-S area. We match our catalog with their catalog based
on MUSYC ID and we find a match for each source. Hsu et al. (2014) also present a
compilation of spectroscopic redshifts available in the literature which we use whenever
available. Photo-zs are computed using LePhare (Arnouts et al., 1999; Ilbert et al., 2006)
and their accuracy depends primarily on the availability and depth of multiwavelength
photometry. The GOODS-S area has deep HST coverage from CANDELS, but those
galaxies are already present in our primary 3D-HST catalog. Therefore we are primarily
interested in sources outside the CANDELS/3D-HST area. In the ECDFS footprint which
is not covered by HST more than 30 photometric bands are available and photo-zs are
quite accurate2: σNMAD ∼ 3000 (4000) km s−1 for galaxies with H < 23(H > 23) respec-
tively. Those values degrade where continuum spectral features (e.g. Balmer break) are
redshifted outside the range observed with medium band filters (z > 1.5), although low
number statistics hampers a robust determination of the photometric redshift quality.
Stellar masses are computed using the photometric data and the redshift information
by choosing the same grid of templates used by Skelton et al. (2014) for the 3D-HST
fields. We assess the quality of the stellar masses by comparing to those from Skelton et al.
(2014), where MUSYC and 3D-HST overlap and we find a median offset of 0.01 dex and
a scatter of 0.15 dex. The scatter is driven by the scatter in photometric redshifts in the
two catalogs.
As a last step we remove from this catalog galaxies in the 3D-HST footprint and that
satisfy the selection criteria for the primary environment sample, to obtain a pure catalog
that we use only for the edge corrections.
COSMOS The entire COSMOS 2deg2 field has been observed in 30 photometric bands
from UV to medium infrared (including several medium bands) (Sanders et al., 2007;
Taniguchi et al., 2007; Erben et al., 2009; Bielby et al., 2012). Photometric redshifts are
computed using LePhare and are presented by Ilbert et al. (2009) for sources with i+ < 25
mag. We include spectroscopic redshifts from zCOSMOS-bright (Lilly et al., 2007) where
available.
The photometric redshift uncertainty is evaluated by Ilbert et al. (2009) comparing
photo-z to spec-z and is σNMAD ∼ 2100 (9000) km s−1 for galaxies with i+ < 22.5(i+ > 23)
respectively. The latter value must be taken with caution as it is calibrated using a small
number of objects. We remake this comparison by using 3D-HST spec-z and grism-z as a
reference (restricting our analysis to the 3D-HST/COSMOS field). We divide the sample
into bright (i+ < 22.5 mag) and faint (i+ ≥ 22.5 mag) for 0.5 < z ≤ 1.5 and irrespective of
magnitude for 1.5 < z ≤ 3.0. We note that for faint sources the effective magnitude limit
is that of the grism redshift extraction JH140 < 24 mag and the comparison is limited by
the degraded accuracy of grism redshifts for faint sources with no emission line detection
2We measure the photo-z accuracy using the normalized median absolute deviation (NMAD): σNMAD =
1.48 × median(|∆z|/(1 + z)), where ∆z is the difference between the spectroscopic and the photometric
redshift.
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(see Figure 3.1). The redshift accuracy is: σNMAD ∼ 3000 (7500) km s−1 for the bright
(faint) sample at low redshift and σNMAD ∼ 8500 km s−1 for the high redshift sample.
Those values are consistent with the determination by Ilbert et al. (2009) and the reduced
accuracy at high redshift is due to the lack of narrow bands in the NIR.
To overcome this limitation the Newfirm Medium Band Survey (NMBS, Whitaker et al.,
2011) observed the COSMOS field with 5 medium band filters in the J and H bands and
a broadband filter in K. As a result the accuracy of photometric redshifts is significantly
improved (see section 5 in Whitaker et al., 2011) and we use those photo-z where they are
available.
Deep J band magnitudes are provided by the UltraVISTA survey (McCracken et al.,
2012). After matching their catalog via sky coordinates we generate synthetic JH140 magni-
tudes as described in the previous section and using the best fit: JH140 = 0.98×JUltraVISTA+
0.31. The depth of our catalog is limited by the depth of the i+ selection band from Ilbert
et al. (2009). The number counts increase linearly in log space until JH140 ∼ 23.0 and
we therefore adopt this value for the selection limit. As for the MUSYC catalog this limit
is brighter than the one we set for the primary sample in 3D-HST therefore we assign to
each galaxy in eq. 3.1 a weight (w = 2.06). Stars are removed from the catalog by using
the type flag from Ilbert et al. (2009).
We compute stellar masses as described in the previous section. The agreement with
stellar masses from Skelton et al. (2014) is remarkable, with a median offset of 0.02 dex
and a scatter of 0.20 dex. Lastly we remove the primary 3D-HST sources from this edge
correction sample.
UDS The 3D-HST UDS field is part of a larger field known as UKIDSS UDS. This field
features deep near infrared J , H , and K observations with the UKIDSS telescope (Almaini
et al. in prep) complemented by optical and medium infrared data (Furusawa et al., 2008;
Ashby et al., 2013).
The UDS/DR8 catalog selection is performed in K band and the completeness limit is
K ∼ 24.6 mag. As for the previous fields we exclude stars and we compute synthetic JH140
magnitudes using the best fit relation: JH140 = 0.98 × JUKIDSS + 0.19. The depth of our
catalog matches the limiting magnitude for the primary 3D-HST sample, thus we do not
apply any statistical weight for the UKIDSS UDS galaxies when computing the density.
Photometric redshifts (W. Hartley private comm.) have a typical accuracy of σ ∼
9000 km s−1 due to the lack of narrow- or medium band photometry in this field. As
for the other fields we compute stellar masses using the FAST code and we find a good
agreement with the values from Skelton et al. (2014) for the 3D-HST/UDS field with an
offset of -0.03 dex and a scatter of 0.22 dex. Again the last step is to remove the 3D-HST
primary sources via positional matching with the Skelton et al. (2014) catalog.
Edge correction method for GOODS-S, COSMOS, and UDS
The availability of spectroscopic redshifts in the extended area catalogs is limited (from
∼ 5% in COSMOS and UDS to ∼ 15% in GOODS-S). We thus need to cope with the
72 3. The environment of observed galaxies from 3D-HST and SDSS
limited accuracy of photometric redshifts for the galaxies in those fields. The photo-z
accuracy, which varies from field to field and depends on the redshift of the objects, is
such that most of the sources which are part of the same halo in real space would not
be counted as neighbors of a primary galaxy, simply due to the redshift uncertainty. We
showed in section 2.3 that increasing the depth of the velocity window would recover most
of the real neighbors but at the expenses of a larger fraction of interlopers (galaxies which
are not physically associated to the primary). Here we thus exploit a different method.
We assume that galaxies which are close by on the sky and whose redshifts are consistent
within the uncertainties are, with a high probability, physically associated (see e.g. Kovač
et al., 2010; Cucciati et al., 2014). If one of them has a secure spectroscopic redshift, we
assign this to the others.
Our method works as follows:
• For each galaxy with a photometric redshift we select all neighbors with a redshift
within dvphot = ±10000 km s−1. This value is chosen to recover most of the real
neighbors given the average photo-z uncertainties.
• Among those neighbors, we select the closest (in spatial coordinates) which has a
secure spectroscopic (or grism) redshift. Here we assume grism redshifts to have a
negligible uncertainty compared to photo-zs.
• We replace the photo-z of each galaxy with this spec-z (or grism-z). Since the statis-
tical validity of the assumption of physical association depends on the distance of the
neighbor, for increasing distances we underestimate the true clustering. We correct
for the bias by assigning a weight wph to each galaxy.
The weight is evaluated on a training sample made of galaxies in 3D-HST with JH140 <
23 mag. For each galaxy in the three fields we compute the “real” density (Σreal in a
0.75Mpc radius and dv = ±1500 km s−1) using spec-z or grism-z from 3D-HST. For each
galaxy we then take its photometric redshift, and follow the procedure described above,
but, instead of choosing the closest neighbour with a secure redshift, we select a random
neighbor in different bins of projected sky distance (from 0 to 3 Mpc in bins of 0.5 Mpc
width). Then we compute densities with each of those distance replacements separately
and the fractional bias (bd) as:
bd =
Σd − Σreal
Σreal
(3.3)
where the d subscript denotes the replacement with a spec-z of a galaxy found at distance
d. By using the 3D-HST data we make sure that there are always a large number of
neighbors with a secure redshift, and we repeat this procedure 1000 times in order to
uniformly sample the neighbors. Figure 3.5, left panel, shows bd as a function of the real
density in four bins of d. Clearly the larger d is, the more underestimated the real density
will be, due to a decreasing fraction of correct redshift assignments smoothing out the
density field.
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Figure 3.5: Left Panel: median bias bd in the density field introduced when photo-z are
replaced with spectroscopic redshifts of sources at d < 0.25 Mpc (Red), d ∼ 1.0 Mpc (Blue),
d ∼ 1.5 Mpc (Green), and d ∼ 2.0 Mpc (Magenta). Dashed lines mark the 10th − 90th
percentiles of the distributions. The vertical dashed line marks the density above which
the bias is computed and converted into a weight. Middle Panel: median weight as a
function of the distance of the neighbor with a spectroscopic (or grism) redshift. The solid
line is the best fit quadratic polynomial we use for the statistical correction (see Equation
3.4). Right Panel: median bias bd color coded as in the left panel but after the statistical
correction. The median values are consistent with no bias for all the distance bins.
We then derive the median weight wph,d = med((bd + 1)
−1) where the median is com-
puted among all galaxies that have Σreal > 9.5Mpc
−2 (see the vertical dashed line in Figure
3.5, left panel). The density dependence of bd is negligible at these densities, therefore by
avoiding underdense regions (where the uncertainty on bd is large) we obtain a robust de-
termination of wph,d. Figure 3.5, middle panel, shows wph,d versus d, which we fit with a
quadratic relation obtaining:
wph,d = 9.66× 10−2 × d2 + 0.155× d+ 0.946 (3.4)
with the additional constraint that wph,d ≥ 1 which corresponds to wph,d = 1 for d < 0.29
Mpc. We tested that this relation, although obtained combining all fields, holds within
the uncertainties when each field is considered separately. Lastly we show in Figure 3.5,
right panel, how the systematic bias is removed when the weight is applied to all neighbors
when computing the density. This is consistent with no bias within the uncertainties for
all the distance bins.
Edge correction method for GOODS-N and AEGIS
The GOODS-N and AEGIS fields do not have deep and extended near-infrared public cat-
alogs that can be used to derive the edge corrections as presented above, therefore we use a
different method. As shown in Figure 3.4 (light blue shaded areas) the 3D-HST/CANDELS
footprint slightly extends beyond the area covered by G141 grism observations (which is
the main requirement for our primary sample). Therefore the 3D-HST/CANDELS catalog
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Figure 3.6: Bias (defined as in equation 3.3) between the density (Σreal) in a 0.75Mpc
aperture measured using the extended catalogs for COSMOS, GOODS-S, UDS and the
density (Σ) measured using the fraction of the aperture in the 3D-HST footprint (farea,0.75)
as a function of the latter quantity. The solid line is the median while dashed and dotted
lines mark the 1σ and 2σ confidence intervals respectively. The bias between the two
methods is zero, with a scatter for individual galaxies which increases by decreasing the
fraction of the aperture in the 3D-HST footprint.
itself can be used to derive edge corrections which are critical to fill in the gaps between
grism observations. We derive JH140 magnitudes from the J125 magnitudes using a linear
function derived from the five 3D-HST fields (JH140 = 1.000 × J125 − 0.295). Then we
use 3D-HST photometric redshifts (or spec-z where available) and we apply the method
described in section 3.2.2.
However, the 3D-HST/CANDELS photometric catalogs do not extend enough beyond
the primary sample area to ensure the apertures used to compute the density are entirely
within the photometric catalog footprint. For this reason we simply compute the densities
using the area of the circular aperture within the photometric catalog. We test this method
by comparing the density (Σreal) in a 0.75Mpc aperture measured using the extended
catalogs for COSMOS, GOODS-S, UDS and the density (Σ) measured correcting for the
fraction of the aperture (farea,0.75) in the 3D-HST/CANDELS footprint. The result is
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shown in Figure 3.6. We note that although the median (red solid line) is consistent with
no bias, the area correction introduces a scatter (dotted and dashed lines) which increases
by decreasing the fraction of the aperture in the footprint.
In conclusion, the environmental catalog released with this work will include all the
primary galaxies in the five 3D-HST field. However in the rest of this work we only include
galaxies for which farea,0.75 > 0.9 for the GOODS-N and AEGIS fields. The total number of
objects in the primary 3D-HST sample with a robust determination of the environmental
density is therefore reduced to 17397 (93% of the original sample).
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3.3 Overdensities in the 3D-HST deep fields
In order to explore correlations of galaxy evolution with environment we need to make sure
the 3D-HST fields span a wide range of galaxy (over-)densities. Figures 3.7, 3.8, 3.9, 3.10,
and 3.11 present the primary sample of 3D-HST galaxies in the five fields color coded by
their overdensity in the 0.75 Mpc aperture in different redshift slices. The range of density
probed is wide and spans from isolated galaxies to objects for which the local number of
neighbors is up to ten times larger than the mean at that redshift.
Figure 3.7: Gallery of the 3D-HST galaxies in the GOODS-S field in different redshift
slices. Points are color coded by their overdensity in the 0.75 Mpc aperture. The size of
the points also scales with overdensity. This figure clearly demonstrates the large dynamic
range in environments found in the deep fields. Black circles mark the position of X-Ray
extended emission from Finoguenov et al. (2015), the size of the circle giving the extension
of the emission (R200). Red circles mark the position of galaxy overdensities from Salimbeni
et al. (2009) who used a smoothed 3D density technique from the GOODS-MUSIC catalog
(the size of the circle is arbitrary and fixed).
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Figure 3.8: Same as Figure 3.7 but for the 3D-HST COSMOS field. The X-Ray extended
emission circles (black) are from Finoguenov et al. (2007), and galaxy density based large
scale structures (red) from Scoville et al. (2007) using pure photometric redshifts up to
z ∼ 1.
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Figure 3.9: Same as Figure 3.7 but for the 3D-HST UDS field. The X-Ray extended
emission circles (black) are from Finoguenov et al. (2010). The black + and × symbols
mark the center of known clusters at z = 0.65 (Geach et al. 2007, Galametz et al. in prep.)
and z = 1.62 (Papovich et al., 2010; Tanaka et al., 2010) respectively.
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Figure 3.10: Same as Figure 3.7 but for the 3D-HST AEGIS field. The X-Ray extended
emission circles (black) are from Erfanianfar et al. (2013).
80 3. The environment of observed galaxies from 3D-HST and SDSS
Figure 3.11: Same as Figure 3.7 but for the 3D-HST GOODS-N field. The X-Ray extended
emission circles (black) are from A. Finoguenov (private comm.).
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As a sanity check we overplot the position and extension of X-Ray extended emission
from the hot intragroup (and intracluster) medium that fills massive haloes. The exquisite
depth of X-Ray data in the deep fields (Finoguenov et al., 2007, 2010, 2015; Erfanianfar
et al., 2013) allows the detection of the hot gas from haloes down to Mhalo ∼ 1013M⊙. We
find a very satisfactory agreement between our overdensity fields and the X-Ray emission
position. Indeed, most of the X-Ray groups are coincident with large overdensities in
our maps. On the other hand not all the overdense structures identified in our work are
detected in X-Ray. We speculate this is mainly due to the presence of more than one
massive structure along the line of sight or that low mass groups are not yet virialized.
Lastly we note that the redshift of the X-Ray emission is assigned based on the photometric
or spectroscopic information available at the epoch of the publication of the catalog; these
data might not have been as accurate as the density field reconstruction performed in this
work. Our analysis has therefore the potential to spectroscopically confirm more X-Ray
groups or improve the quality of previous redshift assignments.
Several other works have also analyzed, with different techniques, the presence of over-
dense structures in the deep fields. In the GOODS-S field we overplot on Figure 3.7 the
position of overdensities from Salimbeni et al. (2009) derived from the GOODS-MUSIC cat-
alog using a smoothed 3D density technique. These data have 15% spectroscopic redshifts
and photometric redshifts for the remaining fraction. Because the smoothing technique is
less able to constrain the size of the structure we plot circles with an arbitrary radius. The
structures within the 3D-HST footprint (except those at z > 2) are confirmed with our
data to be at least a factor of 2− 3 denser than the mean. The differences in the samples
and in the techniques used hamper a more quantitative comparison. Our data confirm
with a high degree of significance the detection of two well known super-structures, one at
redshift z = 0.73 (Gilli et al., 2003; Adami et al., 2005; Trevese et al., 2007) and one at
redshift z = 1.61 first detected by Kurk et al. (2009). The latter is made by 5 peaks in the
photo-z map (which correspond to putative positions for the X-Ray emission, see Table 1
in Finoguenov et al. (2015)). The main structure is robustly detected in our data while
the other sub-structures are only mild (log(1 + δ0.75) ∼ 0.5) overdensities.
In the COSMOS field (see Figure 3.8) Scoville et al. (2007) applied an adaptive smooth-
ing technique (similar to Salimbeni et al., 2009) to find large scale structures at z < 1.
While their results do not constrain the size of the structure and are less sensitive to very
compact overdensities we do find that their detections in the 3D-HST footprint correspond
to high overdensities in our work.
Similarly in the UDS field we do detect a very massive cluster surrounded by filaments
and less massive groups (upper left panel of Figure 3.9) at z = 0.65 (Galametz et al. in
prep.). Another well known structure in this field is located at z = 1.62 (Papovich et al.,
2010; Tanaka et al., 2010). Despite being only partially covered by the 3D-HST grism
observations (isolated pointing on the left of the contiguous field) we do find it corresponds
to a large overdensity of galaxies thanks to our accurate edge corrections using UKIDSS-
UDS photometric data.
In summary we checked that our reconstruction of the density field in the 3D-HST
deep fields recovers the previously known massive structures across the full redshift range
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analyzed in this work.
3.4 The model galaxy sample
The goal of this work is to understand the environment of galaxies in the context of a
hierarchical Universe. To reach this goal we need to calibrate physically motivated quan-
tities using observed metrics of environment by means of semi-analytic models of galaxy
formation (SAM). We make use of light cones from the latest release of the Munich model
presented by Henriques et al. (2015). This model is based on the Millennium N-body sim-
ulation (Springel et al., 2005) which has a size of 500h−1 Mpc. The simulation outputs are
scaled to cosmological initial conditions from the Planck mission (Planck Collaboration
XVI, 2014): σ8 = 0.829, H0 = 67.3km s
−1 Mpc−1,ΩΛ = 0.685,ΩM = 0.315. Although
those values are slightly different from those used in our observational sample, the differ-
ences in cosmological parameters have a much smaller effect on mock galaxy properties
than the uncertainties in galaxy formation physics (Wang et al., 2008; Fontanot et al.,
2012; Guo et al., 2013a).
This model includes prescriptions for gas cooling, size evolution, star formation, stellar
and active galactic nuclei feedback and metal enrichment as described by e.g. Croton
et al. (2006); De Lucia & Blaizot (2007); Guo et al. (2011). The most significant updates
concern the reincorporation timescales of galactic wind ejecta that, together with other
tweaks in the free parameters, reproduce observational data on the abundance and color
distributions of galaxies from z = 0 to z = 3 (Henriques et al., 2015). Our choice of
this model is therefore driven by those new features which are critical for an accurate
quantification of the environment.
We make use of the model in the form of 24 light cones, which are constructed by
replicating the simulation box evaluated at multiple redshift snapshots. Before deriving
environmental statistics from the light cones as described in section 3.2.1 we need to match
the magnitude selection and redshift accuracy of the 3D-HST survey.
3.4.1 Sample selection
SAMs are based on N-body dark matter only simulations. Therefore (and opposite to
observations) the galaxy stellar masses are accurate quantities, while magnitudes are un-
certain and rely on radiative transfer and dust absorption recipes implemented in the
models. On the other hand magnitudes are direct observables in a survey (like 3D-HST)
therefore they are known with a high degree of accuracy.
To overcome these limitations (and the fact that JH140 magnitudes are not given in
Henriques et al. (2015) cones) we employ a method that generates observed magnitudes
for SAM galaxies by using observational constraints from 3D-HST. Each model galaxy is
defined by its stellar mass (M∗,mod), U − V rest frame color ((U − V )mod) and redshift
(zmod). Similarly 3D-HST galaxies are defined by stellar mass (M∗,obs), U − V rest frame
color ((U − V )obs), redshift (zobs), and magnitude (JHobs).
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The method works as follows:
• For each bin of stellar mass (0.5 dex wide) and redshift (0.1 wide) we select all the
model and 3D-HST galaxies.
• For each model galaxy in this bin we rank the (U −V )mod and we find the (U −V )obs
that corresponds to the same ranking.
• We assign to the model galaxy a randomly selected stellar mass-to-light ratio (M∗/LJH)obs
at (U − V )obs ± 0.05. Figure 3.12 shows an example of (M∗/LJH)obs as a function of
(U − V )obs for galaxies at 0.5 < z < 0.6 and 9.75 < log(M∗) < 10.25. By selecting
a random (M∗/LJH)obs at fixed (U − V )obs we preserve the observed distribution of
(M∗/LJH)obs in the mock sample.
• From (M∗/LJH)obs, M∗,mod, and zmod we compute JHmod for the model galaxy.
This method generates JH140 magnitudes for all the model galaxies down to 10
8M⊙.
This is much deeper than the 3D-HST magnitude limit even at the lower end of our redshift
range. We then select model galaxies down to a JHmod,lim magnitude that matches the
total number density of the primary targets (JH140< 24 mag) in the five 3D-HST fields to
that in the 24 lightcones. This protects us from stellar mass function (SMF) mismatches
between the models and the observations (although those differences are very small in
Henriques et al. (2015)). We employ a JHmod,lim = 23.85 mag, which is very close to 24
mag further supporting the quality of the SMF in the H15 models.
3.4.2 Matching the redshift accuracy
After the model sample is selected, the next goal is to assign to each galaxy a redshift
accuracy that matches as closely as possible the one in 3D-HST. To do so, we should not
only assign the correct fraction of spec-z, grism-z and photo-z as a function of observed
magnitude but also assign an accuracy for the grism-z and photo-z as a function of physical
properties such that the final distributions resemble those in Figure 3.1. We showed in
section 3.1.1 that the grism redshift accuracy depends on the signal-to-noise of the strongest
emission line and the galaxy magnitude. For the latter we use JH140 as derived above,
while the former quantity needs to be parametrized in terms of other quantities available
in the models.
Figure 3.13, left panel, shows how the emission line S/N depends both on the line flux
and the JH140 magnitude for galaxies with a measured line flux. For each galaxy we take
the flux (in units of erg cm−2 s−1) of the strongest line and we define the line magnitude as
mline = −2.5 × log(fline). At fixed line flux, brighter galaxies have more continuum, thus
decreasing the line S/N . This relation is well reproduced by the following parametrization:
log(S/N) = −0.33× (2×mline − JH140) + 19.85 (3.5)
Figure 3.13, right panel, shows the line S/N obtained with this equation applied to 3D-HST
galaxies. The small differences between the two panels are due to additional variables not
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Figure 3.12: (M∗/LJH)obs as a function of (U −V )obs for 3D-HST galaxies at 0.5 < z < 0.6
and 9.75 < log(M∗) < 10.25.
taken into account (e.g. dust extinction or grism throughput). We tested (by perturbing
the S/N assigned to each model galaxy) that a more accurate parametrization of this
relation is not required for the purposes of this work.
In order to obtain a synthetic line (S/N)mod for the model galaxies we first convert the
star formation rate (SFR) of the model galaxies into an Hα flux (or Hβ flux where Hα is
redshifted outside the grism wavelength range) by inverting the relation given in Kennicutt
(1998a). We then compute the line magnitude (mline), which is used with JHmod in equation
3.5 to obtain S/Nmod. The rank in (S/N)mod is then matched to that in the line S/N for
3D-HST selected galaxies (and not the absolute values).
Lastly we assign to each mock galaxy a random grism redshift accuracy such that
the observed distributions shown in Figure 3.1 are reproduced for the mock sample. A
photometric redshift accuracy is also generated using the same distributions (as a sole
function of JHmod).
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Figure 3.13: Left panel: emission line S/N for 3D-HST galaxies as a function of the
JH140 magnitude and line magnitude. Right panel: emission line S/N obtained using the
parametrization from equation 3.5.
Each model galaxy is then defined by three redshifts: a spectroscopic redshift which is
derived from the geometric redshift (zGEO) of the cones plus the peculiar velocity of the
halo, a grism like redshift which is derived from the spec-z plus a random value drawn from
a gaussian distribution with sigma equal to the grism redshift accuracy derived above, and
a photometric redshift derived as the previous but using the photometric redshift accuracy.
The last step in this procedure requires that for each galaxy only one of these three
redshifts is selected so to generate a “best” redshift that matches the one in the 3D-HST
catalog. To do so we work in bins of JH140 magnitude. For each bin of magnitude the
fraction of 3D-HST galaxies with spec-z, grism-z and photo-z is computed. Then in order
of descending (S/N)mod, the spec-z is taken for a number of galaxies matching the fraction
in the observational catalog, a grism-z is taken for an appropriate number of galaxies and
lastly a photo-z is taken for the galaxies with the lowest S/Nmod which mimic line non-
detections in the grism data. We stress that since the grism redshift accuracy is a function
of (S/N)mod the quality of grism redshifts for objects with marginal line detections is
preserved in this method.
Once a catalog of model galaxies is selected and their redshift accuracy matches the
3D-HST catalog, we compute the environment parameters for those galaxies in the same
way as was described in section 3.2.1. The only minor difference is that, as the number of
model galaxies is very large, we can remove those objects closer than 1.0 Mpc to the edges
of the cone, protecting us against edge biases.
3.5 Calibration of physical parameters
The local density of galaxies is not the only parameter that describes the environment
in which a galaxy lives. Another important parameter is whether a galaxy is the domi-
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nant within its dark matter halo (Central), or if it orbits within a deeper potential well
(Satellite). In this section we describe how we use the mock catalog to assign a halo
mass probability density function (PDF) and a probability of being central or satellite to
3D-HST galaxies. The method builds on the idea of finding all the galaxies in the mock
lightcones that match each 3D-HST galaxy in redshift, density, mass-rank (described be-
low), and stellar mass (within the observational uncertainties). The main advantage of
using multiple parameters is to break degeneracies which are otherwise dominant if only
one parameter is used (e.g. to account for the role of stellar mass at low density, where
halo mass depends more significantly on stellar mass than density, as shown in section
2.5.2 and in Figure 2.11).
3.5.1 The stellar mass rank in fixed apertures
In Chapter 2 we explored how the rank in stellar mass of a galaxy in an appropriate
aperture can be a good discriminator of the central/satellite status for a galaxy. This
method, which complements the one usually used in local large scale surveys of galaxies
based on halo finder algorithms, is more effective with the sparse sampling typical of high
redshift surveys.
We recall that we define a galaxy to be central if it is the most massive (mass-rank =
1) within an adaptive aperture that depends only on the stellar mass. Otherwise, if it is
not the most massive (mass-rank > 1), then it is classified as a satellite.
The adaptive aperture is motivated by the fact that ideally the aperture in which
the mass-rank is computed should be as similar as possible to the halo virial radius to
maximize the completeness of the central/satellite separation and reduce the fraction of
spurious classifications. Based on the evidence of a good correlation between stellar mass
and halo virial radius (see section 2.4.1), this aperture is defined as a cylinder with radius:
r0 = 3× 10(α logM∗+β) [Mpc] (3.6)
where M∗ is the stellar mass, α = 0.25, and β = −3.40 are the parameters which describe
the dependence of the virial radius with stellar mass. We also limit the aperture to the
range between 0.35 and 1.00 Mpc. The lower limit is set to avoid small apertures which
would result in low mass galaxies being assigned mass-rank = 1 even if they are satellites
of a large halo. The upper limit is approximately the radius of the largest haloes in the
redshift range under study. The adaptive aperture radius (in Mpc) is therefore defined as:
r =





0.35 if r0 < 0.35
r0 if 0.35 ≤ r0 ≤ 1.00
1.00 if r0 > 1.00
(3.7)
In this Chapter we have to consider the variable redshift accuracy of 3D-HST galaxies.
Therefore fixing the depth of the cylinder to ±1500km s−1 does not optimize the central
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versus satellite discrimination. We set the depth of the adaptive aperture cylinder (in
km s−1) to:
dv =





1500 if σv,acc < 1500
σv,acc if 1500 ≤ σv,acc ≤ 7500
7500 if σv,acc > 7500
(3.8)
where σv,acc is the redshift accuracy of each primary galaxy. We have tested that this
combination of upper and lower limits gives a pure yet sufficiently complete sample of
central galaxies.
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Figure 3.14: Top panels: purity and completeness for the selection of central galaxies
based on stellar mass rank = 1 as a function of the halo mass. The rank is computed in
various apertures ranging from 0.50 to 1.50 Mpc plus an ideal method based on the perfect
knowledge of which galaxy belongs to each halo (Halowise, black solid). Middle Panels:
purity and completeness for the selection of central galaxies normalized to the Halowise
line described above. Bottom panels: same as top panels but for satellite galaxies selected
by having stellar mass rank > 1.
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Figure 3.14 shows the performances of how much a population of galaxies whose stellar
mass rank is 1 compares to galaxies identified as centrals by the algorithms used in the
models. We define two parameters to quantify the overlap between the two populations.
The purity (P) is the number of centrals which are correctly identified over the number of
selected galaxies; and the completeness (C) is the number of identified centrals over the
total number of central galaxies. The black solid line is not obtained with an aperture in
position-redshift space but rather counting the mass rank of each galaxy with respect to all
the other galaxies in the same halo. This is only possible in the models but sets a reference
for our observationally motivated methods. We observe that the purity and completeness
of this method drops at high halo masses; this is because the most massive galaxy is not
always the central of its host halo. This is due to the scatter in the stellar-mass halo-mass
relation which can lead to a merger of two haloes where the most massive galaxy resides
in the least massive halo. Therefore this halo and the galaxy that it hosts are considered
satellites by the models. The blue solid line is our fiducial adaptive aperture. It is clear
that this aperture is the best compromise between a high purity (that can be obtained with
a large aperture) and high completeness (which on the other hand can only be obtained
with a small fixed aperture).
The middle panels of Figure 3.14 show the purity and completeness of the fixed and
adaptive apertures normalized to the Halowise method. Indeed the most massive galaxy
in any halo corresponds to a significant local potential, and as such one could also define
a purity and completeness relative to this population. For the full population we then
obtain a normalized purity of 98% while for haloes more massive than 1013.5M⊙ this value
is still 45% with the adaptive aperture. The normalized completeness is also satisfactory
being close to 100% for massive haloes. This means that also in the regime of groups and
clusters of galaxies we can identify all the centrals but with a ∼ 50% contamination from
satellites.
The bottom panels of Figure 3.14 show the purity and completeness of the fixed and
adaptive apertures when we compare galaxies with a mass rank > 1 to satellites. At high
halo masses (Mhalo > 10
13.5M⊙) the purity is 99% and the completeness is 93% and those
values are hardly affected by the choice of the aperture. This means that the full population
of satellite galaxies can be identified in this regime. On the other hand the purity quickly
drops at halo masses below 1012.5M⊙, with little dependence on the aperture size. This
halo mass regime suffers from two sources of contamination. First in galaxy pairs (where
the mass of the real central and satellite are very close) it is difficult to use the stellar
mass (or any other method) to robustly define which galaxy is the central and which is the
satellite. Second, low stellar (and halo) mass centrals outside the virial radius of massive
haloes will most likely be assigned a mass-rank > 1 because they live in relatively high
density regions. Therefore we would classify those galaxies as satellites, however because
they are not part of the massive halo nearby they are considered centrals in the model
classification.
In summary, the simple classification of centrals and satellites based on mass-rank only
is subject to a variety of contaminating factors. It is therefore important to go beyond
the dichothomic definition that each galaxy is a central or satellite using the mass-rank.
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In the next section we combine multiple observables to derive a probability that each 3D-
HST galaxy is central or satellite by matching observed galaxies to mock galaxies. This
probabilistic approach naturally takes into account all the sources of impurity and is of
fundamental importance to separate the effects of mass and environment on the quenching
of galaxies.
3.5.2 Matching mock to real galaxies
In this section we describe how we match individual 3D-HST galaxies to the mock sample to
access physical quantities unaccessible from observations only. Our method relies heavily on
the fact that the distributions of stellar mass and density (and their bivariate distribution)
are well matched between the mocks and the observations across the full redshift range. In
what follows we use the density in a 0.75 Mpc aperture. This aperture is large enough to
cover the full extent of massive haloes (Mh > 10
13.5M⊙) at the redshift range under study.
A good match between models and observations is found for other apertures as well. In
the future, it should be possible to improve our method by combining density information
on several scales by means of machine learning algorithms.
In the upper and right panels of Figure 3.15 we show the distributions of density and
stellar mass respectively, while the main panel shows the 2D histogram of both quantities.
The overall agreement is very satisfactory and relates to the agreement of the observed
stellar mass functions to that from Henriques et al. (2015), and to our careful selection of
objects. The match of the density distributions also confirms that the redshift assignment
for mock galaxies is accurate enough to reproduce the observed density distributions.
To match observed galaxies to mock galaxies we also require an estimate of the uncer-
tainty on both the density and the stellar mass. For the stellar mass we use a 0.15 dex
error on log(M∗) (Conroy et al., 2009; Gallazzi & Bell, 2009; Mendel et al., 2014). For
the density, the error budget is dominated by the redshift uncertainty of each galaxy and
the fact that for a sample of galaxies with given JH140 and emission line S/N the redshift
accuracy has a distribution with non zero width. This means that the redshift uncertainty
of mock galaxies can only match the observational sample in a statistical sense. To test
how the densities of individual galaxies are affected by the redshift uncertainty we repeat
50 times the process of assigning a redshift to mock galaxies described in subsection 3.4.2.
Then we compute the density for each of those samples independently and we analyze the
distribution of densities for each galaxy. We find that the distribution roughly follows a
Poissonian distribution: σ(Σrap) =
√
wrap/(π × r2ap)
Based on this evidence we match each 3D-HST galaxy to the mock galaxies within
±0.1 in redshift space and with stellar mass and density on the 0.75 Mpc scale within ±1
sigma uncertainty on those quantities. Moreover, because the density peaks are subject
to different degrees of smoothing for different redshift accuracies, the match is performed
among model galaxies with a redshift accuracy within ±2000 km s−1 to that of the observed
galaxy. Lastly we restrict the match for the most massive galaxies (mass-rank = 1) to the
most massive mock galaxies. The rest of the population (mass-rank > 1) was matched to
the same population in the mocks.
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Figure 3.15: Main panel: bivariate distribution of density on the 0.75 Mpc scale and stellar
mass for the 3D-HST sample (blue) and the mock sample (red). The mock contours have
been scaled to account for the ratio of volumes between the lightcones and the data. The
contours are logarithmically spaced with the outermost contour at 4 objects per bin and
the innermost at 300 objects per bin. Upper panels: marginalized distributions of density
on the 0.75 Mpc scale for the 3D-HST and the mock samples. The counts refer to the 3D-
HST sample while the mock histogram has been normalized by the ratio of the volumes.
Right-hand panel: same as above but marginalized over the stellar mass.
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Figure 3.16: Average probability for a 3D-HST galaxy of being central (Pcen, left panel) or
satellite (Psat, right panel) in bins of density contrast in the 0.75 Mpc aperture and stellar
mass.
A probabilistic determination of central versus satellite status
The central and satellite fractions of those matched mock galaxies are used to define a
probability that the 3D-HST galaxy under consideration is central (Pcen) or satellite (Psat).
Figure 3.16 shows the average values of those quantities in bins of logarithmic density
contrast (see section 3.2.1) in the 0.75 Mpc aperture and stellar mass for all the 3D-HST
galaxies included in our sample. The average value of Pcen decreases at increasing density
and decreasing stellar mass, and the opposite trend occurs for Psat. Indeed high mass
haloes (high density regions) are dominated by the satellite population, but objects with
high stellar masses are more likely to be centrals. Galaxies in low density environments
(log(1 + δ0.75) < 0.2) are almost entirely centrals. However in the analysis performed in
the next sections we use the values of Pcen and Psat computed for each galaxy instead of
the average values (Kovač et al. 2014 performs instead an average correction as a function
of galaxy density). This takes into full account possible second order dependencies on
mass-rank, redshift, or redshift accuracy.
Lastly we study how Psat varies as a function of the distance from the center of over-
dense structures, like massive groups or clusters of galaxies. To do so we take the haloes
more massive than 1013.5M⊙ in the mock lightcones. Then we select all galaxies in a redshift
slice centered on the redshift of the central galaxy and with width ±0.01 and we compute
their positions with respect to the central galaxy. Lastly we normalize those positions to
the virial radius of the halo and we remove the central galaxy.
Figure 3.17 shows the average value of Psat as a function of normalized R.A. and Dec.
offset from the center of the haloes. The black solid circles mark rvir and 2 × rvir. Figure
3.18 shows the average value of Psat as a function of radial distance from the center of the
haloes.
3.5 Calibration of physical parameters 93
−3 −2 −1 0 1 2 3
∆RA/rvir
−3
−2
−1
0
1
2
3
∆
D
E
C
/r
v
ir
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
0.70
P
sa
t
Figure 3.17: Average probability of being a satellite for mock galaxies as a function of
RA and Dec offset from the center of haloes more massive than 1013.5M⊙. The black solid
circles mark rvir and 2× rvir.
Our Bayesian definition tracks the SAM definition of satellites as a function of halo
mass. However the real trend is smoothed due to both the transformation from real
to redshift space, and the intrinsic uncertainty of our method to extract Psat based on
observational parameters.
Figure 3.18 shows that galaxies within rvir have a ∼ 70% probability of being satellites.
while this fraction drops to ∼ 50% between rvir and 2 × rvir. As discussed in Chapter 2
the galaxies in the infalling regions of a massive group or cluster might experience satellite
specific processes prior to their first crossing of rvir (Bahé et al., 2013). Another significant
population can be that of “backsplash” galaxies, i.e. galaxies that have already crossed
the halo and are centrals in the current simulation snapshot (see e.g. Balogh et al., 2000;
Mamon et al., 2004; Wetzel et al., 2014). Our method naturally takes into account those
galaxies by assigning them a roughly equal probability of being centrals or satellites.
Moreover, Psat only drops to 40% at ∼ 5×rvir. This happens because massive structures
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Figure 3.18: Average probability of being a satellite for mock galaxies using our Bayesian
definition (black solid line) or the SAM definition of satellites (red solid line) as a function
of radial distance from the center of haloes more massive than 1013.5M⊙. The vertical
dashed lines mark rvir and 2 × rvir. The horizontal dashed line is the value of Psat for
galaxies living in average density environments.
are embedded in filaments and surrounded by groups which will eventually merge with the
cluster. Therefore, even at large distances from the center, the density is higher than the
mean density. As a reference we show in Figure 3.17, bottom panel, the value of Psat for
galaxies living in average density environments (horizontal dashed line).
The halo mass calibration
We use the halo masses of matched central and satellite model galaxies to generate the halo
mass PDFs given their type (PMh|cen and PMh|sat respectively). Figure 3.19 shows three
examples of such PDFs for one object with high Pcen, one with high Psat, and one object
with an almost equal probability of being a central or a satellite. The vertical dashed
lines mark the median halo mass for a given type. Although the total halo mass PDF can
be double peaked (middle panel), the degeneracy between the two peaks is broken once
the galaxy types are separated, making the median values well determined for each type
independently.
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Figure 3.19: Example halo mass PDFs for three 3D-HST galaxies. The left panel shows a
galaxy with a high probability of being a central, the middle panel one with a high proba-
bility of being a satellite, and the right panel an object with an almost equal probability of
being a central or a satellite. The red and blue histograms show the halo mass probability
given that the galaxy is a central (PMh|cen) or a satellite (PMh|sat), while the black histogram
is the total halo mass PDF. The histograms are normalized such that the area under them
gives Pcen and Psat respectively. The vertical dashed lines mark the median halo mass for
a given type.
3.5.3 Testing calibrations
We test the halo mass calibration by comparing the halo mass distributions of the mock
sample to the 3D-HST sample. In both panels of Figure 3.20 we plot the halo mass
histograms for centrals and satellites of the entire mock sample. The number counts are
scaled by the ratio of the volume between the 24 lightcones and the five 3D-HST fields.
In the left panel of Figure 3.20 the dashed lines are the halo mass distributions of
3D-HST galaxies obtained by summing the full halo mass PDFs for centrals (PMh|cen, red
dashed) and satellites (PMh|sat, blue dashed) weighted by Pcen and Psat for each galaxy. The
agreement with the mock sample distributions is remarkable. Although this is in principle
expected because the halo mass PDFs for observed galaxies are generated from the mock
sample, it should be noted that we perform the match in bins of redshift, redshift accuracy,
stellar mass, density and mass-rank. The good agreement for the whole sample between
the derived PDFs and the mock distributions (for centrals and satellites separately) should
therefore be taken as an evidence that our method has not introduced any bias in the final
PDFs.
In the right panel of Figure 3.20, the dashed lines are the halo mass distributions of 3D-
HST galaxies obtained in a different way. We take the median value of the halo mass PDFs
given that each galaxy is a central (Mh,50|cen) or a satellite (Mh,50|sat) as an estimate of the
“best” halo mass, weighted by Pcen and Psat. The agreement with the mock distributions
is good. For central galaxies the shape and extent of the distribution is well preserved. For
satellite galaxies the halo mass range is less extended than the one in the mocks. Values
above 1014.2M⊙ and below 10
12M⊙ indeed only contribute through the tails of the PDFs;
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Figure 3.20: Comparison of the halo mass distributions for the mock galaxies (solid his-
tograms) and 3D-HST galaxies (dashed lines). In the left panel the dashed lines are
obtained by summing the full halo mass PDFs for centrals (PMh|cen, red) and satellites
(PMh|sat, blue) weighted by Pcen and Psat for each galaxy. In the right hand panel the
dashed lines are obtained from the single value estimator (median value of the PDF given
the type) weighted by the probability that a galaxy is of a given type. The black histograms
and dashed lines are the sum of the colored.
therefore they do not appear when the median of the PDFs are used.
In the next section we make use of the full PDFs to derive constraints on the environ-
mental quenching of satellite galaxies. However, the satisfactory agreement of the single
value estimates of halo masses with the mock distributions makes them a valuable option
in the science applications when the use of the full PDFs is not possible or feasible.
3.5.4 The environment catalog
The environmental properties of 3D-HST galaxies are made available at:
www.mpe.mpg.de/∼mfossati/3dhst environment/
Conditional halo mass PDFs given that each galaxy is a central or a satellite and covering
the range 10 < log(Mh/M⊙) < 15 with 100 uniform bins are also available as separate
tables. Table 3.1 gives an example of the quantities provided in the catalog and the
description of the columns follows:
• (1) 3D-HST field
• (2) 3D-HST photometric ID from Skelton et al. (2014)
• (3) fraction of the 0.75 Mpc aperture in the photometric catalog
• (4) density of galaxies in an aperture of 0.75 Mpc radius (see eq. 3.1)
• (5) overdensity of galaxies in an aperture of 0.75 Mpc radius (see eq. 3.2)
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• (6) stellar mass rank in the adaptive aperture
• (7) and (8) probability that the galaxy is a central or a satellite
• (9), (10), and (11) 16th, 50th, and 84th percentile of the log halo mass cumulative
PDF given that the galaxy is a central
• (12), (13), and (14) 16th, 50th, and 84th percentile of the log halo mass cumulative
PDF given that the galaxy is a satellite
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Field ID farea,0.75 Σ0.75 δ0.75 Mrank PCEN PSAT Mh,16|CEN Mh,50|CEN Mh,84|CEN Mh,16|SAT Mh,50|SAT Mh,84|SAT
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)
COSMOS 22162 1.00 3.96 1.160 1 0.911 0.089 11.968 12.195 12.524 12.428 12.753 13.134
UDS 19166 1.00 18.67 6.624 5 0.199 0.801 11.773 11.967 12.398 13.167 14.049 14.251
AEGIS 19285 1.00 2.83 1.200 4 0.544 0.456 11.867 12.087 12.510 12.536 12.917 13.352
.....
Table 3.1: Example of the environmental catalog table made available with this work. Note: Halo mass values are given
as log(Mh/M⊙).
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3.6 The Local Universe sample from SDSS
3.6.1 Observational data
We repeat the environment calibration described in this Chapter on a sample of galaxies in
the Local Universe selected from the SDSS (York et al., 2000) survey. We use the data from
the SDSS DR8 database (Aihara et al., 2011) cross correlated with an updated version of the
multi-scale density catalog from Wilman et al. (2010) (with densities computed according
to equation 3.1; updated DR8 catalog as used by Phleps et al., 2014; Hirschmann et al.,
2014).
SDSS DR8 includes 5 color ugriz imaging of 14555 square degrees. The spectroscopic
part of the survey provides redshifts for 77% of objects brighter than a limit of r = 17.77
across 8032 square degrees. Our sample is derived from the spectroscopic database. Lumi-
nosities are computed by k-correcting and adding the distance modulus to the Petrosian
r-band magnitude. k-corrections are performed using the k-correct idl tool (Blanton
& Roweis, 2007).
We select as primary galaxies those with Mr < −18 mag and 0.015 < z < 0.08. In
contrast to the method we use at high redshift the sample of neighbors (galaxies used
to calculate the density in equation 3.1) is restricted to Mr < −20 mag. This ensures
a volume limited sample for the neighbors in this redshift range, while for the primary
galaxies we correct for volume incompleteness using Vmax corrections. The primary sample
numbers ∼ 3× 105 galaxies. Stellar masses and star formation rates are obtained from the
JHU-MPA3 catalogs updated to DR7 (Brinchmann et al., 2004; Kauffmann et al., 2003).
For this work we use the density computed on a fixed scale of 1 Mpc, with a velocity
cut of dv = ±1000km s−1. This scale is larger than what we use in the 3D-HST sample in
order to take into account the growth of structure with cosmic time. We stress that our
results do not significantly depend on the scale chosen because the halo mass calibration
is performed self consistently and we only compare calibrated quantities across the two
samples. We have further computed stellar mass ranks for each primary galaxy in the
adaptive aperture as described in section 3.5.1.
One limitation of the SDSS spectroscopic strategy is that not all the spectroscopic
targets can be actually observed because two fibers cannot be placed closer than 55” on
the sky and each patch of the sky is only observed once (although with small overlaps
between adjacent spectroscopic plates). As a result the spectroscopic catalog does not
contain all the sources detected in the imaging. Spectroscopic completeness is taken into
account in the computation of the densities as described by Wilman et al. (2010), and we
take this incompleteness into account when we match to the mock galaxy sample.
3.6.2 The model sample
We generate a model galaxy sample that matches the stellar mass and density distributions
of the SDSS observational catalog. To do so we take the SAM from Henriques et al. (2015)
3http://www.mpa-garching.mpg.de/SDSS/DR7/
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Figure 3.21: Main panel: bivariate distribution of density on the 1.00 Mpc scale and stellar
mass for the SDSS sample (blue) and the mock sample (red). The mock contours have
been scaled to account for the ratio of volumes between the simulation box and the data.
The contours are logarithmically spaced with the outermost contour at 4 objects per bin
and the innermost at 300 objects per bin. Upper panels: marginalized distributions of
density on the 1.00 Mpc scale for the SDSS and the mock samples. The counts refer to the
SDSS sample while the mock histogram has been normalized by the ratio of the volumes.
Right-hand panel: same as above but marginalized over the stellar mass.
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Figure 3.22: Comparison of the halo mass distributions for the mock galaxies (solid his-
tograms) and SDSS galaxies (dashed lines). In the left panel the dashed lines are obtained
by summing the full halo mass PDFs for centrals (PMh|cen, red) and satellites (PMh|sat,
blue) weighted by Pcen and Psat for each galaxy. In the right hand panel the dashed lines
are obtained from the single value estimator (median value of the PDF given the type)
weighted by the probability that a galaxy is of a given type. The black histograms and
dashed lines are the sum of the colored.
at the z = 0 snapshot of the Millennium simulation. In this case we do not use lightcones
but a three dimensional box because of the large area covered by SDSS and the single
redshift bin. We also do not degrade the redshift accuracy of mock sample because the
redshift of the galaxies in the SDSS sample is estimated from spectroscopic observations.
Densities are computed by projecting one of the axes of the box into a redshift axis as
described in chapter 2. We set an aperture size of 1 Mpc, a velocity cut dv = ±1000km s−1,
and we compute densities according to equation 3.1.
The model sample does not suffer from spectroscopic incompleteness; on the other hand
the distribution of r-band magnitudes does not match perfectly the one obtained from the
observations. To overcome both those issues at once we employ a method that iterates
on the magnitude limits for the primary and the neighbors samples until the number
density and the density distribution of the selected sample match the observational data.
Before doing that we need to derive the total number of photometric galaxies in the SDSS
DR8 footprint (more precisely in the area followed up by spectroscopy) that would have
been observed if fiber collisions were not a limitation. We query the SDSS database for
the number of galaxies in the spectroscopic database and the number of galaxies in the
photometric database that would satisfy the criteria for spectroscopic follow-up. The
ratio of those values is 0.769. Therefore the number density of mock galaxies needs to
be ρmod = 1.3 × ρSDSS,sp where ρSDSS,sp is the number density of primary galaxies in our
observational catalog once we account for Vmax corrections. The absolute magnitude cuts
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we set in the models using this iterative method are Mr < −17.6 mag and Mr < −19.0
mag for the primary and the neighbor samples respectively. We note that these cuts are
up to 1 mag deeper than those used in the SDSS sample. This difference arises in a non
perfect match of the r-band luminosity function, while stellar mass functions are better
matched between the SAM and the SDSS data. Figure 3.21 shows that, with this choice
of magnitude limits, both the density and the stellar mass distributions are well matched.
This is a critical step to trust our Bayesian approach to halo mass and central/satellite
status.
As a last step we assign to each SDSS galaxy (and to model galaxies) a probability
that it is central (Pcen) or satellite (Psat) and the halo mass PDFs PMh|cen and PMh|sat
as described in section 3.5. We verified in Figure 3.22 that the halo mass distributions
of SDSS galaxies obtained either by summing the full halo mass PDFs for centrals and
satellites (Left Panel) or using only the median value for each type (Right Panel) agree
well with the halo mass of the full mock sample. As shown in section 3.5.3 this is a test of
the quality of the halo mass calibration we performed.
3.7 Conclusions
In this work, we have characterized the environment of galaxies in the 3D-HST survey
at z = 0.5 − 3.0. We used the projected density within fixed apertures coupled with
a newly developed method for edge corrections to obtain a definitive measurement of
the environment in five well studied deep-fields: GOODS-S, COSMOS, UDS, AEGIS,
GOODS-N. Using a recent semi-analytic model of galaxy formation, we have assigned
physical quantities describing the properties of dark matter haloes to observed galaxies.
Our results can be summarized as follows:
1. The 3D-HST deep fields host galaxies in a wide range of environments, from under-
dense regions to relatively massive clusters. This large variety is accurately quantified
thanks to a homogeneous coverage of high quality redshifts provided by the 3D-HST
grism observations.
2. Our reconstructed density field recovers the previously known massive structures
(independently detected from the X-Ray emission of the intracluster/intragroup
medium) across the full redshift range analyzed in this work.
3. As described in Chapter 2, a calibration of density into physically motivated quanti-
ties (e.g. halo mass, central/satellite status) requires a mock catalog tailored to match
the properties of the 3D-HST survey. We developed such a catalog and performed
a careful match to the observational sample. As a result, each 3D-HST galaxy is
assigned a probability that it is a central or satellite galaxy with an associated prob-
ability distribution function of halo mass for each type. This Bayesian approach
takes into account sources of contamination in the matching process.
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4. Our method also naturally accounts for galaxies in the infalling region of a massive
structure or the “backsplash” population of galaxies which would be classified as
centrals in the mocks but that have experienced or are experiencing satellite spe-
cific processes. Those galaxies, because of their intermediate overdensity in a given
aperture are likely to be assigned a roughly equal probability of being centrals or
satellites.
The same method has been applied to a Local Universe sample from SDSS. In the next
chapter we build on these results to investigate the mechanisms and timescales responsible
of satellite quenching from the Local Universe up to z ∼ 2− 2.5.
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Chapter 4
Satellite quenching efficiency and
timescales at 0 < z < 2
This chapter is based on Fossati et al. (2016), submitted to ApJ
In this chapter we explore the role of environment in quenching the star formation
activity of galaxies over 0 < z < 2 by combining the 3D-HST data at high redshift with
the local SDSS sample.
It was first proposed by Baldry et al. (2006) that the fraction of passive galaxies depends
both on stellar mass and environment in a separable manner. Peng et al. (2010), using the
SDSS and zCOSMOS surveys, extended the independence of those processes to z ∼ 1. More
recently, Peng et al. (2012) interpreted these trends in the local Universe by suggesting
that central galaxies are only subject to “mass quenching” while satellites suffer from
the former plus an “environmental quenching”. Kovač et al. (2014) similarly found that
satellite galaxies are the main drivers of environmental quenching up to z ∼ 0.7 using
zCOSMOS data.
Here, we extend these analysis to higher redshift by exploring the dependence of the
fraction of passive galaxies on stellar mass, halo mass (or local density) and central/satellite
status in order to derive the efficiency and timescale of environmental quenching.
4.1 Passive fractions as a function of halo mass
The populations of passive and star-forming galaxies are typically separated either by a
specific star formation rate cut (e.g. Franx et al., 2008; Hirschmann et al., 2014; Fossati
et al., 2015) or by a single color or color-color selection (e.g. Bell et al., 2004; Weiner et al.,
2005; Whitaker et al., 2011; Muzzin et al., 2013; Mok et al., 2013). In this work, we use
the latter method and select passive and star forming galaxies based on their position in
the rest-frame UVJ color-color diagram (Williams et al., 2009). Following Whitaker et al.
(2011), passive galaxies are selected to have:
(U − V ) > 0.88× (V − J) + 0.59 (4.1)
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Figure 4.1: Rest-frame UVJ diagram for 3D-HST galaxies in two redshift bins. The color
scale represents the density of points. Where the density is low we plot individual galaxies.
The solid red line indicates the adopted separation between passive galaxies and star-
forming galaxies.
(U − V ) > 1.3, (V − J) < 1.6 [0.5 < z < 1.5] (4.2)
(U − V ) > 1.3, (V − J) < 1.5 [1.5 < z < 2.0] (4.3)
where the colors are rest-frame and are taken from Momcheva et al. (2016). Figure 4.1
shows the distribution of 3D-HST galaxies in the rest frame UVJ color-color plane. The
red solid line shows the adopted division between passive and star forming galaxies.
The fractions of passive centrals and satellites in bins of M∗ and Mh are computed as
the fraction of passive objects in a given stellar mass bin where each galaxy is weighted
by its probability of being central or satellite and the probability of being in a given halo
mass bin for its type. Algebraically:
fpass|ty =
∑
i
(
δpass,i × δM∗,i × Pty,i ×
∫
Mh
PMh,i|tydMh
)
∑
i
(
δM∗,i × Pty,i ×
∫
Mh
PMh,i|tydMh
) (4.4)
where ty refers to a given type (centrals or satellites), δpass,i is 1 if a galaxy is UVJ passive
and 0 otherwise, δM∗,i is 1 if a galaxy is in the stellar mass bin and 0 otherwise, Pty,i is
the probability that a galaxy is of a given type and
∫
Mh
PMh,i|tydMh is the halo mass PDF
given the type integrated over the halo mass bin limits.
The data points in Figure 4.2 show the passive fractions in two bins of halo mass (above
and below 1013M⊙) and in three independent redshift bins. The median (log) halo masses
for satellites are 12.36, 13.53 at z = 0.5 − 0.8 for the lower and higher halo mass bin
respectively; 12.41, 13.44 at z = 0.8− 1.2; and 12.43, 13.34 at z = 1.2− 1.8.
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Figure 4.2: Passive fraction for central and satellite galaxies in bins of M∗ and Mh in
three independent redshift bins. The median (log) halo masses for satellites are 12.36,
13.53 at z = 0.5− 0.8 for the lower and higher halo mass bin respectively, 12.41, 13.44 at
z = 0.8 − 1.2, and 12.43, 13.34 at z = 1.2 − 1.8. Datapoints show the observed passive
fractions with uncertainties derived from Monte Carlo resampling of the mock sample. The
thick red line is the passive fraction of a pure sample of central galaxies from the 3D-HST
dataset. The thick blue line represents our modelled “pure” passive fraction of satellites
(see text for the details of the modelling process). In both cases the shaded regions show
the 1σ confidence intervals. The vertical dashed line marks the stellar mass limit of the
volume limited sample.
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The uncertainties on the data points cannot be easily evaluated assuming Binomial
statistics because the number of galaxies contributing to each point is not a priori known.
Indeed, Pty,i and
∫
Mh
PMh,i|tydMh act as weights and all galaxies with a stellar mass within
the mass bin do contribute to the passive fraction. To assess the uncertainties we use the
mock lightcones (where each mock galaxy has been assigned a Pcen and Psat and halo mass
PDFs as if they were observed galaxies). In a given stellar mass bin we assign each model
galaxy to be either passive or active such that the fraction of passive galaxies matches the
observed one. Then we randomly select a number of model galaxies equal to the number
of observed galaxies in that bin and we compute the passive fraction of this subsample
using equation 4.4. We repeat this procedure 50000 times to derive the 1σ errorbars
shown in Figure 4.2. This method accounts for uncertainties in the estimate of Pty,i and
∫
Mh
PMh,i|tydMh as well as cosmic variance.
The vertical dashed lines mark the stellar mass completeness limit2. Below this mass
we limit the upper edge of the redshift slice such that all galaxies in the stellar mass bin
are included in a mass complete sample. A stellar mass bin is included only if the covered
volume is greater than 1/3 of the total volume of the redshift slice. This typically results
in only one stellar mass bin below the completeness limit being included in the analysis.
In the highest halo mass bin of Figure 4.2 at z = 0.5−0.8, the satellite passive fraction
(integrated over all galaxies) is higher than the central passive fraction, with a marginal
significance. The same trend can be observed in the other halo mass and redshift bins,
although the separation of the observed satellite and central passive fractions becomes
more marginal.
In each redshift bin we also identify a sample of “pure” central galaxies (Pcen > 0.8,
irrespective of overdensity or halo mass), which provides a reference for the passive frac-
tion of galaxies subject only to mass-quenching. The passive fraction of this sample
fpass|cen,pure(M∗) of centrals (which has an average Pcen = 0.95) is shown as the thick
red line in both halo mass bins.
The separation of the observed satellite passive fraction from that of the pure sam-
ple of centrals is more significant (especially at z < 1.2). Indeed, the passive fractions
derived using equation 4.4 can be strongly affected by impurities in the central/satellite
classification and by cross-talk between the two halo mass bins, given that each galaxy can
contribute to both bins and types (see equation 4.4). Any contribution of central galaxies
to the satellite passive fraction, and vice versa, will reduce the observed difference between
the two populations with respect to the “pure”, intrinsic difference.
2The mass limit is derived following Marchesini et al. (2009). In brief we use the 3D-HST photometric
catalog (down to JH140 = 25mag) and we scale the stellar masses of the galaxies as if they were at the
sample limit of JH140=24 mag. The scatter of the points is indicative of the M/L variations in the
population at a given redshift. We then take the upper 95th percentile of the distributions as a function
of redshift as the stellar mass limit.
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Parameter Range Nbins Prior
logMbr,lo 11,15 80 Uniform
logMbr,hi 11,15 80 Uniform
Ppass,hi 0.0,1.0 100
Gaussian (if Ppass,hi ≤ fpass|cen,pure)
Uniform (if Ppass,hi > fpass|cen,pure)
Table 4.1: Table of the model parameters.
4.2 Recovering the “pure” passive fractions for satel-
lite galaxies
In order to recover the “pure” passive fraction for satellite galaxies as a function of halo
mass, we perform a parametric model fitting to our dataset.
We start by parametrizing the probability of a satellite galaxy being passive indepen-
dently in each stellar mass bin as a function of log halo mass, using a broken function
characterized by a constant value (Ppass,lo) below the lower break (Mbr,lo) and another con-
stant value (Ppass,hi) above the upper break (Mbr,hi). In between the breaks, the passive
fraction increases linearly. Algebraically, this 4-parameter function is defined as:
Ppass|sat(Mh) =





Ppass,lo if Mh ≤Mbr,lo
m× (log Mh
Mbr,lo
) + Ppass,lo if Mbr,lo < Mh ≤Mbr,hi
Ppass,hi if Mh > Mbr,hi
(4.5)
where m = (Ppass,hi − Ppass,lo)/(log(Mbr,hi)− log(Mbr,lo)).
This function is chosen to allow for a great degree of flexibility. We make the assump-
tion that satellite galaxies are not subject to environmental quenching below Mbr,lo, and
therefore treat Ppass,lo as a nuisance parameter of the model with a Gaussian prior centered
on the observed passive fraction of pure centrals fpass|cen,pure(M∗) and a sigma equal to its
uncertainty. For Ppass,hi, instead we assume a semi-Gaussian prior with the same center and
sigma as above, but only extending below the observed passive fraction of central galaxies
(this implies that satellites are affected by the same mass-quenching as centrals). Above
this value we assume a uniform prior. For the break masses we assume uniform priors.
Table 4.1 summarizes the model parameters, their allowed range, and the number of bins
in which the range is divided to compute the posterior.
The probability that each 3D-HST galaxy, i is passive is:
Ppass,i = Pcen,i × Ppass|cen + Psat,i ×
∫
Mh
PMhi|sat × Ppass|satdMh (4.6)
where Ppass|sat is from equation 4.5 and Ppass|cen = fpass|cen,pure.
The likelihood space that the star forming or passive activity of 3D-HST galaxies in a
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stellar mass bin is reproduced by the model is computed as follows:
L =
∏
i
{
Ppass,i if i is UVJ passive
1− Ppass,i if i is not UVJ passive
(4.7)
We compute the posterior on a regular grid covering the parameter space.
Figure 4.3 presents the constraints on the model parameters (marginalised over the
nuisance parameter Ppass|cen) for a single stellar mass and redshift bin. The panels along
the diagonal show the marginalised posterior distributions for each for the three parameters
(Mbr,lo,Mbr,hi, Ppass,hi). The red solid lines show the median value of each parameter, and
the black dashed lines show the 1σ confidence intervals. The off-diagonal panels show the
marginalised posterior distributions for a pair of model parameters. The black contours
show the 1σ, 1.5σ, and 2σ confidence intervals. The fits for the other stellar mass bins give
qualitatively similar results.
We then sample the posterior distribution and we apply the model described in equation
4.5 to obtain the median value of Ppass|sat and its 1σ uncertainty as a function of halo mass.
Lastly, we assign the probability of being passive to mock satellites in each stellar mass bin
according to their model halo mass, and we compute the average passive fraction in the two
halo mass bins (above and below 1013M⊙). This results in the thick blue (fpass|sat,pure(M∗))
lines with 1σ confidence intervals plotted as shaded regions in Figure 4.2.
Figure 4.4 shows the median value (thick blue lines) of Ppass|sat as a function of log
halo mass and 1σ confidence intervals in each stellar mass bin. Despite the significant
covariance of the model parameters, the shape of the passive fraction models for satellites
is well determined. The horizontal black lines show the halo mass range that includes 90%
of the satellites in each stellar mass bin.
The average passive fractions in the two halo mass bins above and below 1013M⊙,
presented as the thick blue lines in Figure 4.2, are shown for each stellar mass bin in
Figure 4.4 by the black points. The red lines are the predictions from a quenching time
independent of halo mass (see Section 4.5 for the details).
We verify that the separation seen in the pure passive fractions in Figure 4.2 is real. To
do so we randomly shuffle the position in the UVJ diagram for galaxies in each stellar mass
bin (irrespective of environmental properties) to break any correlation between passive
fraction and environment. Then we compute the observed passive fractions of centrals
and satellites, and for the pure sample of centrals and we perform again the model fitting
procedure.
At 0.5 < z < 0.8 we find that the pure satellite passive fraction is inconsistent with
the null hypothesis (no satellite quenching) at a & 2σ level in each stellar bin at high halo
mass and 7 out of 8 stellar mass bins at low halo mass. The combined probability of the
null hypothesis is P < 10−10 in either halo mass bin. The difference is smaller, but still
very significant (P . 10−5) at 0.8 < z < 1.2. At 1.2 < z < 1.8 the hypothesis of no
satellite quenching is acceptable (P ∼ 0.4) in the low halo mass bin, while it can be ruled
out (P . 10−5) at higher halo mass.
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Figure 4.3: Marginalized likelihood distributions for individual model parameters (panels
along the diagonal) and marginalized maps for pairs of parameters, for the stellar mass bin
9.50 < log(M∗/M⊙) ≤ 9.75 and redshift bin 0.5 < z ≤ 0.8. The red lines show the median
value for each parameter (which may be distinct from the global maximum likelihood
value). The vertical dashed lines in the histograms show the 1σ confidence intervals. The
black contours in the two dimensional maps show the 1σ, 1.5σ, and 2σ confidence intervals.
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Figure 4.4: Median (thick blue lines) and 1σ confidence intervals (shaded areas) of the
probability that a satellite galaxies is passive (Ppass|sat) as a function of halo mass from our
fitting method in different stellar mass bins at 0.5 < z ≤ 0.8. The black dashed line is the
best fit model with values obtained from the marginalised distributions in each parameter.
The horizontal black lines show the halo mass range that includes 90% of the satellites in
each stellar mass bin. The black points with errorbars show the average value of Ppass|sat
(and its 1σ uncertainty) for galaxies in haloes above and below 1013M⊙. The red lines are
the median prediction (solid) and 1σ confidence intervals (dashed lines) for Ppass|sat under
the assumption of a quenching timescale independent of halo mass. In most of the stellar
mass bins this assumption well reproduces the best fit of Ppass|sat.
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Van der Burg et al. (2013), Kovač et al. (2014), and Balogh et al. (2016) have found
that the environment plays an important role in determining the star formation activity of
satellites, at least up to z ∼ 1. However these works have only probed relatively massive
haloes (Mhalo & 10
13M⊙). The depth of the 3D-HST sample allows us, for the first time,
to extend these results to higher redshift, to lower mass galaxies and to lower mass haloes.
4.3 Passive fraction as a function of density
Halo mass is the parameter which most easily allows the interpretation of environmental
effects across cosmic time. It also allows for easier and less biased comparisons across
different works. Moreover it can be directly linked to models (either semi-analytic or
hydrodynamical) allowing a better understanding of which physical processes are most
relevant at different halo masses. Density, on the other hand, depends on the depth
(and to some extent the observing strategy) of each survey. Detailed and quantitative
comparisons are also made difficult by different approaches to density (e.g., Muldrew et al.,
2012; Haas et al., 2012; Etherington & Thomas, 2015). However it is a parameter directly
obtained from the observed redshift space coordinates of the population of galaxies under
investigation. In this respect it is less sensitive to the quality and uncertainties in the
calibration of halo mass.
We derive the passive fraction of galaxies in two bins of density and compare them to
those obtained in Figure 4.2 using halo mass. The observed fractions of passive centrals
and satellites in bins of M∗ and density contrast log(1 + δ0.75) are given by
fpass|ty =
∑
i
(
δpass,i × δM∗,i × δlog(1+δ0.75),i × Pty,i
)
∑
i
(
δM∗,i × δlog(1+δ0.75),i × Pty,i
) (4.8)
where ty refers to a given type (centrals or satellites), δpass,i is 1 if a galaxy is UVJ passive
and 0 otherwise, δM∗,i is 1 of a galaxy is in the stellar mass bin and 0 otherwise, δlog(1+δ0.75),i
is 1 if a galaxy is in the density bin and 0 otherwise, and Pty,i is the probability that a
galaxy is of a given type. In this equation the only uncertain property for each object is its
central/satellite status, while the cross talk between multiple density bins is not present
(as it was for halo mass).
We therefore perform a simpler decontamination procedure. For each density, stel-
lar mass and redshift bin, we assign to real centrals in the mocks a probability of be-
ing passive equal to the passive fraction of the pure sample of observed central galaxies
fpass|cen,pure(M∗, δ0.75), while the passive fraction of satellites fpass|sat,pure(M∗, δ0.75) is a free
parameter. Then we use equation 4.8 to compute the observed passive fractions for mock
galaxies (therefore contaminating the “pure” values). We solve for fpass|sat,pure(M∗, δ0.75)
by maximising the likelihood that the contaminated passive fractions for mock galaxies
match the observed passive fractions (jointly for centrals and satellites). This procedure
is repeated 500 times in a Monte Carlo fashion in order to propagate the uncertainties on
the datapoints to the “pure” (decontaminated) passive fractions.
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Figure 4.5: Passive fraction for central and satellite galaxies in bins of Mstar, density
contrast log(1 + δ0.75), and redshift. Datapoints are the observed passive fractions with
uncertainties derived from Monte Carlo resampling of the mock sample. Thick blue and
red lines are the “pure” passive fractions with 1σ confidence intervals as shaded regions.
The vertical dashed line marks the stellar mass of the volume limited sample.
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The decontaminated values of the passive fraction for centrals and satellites shown in
Figure 4.5 are qualitatively similar to those obtained in bins of halo mass in the same
redshift slices (see Figure 4.2).
We conclude that the passive fraction dependence for satellite galaxies, when binned
on local density, is similar to that in bins of halo mass, where density is a more directly
observed quantity. In what follows we therefore use the halo mass as the main parameter
describing the environment.
4.4 Satellite quenching efficiency
In order to further understand the increased passive fractions for satellite galaxies as a
function of stellar and halo mass, we compute the “conversion fractions” as first introduced
by van den Bosch et al. (2008). This parameter, sometimes called the satellite quenching
efficiency, quantifies the fraction of galaxies that had their star formation activity quenched
by environment specific processes since they accreted as satellites into a more massive halo
(see also Kovač et al., 2014; Hirschmann et al., 2014; Balogh et al., 2016). It is defined as:
fconv(M∗,Mh) =
fpass|sat,pure(M∗,Mh)− fpass|cen,pure(M∗)
1− fpass|cen,pure(M∗)
(4.9)
where fpass|sat,pure(M∗,Mh) and fpass|cen,pure(M∗) are the corrected fractions of quenched
centrals and satellites in a given bin of M∗ and Mh obtained as described above.
In equation 4.9 we compare the sample of centrals at the same redshift as the satellites.
This builds on the assumption that the passive fraction of central galaxies only depends on
stellar mass and that the effects of mass and environment are independent and separable.
The conversion fraction then represents the fraction of satellites which are quenched due
to environmental processes above what would happen if those galaxies would have evolved
as centrals of their haloes. A different approach would be to compare the passive fraction
of satellites to that of centrals at the time of infall in order to measure the total fraction of
satellites quenched since they were satellites (e.g., Wetzel et al., 2013; Hirschmann et al.,
2014). However this measurement includes the contribution of mass-quenched satellite
galaxies, which we instead remove under the assumption that the physical processes driving
mass quenching do not vary in efficiency when a galaxy becomes a satellite.
We also caution the reader that equation 4.9 has to be taken as a simplification of
reality as it does not take into account differential mass growth of centrals and satellites
which can be caused by tidal phenomena in dense environments or different star formation
histories.
Figure 4.6 shows the conversion fractions in the same bins of M∗, Mh and redshift as
presented in Figure 4.2. Previous results from galaxy groups and clusters from Knobel et al.
(2013), and Balogh et al. (2016) are plotted in our higher halo mass bin (colored points
with errorbars). We also add the conversion fractions from Kovač et al. (2014) obtained
from zCOSMOS data as a function of local galaxy overdensity. We plot their overdensity
bins above the mean overdensity in our higher halo mass bin and the others in our lower
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Figure 4.6: Conversion fractions for satellite galaxies in bins of M∗ and Mh obtained from
equation 4.9 in three independent redshift bins. Black points are from this work and the
1σ errorbars are propagated from the uncertainties on the passive fractions using a Monte
Carlo technique. Colored points are from previous studies in the same redshift range. We
note a good agreement with our measurements despite different passiveness criteria and
environment estimates. The vertical dashed line marks the stellar mass limit of the volume
limited sample.
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halo mass bin following the overdensity to halo mass conversion given in Kovač et al.
(2014). The agreement of our measurements with other works is remarkable considering
that different techniques to define the environment (density and central/satellite status)
and passiveness are used in different works.
The satellite quenching efficiency tends to increase with increasing stellar mass and to
decrease with increasing redshift at fixed stellar mass. In the lower halo mass bin, we note
the presence of similar trends as at higher halo masses although the uncertainties are larger
due to the smaller number of satellites. In our probabilistic approach this is due to the
lower Psat in low density environments as shown in Figure 3.16. Moreover, fconv is poorly
constrained at M∗ > 10
11M⊙ due to small number statistics of high mass satellites in the
3D-HST fields.
4.5 Quenching timescales
A positive satellite conversion fraction can be interpreted in terms of a prematurely trun-
cated star formation activity in satellite galaxies compared to field centrals of similar stellar
mass. The timescales over which this transformation happens (Tquench) can be estimated
by assuming that galaxies which have been satellites for longer times are more likely to be
quenched (Balogh et al., 2000; McGee et al., 2009; Mok et al., 2014). This can be inter-
preted as happening (on average) a certain amount of time after satellite galaxies cease to
accrete material (including gas) from the cosmic web (see Section 4.7).
Quenching timescales can be obtained if we know the distribution of Tsat for satellite
galaxies, which we define as the time the galaxy has spent as a satellite of haloes of any
mass since its first infall (e.g., Hirschmann et al., 2014). For each bin of M∗, Mh, and
redshift we select all satellite galaxies in our mock lightcones which define the distribution
of Tsat. Then we select as the quenching timescale the percentile of this distribution which
corresponds to 1 − fconv(M∗,Mh). This method builds on the assumption that the infall
history of observed satellites is well reproduced by the SAM. Systematic uncertainties can
arise in the analytic prescriptions used for the dynamical friction timescale of satellites
whose parent halo has been tidally stripped in the N-body simulation below the minimum
mass for its detection (the so-called “orphan galaxies”). When this time is too short, too
many satellites merge with the central galaxy and are removed from the sample, and vice-
versa when the time is too long. De Lucia et al. (2010) explored the dynamical friction
timescale in multiple SAMs, finding a wide range of timescales. However a dramatically
wrong dynamical friction recipe impacts the fraction of satellites, the stellar mass functions,
and the density-mass bivariate distribution, which we found to be well matched between
the mocks and the observations.
In principle low stellar mass galaxies (M∗ < 10
10M⊙) are more affected by the resolution
limit of the simulation and their derived quenching timescales might be subject to a larger
uncertainty compared to galaxies of higher stellar mass. We verified that this is not the
case by comparing the distribution of Tsat in two redshift snapshots (z = 1.04 and z = 2.07)
of Henriques et al. (2015) built on the Millennium-I and the Millennium-II simulations.
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Figure 4.7: Quenching times for satellite galaxies in bins of M∗ and Mh obtained from
the distributions of Tsat from the mock sample. Quenching times are obtained under the
assumption that the galaxies which have been satellites the longest are those which have
been environmentally quenched. Black points are from this work, while colored points
are from previous studies in the same redshift and halo mass range. The gray points are
obtained from our sample without separating the dataset in two halo mass bins, and are
therefore identical in the left and right panels. The vertical dashed line marks the stellar
mass limit of the volume limited sample. The horizontal dashed line is the age of the
Universe at the central redshift of each bin.
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The latter is an N-body simulation started from the same initial conditions of the original
Millennium run but with a higher mass resolution at the expense of a smaller volume. The
higher resolution means that the sub-halos hosting low mass satellites galaxies, which can
be tidally stripped, are explicitly tracked to lower mass and later times: while these are
detected the recipe for dynamical friction is not invoked. We obtain consistent quench-
ing timescales for Millennium-I and Millennium-II based mock catalogs, and therefore we
conclude that the analytical treatment of orphan galaxies does not bias our results.
Figure 4.7 shows our derived quenching timescales (black points) in the same bins
of M∗ and Mh and redshift as presented in Figures 4.2 and 4.6. The observed trend of
fconv with stellar mass that is found in both redshift bins turns into a trend of Tquench.
Quenching timescales increase to lower stellar mass in all redshift and halo mass bins,
mainly a consequence of the decreasing conversion fraction. This parameter ranges from
∼ 4−5 Gyr for low mass galaxies to < 2 Gyr for the most massive ones, and is in agreement
with that found by Balogh et al. (2016).
Remarkably, the dependence of quenching timescale on halo mass is very weak. We
overplot in each panel, as gray symbols, the quenching timescales obtained from our sample
with the same procedure described above but without separating the data in two halo mass
bins. In most of the stellar mass bins we find a good agreement, within the uncertainties,
between the black and the gray points.
We add in Figure 4.4 an additional test of the result presented in Section 4.5 that
the quenching time is largely independent of halo mass. We compute a single quenching
time per stellar mass bin without binning the data in halo mass. Then we compute which
fraction of mock galaxies have Tsat > Tquench as a function of halo mass. This is converted
in a probability of being passive as a function of halo mass which we show as solid red lines
(with 1σ confidence intervals as dashed lines) in Figure 4.4. The agreement with the best
fit values of Ppass|sat is remarkable in most of the stellar mass bins, further supporting the
result of a quenching timescale that is independent of halo mass.
The lack of a strong halo mass dependence is a consequence of the typically shorter
time since infall for satellite galaxies in lower mass halos which largely cancels the lower
conversion fraction in low mass halos, and suggests that the physical process responsible
for the premature suppression of star formation in satellite galaxies (when the Universe
was half of its present age) is largely independent of halo mass.
A mild redshift evolution is also seen when comparing the redshift bins: passive satellites
at higher redshift are quenched on a shorter timescale.
4.6 Redshift evolution of the quenching timescales
Figure 4.8 shows the passive fraction, conversion fraction and quenching times as a function
of stellar mass, and in two bins of halo mass for the z = 0 sample drawn from SDSS as
described in Section 3.6. The pure passive fractions of central and satellite galaxies are
derived using the same procedure we applied to the high redshift sample. For this sample,
passive galaxies are selected using the specific star formation rate (sSFR) as a tracer. For
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Figure 4.8: Top Panels: passive fraction for central and satellite galaxies in bins ofM∗ and
Mhalo for the SDSS sample. The median (log) halo masses for satellites are 12.39, 13.77
for the lower and higher halo mass bin respectively. Points and lines are color coded as
in Figure 4.2. Middle panels: conversion fractions for satellite galaxies in bins of M∗ and
Mh obtained from equation 4.9 for the SDSS sample. Bottom Panels: quenching times for
satellite galaxies in bins of M∗ and Mh for the SDSS sample.
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consistency with previous studies (e.g. Hirschmann et al., 2014) we define passive galaxies
those with sSFR < 10−11yr−1. We note that this corresponds to a ∼ 1 dex offset from
the main sequence of star forming galaxies at z = 0, which is consistent with the division
of UVJ star forming from UVJ passive galaxies adopted in section 4.1. Moreover, Vmax
corrections are available for each galaxy, therefore we do not need to set a redshift cut that
defines a volume limited sample. However we restrict to stellar masses above 109.5M⊙ to
avoid including low mass galaxies with too large Vmax corrections. The qualitative trends
of conversion fraction and quenching timescales as a function of stellar mass are similar to
the 3D-HST sample. Quenching times are longer at z = 0 than at higher redshift, and a
halo mass dependence is observable (shorter Tquench in more massive haloes).
We now investigate the redshift evolution of conversion fractions and quenching times
from 0 < z < 2 by combining the 3D-HST sample with the SDSS sample, and discuss the
physical mechanisms that can produce the observational evidence presented so far.
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Figure 4.9: Conversion fractions for satellite galaxies as a function of redshift in bins of
M∗ and Mh (solid lines). Dashed lines mark the 1σ confidence levels. The horizontal
error bar is the span of the redshift bins (for the 3D-HST sample) which is constant in
∆z/(1+ z) = 0.2 where ∆z is the width of the redshift bin and z its center. Datapoints at
z = 0 are from the SDSS sample and are offset along the x-axis for clarity if they overlap.
Figures 4.9 and 4.10 show the evolution of the conversion fraction and the quenching
timescale from redshift 0 to 2. We now concentrate on three bins of stellar mass, each of
0.5 dex in width, and ranging from 109.5M⊙ to 10
11M⊙.
Given that fconv (and consequently Tquench) are poorly constrained at M∗ > 10
11M⊙
due to the low number statistics of massive satellites, we exclude more massive galaxies
from these plots. Similarly, galaxies atM∗ < 10
9.5M⊙ are only included in the mass limited
sample at the lowest end of the redshift range under study, therefore the redshift evolution
of fconv, and Tquench cannot be derived for those low mass galaxies. A stellar mass bin
appears in Figures 4.9 and 4.10 only if the stellar mass range above the mass limit is more
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Figure 4.10: Quenching timescales for satellite galaxies as a function of redshift in bins
of M∗ and Mh (solid lines) for the 3D-HST sample. Dashed lines mark the 1σ confidence
levels. The horizontal error bar is the span of the redshift bins (for the 3D-HST sample)
which is constant in ∆z/(1 + z) = 0.2 where ∆z is the width of the redshift bin and z its
center. Datapoints at z = 0 are from the SDSS sample. The area where Tquench is larger
than the Hubble time is shaded in grey. Dotted lines are obtained from the 99th percentile
of Tsat in the mock sample and represent the look-back time at which the first 1% of the
satellite population at a given redshift was accreted onto more massive halos as satellites.
We define this limit as the maximum value of Tquench which would produce a meaningful
environmentally quenched satellite population at any given redshift.
than half of the entire stellar mass extent of the bin.
The values (solid lines) and their associated uncertainties (dashed lines) are obtained
by performing the procedure described in the previous sections in overlapping redshift bins
defined such that ∆z/(1 + z) = 0.2 where ∆z is the width of the redshift bin and z its
center. This means we span larger volumes at higher redshift, modulating the decrease in
sample density (Malmquist bias) and retaining sufficient sample statistics. It is also close
to a constant bin in cosmic time. The x-axis of both figures is scaled such that the size
of the redshift bins is constant and is shown as the horizontal error bar. We include only
galaxies in a stellar mass complete sample for each redshift bin. In addition to the 3D-HST
based constraints, we add constraints at z = 0, obtained using the same method to ensure
homogeneity.
The evolution of fconv as seen in Figure 4.6 is now clearly visible over the large redshift
range probed by 3D-HST. The fraction of environmentally quenched satellite galaxies is a
function of Mh, M∗ and redshift. At fixed redshift fconv is higher for higher mass galaxies
and at fixed stellar mass it is higher in more massive haloes. More notably, the redshift
evolution follows a decreasing trend with increasing redshift such that at z ∼ 1.5 the excess
of quenching of satellite galaxies becomes more marginal (at least for massive galaxies) as
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first predicted by McGee et al. (2009) using halo accretion models. Several observational
works reached a similar conclusion. Kodama et al. (2004), De Lucia et al. (2007), and
Rudnick et al. (2009) found a significant build-up of the faint end of the red sequence (of
passive galaxies) in cluster environments from z ∼ 1 toward lower redshift. This implies an
increase in the fraction of quenched satellites with decreasing redshift for low mass galaxies.
Recently, Darvish et al. (2016) found that the environmental quenching efficiency tends
to zero at z > 1, although their analysis is only based on local overdensity and does not
separate centrals and satellites. With the 3D-HST dataset we cannot rule out that satellite
quenching is still efficient for lower mass satellites at z > 1.5; deeper samples are required
to robustly assess the satellite quenching efficiency at z ∼ 1.5− 2.0.
Moving to the present day Universe (SDSS data) does not significantly affect the frac-
tion of environmentally quenched satellites despite the age of the Universe nearly doubling
compared to the lowest redshift probed by the 3D-HST sample.
The redshift dependence of the quenching timescale originates from the combination
of the evolution of fconv and the distributions of infall times for satellite galaxies. The
redshift evolution of fconv in the high halo mass bin is well matched by the halo assembly
history (at lower redshift they have been satellites on average for more time) and therefore
Tquench is mostly independent of redshift. However, for lower mass galaxies a mild redshift
evolution of Tquench might be present. However the slope is much shallower than the ageing
of the Universe. For this reason, going to higher redshift, Tquench approaches the Hubble
time and the satellite quenching efficiency decreases.
Despite the large uncertainty on the quenching times at low halo mass, their redshift
evolution appears to be largely independent of halo mass. This means that the halo mass
dependence of the conversion fractions may be mostly driven by an increase in the time
spent as satellites in more massive haloes. At z = 0 a more significant difference is found
between the quenching times in the two halo mass bins. In the next section we discuss
which mechanism can produce these observational signatures.
4.7 Discussion
There is a growing consensus that the evolution of central galaxies is regulated by the
balance between cosmological accretion, star formation and gas ejection processes in a
so-called “equilibrium growth model” (e.g. Lilly et al., 2013). The reservoir of cold gas
in each galaxy is replenished by accretion, and will fuel star formation. As the rate of
cosmological accretion is correlated with the mass of the halo, this regulates mass growth
via star formation. As a result the eventual stellar mass is also tightly correlated with halo
mass, driving a tight relation between star formation rate and stellar mass for normal star
forming galaxies (the main sequence - MS - of star forming galaxies, e.g. Noeske et al.,
2007).
When galaxies fall into a more massive halo the accretion of new gas from the cosmic
web is expected to cease: such gas will instead be accreted (and shock heated) when it
reaches the parent halo (White & Frenk, 1991). More recently Dekel & Birnboim (2006)
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estimate that this process occurs at a minimum halo mass Mh ∼ 1012M⊙, which is largely
independent of redshift. This roughly corresponds to the minimum halo mass at which
satellites are detected in the 3D-HST survey (see Figure 3.20).
4.7.1 Identification of the main mechanism
There are several additional ways in which a satellite galaxy’s gas and stellar content can
be modified through interaction with its environment, including stripping of the hot or cold
gas, and tidal interactions among galaxies or with the halo potential itself. An important
combined effect is to remove (partially or completely) the gas reservoir leading to the
quenching of star formation. However, as pointed out by McGee et al. (2014), and Balogh
et al. (2016), it might not be necessary to invoke these mechanisms of environmental
quenching to be effective. The high SFR typical of galaxies at high redshift, combined
with outflows, can lead to exhaustion of the gas reservoir in the absence of cosmological
accretion.
Our approach to link the conversion fractions to the distributions of time spent as
satellite is based on the assumption that a galaxy starts to experience satellite specific pro-
cesses at the time of its first infall into a larger halo and, in particular, that the cosmological
accretion is shut off at that time.
We now examine whether a pure exhaustion of the gas reservoir can explain the quench-
ing times we observe, or whether additional gas-removal mechanisms are required. First we
appeal to the similarity of quenching times in the two halo mass bins shown in Figure 4.10
to support the pure gas exhaustion scenario. Other than at z = 0, the derived quench-
ing times are indeed consistent within the uncertainties, therefore the main quenching
mechanism has to be largely independent of halo mass.
Ram pressure stripping is often invoked as the main quenching mechanism for satellite
galaxies in low redshift clusters (e.g., Poggianti et al., 2004; Gavazzi et al., 2013a; Boselli
et al., 2014c). Its efficiency is a function of the intracluster medium (ICM) density and
the velocity of galaxies in the halo. More massive haloes have a denser ICM and satellites
move faster through it which exerts a stronger dynamical pressure on the gas leading to
faster stripping (and shorter quenching times) in more massive haloes (Vollmer et al., 2001;
Roediger & Hensler, 2005). Our 3D-HST dataset does not extend to the extreme high mass
end of the halo mass function in which ram pressure effects have been clearly observed (e.g.,
Sun et al., 2007; Yagi et al., 2010; Merluzzi et al., 2013; Kenney et al., 2015; Fossati et al.,
2016a), and so the lack of significantly shorter quenching times in the higher halo mass
bin is consistent with the lack of stripping, and indeed of any strong halo-mass dependent
gas-stripping process. However Balogh et al. (2016) find a small halo mass dependence
of the quenching times comparing their GEEC2 group sample (Mh ∼ 1013.5M⊙) to the
GCLASS cluster sample (Mh > 10
14M⊙). These evidences might indicate that dynamical
stripping can play a minor role in more massive haloes even at z ∼ 1.
At z = 0 instead, thanks to the large area covered by the SDSS dataset, a number of
very massive haloes are included in the higher halo mass bin. This, combined with the
presence of hot and dense ICM in massive haloes in the local Universe might be sufficient
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Figure 4.11: Schematic diagram of the evolution of the MS offset for two toy models of
satellite quenching as a function of the time spent as a satellite. In both cases satellite
quenching starts at the time of first infall for a galaxy at the main sequence mid-line value,
which becomes UVJ passive after Tquench. In the “delayed then rapid” model (Top panel)
the satellite galaxies evolves on the main sequence for a delay time Td. Then their SFR
drops exponentially with a characteristic timescale τf . In the “slow quenching” model
(Bottom panel), Td = 0 and the galaxy follows a slow(-er) exponential decline of the SFR
immediately after its first infall into a more massive halo.
to explain the shorter quenching times in the high halo mass bin. Haines et al. (2015), and
Paccagnella et al. (2016) found quenching timescales which are possibly shorter in massive
clusters of galaxies (∼ 2−5 Gyr). However, a quantitative comparison is hampered by the
different definitions of the quenching timescale.
4.7.2 Delayed then Rapid or Continuous Slow quenching?
Having ruled out gaseous stripping as the main driver of satellite quenching in the range
of halo mass commonly probed by our samples (Mh . 10
14M⊙), we now concentrate on
how the gas exhaustion scenario can explain the observed values of Tquench.
To explain the quenching times at z = 0, Wetzel et al. (2013) presented a model dubbed
the “delayed then rapid” quenching scenario, shown in the top panel of Figure 4.11. This
model assumes that Tquench can be divided into two phases. During the first phase, usually
called the “delay time” (Td), the star formation activity of satellites on average follows the
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MS of central galaxies. After this phase the star formation rate drops rapidly and satellite
galaxies become passive on a short timescale called the “fading time”. Wetzel et al. (2013)
estimated an exponential fading with a characteristic timescale τf ∼ 0.3 − 0.8 Gyr which
depends on stellar mass at z = 0. At z ∼ 1, Mok et al. (2014); Muzzin et al. (2014); and
Balogh et al. (2016) estimated the fading time to be τf ∼ 0.4 − 0.9 Gyr, by identifying
a “transition” population of galaxies likely to be transitioning from a star forming to a
passive phase. These values suggest little redshift evolution of the fading timescale with
cosmic time.
McGee et al. (2014) developed a physical interpretation of this model. These authors
assumed that the long delay times are only possible if the satellite galaxy has maintained
a multi-phase reservoir which can cool onto the galaxy and replenish the star forming gas
(typically molecular) at roughly the same rate as the gas is lost to star formation (and
potentially outflows). A constant molecular gas reservoir produces a nearly constant SFR
according to the Kennicutt-Schmidt relation (Schmidt, 1959; Kennicutt, 1998b). Then the
eventual depletion of this cold gas results in the rapid fading phase.
An alternative scenario would be that satellite galaxies retain only their molecular gas
reservoirs after infall. In this case, if we assume a constant efficiency for star formation we
should expect a star formation history which immediately departs from the MS, declining
exponentially as the molecular gas is exhausted (“slow quenching” model shown in the
bottom panel of Figure 4.11). By using our data we directly test those two toy models.
We use the star formation rates (SFR(M∗, z)) for 3D-HST galaxies presented in the
Momcheva et al. (2016) catalog. By limiting to galaxies in the redshift range 0.5 < z < 1.5,
stellar mass range 9.5 < log(M∗) < 11 and a maximum offset below the main sequence of
0.5 dex, we make sure that the SFR estimates are reliable and, for 91% of the objects, are
obtained from Spitzer 24µm observations combined with a UV monochromatic luminosity
to take into account both dust obscured and unobscured star formation. For the remaining
9% SFR estimates are from an SED fitting procedure (see Whitaker et al., 2014; Momcheva
et al., 2016).
There is growing evidence of curvature in the MS, which becomes shallower at higher
stellar mass. Whitaker et al. (2014), Gavazzi et al. (2015), and Erfanianfar et al. (2016)
interpreted this as a decline in star formation efficiency caused by the growth of bulges or
bars in massive galaxies. To study the effects of environment above the internal processes
driving the star formation efficiency at fixed stellar mass, we convert the SFR into an offset
from this curved MS: ∆MS,obs = log(SFR(M∗, z)/SFRMS(M∗, z) using the Wisnioski et al.
(2015) parametrization of the MS from Whitaker et al. (2014).
In order to test the two models we again resort to the mock sample. For each central
galaxy in the mocks we assign a random offset from the main sequence obtained from a
pure sample (Pcen > 0.8) of observed centrals: ∆MS,cen. For satellite galaxies, instead, their
∆MS is a function of their time spent as satellites (Tsat) as follows:
∆MS =





< −1 if Tsat > Tquench
∆MS,cen if Tsat ≤ Td
∆MS,cen + log(e
−(Tsat−Td)/τf ) if Tsat > Td
(4.10)
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Figure 4.12: Logarithmic offset from the main sequence (∆MS) in two stellar mass bins for
3D-HST observed satellites at 0.5 < z < 1.5 (red histogram) and for mock galaxies, in the
same redshift range, assuming a “slow quenching” (blue histogram), or a “delayed then
rapid” (green histogram) scenario (see text for the details of those two toy models). The
histograms are normalized to the total number of 3D-HST satellites (including UVJ passive
galaxies). The main sequence offset of a pure sample of observed central galaxies (black
histogram) is shown for comparison. The red vertical dashed line is the limit below the
main sequence at which SFR estimates for observed galaxies are based predominantly on
accurate IR+UV measurements accounting for obscured and unobscured star formation.
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where τf is computed for each galaxy independently such that the SFR drops 1 dex
below the MS3 in (Tquench − Td) Gyr. As we already computed Tquench, the only free
parameter remaining in this family of models is Td. We define the “slow quenching” model
for Td = 0, and “delayed then rapid” those where 0 < Td < Tquench.
Figure 4.12 shows the distributions of ∆MS for 3D-HST satellites in two stellar mass
bins, obtained as usual by weighting all galaxies by Psat, and for the two models obtained
from the mock sample in the same way. The histograms are normalized to the total number
of 3D-HST satellites in the same stellar mass bin (including UVJ passive galaxies). We
stress that this comparison is meaningful because our models include the cross-talk between
centrals and satellites.
In the “delayed then rapid” scenario, the value of the delay time that best reproduces
the observed data is Td = Tquench − 1.4(0.9) Gyr for the 109.5 − 1010.5 (1010.5 − 1011) stellar
mass bins respectively. This means the average satellite fades with an e-folding timescale
of τf = 0.6(0.4) Gyr. Our values are consistent with those from Wetzel et al. (2013) at
z = 0 and other independent estimates at high-z.
Conversely the “slow quenching” model predicts too many galaxies below the main
sequence but which are not UVJ passive (“transition” galaxies). The fraction of 3D-HST
satellites for which ∆MS > −0.5 is 65% (46%), which compares to 67% (47%) for the
“delayed then rapid” model; instead it drops to 52% (39%) for the “slow quenching”
model.
In conclusion the fading of the star formation activity must be a relatively rapid phe-
nomenon which follows a long phase where satellite galaxies have a SFR which is indistin-
guishable from that of centrals. This is further supported by the evidence that the passive
and star forming populations are well separated in color and SFR and that the “green val-
ley” in between them is sparsely populated across different environments (Gavazzi et al.,
2010; Boselli et al., 2014c; Schawinski et al., 2014; Mok et al., 2014).
4.7.3 The gas content of satellite galaxies
Finally, we discuss the implications of the quenching times on the gas content of satellites
at the time of infall. Because satellite galaxies are not thought to accrete gas after infall,
their continued star formation occurs at the expense of gas previously bound to the galaxy.
As previously discussed, McGee et al. (2014) explain the fading phase by the depletion
of molecular gas. The depletion time of molecular gas (Tdepl,H2) has been derived by several
authors (Saintonge et al., 2011; Tacconi et al., 2013; Boselli et al., 2014b; Genzel et al.,
2015). There is general consensus that this timescale (which is an e-folding time) is ∼ 1.5
Gyr at z = 0 and is ∼ 0.75 Gyr at z = 1. Moreover it is independent of stellar mass. In
this framework we might expect fading times shorter than (or similar to) Tdepl,H2 , where
shorter fading times are possible where a fraction of the gas is lost to outflows. Our fading
times are indeed somewhat shorter than the molecular gas depletion times, consistent with
this picture, but with a mass dependence which suggests a mass-dependent outflow rate.
3This is the value that defines the typical division between UVJ star forming and passive objects.
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Figure 4.13: Ratio of the delay time (Td) to the fading time (Tf) as a function of redshift
in bins of stellar mass. The values of Tf at z > 0.5 are derived in Section 4.7.2, while those
at z = 0 are taken from Wetzel et al. (2013). The uncertainties on the ratio propagate
only the errors on the total quenching time.
In Figure 4.13 we show the ratio of the delay time to the fading time as a function of
redshift in bins of stellar mass. Assuming that the fading phase is driven by depletion of
molecular gas (in absence of further replenishment), this ratio informs us about the relative
time spent refuelling the galaxy to keep it on the MS (from a gas reservoir initially in a
warmer phase) to the time spent depleting the molecular gas. We note that the delay time
is estimated via the quenching time (which is a function of stellar mass and redshift) while
the fading time is computed only for 2 stellar mass bins at 0.5 < z < 1.5, with z = 0 fading
timescales taken from Wetzel et al. (2013). Errors in Figure 4.13 propagate only the errors
on the total quenching time.
For all stellar mass bins this ratio is above unity, which we interpret to mean that gas in
a non-molecular phase is required to supply fuel for star formation, and this gas is likely to
exceed the molecular gas in mass. The longer delay times at z = 0 suggest that a smaller
fraction of the gas mass is in molecular form. This model also implies that a significant
fraction of the final stellar mass of satellite galaxies is built-up during the satellite phase.
A multi-phase gas reservoir is observed in the local Universe in the form of ionized,
atomic, and molecular hydrogen. Atomic hydrogen cools, replenishing the molecular gas
reservoir which is depleted by star formation. In the local Universe, using the scaling
relations derived from the Herschel Reference Sample (Boselli et al., 2014b), the observed
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mass of atomic hydrogen is found to be 2-3 times larger than the amount of molecular
hydrogen for our most massive stellar mass bin. This ratio increases to ∼ 8 for the lower
mass objects, although with a large uncertainty. These numbers are consistent with the
picture that much, if not all, of the reservoir required to maintain the satellite on the
MS during the delay phase at z ∼ 0 can be (initially) in an atomic phase. It is also
plausible that much of the gas reservoir bound to higher redshift galaxies is contained in
a non-molecular form, and that this can be retained and used for star formation when the
galaxies become satellites.
Assuming that outflows are not only active during the fading phase but rather during
the entire quenching time, the mass in the multi-phase gas reservoir needs to be even larger,
although it is not straightforward to constrain by how much.
In conclusion our work supports a “delayed then rapid” quenching scenario for satellite
galaxies regulated by star formation, depletion and cooling of a multi-phase gas reservoir.
4.8 Conclusions
In this chapter, we studied how the environment influences star formation in satellite
galaxies. We combined data from SDSS at z = 0 with data from the 3D-HST survey at
z = 0.5− 2.0. Our results can be summarized as follows:
1. The 3D-HST sample provides us with a unique dataset to study the processes govern-
ing environmental quenching from z ∼ 2 to the present day over a wide range of halo
mass. As no galaxy has a perfectly defined environment, a Bayesian analysis allows
us to recover “pure” passive fractions of central and satellite populations. We also
estimated robust and realistic uncertainties through a Monte Carlo error propagation
scheme that takes into account the use of probabilistic quantities.
2. By computing conversion fractions (i.e. the excess of quenched satellite galaxies
compared to central galaxies at the same epoch and stellar mass) (van den Bosch
et al., 2008), we find that satellite galaxies are efficiently environmentally quenched
in haloes of any mass up to z ∼ 1.2 − 1.5. Above these redshifts the fraction of
passive satellites is roughly consistent with that of central galaxies.
3. Under the assumption that the earliest satellites to be accreted become passive first,
we derive environmental quenching timescales. These are long (∼ 2 − 5 Gyr at
z ∼ 0.7 − 1.5; 5-7 Gyr at z = 0) and longer at lower stellar mass. As they become
comparable to the Hubble time by z ∼ 1.5, effective environmental quenching of
satellites is not possible at earlier times. More remarkably, their halo mass depen-
dence is negligible. By assuming that cosmological accretion stops when a galaxy
becomes a satellite, we were able to interpret these evidences in a “gas exhaustion”
scenario (i.e. the “overconsumption” model of McGee et al., 2014) where quench-
ing happens because satellite galaxies eventually run out of their fuel which sustains
further star formation.
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4. We tested two toy models of satellite quenching: the “delayed then rapid” quenching
scenario proposed by Wetzel et al. (2013) and a continuous “slow quenching” from
the time of first infall. By comparing the observed SFR distribution for 3D-HST
satellites to the predictions of these toy models we found that the scenario that best
reproduces the data at z ∼ 0.5 − 1.5 is “delayed then rapid”. Consistently with
the results of Wetzel et al. (2013) at z = 0, we find that the fading of the star
formation activity is a relatively rapid phenomenon (τf ∼ 0.4 − 0.6 Gyr, lower at
higher mass) which follows a long phase where satellite galaxies have a SFR which is
indistinguishable from that of centrals.
5. By linking the fading to the depletion of molecular gas we conclude that the “delayed
then rapid” scenario is best explained, even at high redshift, by the presence of a
significant multi-phase reservoir which can cool onto the galaxy and replenish the
star forming gas at roughly the same rate as the gas is turned into stars.
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Chapter 5
Environmental quenching caught in
the act. A study of the archetypal
galaxy ESO137-001
This chapter is adapted from Fossati et al. 2016, MNRAS, 455, 2028
In chapter 4 we have shown how galaxy color and star formation activity correlate
both with local environment and stellar mass, and that environmental effects in overdense
regions of the Universe are key drivers for satellite quenching.
In this respect, rich galaxy clusters are the best laboratories for investigating the pro-
cesses that are responsible for quenching star formation, due to the combination of strong
potential wells, high number density of galaxies, and the presence of the intracluster
medium (ICM), a hot and dense plasma filling the intergalactic space. Several mecha-
nisms have been proposed as the culprit for galaxy transformation within clusters (see
Section 1.3.2), including tidal interactions between galaxies (sometimes called galaxy ha-
rassment) or with the cluster potential itself (Byrd & Valtonen, 1990; Henriksen & Byrd,
1996; Moore et al., 1998), and ram pressure stripping (Gunn & Gott, 1972).
Although more than one of these mechanisms likely play a role in the evolution of
cluster galaxies at one time, a few pieces of observational evidence consistently point to
ram pressure stripping as a widespread process, and one of crucial importance for the
transformation of low mass galaxies that are being accreted on to clusters at recent times
(Boselli et al., 2008). Observationally, the fingerprint of ram pressure is the removal of the
galaxy gas content without inducing strong disturbances in the older stellar populations.
Indeed, large radio surveys have found that the HI content of cluster (and to some extent
group) galaxies is being reduced with respect to their field counterparts (Giovanelli &
Haynes, 1985; Solanes et al., 2001; Cortese et al., 2011; Fabello et al., 2012; Catinella
et al., 2013; Gavazzi et al., 2013b; Jaffé et al., 2015), an effect that has been also recently
observed in the molecular phase (Fumagalli et al., 2009; Boselli et al., 2014a). This gas
depletion, in turn, induces truncated profiles in young stellar populations compared to old
ones (Koopmann et al., 2006; Boselli et al., 2006; Cortese et al., 2012b; Fossati et al., 2013).
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In this chapter we aim to provide a detailed look at how this mechanism operates on
small scales within individual galaxies, so as to gain insight into how gas removal occurs
as a function of parameters such as galaxy mass or distance from the cluster centre. We
also investigate the fate of the stripped gas, which could mix with the hotter ICM or cool
again to form stars.
Ram pressure has been caught in the act by searching for UV and Hα tails downstream
of galaxies in fast motion through massive clusters like Coma or Virgo (Gavazzi et al.,
2001; Yoshida et al., 2002; Cortese et al., 2006; Kenney et al., 2008; Smith et al., 2010;
Yagi et al., 2010; Fossati et al., 2012). The amount of star formation in stripped tails
has been the subject of several analyses, both from the observational (Yagi et al., 2010;
Fumagalli et al., 2011; Arrigoni Battaia et al., 2012; Boissier et al., 2012; Fossati et al.,
2012) and theoretical point of view (e.g. Kapferer et al., 2009; Tonnesen & Bryan, 2012).
However, the efficiency of star formation and its dependence on the gas properties of the
tails remain poorly understood.
5.1 The galaxy
A poster child for studies of ram pressure stripping is ESO137-001, a spiral galaxy near to
the core of the Norma cluster. The Norma cluster, also known as A3627, has a dynamical
mass of Mdyn ∼ 1015M⊙ at a redshift zcl = 0.01625± 0.00018 (Woudt et al., 2008; Nishino
et al., 2012).
Figure 5.1 shows the projected location of ESO137-001 and its X-Ray tail (white box) in
the hot X-Ray emitting gas of the cluster. ESO137-001 is located at a projected distance
of only ∼ 267 kpc from the central cluster galaxy, and features a wealth of multiwave-
length observations ranging from X-ray to radio wavelengths (Sun et al., 2006, 2007, 2010;
Sivanandam et al., 2010; Jáchym et al., 2014).
All these observations clearly show that ESO137-001 is suffering from extreme ram
pressure stripping, arguably during its first infall into the cluster environment. Indeed,
while ESO137-001 can be classified as a normal spiral galaxy from its stellar continuum,
X-ray and Hα observations reveal the presence of a double tail that extends for ∼ 80
kpc behind the galaxy disk, in the opposite direction from the cluster centre (Sun et al.,
2006, 2007, 2010). These tails are believed to originate from the hydrodynamic interaction
between the hot ICM and the cold interstellar medium (ISM), which is removed from the
galactic disk (Sun et al., 2007; Jáchym et al., 2014; Fumagalli et al., 2014). Although
stripped tails have been extensively studied in imaging in various nearby clusters, the
number of spectroscopic studies in the optical has been limited in the past (e.g. Yagi et al.,
2007; Yoshida et al., 2012; Merluzzi et al., 2013), due to the extended nature and the low
surface brightness of the emitting regions.
To overcome the lack of extended spectroscopic follow-up of this galaxy, we have col-
lected integral field spectroscopic observations of ESO137-001 following the deployment
of Multi Unit Spectroscopic Explorer (MUSE; Bacon et al., 2010) at the ESO Very large
Telescope. With its unique combination of high efficiency (∼ 0.35 at 6800 Å), extended
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Figure 5.1: XMM-Newton 0.52 keV mosaic of the Norma cluster (A3627). A long X-ray
tail from ESO137-001 is clearly visible, as indicated by the white box. The position of the
brightest three cluster galaxies is highlighted by white numbers. Image taken from Sun
et al. (2007).
wavelength coverage (∼ 4800 − 9300 Å sampled at 1.25 Å), and large field of view (1 ar-
cmin × 1 arcmin in wide field mode, sampled with 0.2 arcsec pixels), MUSE is a unique
instrument to map at optical wavelengths the kinematics and line ratios of the disk and
tail of ESO137-001.
Adopting a standard ΛCDM cosmology with h = 0.7 and Ωm = 0.3, 1 arcsec corre-
sponds to 0.32 kpc at the distance of ESO137-001.
5.2 Observations and data reduction
ESO137-001 was observed with MUSE during the science verification program 60.A-9349(A)
on 2014 June 21. The left panel of Figure 5.2 shows the layout of the observations. Obser-
vations were acquired in photometric conditions and under good seeing (0.7”−0.8”), using
the Wide Field Mode with nominal wavelength coverage (4800-9300 Å). The spectral reso-
lution is ∼ 50 km s−1 and roughly constant across the wavelength range. The disk and the
136 5. Environmental quenching caught in the act. The case of ESO137-001
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Figure 5.2: Left: archival HST/F475W image of ESO137-001 (PID11683; PI:MingSun)
with, superposed, the MUSE field of view at the two locations targeted by our observations.
In this figure, north is up and east is to the left. The coordinate system is centered on the
nucleus of ESO137-001. Right: RGB color image obtained by collapsing the MUSE data
cube in three wavelength intervals (λ = 5000− 6000 Å for the B channel, λ = 6000− 7000
Å for the G channel, and λ = 7000−8000 Å for the R channel). A map of the Hα emission
line flux is superimposed in red. Image taken from Fumagalli et al. (2014).
inner tail of ESO137?001 (“Field A” in Figure 5.2) were observed with three exposures of
900 s each, with dithers of 13-16 arcsec and a rotation of 90 deg in the instrument position
angle at each position. The main tail was targeted by a single 900 s exposure (“Field B”
in Figure 5.2).
The raw data have been processed with the MUSE data reduction pipeline (v 0.18.1),
which we supplemented with custom-made IDL codes to improve the quality of the illumi-
nation correction and of the sky subtraction. The pipeline removes instrumental signatures
by performing bias subtraction, flat-field correction, wavelength calibration and flux cali-
bration. As a result pixel-tables of non-interpolated detector fluxes are produced for each
exposure.
We then apply a custom illumination correction to those pixel tables, which we obtain
by comparing the brightness of multiple sky lines across the 1152 slits of the IFUs to
compensate for variations in the spatial response of the different MUSE spectrographs.
After this step, we perform sky subtraction using in-house codes, as the very crowded
nature of our field requires additional processing to avoid large negative residuals, as shown
in Figure 5.3. In particular, because a significant fraction of our field is filled by the emission
lines from the tail of ESO137-001 or by the continuum emission from the stellar disk and
halo, we use exposures of empty sky regions to avoid the inclusion of spurious signal arising
from the galaxy itself in the sky model. Specifically, we use a sky exposure of 60s, acquired
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Figure 5.3: Sky residuals recorded in a 10-pixel square aperture within one science expo-
sure that has been processed with different algorithm for sky subtraction. The black line
shows the result of the MUSE pipeline in this crowded field. The blue line is obtained
by subtracting a sky model derived from a second sky exposure together with the scaling
computed with skycorr. Both spectra are visibly offset from the zero level, marked by
the dashed lines. The red line shows the sky residual in the data cube, after including
scaling in both the airglow lines and the continuum to match the level recorded in the
science exposure. Large sky line residuals do not appear in the final processed cube (the
group of lines at ∼ 6500Å, whose residuals do not change in the three spectra, are in fact
emission lines from the Galaxy).
∼ 1 hour apart from our science observations by the program 60.A-9303(A).
As a first step in the sky subtraction procedure, we generate a supersampled sky spec-
trum (hereafter the sky model) after processing the pixel table of the sky exposure with the
same pipeline recipes used for our science exposures. This sky model, however, cannot be
directly subtracted from the science exposures because of the time dependency of both the
airglow line and continuum fluxes. To correct for this variation, we exploit the ESO tool
skycorr (Noll et al., 2014) to compute a physically-motivated scaling of the airglow lines
in the sky model to match the levels recorded in a model spectrum extracted from each
of the science exposures. Empirically, we find that skycorr produces line models which
yield small residuals after subtraction, as shown in Figure 5.3. At this stage, however,
skycorr does not attempt any scaling of the sky continuum emission, mainly because the
continuum emission from the sources cannot be easily separated from the sky continuum
level. Thus, to set a zero-point for the sky continuum emission, we take advantage of the
large field of view of MUSE which contains regions that are not affected by the galaxy’s
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continuum flux. After subtracting the rescaled sky model from the science exposures, any
residual deviation from a zero continuum level in these “empty” regions arises because of
the different sky continuum level in the science and the sky exposures (see Figure 5.3).
To remove this last signature, we fit two third-degree polynomials in regions free from sky
lines above and below 6200 Å, that is the wavelength where the sky continuum reaches its
peak. Finally, we use this polynomial fit to correct for the residuals due to varying sky
continuum emission (Figure 5.3). During these steps, the sky model is subtracted from
each pixel of the data cube by interpolating on the wavelength axis with a spline function.
The appropriate uncertainties are added to the variance stored in the data cube (the “stat”
extension).
After sky subtraction, we use the MUSE pipeline to combine the four individual ex-
posures and reconstruct the final data cube on a regular grid of 0.2 arcsec in the spatial
direction and 1.25 Å in the spectral direction. As a last step, we apply the heliocentric
correction and we correct the observed flux as a function of wavelength to account for a
substantial amount of Galactic extinction in the direction of ESO137-001. This correction
is computed using the color excess from the dust map by Schlegel et al. (1998) with the
recalibration of Schlafly & Finkbeiner (2011). We also assume a Galaxy extinction curve
from Fitzpatrick (1999).
We verified the accuracy of the flux calibration by comparing the Hα fluxes of selected
HII regions to the measurements reported by Sun et al. (2007). We also test that the flux
calibration is consistent across the entire wavelength range by checking that the spectra of
stars in the field are well fitted by blackbody functions. Lastly, we compare the flux ratios
of several emission lines derived in this work to those from Sun et al. (2010) for their HII
regions ELO2 and ELO7, finding agreement within 5% for all the flux ratios compared.
5.3 Emission line measurements
To characterise the physical properties of the gas in the disk and the tail, we extract flux
maps of the emission lines listed in Table 5.1. In this table, we also provide for each
line an estimate of the noise, quantified as the 3σ limit per spaxel (spatial pixel) in the
unsmoothed MUSE data cube. The noise is estimated as the standard deviation of fluxes
in a wavelength interval of 30Å, close to the wavelength of the line of interest and clean of
bright sky line residuals.
We assume a systemic redshift zsys = 0.01555± 0.00015 for ESO137-001. Maps of the
line fluxes are obtained from the reduced datacube using the idl custom code kubeviz1.
Before the fit, the datacube is median filtered in the spatial direction with a kernel of
15× 15 pixels (corresponding to 3′′ or 0.95 kpc at the distance of ESO137-001) to increase
the signal-to-noise (S/N) per pixel without compromising the spatial resolution of the
data. No spectral smoothing is performed.
In the galaxy disk, Balmer emission lines (Hα and Hβ) are contaminated by stellar
absorption. Direct fitting of the emission lines would thus underestimate the fluxes. To
1www.mpe.mpg.de/∼mfossati/kubeviz/
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Line λr µmin
(Å) (erg s−1 cm−2 A−1 arcsec−2)
Hβ 4861.33 8.2− 11.7× 10−18
[O III] 4958.91 7.7− 10.7× 10−18
[O III] 5006.84 7.5− 10.5× 10−18
[N II] 5754.64 6.2− 8.7× 10−18
[O I] 6300.30 4.6− 6.3× 10−18
[O I] 6363.78 5.0− 6.7× 10−18
[N II] 6548.05 4.1− 5.6× 10−18
Hα 6562.82 4.1− 5.6× 10−18
[N II] 6583.45 4.1− 5.5× 10−18
[S II] 6716.44 4.9− 6.4× 10−18
[S II] 6730.81 5.0− 6.6× 10−18
[S III] 9068.60 4.8− 6.9× 10−18
Table 5.1: Emission lines considered in this study. The columns of the table are: (1) name
of the emission line; (2) wavelength in air; (3) characteristic surface brightness limit at 3σ
C.L. computed in each spaxel after correcting for Galactic extinction. The two values refer
to pointing A and B respectively.
solve this problem, we first model and subtract the underlying galaxy stellar continuum
using the gandalf code (Sarzi et al., 2006) for spaxels in a rectangular area that covers
the stellar disk (see the inset in Figure 5.5) and with S/N> 5 per velocity channel in
the continuum. gandalf works in combination with the Penalized Pixel-Fitting code
(PPXF) (Cappellari & Emsellem, 2004) to simultaneously model the stellar continuum
and the emission lines in individual spaxels. The stellar continuum is modeled with a
superposition of stellar templates convolved by the stellar line-of-sight velocity distribution,
whereas the gas emission and kinematics are derived assuming a Gaussian line profile. To
construct the stellar templates, we use the MILES library (Vazdekis et al., 2010).
Having obtained a data cube free from underlying stellar absorption, we use kubeviz
to fit the emission lines. This code uses “linesets”, defined as groups of lines that are
fitted simultaneously. Each lineset (e.g. Hα and [NII] λλ6548, 6584) is described by a
combination of 1D Gaussian functions where the relative velocity separation of the lines is
kept fixed according to the wavelengths listed in Table 5.1. To facilitate the convergence
of the fit for the faintest lines, we impose a prior on the velocity and the intrinsic line
width σ of each lineset, which is fixed to that obtained fitting the Hα and [NII] lines. We
have explicitly verified on the master spectra described in section 5.5 that this assumption
holds well both in the disk and across the tail. Furthermore, the flux ratio of the two [NII]
and [OIII] lines are kept constant in the fit to the ratios in Storey & Zeippen (2000). The
continuum level is evaluated inside two symmetric windows around each lineset. Figure 5.4
shows emission line maps obtained from our fits of the datacube at selected wavelengths.
We note that, at the redshift of ESO137-001, [SII] λ6731 falls onto a bright sky line at
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Figure 5.4: Emission line maps of ESO137-001. The panels are sorted by the wavelength of
the line from left to right and top to bottom. The black solid contour marks the isophote
of the galactic disk at 22 mag arcsec−2 measured on an r-band image obtained from the
datacube. The thinner solid contours in the Hα panel show the location of the X-ray
emitting gas from Chandra observations (Sun et al., 2010), highlighting the primary and
secondary tails. Areas not covered by MUSE observations are shaded in grey.
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λ6834 and thus the strong residual hampers a reliable estimate of the flux for this line (see
Figure 5.9). Therefore, we are forced to exclude [SII] from most of the following analysis.
During the fit, kubeviz takes into account the noise from the “stat” data cube, thus
optimally suppressing sky line residuals. However, the adopted variance underestimates
the real error, most notably because it does not account for correlated noise introduced
by resampling and smoothing. We therefore renormalize the final errors on the line fluxes
assuming a χ2 = 1 per degree of freedom. In the end, we mask spaxels where the S/N in
the Hα line is < 3. Further masking is applied to the spaxels for which the line centroids
or the line widths are extreme outliers compared to the median value of their distributions,
or the errors on these quantities exceed 50 km s−1.
5.4 Kinematics
The analysis of the gas and stellar kinematics offers unique insight into how ram-pressure
stripping occurs in ESO137-001. Here we briefly summarize the results of the kinematic
analysis first presented in Fumagalli et al. (2014) and later updated with the improved
data reduction scheme presented here. The projected position of the galaxy in the cluster
and the direction of the tail suggest that ESO137-001 is moving towards the centre of the
Norma cluster on a projected orbit with position angle of ∼ −50 deg.
Figure 5.5 shows the velocity map, as traced by the Hα emission line and its associated
uncertainty. The gas radial velocity reveals no clear gradient along the tail, implying that
the motion occurs in the plane of the sky. Conversely, a clear velocity gradient is seen in
the direction parallel to the galaxy major axis, perpendicular to the tail. This velocity
pattern was already observed by Sun et al. (2010) who studied selected HII regions with
Gemini/GMOS spectroscopy. Our observations confirm that ESO137-001 is approaching
the cluster centre on a nearly radial orbit, with no significant tangential velocity compo-
nent. The stripped gas retains a remarkable degree of coherence in velocity to ∼ 20 kpc
downstream, which is originally imprinted by the rotation curve of the stellar disk. The
map of the stellar kinematics is shown in the inset of Figure 5.5 is in remarkable agreement
with the ionized gas map within the stellar disk. Higher radial velocities 80−120 km s−1are
visible in the stripped gas in the southern secondary tail, which is likely to originate from
material that detached from the southernmost part of the disk of ESO137-001, where stars
rotate at comparable velocity. A hint of the same effect, but with reversed sign, is visible
in the northern part of the primary tail where the stripped gas is blue-shifted compared to
systemic velocity, in agreement with the velocity field of the stellar disk.
Figure 5.6 shows the velocity dispersion map, as traced by the Hα emission line and
its associated uncertainty. On scales of ∼ 20 kpc from the galaxy centre, the Hα emitting
gas exhibits low turbulence. The bulk of the gas has a velocity dispersion σ ∼ 25 − 50
km s−1, in qualitative agreement with the narrow CO line profiles shown by Jáchym et al.
(2014). Two notable exceptions are the bright Hα knots (which we identify as HII regions
in section 5.5.1), where the velocity dispersion is lower (σ . 25 km s−1) as expected from
a colder medium that hosts on-going star formation; and the front of the tail where the
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Figure 5.5: Left: velocity map of the Hα line relative to the galaxy systemic velocity.
In the inset, we show the stellar kinematics, on the same color scale adopted for the gas
velocity map. To facilitate the comparison, we show the position of the inset in the main
panel (grey box), and we use crosses as a ruler with steps of 2 kpc. Right: the error map
of the fitted centroids. Areas not covered by MUSE observations are shaded in grey.
dispersion is high (σ > 100 km s−1) albeit with a large uncertainty. We investigate in more
detail the ionization conditions in this region in section 5.5.3.
Beyond ∼ 20 kpc from the galaxy position, a higher degree of velocity dispersion can
be seen, with typical values above ∼ 50 km s−1 and peaks exceeding 100 km s−1. We need
to be more cautious in interpreting kinematics within Field B, due to the lower S/N of our
observations. Nevertheless, a progressively higher velocity dispersion moving far from the
ESO137-001 disk along the tail was also noted by Jáchym et al. (2014) who found larger
line widths in their CO observations at similar distances from the disk. We also tested that
Gaussian fits to coarsely binned data with higher S/N show consistent velocity dispersion
measurements within the uncertainties.
5.5 Emission line diagnostics
Several physical processes, including photoionisation, shocks, and thermal energy in mixing
layers, are likely to contribute to the emission lines we see in the spectra of the main body
of ESO137-001 and its tail.
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Figure 5.6: Left: velocity dispersion map of the Hα line. Values have been corrected for
instrumental resolution. Right: the error map of the fitted line widths, in velocity units.
Areas not covered by MUSE observations are shaded in grey.
5.5.1 Line ratio maps
In this section, we exploit the integral field capabilities of MUSE to investigate the spatial
variations of physical properties inferred from strong emission line diagnostics computed
for each pixel. Next, we will coadd the spectra of several characteristic regions of the
ESO137-001 system to achieve higher S/N in the fainter lines.
The ratio of collisionally excited lines like [OIII]λ5007, [NII]λ6584 to hydrogen recom-
bination lines (Hα, Hβ) is traditionally used as indicator of the ionization properties of
the gas. More specifically, the combination of pairs of these line ratios is used to construct
BPT diagrams (Baldwin et al., 1981), so as to distinguish different sources of ionization,
e.g. photoionization in star forming galaxies or active galactic nuclei, and shocks. These
line ratios are typically chosen such that both lines fall inside a small window of wavelength
to minimize the effects of dust extinction.
The top panels of Figure 5.7 show 2D maps of the [OIII]λ5007/Hβ, [NII]λ6584/Hα, and
[OI]λ6300/Hα ratios, computed for all the spaxels in which both of the lines of interest
are detected with S/N > 3. Significant spatial variations in these three line ratios can
be seen in the data. Most of the large scale trends visible in this figure are real, but we
caution that two effects should be taken into account when interpreting the maps. First,
in the outer tail, the depth of the observations is shallower due to shorter exposure time.
Second, in the front region, the smoothing applied to the datacube can artificially enhance
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Figure 5.7: Maps of the [OIII]λ5007/Hβ , [NII]λ6584/Hα, [OI]λ6300/Hα, and Hα/Hβ line
ratios Areas not covered by MUSE observations are shaded in grey. The compact knots
associated with HII regions along the tail are highlighted with black circles in all the panels.
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discontinuities in line ratios and affect their gradients.
Inspecting the Hα map (left central panel in Figure 5.4), compact knots along the
tail can be identified as high surface brightness regions. To isolate these knots, we run
SExtractor v2.19.5 (Bertin & Arnouts, 1996) on the Hα map. Among the detected
objects (S/N > 5) we selected those with a classification consistent with point-like sources
(CLASS STAR > 0.9) and low ellipticity (e < 0.2). 33 such knots are identified in our
data. Out of these 27 correspond to the HII regions analyzed in Sun et al. (2007, 2010).
The remaining six regions lie close to foreground stars, making their selection more difficult
in the narrow band imaging data of Sun et al. (2007). In Figure 5.7, we have highlighted
the position the compact knots with black circles. These regions are mainly characterized
by high values of [OIII]λ5007/Hβ (& 0.7) as well as low values of [NII]λ6584/Hα (. 0.3)
and [OI]λ6300/Hα (. 0.1) ratios. According to the BPT classification (see also Figure
5.11), all these regions occupy the parameter space populated by HII regions photoionized
by OB stars.
Focusing next on the galaxy nucleus, at the origin of the coordinate system in Figure 5.7,
we see modest ratios for [OIII]λ5007/Hβ, [NII]λ6584/Hα and [OI]λ6300/Hα, which is again
consistent with ionization from a soft spectral energy distribution. Thus, in agreement with
the X-ray analysis of Sun et al. (2010), we conclude that the nuclear emission of ESO137-
001 is powered by star formation activity and that this galaxy does not host a strong
AGN.
Looking at the galaxy front next, where the ISM collides with the hot plasma from the
cluster, we see enhanced [NII]λ6584/Hα (& 0.6) as well as low [OIII]λ5007/Hβ (. 0.3),
with a hint of elevated [OI]λ6300/Hα. These ratios are suggestive of shocks playing a role
in the gas excitation (Allen et al., 2008; Rich et al., 2011). Throughout the primary tail
[NII]λ6584/Hα remains elevated (∼ 0.4) decreasing only towards the end of the tail, in
proximity of the extended Hα blob that is known to harbor a large molecular complex
(Jáchym et al., 2014). We also find enhanced [OI]λ6300/Hα (& 0.2) in the tail, while the
[OI] line is weaker in the galactic disk. This piece of evidence, combined with the high gas
turbulence (see Figure 5.6), points to shock heating as an important mechanism to excite
the gas in the tail.
Differently from the primary tail, the southern secondary tail shows a strong [OI] emis-
sion, but a lower [NII]λ6584/Hα, which is on average ∼ 0.2 after removing the HII regions.
These line ratios are more difficult to reconcile with emission lines from ordinary shock
models. We note however that the presence of several bright HII regions embedded in
this tail can produce mixed types of spectra, with a superposition of emission lines that
originate from different emission mechanisms in distinct gas phases. More generally, we are
witnessing a complex interaction between multiple gas phases as the warm ISM from the
galaxy, ionized by past and ongoing star formation, mixes and interacts with the hot ICM.
Thus, photoionisation from stars, shocks, and even thermal conduction and the presence
of magnetic fields (see e.g. Ferland et al., 2008, 2009), are likely contributing to a varying
degree to the peculiar line ratios seen in ESO137-001.
We conclude this section by briefly commenting on the Hα/Hβ ratio, shown in the
forth panel of Figure 5.7. This ratio is commonly used in the low density limit to infer
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the dust extinction, assuming an intrinsic ratio of 2.86 from case B recombination at
T = 104 K (Osterbrock, 1989). As the observed emission, especially in the tail, may not
simply arise from photoionized gas at the temperature of typical HII regions (see Sect.
5.5.2), we refrain from deriving a spatially-resolved map for the extinction. We only note
that ratios are generally Hα/Hβ& 3, which is suggestive of the presence of dust both in
the disk and tail of ESO137-001. Cortese et al. (2010a,b) indeed observed dust stripping
from galaxies in cluster environments, supporting the idea that gas and dust are subject
to similar perturbations.
5.5.2 Composite spectra
Having examined qualitatively the spatial variation of the different line ratios, in this
section we exploit the ability to rebin IFU data in regions of interest. We generate high
S/N composite spectra for a quantitative analysis of even weak emission lines. We focus
on five characteristic regions, which exhibit different line ratios in Figure 5.7. These are:
1) the galaxy disk, including the nucleus; 2) the front region, defined as the area with
enhanced [NII]/Hα ratio in the south-east of the galaxy disk; 3) the compact knots along
the tail, which we have identified as HII regions; 4) the diffuse gas within the primary tail;
5) the Hα “blob” in the outer tail.
The locations of these different regions are shown in Figure 5.8, while Figure 5.9 shows
the composite spectra obtained by co-adding all spaxels in the selected apertures with a
mean. Before generating the composite spectra, we remove the galaxy rotation component
using the kinematic maps derived in section 5.4. For the regions 1 and 2, we further use the
gandalf code to remove the stellar continuum spectrum from the composite spectrum,
as described above. The composite spectrum of the HII regions is instead obtained by
averaging the individual spectra with inverse variance weights derived from the bootstrap
noise spectra described below.
Figure 5.9 reveals that the wavelength at which all the emission lines peak is consistent
with the galaxy’s redshift regardless of the transition under consideration. The largest
offsets occur predominantly in the regions where the lines are fainter, but these are generally
consistent with zero given the uncertainties on the line centroid. This empirical evidence
justifies our previous assumption to peg the centroid of different emission lines to the one
of Hα when deriving the flux maps in the full data cube.
Furthermore, as already discussed above, this figure readily shows that the flux ratios
change as a function of the spatial position in the disk of the galaxy and in the tail, which is
suggestive of various excitation mechanisms at work in different regions. For instance, the
front region has the highest [NII] to Hα ratio, while [OIII]λ5007 is most strongly detected
in the bright Hα knots along the tail. Furthermore, [OI]λ6300 emission is visibly stronger
throughout the tail than in the main galaxy body.
This visual assessment of the data is more quantitatively supported by the integrated
fluxes, listed in Table 5.2. The uncertainties on the line fluxes are computed from 100
bootstrap realizations of the median spectra. More specifically, the fitting procedure is
repeated for each bootstrap realization, and we assume the 1σ confidence level of the
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Figure 5.8: Hα map of ESO137-001. Black apertures represent selected regions used to
create composite spectra as described in the text. Specifically, circular apertures identify
HII regions (3), while polygons identify (from left to right): the front region (2); the main
body of the galaxy (1); the diffuse gas within the tail (4); the blob in the outer tail (5).
Areas not covered by MUSE observations are shaded in grey.
measured line fluxes as the formal uncertainty. This approach, however, does not take into
account the correlated noise contribution, which is estimated to be a factor ∼ 2 for IFU
observations where a similar number of pixels is combined (e.g. Förster Schreiber et al.,
2009). For undetected lines, we quote the 3σ confidence level obtained from the standard
deviation of the continuum values on both sides of each line.
In the next section, we will attempt to characterize the density, temperature, and
metallicity of the gas, by means of emission line diagnostics leveraging a combination of
spatially resolved maps and composite spectra.
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Figure 5.9: Coadded rest frame spectra of the five regions of ESO137-001 shown in Figure
5.8. The spectra are normalized to the Hβ intensity and shifted along the vertical axis to
facilitate the comparison. Only the emission lines relevant to this study are shown. In case
of [OIII], and [OI] doublets only the strongest line is shown. For visualization purposes,
the Hα and [NII] complex have been scaled by a factor of three, while the [NII]λ5755
is enhanced a factor of 10. The lowermost spectrum (dash-dotted line) is a night sky
spectrum (not in scale) extracted from the datacube.
5.5.3 Properties of the diffuse gaseous tails
Density
The electron density in the ionized gas can be measured, for instance, through collisional
de-excitation in doublets of the same ion from different levels with comparable excitation
energy. One such doublet is [SII] λ6716/λ6731. Unfortunately, the intensity ratio is only
weakly sensitive to the density for ne < 10
2 cm−3, where collisional excitation is generally
followed by photon emission. Moreover, in the case of ESO137-001, one of the [SII] lines
falls onto a bright skyline, severely compromising the derived fluxes especially in the low
surface brightness regions of the tail. For these reasons, we are forced to resort to other
estimators for the gas density.
A crude order of magnitude estimate for the electron density can be obtained from the
observed Hα luminosity, together with an estimate of the volume. More specifically, in
equilibrium, the Hα luminosity in a given spatial region can be written as
LHα = nenpα
eff
HαV fhνHα (5.1)
where ne is the number density of electrons, np is the number density of protons (hydrogen
ions), αeffHα is the Hα effective recombination coefficient, V is the volume of the emitting
region, f is the filling factor, h is the Planck’s constant and νHα is the frequency of the Hα
transition.
For the geometry of the tail, we assume a cylinder with line-of-sight depth equal to
the diameter in the plane of the sky. The diameter, as measured on the Hα image, is
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Figure 5.10: Map of the mean election density obtained from the Hα surface brightness
and a cylindrical volume from the tail. A filling factor f = 0.05 is assumed. Areas not
covered by MUSE observations are shaded in grey. The HII regions along the tail are
excluded from the map.
D ∼ 0.3 arcmin throughout the entire length of the tail, or about D ∼ 5.5 kpc at the
distance of ESO137-001. This value is ∼ 50% larger than the diameter used by Sun et al.
(2007), as the superior depth of the MUSE observations allows us to also detect the lower
surface brightness components of the tail. In our calculation, we consider single spaxel
with area A as individual regions. The filling factor is instead unconstrained. However,
there is indication that the warm ionized gas in the tail can be very clumpy, as shown
for instance in hydrodynamic simulations of ram-pressure stripping (e.g. Tonnesen et al.,
2011). Thus, we assume f = 0.05, as in Sun et al. (2007). Finally, we assume that the gas
is fully ionized (ne = np) and α
eff
Hα = 1.17 × 10−13 cm3 s−1 (Osterbrock & Ferland, 2006).
As previously noted, the excitation mechanisms of the tail are unknown and the value
of the recombination coefficient is uncertain. Moreover, the assumption of a cylindrical
volume implies that the line-of-sight depth of the cylinder depends on the spatial position.
However our calculation aims to provide only a order of magnitude estimate for the gas
density and other quantities, such as the filling factor, are likely to dominate the error
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budget in this calculation. Under these assumptions, manipulating equation 5.1 we obtain
ne =
√
LHα
αeffHαADfhνHα
(5.2)
Figure 5.10 shows the resulting map for the gas density obtained following equation
5.2, where HII regions have been excluded from the calculation. From the map, we find
that the average density in the tail, although uncertain, is of the order of 0.3 cm−3, in
agreement with the estimate of Sun et al. (2007). Very similar densities are found by Yagi
et al. (2007) and Fossati et al. (2012) in ram pressure stripped tails in the Coma cluster,
once a common filling factor is assumed. As a cross check, we also examine the composite
spectrum of the tail, where the improved S/N also allows us to estimate the density with
the direct method. In this case, we find an upper limit at ne ≤ 1 cm−3 typical for the low
density regime, which is again consistent with our spatially-resolved measurement.
In the nucleus, the S/N of both [SII] lines is high (see Figure 5.9) and the density is
in the intermediate regime where the doublet line ratio becomes a useful diagnostic of the
ne. We can therefore use the direct method, obtaining ne ∼ 102 cm−3.
With an estimate for the density, we then compute the recombination time-scale for
the ionized gas:
τr =
1
neαA
∼ 10
5
ne
yr (5.3)
where αA is the total recombination coefficient. At the high densities of the nucleus, the
gas would recombine in less than 103 yr, and the observed emission arises from on-going
star formation that keeps the gas ionized. On the other hand, the gas in the tail can
remain ionized up to ∼ 1 Myr following ionization. It is therefore interesting to consider
whether the gas is being stripped as ionized and recombines in the tail, or whether other
ionization mechanisms are needed to power the observed emission. The orbital study of
Jáchym et al. (2014) suggests an infall velocity of 3000 km s−1, which means that material
at ∼ 30 kpc has been stripped at least 10 Myr ago, assuming instantaneous acceleration
of the gas. Thus, according to our crude estimate, only the inner part of the tail could
be recombining after being stripped in a ionized phase. Other excitation mechanisms are
at work in the full extent of the tail, as shown by simulations (Tonnesen & Bryan, 2010).
Clearly, the uncertainties on the density and thus in the recombination timescale hamper
firm conclusions. Arguably, both recombination of stripped gas in the ionized phase and
from gas excited in situ within the tail are powering the observed emission.
Electron temperature
The high S/N of the composite spectra allows the detection of emission lines that are
suitable to measure the electron temperature of the gas in the galaxy and its tail. In
principle, a few transitions like [OIII], [NII], and [SIII] could be used for this purpose, as
emission lines from levels with different excitation energies fall into the optical window.
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However, given the wavelength coverage of our MUSE data, we are restricted to the use of
[NII] for this calculation.
The electron temperature (Te) can be derived following Osterbrock & Ferland (2006),
their equation (5.5):
R[NII] =
8.23 e(2.5×10
4/Te)
1 + 4.4× 10−3 ne/T 1/2e
(5.4)
where R[NII] = [NII]λ6584, 6548/[NII]λ5755. We assume the density dependence in the
denominator is negligible. The error introduced in making this assumption is 0.4% (for
Te ∼ 104K) in the nucleus where ne ∼ 102 cm−3, and smaller elsewhere. Under this
assumption, Te is given by:
Te =
2.5× 104 K
ln(0.121×R[NII])
(5.5)
In this calculation we use observed line ratios not corrected for dust extinction, primarily
because of our inability to derive the extinction curve especially in the tail and blob, where
the ionization mechanisms are more uncertain. The values of Te must therefore be taken
as lower limits, given that R[NII] may in fact be lower then the value we measure. However,
we checked that in the disk of the galaxy, where there is substantial extinction (AV ∼ 1.44
mag) the temperature would increase by only ∼ 6%.
Clearly, the accuracy of this direct method is limited by the detection of the faint
[NII]λ5755 line. In our composite spectra, we obtain marginal detections in all the regions,
except the front. Fortunately, the wavelength where this line falls is clean from skylines
and we can attempt a measurement of the temperature even in a moderate S/N regime.
Robust fits are obtained by fixing the line width and centroid for all the [NII] lines, therefore
avoiding spurious solutions for the faint [NII]λ5755 line. Bootstrap errors are used to derive
the uncertainties for the electron temperatures. Te are then (0.96 ± 0.19) × 104 K in the
galactic disk, (1.8 ± 0.3) × 104 K in the stacked HII regions and (2.1 ± 0.9) × 104 K,
(2.0± 0.5)× 104 K for the tail and the blob respectively. At face value, this measurement
suggests that the gas in ESO137-001 has temperatures commonly seen in photoionized
regions, perhaps with a hint of a lower value in the galactic disk compared to the tail or
the HII regions. However, given the large uncertainties on the line flux and to lesser extent
on the wavelength-dependent dust extinction, these values must be taken with caution.
Deeper observations are thus required to confirm this result with higher S/N detection of
the weak [NII]λ5755.
BPT diagnostics
In section 5.5.1, we have shown two dimensional maps of various line ratios. We now use
the higher S/N composite spectra to study emission line ratios from the detections of Hβ,
[OIII], [OI], [NII] and Hα in the 5 characteristic regions of ESO137-001, defined in Figure
5.8. Figure 5.11 shows the BPT diagrams for these composite spectra, using the same
color coding as in Figure 5.9. The 30 individual HII regions with detections in all the line
ratios are also shown as small grey points. The error bars for the HII regions reflect the
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Figure 5.11: BPT diagrams for the composite spectra extracted from the 5 characteristic
regions of ESO137-001. Data points are color coded as in Figure 5.9. Individual knots with
robust detections in all the line ratios are also shown with small grey circles. The error
bars shown for the composite knot spectrum reflect the sample variance, while the errors
on the mean line ratios are of the size of the datapoint. Black (pink) stars are extended
filaments (compact knots) from Yagi et al. (2007), Yoshida et al. (2012), and Merluzzi
et al. (2013). The grey contours are obtained from the nuclear spectra of a random sample
of Sloan Digital Sky Survey (SDSS) galaxies at 0.03 < z < 0.1. The solid black line is
the extreme starburst separation between photoionisation and AGN/shock heating from
Kewley et al. (2001). The dashed black line is the empirical division from Kauffmann et al.
(2003) based on SDSS data. Thick solid lines highlight different fractions (from 0 to 1) of
Hα flux contributed by shocks from models by Rich et al. (2011).
sample variance, while errors on the mean line ratios are of the size of the datapoint. The
grey contours are obtained from the nuclear spectra of a random sample of SDSS galaxies
selected from the DR12 (Alam et al., 2015) database at 0.03 < z < 0.1, while the solid
black line is the extreme starburst separation between photoionisation and AGN/shock
heating from Kewley et al. (2001). The dashed black line is the empirical division from
Kauffmann et al. (2003) based on SDSS data. The thick solid lines highlight different
fractions (from 0 to 1) of Hα flux contributed by shocks from models by Rich et al. (2011).
Moreover, in Figure 5.11 we show the line ratios obtained from the literature for extended
ionized gas filaments (black stars) and compact star forming knots (pink stars). Yagi et al.
(2007) observed the tail behind D100, a galaxy in the Coma cluster. We average the line
ratios of their slits along the tail, weighting by the Hα flux. Yoshida et al. (2012) observed
several knots and extended diffuse emission filaments behind two galaxies infalling into the
Coma cluster (IC4040 and RB199). Lastly, Merluzzi et al. (2013) observed a ram pressure
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stripped galaxy in the Shapley Supercluster, and we show the line ratios of their extra
planar ionized gas regions.
From the left panel, it is clear that all the HII regions in the tail as well as the central
galaxy reside in the locus occupied by gas photoionized by stars. These HII regions span a
broad range of values in [OIII]λ5007/Hβ, which is indicative of different ionization param-
eters. This result is consistent with the line ratios of HII regions observed in the tails of
other ram pressure stripped galaxies from the literature (pink stars in Figure 5.11). Thus,
despite the extreme ram pressure stripping suffered by ESO137-001, the star formation
properties of the galaxy disk and of the HII regions embedded in the tail appear typical.
Indeed, the stacked spectrum of the galactic disk is well within the region where most of
local galaxy nuclei are found. It should be noted, however, that this analysis is restricted
to the most bound parts of the ESO137-001 disk, as the star formation activity is com-
pletely truncated in the outer parts of the disk, where ram pressure has already removed
the galaxy ISM and no Hα emission is found.
The galaxy front stands out as the region with the strongest [NII] contribution, which
is however weak compared to the emission expected for a LINER or gas that is purely
shock heated. This evidence, combined with the weak [OI] complicates the interpretation
of which excitation mechanism is responsible for the gas emission. Indeed at most 15%
of the excitation can be contributed by shocks in the front, according to the models by
Rich et al. (2011). Moreover, the gas is kinematically cold in this region, perhaps sur-
prising in presence of strong shocks moving through the gas. We therefore conclude that
this region is mainly ionized, with an elevated [NII]/Hα ratio but a faint [OIII] emission
indicative of a weak ionization parameter. As discussed above, however, we cannot rule
out the contribution of shocks, as the separation between a putative thin shock-dominated
region and the bulk of the photoionized ISM in the ESO137-001 disk is poorly resolved in
our observations. Moreover, composite spectra from extended regions are light weighted,
and thus the measured fluxes near density discontinuities tend to be biased towards the
brightest regions.
On the other hand, the tail and the bright blob in the outer tail show a contribution
from very strong [OI] emitting gas, much beyond the locus typical for local galaxies. This
evidence is consistent with the strength of [OI] in all the other ram pressure stripped tails
observations collected form the literature. However, the [NII]/Hα ratio is weaker compared
to most of the other tails, a fact that is difficult to reconcile with ordinary shock-heating
models. We note that the tail of ESO137-001 hosts several HII regions, especially in the
secondary tail where lower values of [NII]/Hα can be found. In this case, we are tempted to
conclude that such peculiar line ratios in the tail arise from a combination of recombination
from photoionized gas, (including gas that was stripped as ionized from the galaxy or that
is ionized in situ by the HII regions), plus a shock contribution from the turbulence of the
gas itself. This scenario is further supported by the high velocity dispersion of the gas
along the tail (Fumagalli et al., 2014; Jáchym et al., 2014).
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Line λr ∆v Region 1 Region 2 Region 3 Region 4 Region 5
(Å) (km s−1) (Disk) (Front) (Knots) (Tail) (Blob)
Hβ 4861.33 0 1.000±0.022 1.000±0.065 1.000±0.013 1.000±0.064 1.000±0.020
[O III] 4958.91 <9 (3) 0.095±0.006 <0.189 0.322±0.066 0.111±0.058 <0.141
[O III] 5006.84 <10 (4) 0.261±0.007 0.252±0.102 0.952±0.174 0.392±0.060 0.314±0.023
[N II] 5754.64 <58 (3) 0.016±0.009 <0.135 0.034±0.008 0.065±0.045 0.047±0.019
[O I] 6300.30 <24 (3) 0.151±0.005 <0.173 0.145±0.010 0.694±0.060 0.636±0.018
[O I] 6363.78 <19 (1) 0.050±0.005 <0.147 <0.051 <0.138 0.269±0.026
[N II] 6548.05 <22 (3) 0.501±0.017 0.322±0.025 0.287±0.056 0.467±0.024 0.357±0.010
Hα 6562.82 <20 (1) 4.529±0.092 2.998±0.038 3.954±0.140 4.267±0.040 3.984±0.019
[N II] 6583.45 <24 (3) 1.604±0.065 1.190±0.036 0.928±0.106 1.499±0.032 1.107±0.013
[S II] 6716.44 <23 (5) 0.921±0.022 <0.174 0.745±0.039 1.629±0.116 1.056±0.015
[S II] 6730.81 <20 (5) 0.651±0.016 <0.219 0.470±0.037 <0.297 0.422±0.030
[S III] 9068.60 <16 (2) 0.249±0.010 0.210±0.055 0.241±0.030 <0.216 <0.108
AV 1.44±0.09 - 1.02±0.25 - -
Table 5.2: Fluxes measured in the composite spectra of the five regions shown in Figure
5.9. The values are normalized to the Hβ flux and are not corrected for dust extinction.
We also report the dust extinction in units of AV , measured from the Balmer decrement
for the regions dominated by photoionisation. ∆v is the absolute value of the largest offset
peak centre relative to Hβ. The value in parenthesis indicates the region where this occurs.
5.5.4 Properties of the HII regions
In this section we estimate the density, metallicity and ionization parameters for regions
where the gas is mainly photoionized by young stars, namely the HII regions embedded in
the tail and the body of the ESO137-001 galaxy.
As a first step, we correct the emission line spectra for dust extinction using the Balmer
decrement. Having restricted our analysis to purely photoionized regions, and with a tem-
perature of T ∼ 104 K, we can assume a theoretical Hα/Hβ ratio from case B recom-
bination. This value depends only weakly on density and temperature and is 2.86 in the
low density limit at T = 104K (Osterbrock, 1989). In case of density and temperature
variations, the variation in the theoretical Hα/Hβ ratio is minimal. Therefore the varia-
tions in the observed ratios can be mainly attributed to variations in the dust content. We
compute the Balmer decrement as:
C(Hβ) =
log(2.86)− log[F (Hα)
F (Hβ)
]obs
f(Hα)
(5.6)
where f(Hα) = −0.297 is the selective extinction of Hα relative to Hβ from the Galactic
extinction law of Cardelli et al. (1989), which we also use for the correction of all the
observed emission lines. Under these assumptions, we express the attenuation in units of
AV = 2.5×0.86×C(Hβ). A map of the extinction of the HII regions is given in the bottom
panel of Figure 5.12. The extinction is on average 1 mag, with substantial scatter from
region to region, suggestive of varying dust content within the body and tail of this galaxy
(and perhaps along the line of sight to it). No clear trends are visible with the position
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along the tail.
The density for the HII regions in the tail, can be estimated following eq. 5.1 but
adopting a spherical geometry in which the volume is V = 4πR3/3. In our observations,
we cannot resolve the size of the individual HII regions and we assume a constant radius
R = 20 pc (see Gutiérrez & Beckman, 2010). Also for the HII regions, the filling factor is
unknown and likely to be a function of radius (Cedrés et al., 2013). In this case, we assume
f = 1 meaning that our estimates provide a lower limit for the local density of these HII
regions. Although the uncertainty on the density is very large, we find ne & 10
2 cm−3, at
least two orders of magnitude denser than the diffuse gas in the tail.
With the dust corrected spectra, we can infer the chemical abundance of the HII regions
using photoionisation modeling. The metallicity is of great importance to understand how
the star formation proceeds in stripped tails, and how much of the stripped gas pollutes the
intracluster environment. Another interesting parameter, a by-product of the metallicity
analysis, is the ionization parameter (q), defined as the flux of ionizing photons per unit
gas density.
In order to derive the gas phase metallicity (O/H) and ionization parameter of the
gas, we use the izi (Blanc et al., 2015) code to fit the observed nebular emission lines in
our spectra against photoionisation models. For this analysis, we use the input models
from Kewley et al. (2001), who derive line fluxes from the mappings-III code with input
stellar spectra computed using the starburst99 code (Leitherer et al., 1999). Those
models are computed for a gas density ne = 350 cm
−3, a constant star formation rate, and
they assume a Salpeter (Salpeter, 1955) initial mass function (IMF). The izi code uses
Bayesian statistics to derive the joint marginalized probability density function (PDF) for
O/H and q. Here, we run the code with flat priors, with the exception of a handful of
problematic cases. Indeed, during the analysis we identify 4 HII regions for which the
posterior PDF has multiple peaks for at least one of the parameters of interest. In these
few cases, we impose a Gaussian prior on q which is motivated by the excellent linear
correlation (r = 0.91) between q and the [OIII]λ5007/Hβ ratio observed in the remaining
HII regions where the PDFs are well behaved. We checked that the results do not change
if we assume models with density ne = 10 cm
−3, as data constrain only the ionization
parameter with a degeneracy between density and intensity of the ionizing radiation.
Maps of O/H and q are shown in the top panels of Figure 5.12. We start by noting
that the metallicity in the body of the galaxy is log(O/H)+ 12 ∼ 8.65, which is consistent
with the determination log(O/H)+ 12 ∼ 8.7 by Sun et al. (2007), obtained using different
data but the same suite of models. This agreement confirms the lack of systematic biases
due to flux calibrations in the analysis. The uncertainty on the metallicity of individual
HII regions is 0.1dex as obtained from the widths of the posterior distributions. However,
the use a specific grid of models introduces an additional systematic uncertainty, which we
estimate around 0.15dex error by repeating the analysis with different models. Therefore
the metallicity is known with a quite large uncertainty.
The spatial variations we find in Figure 5.12 are small and consistent with constant
metallicity throughout the tail with an average value of log(O/H)+12 ∼ 8.55±0.06, which
is 0.75 times the value assumed for the Solar metallicity. A similar behavior is seen for
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Figure 5.12: Top: maps of the gas phase metallicity and ionization parameter for the HII
regions and the disk of ESO137-001 obtained from nebular emission lines fitting with the
izi code. Bottom: map of the dust extinction in the same regions, computed from the
Balmer decrement. One HII region with insufficient S/N in Hβ is shown as an empty black
circle. The Hα diffuse emission is shown in grey scale as a reference for the position of the
HII regions along the tail.
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the ionization parameter, although uncertainties in individual measurements hamper firm
conclusions on a spatial variation, if any is present.
Lastly, we convert the Hα de-reddened flux into a SFR using the Kennicutt (1998a)
calibration. The total SFR of the selected HII regions is SFR = 0.62 ± 0.03M⊙ yr−1, in
excellent agreement with the value SFR = 0.59M⊙ yr
−1 found by Sun et al. (2007) using
the same SFR calibration and a Salpeter IMF. This confirms once again the quality of the
absolute flux calibration of the MUSE observations. We caution however that, because
of the low intrinsic SFR of individual HII regions, a full treatment of the stochastic IMF
sampling is likely required for a more precise measurement of the SFR (da Silva et al.,
2014).
While there is no systematic trend of the physical properties of these HII regions with
respect to their spatial location, the distribution of HII regions is in itself peculiar and
traces the imprint of the formation mechanism. One third of the HII regions are found in
leading edge of the secondary tail and they are among the brightest that we have observed
in ESO137-001. Other HII regions are distributed along the main tail and only a few of
them are found at a distance greater than 15 kpc from the galactic disk. Moreover, most
of the HII regions are located in the inner part of the tail, where the velocity dispersion
of the gas on scales larger than individual HII regions is low (σ ∼ 25 − 50 km s−1). In
fact, the most distant HII regions are not found in the primary tail, where we observe an
increased velocity dispersion. Rather, they reside in the diffuse gas in the northern part of
our field of view, where the velocity dispersion is indeed low. If HII regions were formed in
the galactic disk and stripped downstream by ram pressure, then they would be expected
to lie anywhere in the tail. However, if instead the HII regions are formed in situ within
the tail, then they are preferentially expected to reside where the gas is less turbulent, and
the gas can cool and self-shield to form molecules.
This argument is complicated by age effects, as the stripped HII regions would progres-
sively fade as the gas is accelerated to larger distances from the galaxy body. Further, some
of the HII regions may not survive the violent stripping and hydrodynamic interactions
with the hot ICM. However, another piece of evidence in favor of in situ formation, at least
for some HII regions, comes from the analysis of Sun et al. (2007), who reported young
ages < 8 Myr for all the HII regions considered. If they were formed in the galaxy, then a
clearer age gradient would be expected, as the galaxy moves in the cluster potential and
the HII regions trail behind it. As we noted, also Sun et al. (2007) caution that older HII
regions may have faded in the outer tail, below the depth of our observations.
5.6 Conclusions
In this chapter, we have presented the analysis of the physical properties of the disk and
stripped tail of ESO137-001, a galaxy that is infalling into the nearby Norma cluster at
high velocity. Leveraging the sensitivity and spatial resolution of MUSE observations, we
have studied for the first time 2D maps of kinematics and emission line ratios within a
poster child of violent ram-pressure stripping. Our results can be summarized as follows:
158 5. Environmental quenching caught in the act. The case of ESO137-001
• The kinematic maps revealed that the stripped gas retains the imprint of the disk
rotational velocity up to ∼ 20 kpc downstream, with low velocity dispersion. Further
on along the tail, the gas velocity dispersion increases above 100 km s−1 . Moreover,
we observed an ordered velocity field for the stellar disk, which convincingly points
to ram pressure as the mechanism for gas removal.
• Considering the tail, the analysis of line ratios shows high values of [NII]/Hα and
[OI]/Hα. Thus, photoionisation alone cannot be responsible for the observed emis-
sion, and the contributions of other mechanisms is required. A contribution from
shocks is likely, also given the turbulent nature of the gas in the outer tail, but we
cannot exclude other excitation mechanisms. At the same time, line ratios are not as
strong as commonly seen in pure shock heating models, and the gas temperature of
(2.1±0.9)×104 K is similar to what found in photoionized gas. Part of the emission,
particularly at close separations from the galaxy, may originate from recombination
of photoionized gas stripped from the main body of the galaxy. The electron density
in the tail is indeed low, ne ∼ 0.3 cm−3, and thus the recombination timescale is long
enough to keep the gas ionized up to a few kpc downstream.
• The bulk of the front region where the galaxy ISM first collides with the hot ICM is
not dominated by strong shocks, as [OI] is only weakly or mostly undetected in our
observations. Line ratios are mostly consistent with photoionized gas, although with a
higher [NII]/Hα ratio compared to the main body of the galaxy. We caution, however,
that the front region is poorly resolved in our observations, and the separation with
the bulk of the galaxy ISM is ambiguous.
• A large number of bright compact knots have been identified in the tail. These
regions stand out because of their high [OIII]/Hβ and low [NII]/Hα and [OI]/Hα
ratios, fully consistent with the locus occupied by HII regions in the BPT diagram.
These HII regions have densities ne & 10
2 cm−3 and temperatures (1.8±0.3)×104 K.
Thus, despite residing in ram-pressure stripped tails, they exhibit usual properties,
commonly observed in HII regions. By comparing the line ratios to a grid of pho-
toionisation models, we found a metallicity close to the solar value (∼ 0.7 solar),
albeit with substantial scatter.
• By comparing the spatial position of the HII regions to the kinematic maps presented
in section 5.4, we found the HII regions are preferentially located in regions where the
gas is dynamically cool, with a velocity dispersion less than 25 - 50 km s−1. Indeed
no HII regions are found in the outer part of the tail where Jáchym et al. (2014)
found a high degree of turbulence. Moreover, the young ages of these regions as well
as the lack of any trend in the physical properties as the function of their position
suggest that these HII regions have formed in situ from the stripped gas in the tail,
as also concluded by previous studies of this and similar systems (Sun et al., 2007;
Arrigoni Battaia et al., 2012; Fossati et al., 2012). However, we can not fully exclude
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selection biases that prevent us from detecting older HII regions stripped from the
main body.
Our analysis represents the first attempt to characterize the rich physics of the ESO137-
001 tail. In this work, we have primarily focused on the most common emission line
diagnostics for shocks and photoionized gas. However, other processes such as thermal
conduction the presence of magnetic fields may play a role in the excitation of the tail.
Deeper observations of the full extent of the tail that have been recently obtained with
MUSE (PI M.Sun), together with detailed radiative transfer models, will allow future
explorations of other diagnostics (including weak lines) that are necessary to gain a more
complete understanding of the physics at work in ram-pressure stripped tails.
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Chapter 6
Conclusions
The aim of this thesis was to accurately quantify the environment of galaxies across 10
billion years of cosmic time, and to investigate the role of environmental processes in
suppressing the star formation activity of satellite galaxies.
We reconstruct the density field by counting the number of neighbors around each
galaxy. In this case the choice of environmental metrics is important. Very different tech-
niques have been used in the literature to define environment (see Cooper et al., 2005;
Muldrew et al., 2012; Etherington & Thomas, 2015, and references therein), with the
choice typically driven by the specific goals and features of each dataset, thus hampering
unbiased comparisons of the results.
In chapter 2, we started to address this issue by characterizing the environment in an
ideal survey at z ∼ 1 − 2, using a sample drawn from the semi-analytic model of galaxy
formation (SAM) presented by Guo et al. (2013b). First we reconstructed the local density
field by counting the number of neighbors in cylinders described by a fixed spatial aperture
and depth in redshift space. By varying the size of the aperture we investigated how the
density correlates with halo mass, which is a more physically motivated quantity.
The correlation between density and halo mass is not straightforward and subject to
a variety of effects. We find that the local density poorly correlates with halo mass for
central galaxies (those living at the bottom of the local potential well) using an aperture
that corresponds to the virial radius of relatively massive haloes (Mh ∼ 1013.5M⊙). This
effect is caused by the well defined boundaries of haloes in the SAMs: galaxies within
the virial radius are satellites hosted by a high-mass halo, while those outside the virial
radius are central galaxies of low-mass haloes. The significant contamination from centrals
beyond the virial radius of massive haloes is such that, at fixed density, the distribution
of halo mass for centrals broadens so much that a correlation between density and median
halo mass is lost. When the aperture used is smaller (probing scales inside the halo, and
reducing the contamination mentioned above) a better correlation is recovered. On the
other hand density correlates well with halo mass for satellites, irrespective of the aperture
used.
We studied the impact of the average redshift accuracy of the sample on the recon-
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struction of the density field. We find that the depth of the cylinder (in redshift space)
should be increased for poorer redshift accuracy. A depth comparable to (or slightly larger
than) the typical redshift accuracy, ensures that galaxies that are scattered along the line
of sight by the uncertain redshifts are captured within the cylinder. Similar conclusions
have been reached by Etherington & Thomas (2015).
In order to identify central and satellite galaxies using observational quantities we
devised a method that uses the rank in stellar mass in a cylinder, under the assumption that
the most massive galaxies are more likely to be centrals. We parametrized the performance
of this method in terms of purity and completeness of the mass rank identification with
respect to the SAM definition of centrals and satellites. We tested various spatial apertures
within which the rank is computed. For central galaxies we found that the larger the
aperture, the higher is the purity but the lower is the completeness. In order to improve
both the completeness at low halo masses and the purity in massive haloes we have defined
an adaptive aperture that depends on the stellar mass of the galaxy. This method is as
good as a fixed aperture with radius 0.75 Mpc in terms of purity but with an improvement
of ∼ 30% in completeness at halo masses below 1013M⊙. The method is not strongly
sensitive to the stellar mass limit or the spectroscopic sampling rate of the dataset. Our
results for purity and completeness are remarkably consistent with Knobel et al. (2012),
despite the different method and sample selection.
A final test of our method is performed by recovering known trends (fraction of passive
galaxies as a function of halo mass and stellar mass) predicted by the models. The fraction
of passive centrals in the models increases as a function of halo mass, while it is almost
independent of stellar mass. On the other hand the fraction of passive satellites increases
with both stellar and halo mass. We have been able to recover these trends in a purely ob-
servable parameter space using the local galaxy density, stellar mass and stellar mass rank
in the adaptive aperture. Because the density-halo mass correlation for central galaxies is
far from being linear or independent of stellar mass, the passive fraction depends both on
density and stellar mass for central galaxies (defined using the mass-rank). For satellite
galaxies, instead, the correlation between halo mass and density is very good, therefore
the passive fraction trends as a function of stellar and halo mass are easy to qualitatively
recover using the density and the mass rank. A lower redshift accuracy does not negatively
impact on this result. However, such a conclusion requires a combination of good photo-
metric redshifts and deep survey limits as found also by Etherington & Thomas (2015).
In conclusion, an accurate calibration of the halo mass can be achieved by jointly taking
into account the local density and the stellar mass, with the extra constraint given by the
mass-rank to define centrals and satellites. These results are presented in Fossati et al.
(2015).
In chapter 3, we then applied our methods and tools to a real high-redshift sample drawn
from the 3D-HST survey (Brammer et al., 2012) and a low redshift sample drawn from the
SDSS survey (York et al., 2000). The 3D-HST survey combines imaging observations from
CANDELS with deep slit-less spectroscopic observations in five well studied deep fields,
namely COSMOS, GOODS-S, GOODS-N, AEGIS and UDS. The CANDELS observations
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provide HST/WFC3 near infrared imaging in the F125W and F160W filters for all the
fields, while 3D-HST followed-up a large fraction of this area with the F140W filter and
the WFC3/G141 grism for slit-less spectroscopy. These spectroscopic observations provide
high-quality redshifts (∆z/(1+z) ∼ 0.003) for the vast majority of the objects in the field,
dramatically improving upon the accuracy of photometric redshifts (∆z/(1 + z) ∼ 0.015).
We selected a magnitude limited sample (F140W < 24 mag) of galaxies in those fields
and we computed the local density of galaxies in fixed apertures. Accurate edge corrections
are applied using ground-based photometric catalogs which are more extended than the
3D-HST field where available, otherwise using simple aperture corrections. We take into
account the reduced accuracy of photometric redshifts (in those extended catalogs) when
the edge corrections are applied to the density measurements. Our reconstructed density
field recovers the previously known massive structures (independently detected from the X-
Ray emission of the intracluster/intragroup medium) across the full redshift range analyzed
in this work.
As described above, a calibration of physically motivated quantities (e.g. halo mass,
central/satellite status) from the local density and mass rank requires a mock catalog
tailored to match the properties of the 3D-HST survey. We developed such a catalog
and performed a careful match to the observational sample. First, we generated synthetic
F140W magnitudes for a catalog of galaxies selected from the Henriques et al. (2015)
SAM, and we applied a magnitude cut such that the volume density of 3D-HST galaxies
is matched. Second, we degraded the redshift accuracy of mock galaxies such that the
redshift accuracy of 3D-HST galaxies is matched. This was done as a function of mock
galaxy brightness and predicted emission line S/N , which are the quantities driving the
redshift accuracy of 3D-HST galaxies. As a result, the joint stellar mass and local density
distributions of mock galaxies are remarkably similar to those of the 3D-HST sample.
Lastly we linked observed galaxies to multiple mock galaxies by matching in stellar
mass, density in a fixed aperture, redshift, and stellar mass rank in the adaptive aperture
described above. From this match we assigned to each 3D-HST galaxy a probability of be-
ing a central or a satellite (Pcen or Psat, from the fraction of matching centrals in the mock
sample) and probability density functions for the halo mass. This Bayesian approach fully
takes into account sources of contamination (“interlopers”) via the matching process. We
applied the same method to a z = 0 sample from SDSS, such that the physical processes
driving the evolution of galaxies as a function of their environment can be studied over
∼ 10 Gyr of cosmic time with a homogeneous technique.
In chapter 4, we made use of these two datasets to study the processes governing
environmental quenching from z ∼ 2 to the present day over a wide range of stellar and
halo mass. We assumed a separability of mass-quenching and environmental-quenching as
predicted (and observed up to z ∼ 1) by Peng et al. (2010, 2012), and Kovač et al. (2014).
First we computed the fraction of passive galaxies (from the UVJ diagram in the 3D-
HST sample and from a SFR cut in the SDSS sample) as a function of stellar and halo mass,
for central and satellite galaxies. As no galaxy has a perfectly defined environment, the
passive fractions we derived can be strongly affected by impurities in the central/satellite
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classification and by cross-talk between the halo mass bins, given that each galaxy can
contribute to each bin and both types. We then identify a sample of “pure” central galaxies,
defined by Pcen > 0.8, and with an average Pcen = 0.95, which provides a reference for the
passive fraction of galaxies subject only to mass-quenching.
In order to recover the passive fraction of “pure” satellites we instead used a parametric
model, which we fit to the data in bins of stellar mass and redshift. We also estimated
robust and realistic uncertainties through a Monte Carlo error propagation scheme that
takes into account the use of probabilistic quantities.
By computing conversion fractions (i.e. the excess of quenched satellite galaxies com-
pared to central galaxies at the same epoch and stellar mass, van den Bosch et al. 2008), we
found that, within the range of our dataset, satellite galaxies are environmentally quenched
in haloes of any mass up to z ∼ 1.2 − 1.5. Above these redshifts the fraction of passive
satellites is roughly consistent with that of central galaxies.
Under the assumption that the earliest satellites to be accreted become passive first, we
derived environmental quenching timescales. These are long, and quenching started ∼ 2−5
Gyr before the galaxies are observed at z ∼ 0.7 − 1.5. Those times are even longer (5-7
Gyr) for galaxies observed at z = 0. The upper end of those ranges is reached by low mass
galaxies, and the quenching timescale smoothly declines towards more massive galaxies. As
they become comparable to the Hubble time by z ∼ 1.5, effective environmental quenching
of satellites is not possible at earlier times. More remarkably, a halo mass dependence
is not detectable in our sample. By assuming that cosmological accretion stops when a
galaxy becomes a satellite, we were able to interpret this evidence in a “gas exhaustion”
scenario (i.e. the “overconsumption” model of McGee et al., 2014) where quenching
happens because satellite galaxies eventually run out of the fuel which sustains further
star formation.
We tested two toy models of satellite quenching: the “delayed then rapid” quenching
scenario proposed by Wetzel et al. (2013) and a continuous “slow quenching” from the
time of first infall. By comparing the observed SFR distribution for 3D-HST satellites to
the predictions of these toy models we found that the scenario that best reproduces the
data at z ∼ 0.5 − 1.5 is “delayed then rapid”. Consistently with the results of Wetzel
et al. (2013) at z = 0, we find that the fading of the star formation activity is a relatively
rapid phenomenon (τf ∼ 0.4− 0.6 Gyr, shorter to higher mass) which follows a long phase
where satellite galaxies have a SFR which is indistinguishable from that of centrals at fixed
stellar mass. By linking the fading to the depletion of molecular gas we concluded that
the “delayed then rapid” scenario is best explained, even at high redshift, by the presence
of a significant multi-phase reservoir which can cool onto the galaxy and replenish the star
forming gas at roughly the same rate as the gas is turned into stars. These results are
presented in Fossati et al. (2016), submitted to ApJ.
During the development of this thesis, the Multi Unit Spectroscopic Explorer (MUSE;
Bacon et al., 2010) saw the first light at the ESO Very Large Telescope (VLT). With its
unique combination of high efficiency, extended wavelength coverage, and large field of view
(1 arcmin × 1 arcmin), MUSE is a unique instrument to produce resolved spectroscopic
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observations of local galaxies. Indeed, at high-redshift, studies of individual galaxies at
the spatial resolution of ∼ 1 kpc, needed to probe the physics of their environmental
transformations, are only feasible in the best observing conditions with adaptive optics
assisted instruments (e.g. SINFONI at the VLT). However these observations require a
huge investment of observing time, and are limited by the small field of view. On the
other hand, a wealth of multi-frequency data is available for galaxies in the local Universe,
and therefore it is possible to identify galaxies undergoing environmental quenching ( e.g.
due to gaseous stripping or gravitational effects). The study of these objects improves our
understanding of the physics of environmental processes which are important both at low-
and high-redshift.
Taking advantage of the MUSE instrument we observed ESO137-001, a spiral galaxy
infalling at high velocity into the Norma cluster (Mh ∼ 1015M⊙, Woudt et al., 2008; Nishino
et al., 2012). Previous multi-frequency observations (Sun et al., 2007, 2010; Jáchym et al.,
2014) revealed an extended one sided tail of gas, which is being stripped from the galaxy
disk. This tail is detected in ionized gas (Hα), hot gas (soft X-Ray), and in molecular
gas. These data made ESO137-001 a poster child for studies of ram-pressure stripping.
Leveraging the depth and unprecedented spatial resolution of MUSE, we have studied for
the first time 2D maps of kinematics and emission line ratios within the galaxy and the
stripped tail, which we presented in chapter 5.
The kinematic maps revealed that the stripped gas retains the imprint of the disk
rotational velocity up to ∼ 20 kpc downstream, with low velocity dispersion. Further on
along the tail, the gas velocity dispersion increases significantly. Moreover, we observed
an ordered velocity field for the stellar disk, which convincingly points to ram pressure
as the mechanism for gas removal. Considering the tail we found that photoionisation by
massive young stars cannot power the observed emission alone, and a contribution from
shocks is likely, also given the turbulent nature of the gas in the tail. A large number of
bright regions of star formation (HII regions) have been identified in the tail. They exhibit
properties (density, brightness, metallicity), commonly observed in normal HII regions in
galaxy disks. From their spatial location in the tail we conclude that these HII regions
have formed in situ from the stripped gas, as also found by previous studies of this and
similar systems (Sun et al., 2007; Arrigoni Battaia et al., 2012; Fossati et al., 2012). These
results are presented in Fossati et al. (2016a), and in Fumagalli, Fossati et al. (2014).
6.1 Future prospects
The legacy value of the environment catalogs for 3D-HST and SDSS is potentially very
large. Combining the 3D-HST environment catalog with large samples of galaxies from
integral field spectroscopic surveys is a powerful tool to investigate the detailed effects of
environment on the kinematic and photometric properties of stars and gas in galaxies.
One of the largest efforts to map high redshift (0.7 < z < 2.7) galaxies is the KMOS3D
survey (Wisnioski et al., 2015). This survey is making use of 75 nights of guaranteed time
observations to target a mass selected sample of ∼ 600 galaxies selected from 3D-HST,
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providing maps of the flux and kinematics of ionized gas from the Hα+[NII] line complex.
I am part of the KMOS GTO team and have been heavily involved in the observing
strategy of KMOS3D, and in developing advanced data reduction techniques. With other
members of KMOS3D, we pushed for reduction of systematic noise in the reduced data.
This, combined with a strategy that prioritizes depth rather than sample size, allows us to
reach lower Hα surface brightness limits than other surveys at the same redshift. We also
produced accurate bootstrap realizations to calculate errors and signal to noise.
Early results from KMOS3D include the large fraction of disk dominated galaxies at
z ∼ 1 − 2 (Wisnioski et al., 2015), the ubiquitous presence of AGN driven outflows in
massive galaxies (Genzel et al., 2014), the study of metallicity and metallicity gradients in
the galaxy population (Wuyts, E., et al. 2014, 2016) , and the evidence that high-z disks
are strongly baryon dominated (Wuyts, S., et al. 2016) , with a specific angular momentum
consistent with that of the dark matter halo (Burkert et al., 2016). The analysis of the disk
rotation curves shows that they indeed exhibit a decline with increasing radius beyond a
characteristic turnover radius (Lang et al. in prep).
My role in KMOS3D over the next months will be the analysis of the effects of environ-
ment. One of the signatures of cold gas stripping in dense environments is the truncation of
ionized gas disks compared to the stellar disk (Koopmann et al., 2006; Fossati et al., 2013).
With KMOS3D we can extend this study to high redshift. Although the results presented
in this thesis point towards gas consumption as the main driver of environmental effects, it
is likely that a small population of galaxies experience dynamical stripping (Balogh et al.,
2016) (mostly in massive clusters but also galaxies infalling on radial orbits in less massive
groups), and we can directly test this hypothesis with KMOS3D data. Similarly we can
investigate the halo mass dependence of the disk fraction or the gas turbulence in the
disk using kinematical maps from KMOS3D. We can also study, by stacking centrals and
satellites, if the rotation curves exhibit a different shape in satellite galaxies compared to
centrals, which would imply a different baryon domination possibly caused by dynamical
stripping of the gaseous component or tidal stripping of the dark matter halo. Finally,
using the outflows classification from Genzel et al. (2014) we can test if the fraction of
massive galaxies showing strong AGN driven outflows depends on the environment. It is
possible that the gas ejected by outflows at large galactocentric radii can more easily be
removed by stripping processes if the galaxy is orbiting in a more massive halo (Bahé &
McCarthy, 2015; Boselli et al., 2015).
Our study of ESO137-001 demonstrates the feasibility of detailed analyses of the prop-
erties of diffuse low-surface brightness material with integral field spectrographs on 8-10
m class telescopes. By targeting galaxies like ESO137-001, future observations will be
able to provide key information on how gas is ablated from galaxies that are infalling into
clusters of different richness and along different orbits. Moreover, by examining spatially
resolved line ratios, these studies will inform us about which mechanisms power the ob-
served emission. I have successfully proposed such a project which will observe a mass
complete sample of 85 galaxies in the Virgo cluster with MUSE. We will investigate how
many galaxies exhibit signatures of stripping, or if other mechanisms (e.g. tidal interac-
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tions) can explain the observations.
Our results can also be used to improve our understanding of the galaxy formation
physics implemented in SAMs. Hirschmann et al. (2014) showed that by comparing the
quenching times derived for observed SDSS galaxies to those estimated in the same way for
mock galaxies (using the same technique of computing passive fractions, conversion frac-
tions and lastly the quenching timescale) can improve our understanding of the physical
recipes implemented in different SAMs. These authors found that the SAM presented by
Guo et al. (2011) quenches satellite galaxies too rapidly compared to observations, suggest-
ing that environmental effects are too efficient in the SAM. Repeating the same exercise
at higher redshift would provide a larger baseline in cosmic time to constraint the free
parameters regulating environmental quenching in the SAM recipes. Combined with the
constraint that the stellar mass and density distributions of mock galaxies should match
that of the observed samples, the SAM parameters can be iteratively modified to achieve
a match between quenching times for mock satellites and those estimated from the obser-
vations.
In the future, the advent of the James Webb Space Telescope, WFIRST and Euclid
space missions, as well as highly multiplexed spectroscopic instruments from the ground
(e.g., MOONS at VLT; PFS at Subaru), will provide excellent redshift estimates for highly
complete samples extending to fainter objects or to much larger areas, to which similar
techniques to calibrate the environment can be applied. Our work on the 3D-HST sample
and these future missions have a large potential for improving our understanding of how
the evolution of galaxies is affected by the environment over a wide baseline of redshift and
stellar mass. Lastly, the tools that we used to describe the environment can be refined by
combining densities evaluated on different independent scales to better separate centrals
and satellites and derive narrower halo mass PDFs. However, the combination of several
scales requires non-parametric methods to link observed galaxies to mock galaxies. This
can be achieved by machine learning algorithms based on artificial neural network, which
can be trained on a subsample of the mock sample.
The result presented in this thesis that satellite galaxies retain a large multi-phase
gaseous reservoir upon accretion into a massive halo will be tested by new and revolution-
ary observing facilities in the near future. The Square Kilometer Array (SKA) and the
Atacama Large Millimeter Array (ALMA) will provide data for the atomic and molecular
gas for large samples of galaxies extending to lower stellar mass and higher redshift, thus
revolutionizing our understanding of how galaxies evolve and quench as a function of their
environment.
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Villalobos, Á., De Lucia, G., Borgani, S., & Murante, G. 2012, MNRAS, 424, 2401
Vollmer, B., Cayatte, V., Balkowski, C., & Duschl, W. J. 2001, ApJ, 561, 708
Wang, J., De Lucia, G., Kitzbichler, M. G., & White, S. D. M. 2008, MNRAS, 384, 1301
Wang, L., Li, C., Kauffmann, G., & De Lucia, G. 2006, MNRAS, 371, 537
Wang, L., Weinmann, S. M., & Neistein, E. 2012, MNRAS, 421, 3450
Weiner, B. J., Phillips, A. C., Faber, S. M., et al. 2005, ApJ, 620, 595
Weinmann, S. M., Kauffmann, G., von der Linden, A., & De Lucia, G. 2010, MNRAS,
406, 2249
182 BIBLIOGRAPHY
Weinmann, S. M., van den Bosch, F. C., Yang, X., & Mo, H. J. 2006, MNRAS, 366, 2
Wetzel, A. R., Tinker, J. L., & Conroy, C. 2012, MNRAS, 424, 232
Wetzel, A. R., Tinker, J. L., Conroy, C., & van den Bosch, F. C. 2013, MNRAS, 432, 336
—. 2014, MNRAS, 439, 2687
Whitaker, K. E., van Dokkum, P. G., Brammer, G., & Franx, M. 2012, ApJ, 754, L29
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