We consider the problem of simultaneous variable selection and estimation in partially linear models with a divergent number of covariates in the linear part, under the assumption that the vector of regression coefficients is sparse. We apply the SCAD penalty to achieve sparsity in the linear part and use polynomial splines to estimate the nonparametric component. Under reasonable conditions, it is shown that consistency in terms of variable selection and estimation can be achieved simultaneously for the linear and nonparametric components. Furthermore, the SCAD-penalized estimators of the nonzero coefficients are shown to have the asymptotic oracle property, in the sense that it is asymptotically normal with the same means and covariances that they would have if the zero coefficients were known in advance. The finite sample behavior of the SCAD-penalized estimators is evaluated with simulation and illustrated with a data set.
Introduction. Consider a partially linear model (PLM)
where β is a p × 1 vector of regression coefficients associated with X, and g is an unknown function of T . In this model, the mean response is linearly related to X, while its relation with T is not specified up to any finite number of parameters. This model combines the flexibility of nonparametric regression and parsimony of linear regression. When the relation between Y and X is of main interest and can be approximated by a linear function, it offers more interpretability than a purely nonparametric model. We consider the problem of simultaneous variable selection and estimation in the PLM when p is large, in the sense that p → ∞ as the sample size n → ∞. For finite-dimensional β, several approaches have been proposed 2. Penalized estimation in PLM with the SCAD penalty. To make it explicit that the covariates and regression coefficients depend on n, we write the PLM
where (X (n)
i , T i , Y i ) are independent and identically distributed as (X (n) , T, Y ), and ε i is independent of (X (n) i , T i ), with mean 0 and variance σ 2 . We assume that T takes values in a compact interval, and, for simplicity, we assume this interval to be [0, 1] . Let Y = (Y 1 , . . . , Y n ) ′ , and let X (n) = (X ij , 1 ≤ i ≤ n, 1 ≤ j ≤ p n ) be the n × p n design matrix associated with β (n) . In sparse models, the p n covariates can be classified into two categories: the important ones whose corresponding coefficients are nonzero and the trivial ones that actually are not present in the underlying model. For convenience of notation, we write
where β = (0, . . . , 0). Here k n (≤p n ) is the number of nontrivial covariates. Let m n = p n − k n be the number of zero coefficients.
We use the polynomial splines to approximate g. For a positive integer M n , let ∆ n = {ξ nν } Mn ν=1 be a partition of [0, 1] into M n + 1 subintervals I nν = [ξ nν , ξ n,ν+1 ) : ν = 0, . . . , M n − 1 and I nMn = [ξ nMn , 1]. Here, ξ n0 = 0 and ξ n,Mn+1 = 1. Denote the largest mesh size of ∆ n , max 0≤ν≤Mn {ξ n,ν+1 − ξ nν }, by ∆ n . Throughout the article, we assume ∆ n = O(M −1 n ). Let S m (∆ n ) be the space of polynomial splines of order m with simple knots at the points ξ n1 , . . . , ξ nMn . This space consists of all functions s with these two properties:
(i) restricted to any interval I nν (0 ≤ ν ≤ M n ), s is a polynomial of order m;
(ii) if m ≥ 2, s is m − 2 times continuously differentiable on [0, 1].
According to Corollary 4.10 in Schumaker (1981) , there is a local basis {B nw , 1 ≤ w ≤ q n } for S m (∆ n ), where q n = M n + m is the dimension of S m (∆ n ). Let Z(t; ∆ n ) ′ = (B n1 (t), . . . , B nqn (t)) and Z (n) be the n × q n matrix whose ith row is Z(T i ; ∆ n ) ′ . Any s ∈ S m (∆ n ) can be written s(t) = Z(t; ∆ n ) ′ a (n) for a q n × 1 vector a (n) . We try to find the s in S m (∆ n ) that is close to g. Under reasonable smoothness conditions, g can be well approximated by elements in S. Thus, the problem of estimating g becomes that of estimating a (n) . Given a > 2 and λ > 0, the SCAD penalty at θ is
The SCAD penalty is continuously differentiable on (−∞, 0) ∪ (0, ∞) but singular at 0. Its derivative vanishes outside [−aλ, aλ] . As a consequence, SCAD penalized regression can produce sparse solutions and unbiased estimates for large coefficients. More details of the penalty can be found in Fan and Li (2001) .
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The penalized least squares objective function for estimating β (n) and a (n) with the SCAD penalty is
The SCAD-PLM estimators of β and g are β n and
The polynomial splines were also used by Huang (1999) in the partially linear Cox models. Some computational conveniences were also discussed there. We limit our search for the estimate of g to the space of polynomial splines of order m, instead of the larger space of piecewise polynomials of order m, with the goal to find a smooth estimator of g. Unlike the basis pursuit in nonparametric regression, no penalty is imposed on the estimator of the nonparametric part, as our interest lies in the variable selection with regard to the parametric part.
For any b (n) , the a (n) that minimizes Q n necessarily satisfies
′ be the projection matrix of the column space of Z (n) . The profile objective function of the parametric part becomes
Then, β
Because the profile objective function does not involve a (n) and has an explicit form, it is useful for both theoretical investigation and computation. We will use it to established the asymptotic properties of β (n) n . Computationally, this expression can be used to first obtain β (n) n . Then, α (n) n can be computed using the resulting residuals as the response for the covariate matrix Z (n) .
3. Asymptotic properties of the PLM-SCAD estimator. In this section we state the results of the asymptotic properties of the PLM-SCAD estimator. First, we define some notation. Let θ (n)
We can write Σ (n) (t) = Var(e (n) |T = t). Denote the unconditional variance-covariance matrix of e (n) by Ξ (n) . We have Ξ (n) = E[Σ (n) (T )]. We assume the following conditions on the smoothness of g and θ
Condition 1. There are absolute constants γ θ > 0 and M θ > 0, such that
and the degree of the polynomial spline m − 1 ≥ r θ . Let s θ = r θ + γ θ .
Condition 2.
There exists an absolute constant σ 4e , such that, for all n and 1 ≤ j ≤ p n ,
almost surely.
Condition 3. There are absolute constants γ g > 0 and M g > 0, such that
As in nonparametric regression, we allow M n → ∞, but M n = o(n). In addition, we assume that the tuning parameter λ n → 0 as n → ∞. This is the assumption adopted in nonconcave penalized regression [Fan and Peng (2004) ]. For convenience, all the other conditions required for the conclusions in this section are listed here.
u,11 ) and the latter satisfies lim tr(Σ 
Theorem 1 (Consistency of β (n) ). Under (A1)-(A2),
This theorem establishes the consistency of the PLM-SCAD estimator of the parametric part, without the local restriction in Theorem 1 of Fan and Peng (2004) and Theorem 2 of Fan and Li (2004) . (A1) requires the number of covariates considered not to increase at rates faster than √ n and M 1/s θ n . (A2) is a requirement for model identifiability. It assumes that Ξ (n) is positive definite, so that no random variable of the form pn j=1 c j X (n) j , where c j 's are constants, can be functionally related to T . When p n increases with n, Ξ (n) needs to be bounded away from any singular matrix. The assumption about λ n , (A3), says that λ n should converge to 0 fast enough so that the penalty would not introduce any bias. The rate at which λ n goes to 0 only depends on k n . It is interesting to note that the smoothness index s g of g and the number of spline bases M n affects the rate of convergence of β (n) by contributing a term M −sg n . When p n is bounded and no SCAD penalty is imposed (λ n = 0), the convergence rate is O(n −1/2 + M −sg n ), which is consistent with Theorem 2 of Chen (1988) .
Corresponding to the partition in (1), write
are vectors of length k n and m n , respectively. The theorem below shows that all the covariates with zero coefficients can be detected simultaneously with probability tending to 1, provided that λ n does not converge to 0 too fast.
(A5) puts restriction on the largest eigenvalue of Ξ (n) . In general, λ max (Ξ (n) ) = O(p n ), as can be seen from
There is the question of whether there exists a λ n that satisfies both (A3) and (A5). It can be checked that, if p n = o(n 1/3 ), there exists λ n , such that (A3) and (A5) hold. When k n is bounded, the existence of such λ n only requires that p n = o(n 1/2 ). This relaxation also holds for the case when λ max (Ξ (n) ) is bounded from above.
(n)
1 . According to the partition of β (n) in (1), write X (n) and Ξ (n) in the block form:
.
Let A n be a nonrandom ι × k n matrix with full row rank, and
Theorem 3 (Asymptotic distribution of β (n) ). Suppose that all the support sets of e
The asymptotic distribution result can be used to construct asymptotic confidence intervals for any fixed number of coefficients simultaneously.
In (4), we used the inverse of X (n)′
and that of Σ n . Under assumption (A2), by Theorem 4.3.1 in Wang and Jia (1993) , the smallest eigenvalue of Ξ (n) 11 is no less than c λ and bounded away from 0. By Lemma 1 in the Appendix,
is invertible with probability tending to 1. The invertibility of Σ n then follows from the full row rank restriction on A n .
(A6) may appear a little abrupt. It requires
j |T = t) to be less than the trace of a k n × k n matrix Σ (n) u,11 as t ranges over [0, 1] , which is considerably weaker than the assumption that Σ (n)
11 (t) is a nonnegative definite matrix for any t ∈ [0, 1]. We can also replace tr(Σ (n) u,11 ) by k n in the assumption, since for all t,
that g and θ (n) j be smooth enough. Intuitively, a smooth g makes it easier
to estimate β. The smoothness requirement on θ (n) j also makes sense, since this helps to remove effect of T on X (n) j , and the estimation of β is based on the relationship
We now consider the consistency of g n . Suppose that T is an absolutely continuous random variable on [0, 1] with density f T . We use the L 2 distance
. This is the measure of distance between two functions that were used in Stone (1982 Stone ( , 1985 . If our interest is confined to the estimation of β (n) , we should choose large M n , unless computing comes into consideration. However, too large an M n would introduce too much variation and is detrimental to the estimation of g.
In the special case of bounded k n , Theorem 4 simplifies to the well-known result in nonparametric regression:
, the convergence rate is optimal. However, the feasibility of such a choice requires s g > 1/2. To have the asymptotic normality of
hold simultaneously, we also need s θ > 1/2. In the diverging k n case, the rate of convergence is determined by k n , p n , M n , s g and s θ jointly. With appropriate s g , s θ and p n , the rate of convergence can be n −1/2 k n + k 1/(4sg +2) n n −sg/(2sg +1) .
Computation.
The computation of the PLM-SCAD estimator involves the choice of λ n . We first consider the estimation, as well as the standard error approximation of the estimator with a given λ n , and then describe the generalized cross validation approach to choose appropriate λ n in the PLM.
The computation of ( β (n) , g n ) requires the minimization of (2). The projection approach adopted here converts this problem to the minimization of (3). In particular, given m and a partition ∆ n , a basis of S m (∆ n ) is given by (B n1 , . . . , B nqn ). The basis functions are evaluated at T i , i = 1, . . . , n, and form Z n . In Splus or R, this can be realized with the bs function. Regress each column of X (n) and Y on Z n separately. Denote the residuals by X (n) and Y. The minimization of (3) is now a nonconcave penalized regression problem, with observations ( X (n) , Y). So, the minorizemaximize (MM) algorithm described in Hunter and Li (2005) can be used to compute β (n) . We also standardize the columns of X (n) , so the covariates with smaller variations will not be discriminated against. Once we have computed β (n) , the value of g at any t ∈ [0, 1] is estimated by g n (t) =
The standard errors of the nonzero components of β (n) can be derived from the Hessian matrix. For details, see Hunter and Li (2005) or Fan and Li (2001) . We choose λ n by minimizing the generalized cross validation score [Wahba (1990) ] and fix a = 3.7, as suggested by Fan and Li (2001) . Our preference of GCV over CV stems from as much its computation advantage as its comparable performance to CV in model selection, which have been discussed in Tibshirani (1996) and Kim, Kim and Kim (2006) .
Note that here we use fixed partition ∆ n and m in estimating the nonparametric component g. Data-driven choice of them may be desirable, which inevitably requires a good estimator of β (n) . In our simulations, m = 4 (cubic splines) and M n ≤ 3 with even partition of [0, 1] serves the purpose well.
5. Numerical studies. In this section, we illustrate the PLM-SCAD estimator's finite sample properties with examples. Examples 1 is a simulated example, and Example 2 explores a real data set. Throughout, we use m = 4, M n = 3 and the sample quantiles of T i 's as the knots.
Example 1. In this study, we simulate n = 100 points T i , i = 1, . . . , 100, from the uniform distribution on [0, 1]. For each i, e ij 's are simulated to be normally distributed with autocorrelated variance structure AR(ρ), such that Cov(e ij , e il ) = ρ |j−l| , 1 ≤ j, l ≤ 10. X ij 's are then formed as follows:
The response Y i is computed as
where β j = j, 1 ≤ j ≤ 4, β j = 0, 5 ≤ j ≤ 10, and ε i 's are sampled from N (0, 1). For each ρ = 0, 0.2, 0.5, 0.8, we generated N = 100 data sets. For comparison, we apply the SCAD penalized regression method, treating T i as a linear predictor like X ij 's. The corresponding estimator is abbreviated as LS-SCAD estimator. Also, profile least squares without variable selection (PLM), profile least squares using AIC for variable selection (PLM-AIC) and partially linear regression using Lasso (PLM-LASSO) are applied for comparison. We investigate two different g(·) functions: Scenario 1, g(t) = cos(t), and Scenario 2, g(t) = cos(2πt).
The results are summarized in Tables 1 and 2 . Columns 3-6 in Table 1 are the averages of the estimates of β j , j = 1, . . . , 4, respectively. Column 7 is the number of estimates of β j , 5 ≤ j ≤ 10, that are 0, averaged over 100 simulations, and their medians are given in column 8. Column 9 only makes sense for the LS-SCAD estimator. It gives the percentage of times in the 100 simulations in which the coefficient estimate of T equals 0. Model errors are computed as ( β − β) ′ Cov(X)( β − β). Their medians are listed in the last column, followed by the model errors' standard deviations in parentheses.
In Scenario 1, the nonparametric part g(T ) = cos(T ) can be fairly well approximated by a linear function on [0, 1]. As a result, the LS-SCAD estimator is expected to give good estimates. It is shown in Table 1 that the estimates of β j , 1 ≤ j ≤ 4, are all very close to the underlying values. LS-SCAD and PLM-SCAD pick out the covariates with zero coefficients efficiently. LS-SCAD has similar performance to the PLM-AIC and PLM-SCAD in variable selection. On average, each time 83% of the covariates with zero coefficients are selected, and none of the covariates with nonzero coefficients are incorrectly chosen as trivial in the 100 simulations. PLM-LASSO already significantly shrinks the estimates before detecting all the coefficients equal to 0. In each design setting, about 2/3 of the time, the LS-SCAD method attributes no effect to T , which does have a quasi-linear effect on Y . This is due to the relatively small variation caused in g(T ) (with a range less than 0.5), compared with the random variation. Despite this, it performs best with respect to the model error associated with the X part. PLM-SCAD outperforms PLM-AIC in model errors and is more competent than PLM-LASSO in variable selection.
In Scenario 2, g(T ) = cos(2πT ). This change in g(T ) makes it hard to have a linear approximation of g(T ) on [0, 1]. So, the LS-SCAD estimator is expected to fail in this situation. Besides, the variation in g(·) (with a range of 2) is relatively large compared to the variation in the error term. Thus, misspecification of g(T ) introduces bias in estimating β. In columns 3-6, with respect to the LS-SCAD estimator, the estimates of the nonzero coefficients are clearly biased, and the biases become larger as the correlation between covariates increases. Table 2 summarizes the performance of the sandwich estimator of the standard error of the PLM-SCAD estimator for Scenario 1. Columns 2, 4, 6 and 8 are the standard errors of β j , 1 ≤ j ≤ 4, in the 100 simulations, respectively, while columns 3, 5, 7 and 9 are the average of the standard deviation estimates of these coefficients, obtained via the Hessian matrices. It is seen that the sandwich estimator of the standard error works well, though it slightly underestimates the sampling variation.
We have also examined the behavior of the PLM-SCAD estimator of g(·) in Scenario 2. The estimator performs well and is globally close to the true curves (plot not shown). In particular, its performance gets better as ρ decreases.
Example 2. The PLM-SCAD estimation is implemented in the analysis of the workers' wage data from Berndt (1991) . This data set contains the wage information of 534 workers and their education, living region, gender, race, occupation and marriage status information. Also given are their years of experience. It is not appropriate to assume a linear relationship between years of experience and wage level. However, the main concern is how important the other variables are to wage. In particular, we consider
where Y i is the ith worker's wage, T i is his years of experience, X ij is his jth variable and ε i 's are i.i.d variables with mean 0 and finite variance. There are 14 covariates besides the years of experience. Brief description of the variables, as well as the PLM-SCAD estimates of β j 's, can be found in Table 3 . As a comparison, the estimates of β j from the unpenalized PLM and Lasso-penalized PLM are given in the third and fourth columns, respectively. PLM-SCAD selects 10 of the 14 covariates, while PLM-LASSO keeps 12.
6. Discussion. In this paper, we studied the SCAD-penalized method for variable selection and estimation in the PLM with a divergent number of covariates. B-spline basis functions are used for fitting the nonparametric part. Variable selection and coefficient estimation in the parametric part are achieved simultaneously. The oracle property of the PLM-SCAD estimator Table 3 Wage data example of the parametric part was established, and consistency of the PLM-SCAD estimator of the nonparametric part was shown. We have focused on the case where there is one variable in the nonparametric part. Nonetheless, this may be extended to the case of d covariates
Here, S is the space of all the d-variate functions on [0, 1] d that meet some requirement of smoothness. In particular, we can take S to be the space of the products of the B-spline basis functions, then project X (n) and Y onto this space with this basis and perform the SCAD-penalized regression to Y on X (n) . This has already been discussed in Friedman (1991) . However, for large d and moderate sample size, even with very small M n , this model may suffer from the "curse of dimensionality." A more parsimonious extension is the partially linear additive model (PLAM)
where E[g l (T l )] = 0 holds for l = 1, . . . , d. To estimate β and g l , for each T l , we first determine the partition ∆ nl . For simplicity, we assume that the numbers of knots are M n and the mesh sizes are O(M −1 n ) for all l. Suppose that X and Y are centered. The PLAM-SCAD estimator ( β (n) , g n1 , . . . , g n1 )
is then defined to be the minimizer of (1985) and that of Theorem 4 here, we can obtain the same global consistency rate for each additive component, that is,
One way to compute the PLAM-SCAD estimator is the following. First, form the B-spline basis {B nw , 1 ≤ w ≤ q n } as follows: the first M n + m − 1 components are the B-spline basis functions corresponding to T 1 ignoring the intercept, the second M n + m − 1 components corresponding to T 2 , and so on. The intercept is the last component. So here, q n = dM n + dm − d + 1. Now computation can proceed in a similar way to that for the PLM-SCAD estimator.
Our results require that p n < n. While this condition is often satisfied in applications, there are important settings in which it is violated. For example, in studies with microarray data as covariate measurements, the number of genes (covariates) is typically greater than the sample size. Without any further assumptions on the structure of covariate matrix, the regression parameter is in general not identifiable if p n > n. It is an interesting topic of future research to identify conditions under which the PLM-SCAD estimator achieves consistent variable selection and asymptotic normality, even when p n > n.
APPENDIX
Before embarking on proving the asymptotic results, we give an overview of how the proofs are related to those in Fan and Peng (2004) . In their work, the subject under study is a local minimizer of the objective function. We look for conditions when the global minimizer enjoys the desirable properties. In the absence of a nonparametric term, Huang, Horowitz and Ma (2008) solved this problem for the bridge estimator. Identifiability of each component in X is a basic requirement in both works. The partial residual approach changes the partially linear model to a linear model by smoothing out the effect of T . Identifiability requires that none of the components in X or any of their linear combinations vanish after smoothing. With a divergent p, uniformness among the components of X in smoothness is necessary. Once a certain convergence rate is assured, the proofs for Theorems 2 and 3 are similar to their proofs for consistent variable selection and efficient estimation. The proof of Theorem 4 combines the results in Stone (1985) about the convergence rate of nonparametric regression and the oracle property obtained in this paper.
We now give the proofs of the results stated in Section 3. Write
Z is written as W for simplicity.
Proof. For simplicity, write
and
4e and P (n) Z,ii ≤ 1, we have
n + 3q n ). By Corollary 6.21 in Schumaker (1981) and the properties of least square regression,
where C 1 is a constant determined only by r θ . By the Cauchy-Schwarz inequality and C r inequality, we have
The convergence follows from (A1).
Proof. We have
tr(WΣ Proof of Theorem 1. Let ε = (ε 1 , . . . , ε n ) ′ and g(T) = (g(T 1 ), . . . , g(T n )) ′ . Since β (n) minimizes Q n (b (n) ), it necessarily holds that Q n ( β (n) ) ≤ 0, 1, . . .}, where S n,l = {b (n) : 2 l−1 h n ≤ b (n) − β (n) < 2 l h n }. Then,
≤ 2 l+1/2 h n C 3 np n + E[g(T) ′ Wg(T) tr(X (n) X (n)′ W)]
≤ 2 l h n C 4 ( √ np n + n √ p n M −sg n ). Continuing the previous arguments, by the Markov inequality,
This shows that β (n) − β (n) = O P ( p n /n + √ p n /M sg n ).
Proof of Theorem 2. Consider the partial derivatives of Q n (β (n) + v (n) ). We assume v (n) = O P ( p n /n + √ p n M −sg n ). Suppose the support sets of e (n) j are all contained in a compact set [−C e , C e ]. For j = k n +1, . . . , p n ,
(n)′ ·j W(ε + g(T)) + nλ n sgn(v (n) j )
II n1,j + II n2,j + II n3,j .
So, this term is dominated by 1 2 II n3,j , as long as lim √ nλ n p n λ max (Ξ (n) ) = ∞ and lim λ n M sg n p n λ max (Ξ (n) ) = ∞, both of which are stated in (A5). To sift out all the trivial components, we need P max kn+1≤j≤pn |II n2,j | > nλ n /2 → 0. This is also implied by (A5), as can be seen from
