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If an analytic Bore1 group G has a quasiinvariant measure, it is known that G is 
actually a locally compact group with the original Bore1 structure being generated 
by the topology and the original measure being equivalent to Haar measure. In this 
paper a variation is given on the known proof which then extends to show that an 
analytic measured groupoid has a u-compact, and also a locally compact, 
inessential reduction which is a topological groupoid. In the u-compact case, it is 
proved that every “almost” homomorphism agrees a.e. with a (strict) 
homomorphism. Also, the topology is used to show that every measured groupoid 
has a complete countable section 171 and that every locally compact equivalence 
relation has a complete transversal 13 1. These are further used to show that some 
results of Feldman et al. 17 I apply in general and that a locally compact groupoid 
with (continuous) Haar system has sufftciently many non-singular Bore1 G-sets 
provided that the orbit measures are atom-free 123 1. 
Mackey developed a method for analyzing the representations of a locally 
compact group G in terms of a normal subgroup N and the action of G on 
the equivalence classes of irreducible representations of N via inner 
automorphisms [ 131. This method works well when the orbit space of this 
action of G is countably separated, and in that case makes use of subgroups 
of G stabilizing points in the various orbits. On the other hand, the orbit 
space is not always countably separated, i.e., the dual fi can support 
measures ergodic for the action of G which are not concentrated on orbits 
[ 131. This suggested to Mackey the need and possibility of a generalization 
of. the notion of subgroup of a group, in order to deal with such cases. The 
answer was to use a natural groupoid structure on fix G together with a 
measure ,u x v, where ,u is the given ergodic measure on I’? and v is equivalent 
to Haar measure on G. Mackey announced many of the ideas of this theory 
of virtual subgroups in (151 and in [ 161 he also made connections between 
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virtual groups, ergodic theory and differential geometry. Then in [ 171 he 
developed these ideas in greater detail. In the cases he treated the ingredients 
for a virtual group are a Bore1 groupoid and a measure on it which is 
quasiinvariant in a sense to be defined below [ 17, 201. From this the theory 
of measured groupoids has developed and been applied in a variety of ways, 
a random sample of them appearing in papers listed in the references at the 
end of this paper. 
Recently other uses of groupoids have been found for which it is not 
natural to fix a certain measure or measure class on the groupoid. In (3 1 
Connes introduced and applied the alternative notion of a transverse measure 
on a groupoid. One advantage of transverse measures is the way they are 
carried by homomorphisms. However, it no longer suffices for the 
homomorphism identity to hold almost everywhere as it does in the earlier 
theory. The question therefore is raised: To what extent are the Mackey and 
Connes approaches to groupoids compatible? Can they at least use the same 
terminology? The topology constructed in Section 2 of this paper is used in 
Section 3 to give part of a positive answer to this question, which was one of 
the main motivations for the investigation leading to the results of this paper. 
Another motivation was provided by the thesis of Renault approaching 
C*-algebras from locally compact groupoids 1231. We shall see in Section 4 
that every measured groupoid is similar to a locally compact groupoid, but 
the question of continuity of measures, homomorphisms and 2cocycles is 
more complicated. Nevertheless in Section 6 we are able to show that there 
always are sufficiently many non-singular Bore1 G-sets [23, p. 34). 
Now we want to establish the notation and terminology we will use for 
measured groupoids. In some ways this will agree with [ 201, but we will also 
adopt some changes from [ 3,7 1. 
We shall think of a groupoid G as a small category in which every map is 
an isomorphism. We take the objects to be a set X and for x, y E X write y: 
x -+ y to indicate that y E G is a map from x to y. For x E X its identity map 
is in G and we identify the two, thus identifying X with G’O’ = (v E G: 
yy = y). If y: x -+ y we write x = s(y) for the source of y rather than d(y) for 
its domain. We also write y = r(y) for the range of y. We may write GY for 
r-‘(y) and G, for s-‘(x) while Gs = r-‘(y)ns-l(x). If a group H acts on 
a set X on the right, we can take G = X X H and identify X with Xx (e). 
Then we have (x, h): xh + x, which may be confusing, and (x,, h,)(x,, h,) = 
(x, , h, h,) provided that x, h, = x2. Thus (x, h) - ’ = (xh, h ’ ), s(x, h) = xh 
and r(x, h) = x, so GY = {(y, h): h E H}, G, = {(y, h) E X x H: yh = x) and 
Gz = {(y. h): h E H and yh = x). In general G induces an equivalence 
relation - on X, defined by x - y iff Gz # 0. If A c X, its saturation, [A 1, is 
defined to be {y E X: for some x E A, y-x}, which is the same as 
r(s-‘(A)). If y E G, then right translation by y, i.e., y’ w y’y, takes G,(y) 
one-one onto Gscy) and for any y E X it takes GF,, one-one onto Gz,,. 
316 ARLANRAMSAY 
We shall always want G to have an analytic (i.e., Souslinian) Bore1 
structure and the groupoid operations I, s, y t-+ y-’ and (y, , yz) t-+ y, y2 to be 
Borel. Then X is a Bore1 set in G and G”’ = { (JJ,, yz) E G X G: s(y,) = r(y*)) 
is Bore1 in G x G. Some measure theoretic background is needed for 
discussing the measure class involved in defining the term “measured 
groupoid.” If f is a Bore1 function from X to Y and 2 is a Bore1 measure on 
X, f(l) (called the image of A under f) will denote the measure whose value 
on a Bore1 set A E Y is n(f-‘(A)). If L(X) < co and ,D = f(l), a decom- 
position of 1 relative to f is a function, y b A,, assigning measures on X to 
the points of Y so that 
(a) for each y E Y, A,(X- f-‘(y)) = 0; 
(b) for g > 0 and Bore1 on X, y b s g dA, is Bore1 on Y and j g dA = 
!‘ CJ‘ g 4) d/G). 
We write A = J‘ & dp(y) in this case. When X and Y are analytic and A is 
finite a decomposition will exist, and if y + 1; is another decomposition then 
A; = 1, for ,u-almost every y. For further discussion and references see 
[ 21, Sect. 1 ] and for an existence proof see 14, Lemma 4.41. 
Now let G be an analytic Bore1 groupoid and let ,u be a finite Bore1 
measure on G. Set @= S(U) and let ,U = J”p, di(x) be a decomposition of P 
relative to s. If Y c X is Bore1 we write G ) Y for {r E G: r(y) E Y and 
s(y)E Y) = r-‘(Y)ns-‘(Y) and call this the reduction of G by or to Y. 
This reduction of G is called inessential if b(X - Y) = 0. This notion of 
course depends on the class of the measure p. If y: x -+ y is in G, the bijection 
r),: s-‘(y)+ s -l(x) defined by r&y’) = y’y is called right translation by y, 
and left translation is defined similarly. We write pu,y for r,(,~,) and say that 
,u is right quasiinvariant if it has a decomposition for which there is an 
inessential reduction G 1 Y such that prcyb y - pScy) for y E G 1 Y (not just “for 
almost all y”). The image of ,U under y H y-’ is denoted (,u- ‘. If (,u- ’ -P 
and .D is right quasiinvariant we say p is quasiinvariant and call (G,p) a 
measured groupoid. This notion really depends only on 1.~1 and we can say 
[,u] is invariant and that (G, [,u]) is a measured groupoid. In case 
,~,(~‘y -,uUSoI’ for all y E G, we say p has a (right) quasiinvariant decom- 
position. The existence of the latter depends only on [,D] and is discussed in 
Section 2 of 1211. 
If (G,p) is a measured groupoid, we have used the term strict 
homomorphism for a Bore1 function CJJ from G into a Bore1 groupoid H such 
that whenever (yl, yz) E G”’ we have (I&,), rp(y,)) E H”’ and (~(7, v2) = 
cp(vl) (~(7~). We have called o a homomorphism if there is an inessential 
reduction G 1 Y such that v, ) (G I Y) is a strict homomorphism. At the time of 
the writing of [20] the latter kind of (p appeared to be the best behaved that 
could be obtained in general. In particular the proof of the (generalized) 
TOPOLOGIES ON MEASURED GROUPOIDS 317 
Imprimitivity Theorem 1201 involved such a homomorphism of a groupoid 
S x G for a group G. In this paper we show that strict homomorphisms are 
essentially all that we need to deal with, so we advocate changing the 
terminology. Let us use homomorphism where we formerly used strict 
homomorphism and weak homomorphism where we formerly used 
homomorphism. This terminology is consistent with that of [ 3 1. 
Suppose (G,p) is a measured groupoid and v), , (pz are weak 
homomorphisms of G into a groupoid H. If there is a 6: G”’ + H such that 
rpz(y) = B(r(y)) o,(y) @(s(y))-’ for y in some inessential reduction on which 
o1 and o2 are actually homomorphisms, we would have called v), and (D, 
similar. We will make two changes in this here. Under the latter condition 
we will say they are weakly equivalent. If there is a Bore1 Y with Y = [ Y] 
and ,Z(X - Y) = 0 (Y is saturated and conull) such that (~~(7) =
8(r(y)) pi(y) B(s(y))-’ (=cpy(y) by definition) for y E G 1 Y, we say ‘p, and oz 
are equivalent. The notion of saturated null set makes sense in the category 
of Connes as well as in that of Mackey, and it may be that this notion of 
equivalence is adequate. It is certainly necessary to have this strong a notion. 
The basic result of this paper is a partial generalization to measured 
groupoids of a theorem of Mackey regarding Bore1 groups with a quasiin- 
variant measure 1121. The method of proof provides a somewhat simpler 
proof in the case of groups, but it does depend on a result from Bore1 space 
theory which is not completely trivial. The idea is to make use of u-compact 
sets in metric spaces, i.e., countable unions of compact sets. There are 
several facts about u-compact sets which make them useful. Let X and Y be 
metric spaces and let f: X + Y: 
(i) If A C_ X is a-compact and f 1 A is continuous, then f(A) is u- 
compact. 
(ii) If K,, K,,... are compact with union A and f 1 K, is continuous 
for each n, then there is a Bore1 g: f(A) -+ A such that g(f(K,)) s K, for 
each n and f(g(y)) = y for y E f(A). This is a Bore1 selection or cross- 
section for f, and the existence of g follows from the Federer-Morse Lemma 
[ 11, Lemma 1.11. 
(iii) If A s X is u-compact and F 5 X is closed, F n A is u-compact. 
(iv) Any countable union of u-compact sets is u-compact, so any 
finite intersection of u-compact sets is u-compact. 
(v) If f is continuous, A g X is u-compact and B G Y is o-compact, 
then A n f - l(B) is u-compact. 
Another reason u-compact sets are useful is somewhat deeper, as stated in 
the following lemma, which is proved as Theorem 3.2 on page 29 of [ 191. 
318 ARLAN RAMSAY 
LEMMA A. Let A be an analytic set in a Polish space X and let p be a 
finite Bore1 measure on A. Then there is a o-compact p-conull set B G A. 
This lemma about analytic sets is one of our main tools. Another is an 
imbedding into a unitary group or groupoid. In the group case this is 
familiar as the right regular representation. Rather than use invariant 
measures, we show that this unitary representation is Bore1 by taking 
advantage of the uniqueness of the unitary operator induced by composing 
with a map which preserves measure classes. Mainly because of the use of 
Lemma A, this gives a shorter proof of the existence of a locally compact 
topology for an analytic Bore1 group with a quasiinvariant measure. This 
proof is presented in Section 1, following some lemmas which are also 
needed for the groupoid case. Then we present a slightly new universal G- 
space [ 14, 261 which generalizes nicely for groupoids. In Section 2 the same 
things are done for groupoids, but we arrive only at a a-compact topology 
without the further effort in Section 4, and only for an inessential reduction. 
Section 3 contains two applications of a-compactness, both depending on 
the globally Bore1 selection possibilities. The first is that an almost 
homomorphism on a u-compact measured groupoid agrees a.e. with a 
homomorphism, i.e., a strict homomorphism in our former terminology. By 
the results of Section 2, this means that every measured groupoid G has one 
inessential reduction on which every almost homomorphism of G can be 
regularized to a homomorphism. This is one kind of compatibility between 
the categories of Mackey and of Connes, the latter always requiring 
homomorphisms and not weak homomorphisms. To put it another way, 
there is no theoretical obstacle to confining attention to c-compact groupoids 
when discussing measured groupoids and hence no obstacle to confining 
attention to homomorphisms. This would eliminate some complications as 
on pages 288, 289 of [20]. Of course this depends on the fact that a 
measured groupoid can be identified with any of its inessential reductions. It 
may in fact be a good idea to make a-compactness a part of the definition of 
measured groupoid. The other main result of Section 3 is the existence of 
quasiinvariant decompositions of measures quasiinvariant under the action of 
a u-compact groupoid. This is useful for inducing (22, 25 1 and generalizes 
Proposition 2.6 on page 72 of [ 11. 
In Section 4 a closer analysis shows that every measured groupoid has a 
locally compact inessential reduction. Then in Section 5 this fact is used to 
show that an argument of Forrest 181 can be applied to obtain a countable 
section or even a transversal [ 3, 71 for every measured groupoid. In Section 6 
this is used to show that the results of Feldman et al. (71 hold in general. It 
also used to establish the existence of sufficiently many non-singular Bore1 
G-sets as used by Renault [23]. Also it is pointed out how to fill a gap left at 
the end of [21]. 
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1. SPECIAL CASES 
Suppose G is a Bore1 group, analytic as a Bore1 space, and suppose there 
is a u-finite Bore1 measure ,U on G which is quasiinvariant under right tran- 
slations: &ly) = 0 iff p(A) = 0, whenever A g G is Bore1 and y E G. Then it 
follows that G has a locally compact topology generating its given Bore1 
structure (so it must in fact be standard) and that p has the same null sets as 
Haar measure. Because of the continuity of Bore1 homomorphisms, the 
locally compact topology is unique. One method of proof of this theorem is 
to construct from ,U a right invariant measure J. and imbed G in the unitary 
group of L*(A) as an analytic subgroup. Then a somewhat involved 
argument shows that G is locally compact in the relative topology. In 
Section 2 of this paper we generalize this theorem to groupoids for which it 
seems convenient to have a somewhat different method for imbedding into a 
unitary groupoid, and we also use Lemma A, which simplifies the end of the 
proof. We give the argument first for groups in this section. Then we present 
some observations about G-spaces, before moving to the general case. 
We are going to use some composition operators and will need a lemma 
from [ 22) which we restate here for the reader’s convenience. 
LEMMA 1.1. Let (X, A) and (Y, ,u) be analytic Bore1 spaces with Jnite 
measures and let a: X + Y be a Bore1 isomorphism such that a(A) - p. Then 
there is a Boref function p: X + C such that (Ug)(x) = p(x) g(a(x)) defines a 
unitary operator from L’(p) onto L’(1). Of all such operators, only one has 
p > 0 and then pz = (dp/da@)) o a. Let 8 be a countable algebra generating 
the Borel sets in Y and let P and Q be the canonical projection valued 
measures on L*(A) and L’(p), respectively. Then the operator U is deter- 
mined bv the two properties 
(a) for E in P, P(a-l(E))= UQ(E) Up’ and 
(b) for E in P, (Ul / q,. I(,c,) 2 0. 
We will also need the uniqueness of p and a for a given U, as follows: 
LEMMA 1.2. Let (X, ,I) and (Y, ,u) be analytic Bore1 spaces with a-finite 
measures. Suppose a,, (x2: X--t Y are Bore1 functions with a,(A) - ,u - a,(A), 
and suppose p, ,p2: X--f (0, 03) are Bore1 functions and the formulas 
(u,f)(x) = P,(X) f (a,@)), VA(x) = P~(x> f@,(x)) &fine the same 
operator from L*(p) into L*(A). Then p, =p2 a.e. and a, = a, a.e. 
Proof: Let Y,, Y2, Y, ,... be disjoint Bore1 sets in Y of finite measure and 
union Y. Let {B,, B,,...} be a generating algebra of Bore1 sets in Y which 
separates points. Let f,, f2 ,... be the characteristic functions of the sets 
Y,,, n B, listed as a sequence. Then each fk is in L’(p), and our hypothesis 
320 ARLAN RAMSAY 
implies that ~i(x)~,(a,(x)) = p2(x)fk(a2(x)) for all x not in some Bore1 set 
Nk G X with A(N,J = 0. Let N = Uk, i N,. For any xEX-N there is a k 
with fk(al(x)) = 1. Then p,(x) = p2(x)f,(a,(x)) so fk(az(x)) # 0 and hence 
must equal 1. Thus p, = pz on X - N. Then for x & N, &(a,(x)) = fk(a2(x)) 
for every k, so a,(x) = al(x). 
THEOREM 1.3 (Mackey [ 121). Let G be an analytic Bore1 group and.let 
p be a o-jmite right quasiinvariant Bore1 measure on G. Then there is a 
topology on G relative to which G is a locally compact group. This topology 
generates the given Bore1 structure and is uniquely determined by that fact. 
Finally, Haar measure for that locally compact group is equivalent top. 
Proof. First we pass to a finite measure equivalent o p, which we again 
call ,u. For y E G let a+ G -+ G be defined by a#,) = y, y. Let 8 be a coun- 
table algebra of Bore1 sets generating the Bore1 sets. By Lemma 1.1, for each 
y E G there is a unique unitary operator U(y) on L*(u) such that for every 
E E B we have P(Ey-‘) U(y) = U(y) P(E) and (U(y)1 ) (oEY-,) > 0. It has the 
form U(y)f = p,f o ay for some positive Bore1 function py, and is the only 
such unitary operator obtained from composition with ayr i.e., from right 
translation. Thus it is easy to see that U is a homomorphism into %/ = 
%(L’(,u)). In fact we have (U(y,y,)f)(y)=~,,,(y)f(yy,y,) and 
Wrl) U(y,)f)(y)=~,,(y)~,,(yy,)f(yy,y,). Both operators arise from 
composition with ay,r2, so they are the same. Notice that this shows P~,~~(Y) = 
py,(y)py2(yyI) for almost all y. We can use the same uniqueness to show that 
U is a Bore1 function as follows: 
Define V’= ((7, IV) E G x P: for E in 8, P(Ey-‘)W= WP(E) and 
(Wl 1 qEY-,) > 0). This set is the graph of U and projects one-one onto G by 
Lemmas 1.1 and 1.2, and projection onto either factor is Borel. Thus if % is 
a Bore1 set in G x $ the function taking y to (y, U(Y)) is Bore1 and hence U 
itself is Borel. 
To show that “?Y. is a Bore1 set, observe first that y b p x cy (E, the point 
mass at y) is a Bore1 function from G to measures on G x G. Define a: 
G x G --+ G by a(Y,, y2) = yi yz. Then a is Bore1 and for each E E 8, a ‘(E) 
is Borel. Let p: G x G -+ G be the projection onto the first factor. Then for 
J-3 gEL*(Pu)v 
(PW-‘If I g) = I’ cp,,-IW~(Y,) C(Y,) My,) 
x d(p x Q(Y, 3 ~2). 
This is a Bore1 function of y, Similarly y b oPEY-, is a Bore1 function from G 
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into L*(p). Thus R ’ is determined by countably many Bore1 conditions, as 
desired. 
Next, Lemma 1.2 shows that U is one-one, so U: G + U(G) is a Bore1 
isomorphism of G onto an analytic set in W. By Lemma A there is a (J- 
compact set which is corm11 in U(G) relative to U(U). Since W is a 
topological group this u-compact set generates a u-compact subgroup. Thus 
there is a subgroup KC G such that U(K) is a-compact and conull. Then K 
is a Bore1 subgroup and since it is conull for a right quasiinvariant measure 
it must be all of G. Hence there is a compact set C for which p(C) > 0. Give 
G the topology for which U is a homeomorphism onto U(G) (the Weil 
topology). Then V-W (4, I cpc> = !‘P(Y, 7 Y> (PAYS Y> co&,) 444 is a 
continuous function of y because (o, E L*(p), and clearly vanishes unless 
y E C ‘C, a compact set in G. This function has a positive value at the 
identity, therefore giving a compact neighborhood of the identity in G, as 
desired. This topology clearly generates the Bore1 sets. 
On a separable locally compact group, there is only one measure class of 
u-finite quasiinvariant measures, that of Haar measure, so ,U is equivalent to 
Haar measure. 
Now we want to introduce a (slightly) new universal G-space. It will make 
our work with groupoids easier. Let r be the closed unit ball in 2”(L2(p)), 
the bounded operators on L*(p), and let F have the weak operator topology, 
which is compact metric. For TE E- and y E G, let T. y = U(y)- ’ TU(y), 
where U is the representation of G on L*(p) by right translation: 
(U(y,)f)(y) =P,,(Y)~(YY,). This is continuous of course. Now i”/ is a 
topological group in the weak operator topology and that coincides with the 
strong operator topology on i’/. From this it is easy to see that 17 is a 
topological # space under (T, V) tr VP ’ TV. Since U: G + Z’ is continuous, 
K is also a topological G-space. 
To show that E- is a universal G-space, let S be a countably separated 
Bore1 G-space. Then there is a one-one Bore1 function (T: S -+ 10, 11. For 
s E S define f,: G + [ 0, 11 by f,(r) = o(sy- ‘) and let M(s) be the operator of 
multiplication by f, on L*(p). For g, h E L*(p), (M(s) g 1 h) = j a(sy-‘) g(y) 
h(y) &(y), so M: S -+ F is Borel. A calculation shows that M(sy) = M(s) . y, 
i.e., M is equivariant. Now if s, # s2, then f,, and f,, have different values at 
every y E G. Thus M is one-one. If S is analytic, this implies that S and 
M(S) are Bore1 isomorphic. 
Now suppose S has a quasiinvariant measure V. Then the measured 
groupoids (S x G, v X p) and (g X G, M(v) x P) have inessential reductions 
which are isomorphic, so they are similar in particular. Besides this, if 
K E M(S) is u-compact and conull (Lemma A), then K, = KG is u-compact, 
conull and invariant. Thus S x G is contained in a locally compact groupoid 
and contains a u-compact groupoid, both of which are essentially the same 
for all measure theoretic purposes. 
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In the general case we cannot do quite this much, but there are still o- 
compact and locally compact versions, both of which are inessential 
reductions of the given groupoid. The weakness is that we cannot make the 
reductions to invariant sets. On the other hand one of the points of 
philosophy of groupoids is to make use of noninvariant reductions for some 
purposes, so this is not so serious a weakness. Furthermore it is not very 
difficult to give examples (with bad null sets) for which invariant reductions 
are not u-compact, so the theorem is really as strong as possible. 
2. B-COMPACT TOPOLOGIES 
Our first goal in this section is to prove the existence of a u-compact 
inessential reduction for an arbitrary measured groupoid (Theorem 2.5). The 
proof follows the plan of the proof of Theorem 1.3, but is somewhat more 
complicated because of the larger space of units. we precede the proof with 
some basic material on groupoids and some on Hilbert bundles. Our second 
goal is to introduce a topology on a universal G-space for which the action 
of G is continuous when G has the relative topology from the unitary 
groupoid. 
LEMMA 2.1. Let G be a Polish groupoid and let K be a o-compact subset 
of G. Then the subgroupoid of G generated by K is o-compact. 
ProoJ Since y t-+ y - ’ is a homeomorphism of %, KU K ’ is u-compact 
and symmetric, generating the same subgroupoid as K, so we may assume 
K = K-‘. Let m: G”’ -+ G be the groupoid multiplication. Then K x K is u- 
compact in G x G and G”’ is closed in G x G because it is the set where 
two continuous functions agree. Thus (K x K) fl G”’ is u-compact so K, = 
KK = m((K x K) n G”‘) is u-compact. K, is symmetric because K is. Thus 
we have K, = K, K,, K, = K,K,,... all u-compact and symmetric, so their 
union, K,, is also u-compact and symmetric. It s also easy to see that K, is 
closed under multiplication and hence is the subgroupoid of G generated 
by K. 
The next lemma is well known, and is stated here for the sake of clarity. 
The proof is quite easy and is omitted. 
LEMMA 2.2. Let X be a Polish space and let G be a Polish group and 
form F = X x G x X. Then F is a Polish groupoid under the following 
structure: 
(a) give F the product topology, 
(b) let F”’ = ((x, g, y), (y, h, z)): x, Y, z E X, g, h E G), 
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(c) let (x, g, y>(y+ k z) = (x, gh, z); 
(d) then F”’ = ((x, e, x): x E X and e is the unit of G), and for 
(x, g, y) E F we have (x, g, y)-’ = (y, g-l, x). 
In the construction to be given we use some well known facts about 
Hilbert bundles. In the process of establishing notation it seems natural and 
easy to give the explanation of these facts. 
Let (X, A) be an analytic Bore1 space with a finite measure and let 
q: X+ Y be a Bore1 map of X into an analytic Bore1 space Y. Let ,D = q(1) 
and let ;1= ] A, dp(y) be a decomposition of A relative to 4 (see the 
Introduction). For y E Y let A?(y) = L’(A,). Iff is a bounded Bore1 function 
on X then it has an equivalence class [f], in each R(y). It is useful to have 
a Bore1 structure on the graph of the function R, rr= {(y, v): y E Y, 
u E .r(y)}, so that we can think of c, as a (Borel) bundle of Hilbert spaces 
and y N [f], as a Bore1 section of the bundle. The simplest kind of Hilbert 
bundle is a product, Y x 3, and we will get our desired Bore1 structure by 
partitioning Y into a sequence of sets, Y,, , and mapping r, to (J It Y, x 3”) 
where for each n, X, is a Hilbert space of dimension n. 
Let g be a countable algebra of Bore1 sets generating the u-algebra of all 
Bore1 sets in X. Let D be the Q [ i]-linear span of the characteristic functions 
of elements of 8. Then D is dense in every R(y) and is countable so we can 
list its elements h,, h, ,... . We may always take h, to be identically 1. Iffand 
g are Bore1 functions on X for which J^ if]’ dA, and j 1 g]* dl, are always 
finite, then (f ] g), = J” & dA, and ]/ g]], = ((g I g)y)*‘2 define Bore1 functions 
of y. Thus we can apply the Gram-Schmidt process to h,, h,,... by letting 
g, = h, and then inductively defining f I, g,, f 5, g,, f; ,... by 
fXx>=O if II g, Lx, = 0 
= (l/II g, lIq(x,) g,(x) if II gnllq(x) > 0, 
g,, ,(x> = h,, ,(x> - i (h,,, 1 I f&x, f/Xx>. 
k=l 
Then f; , f; ,... are Borel, their linear span is dense in each R(y), they are 
orthogonal and ((f :, (ly is always 0 or 1. By a Bore1 cutting and pasting of 
f;,f;,... we can get a new sequence f, , f2 ,... of Bore1 functions on X such 
that dim(P(y)) = co iff I] f,ll, = 1 for n = 1, 2,... and then {f, , f2,...} gives 
an o.n. basis of P(y), while dim R(y) = k < co iff ]I f, ]ly = 1 for n < k and 
0 for n > k, and then {f, ,...,fk) gives an o.n. basis of R(y). Since 
dim(J?y)) = Cnal llfnlly~ we have Y partitioned into Bore1 sets according 
to the dimension of R(y). Let us take the case that dim@?(y)) = 00 for all 
y and explain the Bore1 structure. The general case is done via the partition 
of Y. 
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Let .R be a Hilbert space with o.n. basis {e,, e,,...} and define V: Y x 
.K’-+ c, by.V(y, 2, c,e,) = (y, C,, c,[&],,), where [f], denotes the element 
of Z(y) determined by f. Then V is one-one and onto and we give r? the 
Bore1 structure making V an isomorphism, so I-‘, is analytic. For y E Y let 
V,,(U) = V(y, v), an isomorphism of jB/’ onto R(y). 
Let 71: r? -+ Y be the projection. If f: X-r C is Bore1 and ( If] * dL, < CL) 
for all y, define v/f: T*-+ C by vxy, u) = (v ] [fly), the inner product being 
evaluated in Z@(y). Then I+V~ o V is Bore1 so 7c o I’, wf, o V, w,; o V,... are 
Bore1 on Y x .Z’, and they separate points. Hence n, vJ,, v,.~,... are Bore1 on 
Tr and separate points. Since r* is analytic, these functions generate the 
Bore1 structure. (We could also use I+v~, , vg2,... ,) 
To get a Bore1 structure on rycw, = U { 1.~1 X W~TY)): y E Y), we give 
J?(R) the weak operator Bore1 structure and Y x i,“(a) the product Bore1 
structure and require (y, A) +-+ (y, VYA V; ‘) to be a Bore1 isomorphism of 
Y x P(R) onto rrpcm. Again using analyticity, projection onto Y and the 
functions (v,A)- (A[f,,,l,/ If,,l,J d t e ermine the weak operator Bore1 
structure on rycm. Also we could use the functions (y, A) w 
mLJ,I knl,X since they are Bore1 and together with x separate points. 
For y E Y and A a Bore1 set in X define Py(A) to be multiplication by (P,., 
as an operator on Z(y). Then define Q’(A) = V.; ‘Py(,4) V,. Clearly Qs is a 
projection valued measure. The next lemma is Lemma 3.3 of [ 22 ]. 
LEMMA 2.3. For each Bore1 set A c X, y t-+ Q”(A) is Bore1 from Y to 
p(R) when the latter has the weak operator Bore1 structure. 
Proof. If A c X is Bore1 and f, g are bounded and Bore1 then for y E Y, 
(PY(A)[f], ] [g],) = i q,&dA,. This is a Bore1 function of y, and our 
desired conclusion follows easily: y ++ (y, Py(A)) is Bore1 so y t-+ (y, Q’(A)) 
is Borel, and projection from Y X p(Z) to 9(Z) is a Bore1 function. 
Now we are prepared to take the first step toward imbedding a general 
measured groupoid into a Polish groupoid. It is essentially inducing the 
trivial representation of a subobject, and we generalize the argument used in 
(221. For further discussion of inducing, see a paper by Sutherland 125 ]. 
Let (G,p) be a measured groupoid and let Y be an analytic Bore1 space. 
Suppose we have a Bore1 projection 4 of Y onto G”’ and a Bore1 map a of 
Y * G = {(y, r): q(y) = r(y)} to Y, taking (y, y) to yy. Suppose that q( yr) = 
s(y) always. Then (y, y,) E Y * G and (y,, y,) E G”’ imply that (y, y, y2) E 
Y * G and (yy,, yz) E Y * G. We also assume (yy,) yz = y(y, yz), and finally 
assume that yq( y) = y for y E Y. Then we say that Y is an analytic Bore1 G- 
space. 
Suppose also that we have a Bore1 function taking x E G(O) to A,, a 
probability measure on S supported by q-‘(x), and that 1,,(y) . y - J,(y) for 
y E G. Then we say S is a G-space with quasiinvariant measure, ,I = 
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I A, d/T(x). Th s i is a stricter definition than Definition 2.11 of [21] but in 
Section 3 we deal with the difference. 
LEMMA 2.4. Suppose (S, A.) is a G-space with quasiinvariant measure, 
and suppose A?(x), defined to be Lz(Az), has the same dimension for all 
x E G(O). Let V: G(O) x 3 + G(O) * ,F be a Bore1 isomorphism as discussed 
earlier and for y E G let R(y): R(s(r)) -+ R(r(y)) be the unitary operator 
determined by composition with y, H y, y, as described in Lemma 1.1. Let 
U(y) = V(r(y))-’ R(y) V(s(y)). Then U is a Bore1 homomorphism of G into 
P(W). 
ProoJ: It is easy to show that U is a homomorphism, by the same 
argument as we used in the proof of Theorem 1.3, so we turn our attention to 
its Bore1 character. 
Let P”, Qx be the projection valued measures for x E G”’ determined as 
in Lemma 2.3. Take h, = g, = f, in the construction of V to be the constant 
function 1. Let B be a countable algebra of Bore1 sets generating the Bore1 
sets in S. By Lemma 1.1, R(y) is the unitary operator determined by two 
conditions: 
(a) for E in 8, PrcY’(Ey-‘) R(y) = R(y) PsCY’(E) and 
(b) for E in 8, (R(y)f, I (oEy-,) > 0. 
Hence U(y) is the unitary operator determined by 
(a’) for E in 8, QrCy’(Ey-‘) U(y) = U(y) QsCY’(E), and 
(b’) for E in 8, (U(Y) e, 1 V(r(y>)-’ v)~~-,) > 0. 
Some of these functions we know to be Borel, but others require one more 
step. For y E G form ArCy) x sy, a measure on S * G concentrated on 
q-‘(r(y)) x {y}. This measure depends on y in a Bore1 way, so R+(y) = 
L’@,(,, X sY) defines a Hilbert bundle over G. If p is the projection of S * G 
onto S, for each y we can define a unitary operator J,: R(r(y)) -+X;(y) by 
J,f = f o p, and the functions f, o p, f, o p,... give o.n. bases of all the 
A?+ (v)‘s. Thus we have a Bore1 isomorphism W: G x .Z -+ G * Z+ for which 
W(y) = Jy o V(r(y)). Let P: and Q: be the projection valued measures of 
Lemma 2.3 for this bundle: P:(A) is multiplication by (Do on Z+(y) and 
Q:(A)= Wd- f’:(A) WY). If a: S * G-+ S is the action map, 
QrCY)(Ey-‘) = Qr+(a-l(E)) for E in 8, a Bore1 function from G to 9(x). 
Also V(r(y)>-’ yEy+ = WY>-’ (P~-~(~), a Bore1 function from G t0.Z. Hence 
((y, T)E G x W(Z): for E in 8, Q’(r’(Ey-‘)T= TQ”“‘(E) and (Te, / 
V(r(y))-’ pEy-,) > 0) is a Bore1 set which projects one-one onto G by 
Lemma 1.1. This set is the graph of U, so U is the composition of y ++ 
(y, U(y)) which is Borel, and the projection of G X % onto P which is Borel, 
so U is Borel. 
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THEOREM 2.5. Let (G, A) be an analytic Bore1 measured groupoid. Then 
G has an inessential reduction G, which has a o-compact metric topology in 
which it is a topological groupoid. This topology is obtained from the natural 
imbedding of G, into the unitary groupoid of the L2-bundle of G. 
Proof. Let L = jA,dI(x) b e a decomposition of ,4 relative to s, and 
XC G”’ a corm11 Bore1 set such that if y E G ( X (denoted G,), A,,,, y N AS(n) 
and if x E X then A,(G) = 1. We can take X to be standard by Lemma A 
and hence can give X a Polish topology. Define R(x) = L2(A,) for x E X. 
The dimension of Z(x) is constant on orbits in X so G, is a countable 
disjoint union of Bore1 subgroupoids which are invariant reductions for 
which the dimension is constant. If each of these invariant reductions has a 
a-compact inessential reduction the same will be true of G, so to complete 
the proof we may assume that all the spaces R(x) have the same dimension, 
which we take to be infinite, leaving other cases to the reader. Then there are 
a Hilbert space .;V; a bundle isomorphism V: X x .Z -+ r,w, unitary 
composition operators R(y): R(s(y)) + Z(r(y)) and a Bore1 homomorphism 
U: G, + W(X) defined by U(y) = V(r(y))-’ R(y) V(s(y)). Define %.= 
XX ZV x X and give it a Polish groupoid structure by Lemma 2.2. Define 
W: G, -+V by W(y) = (r(y), U(y), s(y)) for y E G,. Then W is a Bore1 
homomorphism. If W(yl) = W(y2) for y,, y2 E G,, then r(y,) = r(y,), s(y,) = 
s(y2) and R(y,) = R(y,). By Lemma 1.2, y +-+ yyi and y ++ yy2 agree a.e. on 
s-‘(r(y,)) relative to &,). Since lro,) # 0, there is a y. for which y. y1 = y. y2, 
so y1 = y2. Thus W is one-one, and G, = W(G,) as Bore1 groupoids. Thus 
W(G,) is an analytic subset of a Polish space Z By Lemma A, there is a u- 
compact set B z W(G,) which is conull for W(A). Then the subgroupoid of 
V generated by B is u-compact and conull. Thus by Lemma 5.2 of [20] the 
subgroupoid generated by B contains an inessential reduction of V‘ which 
we may take to be W(G,) / W(X,) = W(G, ) X0) for some Bore1 set X0 z X. 
By Lemma A, using the measure 1, we may take X0 to be u-compact and 
then W(G, / X0) is a-compact. Set Go = G, 1 X0 and give it the topology for 
which W 1 Go is a homeomorphism onto W(G,). This completes the proof. 
Now for the universal G 1 X-space we use X x 6, where d is the closed 
unit ball in 9(X) with the weak operator topology. Note that G 1 X acts 
continuously on X x ?5 via its imbedding into X x % x X no matter what 
topology X has. Thus the o-compact groupoid G / X0 acts continuously on 
the a-compact space X0 x a. The proof that X x R is universal is essentially 
the same as for groups. Suppose Y is an analytic Bore1 G-space and let q be 
the projection of Y onto G(O) required by the definition. Take u: Y + [0, 1 ] to 
be any one-one Bore1 function. For y E Y define f,: SK ‘(q(y)) + 10, 1 ] by 
f,(y) = u(yy-‘) and let M,(y) be multiplication by f” on L’(A,,,,). Then let 
M(Y) = MY), K&Y(Y) ~q(J where V,:.X + L2(;1,) is the unitary 
operator of the bundle isomorphism V: X X .T + Tp. Then M is one-one, 
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Bore1 and equivariant. This proves the following theorem, generalizing a 
theorem for groups [ 141. The topologies obtained via Theorem 2.5 satisfy the 
hypothesis of the theorem. 
THEOREM 2.6. Let (G, ,u) be a measured groupoid which is o-compact in 
the topology G inherits from its natural imbedding in the unitary groupoid of 
the Lz-bundle of G. Then any analytic Bore1 G-space can be imbedded in the 
universal G-space X x fF, which is a o-compact topological G-space. 
3. CONSEQUENCES OF (T-COMPACTNESS 
Every measured groupoid has an inessential reduction with a u-compact 
topology, and for a group action on a Polish space the reduction can be 
invariant. This means that by looking internally it is possible to work always 
in the o-compact case, suggesting the possibility of making that a part of the 
definition of measured groupoid. In any case, there are some results 
obtainable by use of a-compact sets and their properties as summarized in 
the introduction. We present two basic results of this type in this section, 
deriving them from one selection fact combined with earlier results in which 
the conclusions were weaker. 
One result will be the global regularization of functions satisfying the 
homomorphism identity almost everywhere. It should be mentioned that a 
theorem of this kind has been proved by different methods for the special 
case of a groupoid given by the action of the real line on the dual of a coun- 
table subgroup of the reals. A proof due to Gamelin can be found in [29 ] 
and another due to Helson is given in [30]. It seems possible that similar 
results hold for cocycles of higher degree. The homomorphism 
regularization, together with an easy lemma about strict equivalences, 
suggests that the Mackey [ 17,201 and Connes [ 31 approaches to groupoids 
are compatible, though differing in their uses of measures. 
The second result in this section will be the existence of globally quasiin- 
variant decompositions of quasiinvariant measures for actions of o-compact 
groupoids. 
It will be convenient to introduce some terminology and prove a lemma 
before proceeding to the regularization theorem. Suppose Y is a Bore1 set in 
X = G(O), where G is a Bore1 groupoid. Suppose 19: X + r-‘(Y) is Bore1 and 
that s o B(x) =x for x E X and e(y) = y for y E Y. Then we can define 
v = ve by W(Y) = &r(y)) I@(s(Y))-‘~ and w is a Bore1 homomorphism of G 
into itself which is equivalent to the identity. Also v(G) = G ] Y and v(y) = y 
for y E G ] Y. We call v/ a reduction homomorphism onto G ] Y. If w is a 
reduction homomorphism onto G ] Y and Ed is a homomorphism defined on 
G, then u, o 0 establishes an equivalence of o o w with rp, and rp 0 v/ agrees 
with a, on G / Y. We can think of the change from 9 to rp 0 v/ as a minor one. 
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LEMMA 3.1. Let (G, ,u) be a o-compact measured groupoid and let Y be 
a conull Bore1 subset of X = G ‘O’. Then there is a o-compact conull saturated 
set Z g X such that there exists a reduction homomorphism w of G 1 Z onto 
G((YnZ). 
Proof: Since X is the set where r and the identity function on G agree 
and each function is continuous, X is closed in G and hence is u-compact. If 
Cc X is compact and hence closed, r-‘(C) is closed in G and hence u- 
compact. Since Y is conull, there is a a-compact conull set Y, S. Y, and by 
the preceding remark the set r-‘(Y,) is u-compact. Thus if Z is defined to be 
[Y,] = s(r-‘(Y,)) th en Z is u-compact and the continuous function 
s ( r-‘(Y,) has a Bore1 selection 8,: Z -+ r-l (Y,). Since Y is Bore1 we can let 
B(y) = y for JJ E Y n Z and 0(x) = 19,(x) for x E Z\Y. Then v/ = vCle is the 
desired homomorphism. 
THEOREM 3.2. Let (G,,u) be a u-compact measured groupoid, let H be 
an analytic Bore1 groupoid and let (D: G + H be Borel. If rp is a weak 
homomorphism there is a homomorphism p, which is equivalent to p and 
agrees with cp a.e. If&y,) (I is defined and equal to ~(y, yJ for almost all 
(y,, y2) E Gc2’ there is a homomorphism v), which agrees with rp a.e. 
Remark. “Homomorphism” here means “strict homomorphism.” 
Proof. The hypothesis of the first statement is that there is a conull Bore1 
set Y g G”’ such that p 1 (G 1 Y) is a homomorphism. Take Z and I// 
according to Lemma 3.1, choose a unit u E H”’ and define 9, (y) = u for 
y 65 G I Z, q,(y) = p o t&y) for y E G I Z. For the second assertion, use 
Theorem 5.1 of [20] to see that (o agrees a.e. with a weak homomorphism 
and then apply the first assertion of this theorem. 
The point of the theorem is that when working with equivalence classes of 
weak homomorphisms one may always choose a “strict” representative, 
provided the groupoid is u-compact. Since every measured groupoid has a u- 
compact inessential reduction, every “almost” homomorphism can be made 
strict on this one specific inessential reduction, chosen independently of the 
“almost” homomorphism. There is one more fact suggesting that the 
terminologies of the two groupoid categories are compatible (Mackey’s with 
measure classes given and non-strict homomorphisms; Connes’ with 
transverse measures and strict homomorphisms). That is the following 
lemma. 
LEMMA 3.3. Let (G, ,u) be a u-compact measured groupoid and let (p, , I,+ 
be homomorphisms from G to an analytic Bore1 groupoid H. If q, and v)~ are 
weakly equivalent then there is a u-compact conull saturated set Z c G”’ 
such that ~0, I (G 1 Z) and q2 1 (G 1 Z) are equivalent. 
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ProoJ: The hypothesis is that there is a conull Bore1 set Y s G”’ such 
that cpl I (G I Y) and p2 I (G I Y> are (strictly) equivalent. By Lemma 3.1 there 
are a a-compact conull saturated 2 c G”’ and a reduction homomorphism v 
from G ] Z onto G 1 (Y n Z). Since v is (strictly) equivalent to the identity, 
(D] = vl 0 v and vz = v12 0 w. Since pl I (G I I? z vz I (G I u) and w(G IZ) c 
G ) Y we have q, 0 v % p2 o v/, so transitivity completes the proof. 
Next we turn to the question of strictly quasiinvariant decompositions of 
quasiinvariant measures. If S is an analytic Bore1 G-space and J, is a finite 
measure on S we decompose A relative to the projection p of S onto G”‘. In 
fact we assume p(A) -,C and decompose A as I AX db(x) so we can form 
A*,u=JA,x,u~~~(x) (here we assume ,u=(,u-’ and take ,u~=(,u,))‘). 
Then I is called quasiinvariant if A *p is quasiinvariant under (s, 7) H 
(sy,y-‘) [21, D f ‘t’ e ml ion 2.111. The next theorem generalizes Proposition 2.6 
on page 72 of [ 1 ] and justifies the definition preceding Lemma 2.4. 
THEOREM 3.4. Let (G,,u) be a o-compact measured groupoid and let 
(S, A) be an analytic G-space with quasiinvariant measure. Then A has a 
quasiinvariant decomposition A = j” A, dfi(x). 
Proof. By Theorem 2.12 of [ 2 I], there is a conull Bore1 set Y s G”’ 
such that if x, y E Y and y: x -t y is in G then Ay y N AX. By Lemma 3.1 there 
is a conull saturated u-compact Z c [Y] and a Bore1 0: Z + r-‘(Y) such that 
s o e(x) = x for x E Z and 0(y) = y for y E Y n Z. We redefine A, = 0 for 
x 66 Z and 4 = (4(o(xjj ) f?(x) for x E Z. (If x E Yn Z the new 1, is 
automatically the same as the old one.) Then the strict quasiinvariance over 
Y n Z spreads to all of Z. 
COROLLARY 3.5. If (G,,u) is a a-compact measured groupoid then p has 
a decomposition p = 1 ,ux d@(x) which is quasiinvariant: ,u,, y - pu, if y: x -+ y 
is in G. 
THEOREM 3.6. Let (G,,u) be a measured groupoid with p(G) = 1. Set 
X = G(O) and let E = {(r(y), s(y)): y E G) = (r, s)(G) be the equivalence 
relation on X induced by G. Let v = (r, s)(p). Then p has a decomposition 
,u = J’ ,LI~,~ dv(x, y) such that for some saturated con& o-compact Z c X 
(a> For (x3 Y) E E I Z A,~ is a probability measure concentrated on 
r-‘(x) n ss’(y). 
(b) For (x, Y) E E I Z (PJ -P,,,~; (P~,~)-’ =P~,~ if@-’ =P. 
(c) I” y: x -+ y is in G I Z and z N x, then 
and 
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ProoJ: By Theorem 6.8 of [21], there is a corm11 Bore1 set Y and a 
measure p * - ,U with a decomposition having properties (a), (b) and (c) for 
x, y E Y. If g = dp/Q* is everywhere positive and finite we can first define 
P X.Y = wx*,y for x, y E Y and (x, y) E E. Then choose 0 via Lemma 3.1 and 
use it as in Theorem 3.4 to define ,u,,, in general. 
4. LOCALLY COMPACT TOPOLOGIES 
In this section we are going to show that every measured groupoid has an 
inessential reduction which is second countable and locally compact. The 
procedure is essentially the same as we used to get a o-compact inessential 
reduction. This fact raises the question of why one might not simply use the 
stronger property of local compactness always and never use a-compactness 
except as a step on the way. This may be a debatable point, but it should be 
noted that for a groupoid arising from a group action there will be a u- 
compact invariant inessential reduction but evidently not a locally compact 
invariant inessential reduction. To get a locally compact groupoid from an 
action of a group G it is possible to pass to the universal G-space, but this 
adds new points which may not have a clear meaning for the problem which 
gave rise to the original G-space. 
The locally compact topology will be used in the next section to establish 
the existence of countable sections. The topology on the universal G-space is 
handled exactly as it was in Section 2, and we do not repeat that discussion. 
THEOREM 4.1. Let (G, A) be a measured groupoid. Then G has an 
inessential reduction G, which has a locally compact metric topology in 
which it is a topological groupoid. 
Proof. We repeat the proof of Theorem 2.5 up to the embedding W of 
the inessential reduction G, = G 1 X into ?P”= X x Z! x X. Then we give G, 
the inherited topology from W(G,) s V and find compact symmetric sets 
K,gK,c..- whose union is a u-compact inessential reduction of G, 
G,=GIX,. Observe that for each n the set K; ‘K, = K,K, = 
(yIy2: (r,, yJ E K, X K, n G’*‘) is compact: G’*’ is closed in G x G, so 
K,xK,nG (‘) is compact, and K,K, is a continuous image of a compact 
set. 
For x E X2, let [qK,lx be the element of R(x) determined by oK, and let 
k,(x) = V,[P,,~], E.3’. Then k,, k, ,... are Bore1 functions of X2 into .Z. 
Hence there a sequence C, , C, ,... of disjoint compact sets in X, whose union 
X, is conull, such that for each m, n, k, 1 C, is continuous. Definef, , f2,... 
on G2 by f,(y) = (U(Y) W(y)) I k,@-(y))). Then for each n,f,, 2 0, m-if, = 0 
off the compact set WC because L(r) = .bybI) (P&Y> R&J 4,,,W 
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and K, = K;‘. On the other hand, K, t G, so K,y-’ nK, T s-‘(r(y)) 
whenever y E G,. Hence for y E G, there is an n such that f,(y) > 0. 
For each m, II, let G,,, = {y E G,: s(y) E C,, r(y) E C,}. For each r, 
k, ] C, and k, ] C, are continuous and U: G, -+ % is continuous, so f, 1 G,,, is 
continuous with compact support. It follows that G,,, is locally compact in 
the relative topology from G,. 
Let G, = G ] X,,. Then G, = Um,nal G,,, and we can give G, the disjoint 
union topology so that each G,,, is relatively open in G,. It is 
straightforward to verify that G, is then a locally compact metric groupoid. 
5. TRANSVERSALS AND COUNTABLE SECTIONS 
If (G, A) is a measured groupoid, a Bore1 set S s G”’ is a complete coun- 
table section iff [S] is conull and for each x E G(O), S n [x] is countable [ 71. 
If E is the associated equivalence relation on X= G”‘, S is a complete coun- 
table section for E iff it is a complete countable section for G. For S E X, if 
X0 is a conull Bore1 set in X and S g X0, then S is a complete countable 
section for E iff it is a complete countable section for E ] X0. Thus by 
Section 4 we can pass to the case of a locally compact equivalence relation 
in order to show that every measured groupoid has a complete countable 
section. We will then be able to use a method of proof used by Peter Forrest 
in the case of free group actions [8]. Feldman et al. proved our Theorem 5.6 
for group actions in [ 71. 
A related notion is that of transversal, extended by Connes from foliations 
to general Bore1 groupoids 131. The idea is expressed in terms of transverse 
functions as follows. If TC X = G(O) is Bore1 we can define a transverse 
function v by letting vx be the measure such that the integral of the function f 
is 
~fdf=v"(f)= x f(y) for xEXandf>O 
r(Y) =x 
s(y)Er 
and Bore1 on G. Then T is called a transversal provided v is a proper 
transverse function, which means that there exist Bore1 sets A,, A,,... with 
union G such that x t, #(A,) is bounded for each n. It is not difficult to 
show that it is sufficient for a transverse function to be proper that #(A,) 
always be finite, because then the sets X,,,, = {x: vx(A,,) < m) till X and the 
sets A, n r-‘(X,,,) fill G and have the boundedness property. For a locally 
compact equivalence relation we will in fact find a transversal which meets 
every equivalence class, which seems a little stronger than just a complete 
countable section. It is closer to the notion of a lacunary section [ 71. In a 
332 ARLAN RAMSAY 
general groupoid, if x E X and the group GG is not countable then x cannot 
belong to a transversal. It seems that if G is locally compact and each Gc 
is countable then only a little more should be necessary to guarantee the 
existence of transversals. Now we turn to the proof in the case Gc is always 
a singleton. Notice that no measure is used in this first result. 
THEOREM 5.1. Let E be a locally compact equivalence relation on a 
space X, and assume E is a topological groupoid. Then there is a Bore1 set 
T c X = E”’ such that [T] =X and T is a transversal. 
Proof: Notice that we are identifying X with the closed set E”’ G E, so 
X is locally compact. However, we need not use the relative topology from 
X x X on E. We will need a metric d on X which induces the topology. 
Since X is u-compact, we will be able to do most of the work for one 
compact set Y c X & E, and later use a sequence of Y’s to complete the 
proof. Since E is locally compact, there is a compact set D c E such that 
D = D-’ and Y c int(D). Then the set L = D* = ((x, z) E E: there is a y in 
X with (x, y) and (y, z) in D) is compact in E because E is topological. For 
each E > 0, let A,= (xE X: if (x, y) E E and d(x, y) < E, then 
(x, y) C?? L - int(D)}. The next few steps we present as lemmas, following 
Forrest [ 8 1. 
LEMMA 5.2. Yc U,,>,A,,,. 
ProoJ If xE Y- UnalAlln, then for each n there is a y, E X such that 
(x, y,) E L - int(D) and d(x, y,) < I/n. Since L - int(D) is compact, there 
is a subsequence (x, y,,) converging to some (x, y) in L - int(D). But then 
d(x, y) = 0, i.e., y = x, so (x, y) = (x,x) E int(D), a contradiction. 
LEMMA 5.3. Each A, is open. 
ProoJ If x, -+ x and each x, 6? A,, then there exist (x, , y,), (x2, yz) ,... in 
L - int(D) such that d(x,, y,) < E. By compactness a subsequence converges 
to some (x, y) E L - int(D) and then d(x, y) < E. Hence x 6? A,, so A, is 
open. 
LEMMA 5.4. Let B c A, f~ Y be a compact set of diameter GE. Then B X 
B ~7 L = B x B ~7 int(D), so B X B r7 int(D) is a closed equivalence relation 
on B and hence there is a Bore1 set in B meeting each equivalence class 
exactly once. 
Proof: If (x, y) E B x B n L, then d(x, y) < E and (x, y) EL. Since 
xEA,, (x, y) & L - int(D), so (x, y) E B x B n int(D). The reverse 
inclusion is obvious. B x B n int(D) is clearly reflexive and symmetric, and 
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transitivity follows from the first statement of the lemma. This equivalence 
relation is the continuous image in B X B as a subset of X x X of the set 
r-‘(B) n s-‘(B) n L which is compact as a subset of E. Thus it is a closed 
equivalence relation on the compact metric space B. Hence the saturation of 
every closed set is closed, so there is a Bore1 set meeting each equivalence 
class exactly once, by Theoreme 4 in Section 6 of [2]. 
Because we are aiming for a result slightly stronger than the existence of a 
complete countable section, we need one other lemma, not used in Forrest’s 
proof. 
LEMMA 5.5. Suppose C is a compact set in E with s(C) c Y and let B C_ 
A, fI Y be a compact set of diameter <E. If T is a Bore1 set in B meeting 
each B x B n D-equivalence class exactly once and y E X, then r- ‘(y) n 
Cn s-‘(T) isfinite. 
Proof. If y@ [B], then r-‘(y)ns~‘(T)= 0. If yE [B], then there is an 
x E B with y = (y, x) E E. Then D n r-‘(x) has (x,x) in it interior. Since 
y, t, yy, is a homeomorphism of r-‘(x) onto r-‘(y), yDnr-‘(y) has y in 
its interior. We are interested in a subset of the compact set r-‘(y) n C n 
s-‘(B), and this set will be covered by finitely many sets of the form 
yD n r- I(y), where y = ( y, x) and x E B (perhaps it is even empty). Thus is 
suffices to show that s(yD n r-‘(y)) n T has at most one element. Suppose 
zr, z2 are in s(yD n r-‘(y)) n T. Then (x, zi) and (x, ZJ are in D = D-‘, so 
(z,, zz) E L. By Lemma 5.4, (z,, z2) E D and by our choice of T, z, = z2 as 
desired. 
Completion of the proof of Theorem 5.1. Let C,, C,,... be an increasing 
sequence of compact sets whose union is E. Set Y, = 0 and for k > 1 let 
Yk = s(C,). Each Yk is compact, so there exist compact sets D, , D, ,... in E 
such that D, &D,G ... and for each k D, = 0;’ and Yk E int(D,). Take 
L, = 0: and form the sets A , k E C_ X corresponding to D, and L,. Since Yk is 
compact and each A,,, is open there is one, say, for Ed, which contains Yk by 
Lemma 5.2. Then there is a finite collection Bk,lr..., B, n of compact sets of 
diameter <Ed whose union is Y,. For each k, j, let Tk.lg B,+j be a Bore1 set 
meeting each equivalence class in B, j 
Then take Tk = T,,, U .a. U Tk,‘,, 
under D, f7 (B,,j x B,,j) exactly once. 
and observe that for any x E X, 
rp’(y)n C,n s-‘(T,) is finite. Since T,,j meets each D,n (Bk.j x B,q,j)- 
equivalence class in B,,j it meets each E f3 (B,,j x B,,j)-equivalence class in 
B,,i, i.e., [T,,j]~B,,j. Hence [T,] 2 Yk, so [Tk]= [Y,]. Let T= 
u,,, Tk\[Ykpl]. Then [T]=X. We have s(C,)= Ykr so C,n 
s-‘(T,\[Y,-,I)=0 h w enever n>k. If n<k,C,ns-l(T,,\(Y,-,])sC,n 
s - ’ (Y,) which is a compact set mapping into Y, under s, so each r ’ (y) n 
C,ns-‘(T,,\[Y,-,I) is finite. Thus r-‘(y)nC,ns-‘(T) is always finite. 
Thus T is a transversal, as desired. 
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THEOREM 5.6. Zf (G,I) is a measured groupoid, there is a complete 
countable section S c G(O). 
ProoJ Let E = (r, s)(G) be the measured equivalence relation G induces 
on G’O’. Then there is an X E G”’ = E”’ which is corm11 and such that E 1 X 
has a locally compact groupoid topology, by Theorem 4.1. By Theorem 5.1 
there is a Bore1 set S s X which is a transversal and hence a countable 
section for E 1 X and hence a countable section for E, such that the E 1 X- 
saturation of S is X. Therefore the E-saturation of S contains X and hence is 
conull. The E-saturation of S is its G-saturation, and the equivalence classes 
are all the same, so S is a complete countable section for G. 
6. USES OF COUNTABLE SECTIONS 
Because discrete measures are easier to manipulate, groupoids with coun- 
table equivalence classes require fewer measure theoretic technicalities. 
Feldman and Moore took advantage of this in two papers [ 5,6 ]. Then 
Feldman et al. showed how to use the existence of a complete countable 
section to extend certain results from the discrete case to general groupoids 
171. In particular, they showed that this method of reduction to the discrete 
orbit case always applies to group actions. By Theorem 5.6 of this paper, 
their methods apply to all measured groupoids. In this section we will 
mention some of these results. 
Another result which follows easily from a discreteness hypothesis is the 
existence of sufficiently many non-singular Bore1 G-sets, as used by Renault 
[23, p. 341. In this section we will show that groupoids with purely 
continuous orbits also possess sufficiently many non-singular Bore1 G-sets 
and give two examples showing that groupoids with mixed type orbits need 
not satisfy this condition. 
A proof similar to that given for Theorem 6.6 below but not to be given 
here can be used to prove a theorem which fills a gap left on page 100 of 
1211: 
THEOREM. Let (E,IZ) be a measured equivalence relation and suppose 1 
has a quasiinvariant decomposition. Let p be a fmite measure on X = E”’ 
such that ru A, dp(x)) - 1. Then there is a reduction homomorphism y of E 
onto a reduction F such that if v = w(A) then ,u + 17 
In [ 71, Feldman et al. explored the consequences of the existence of a 
complete countable section both for groupoids and for the associated von 
Neumann algebras. They defined a measured groupoid to be orbitally 
concrete in case such a section exists, so in view of Theorem 5.6 above every 
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measured groupoid is orbitally concrete. They defined a similarity (D: 
(G, A) -+ (Z&P) to be concrete provided it is equivalent to a finite 
composition of isomorphisms, reduction homomorphisms and immersions 
(inclusion homomorphisms of reductions into the containing groupoids). 
They say that (G, A) has continuous orbits if the measures on equivalence 
classes in G”’ are atom-free. Let I2 = [0, 1 ] x (0, 11, with Lebesgue 
measure; this is a transitive groupoid and hence trivial in a certain sense. It 
is also true that G x I2 always has continuous obits. The assertions in our 
next theorem follow immediately from Theorem 5.5, Corollary 5.8 and 
Theorem 4.8 of [7] in that order, because of our Theorem 5.6. 
THEOREM 6.1. Let (G, 1) and (H, ,u) be measured groupoids and let ~1: 
(G, 2) + (H, ,u) be a similarity. Then 
(a) rp is concrete, 
(b) if (G, A) and (H, ,u) have continuous orbits then the equivalence 
class [q] contains an isomorphism, and 
(c) if G is isomorphic to G x I2 and H is isomorphic to H x I2 then 
the equivalence class [p] contains an isomorphism. 
Similarly the hypothesis of orbital concreteness in the Feldman, Hahn and 
Moore discussion of approximate finiteness can be deleted, but we will not 
repeat any of their results here. We do want to mention two results on von 
Neumann algebras. If (G, A) is an ergodic measured groupoid and a E 
H’(G, T) there is associated a von Neumann algebra M = M(G, a) which is 
a factor and has a distinguished maximal abelian subalgebra A [6, Sect. IO]. 
If G = I’, a must be trivial and M= Y(z) while A is isomorphic to 
L”O([O, I]), and is denoted A,. Th e o f 11 owing is a restatement of Theorem 8.3 
of (71 in the light of Theorem 5.6 above. 
THEOREM 6.2. Let (Gi, ni) (i = 1,2) be measured groupoids with ai E 
H2(Gi, T) and let v be a similarity from G, to G, with p*(a,) = a,. Then 
there is a spatial isomorphism of M(G,, a,) @ P(R) onto M(G,, a*) @ 
F(R) which carries A, @A, onto A, @A,. 
The reader is encouraged to notice the other results in [7] which can be 
restated this way. It does not seem necessary to give more than an 
illustration of the possibilities here. 
Now let us turn to a question raised by Renault in his study of groupoids 
and C*-algebras [23]. Let G be a locally compact groupoid. We must define 
two terms. A left Haar system [23, p. 161 is an assignment x tr 1” of 
measures on G to points of G”’ such that 
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(i) the support of 1” is G”, 
(ii) iffis continuous with compact support on G (f E C,(G)) and we 
define n(f)(x) = If dL” for x E G(O), then n(f) is continuous, and 
(iii) iff E C,(G) and y, E GY, then j” f(y, 7) dL”(y) = j’ f(r) dly(y). 
For some purposes it suffices to have nX(G\G”) = 0 instead of (i) and the 
continuity condition (ii) is used mainly so that C,(G) will be a convolution 
algebra. The left invariance, condition (iii), is essential for any notion of 
Haar measure. In a Bore1 groupoid, a Bore1 G-set is a Bore1 set T such that 
r / T and s 1 T are both one-one. If G has a Haar system 1, we say G has 
sufficiently many non-singular Bore1 G-sets iff for each finite Bore1 measure ,u 
on X = G(O) and each Bore1 set B with j” L’(B) dp(x) > 0 there is a Bore1 G- 
set TC B such that ,u(r(T)) > 0 [23, p. 341. The later condition is the non- 
singularity of T. The same definition makes sense for measured groupoids 
without the locally compact topology. 
Now we want to give two examples of locally compact groupoids having 
left Haar systems, but not having sufficiently many non-singular Bore1 G- 
sets. First, let I = [0, 1 ] and G = I2 as an equivalence relation. For x E I let 
A” be the measure assigning measure $ to the point (x, 0) and i x (Lebesgue 
measure) to sets in (x} x I not containing (x, 0). It is straightforward to see 
that this is a left Haar system. Let p be Lebesgue measure on I and let B = 
I x (O}. Then j LX(B) dp(x) = f > 0. If T E B is a G-set, it can only contain 
one point in order for s / T to be one-one. Then p(r(T)) = 0. 
Except for being a transitive groupoid, this is fairly typical of what can go 
wrong when mixed types of measures are allowed. Another Haar system, 
without the point masses, would be okay. We also have a non-transitive 
example with essentially the same difficulties. Begin with G = T2 X R, where 
the action is given by (a, /?)t = (ae”, /3eZXit). We denote the space by X as 
usual. Then take A = { (eie, /3) E X: 0 < 0 < rr}, and define g: X -+ R by taking 
g(e”, /3) = -0 if --71 < r3 < 0 and 0 if 0 < 0 < rc. Then for every x we have 
xg(x)EA; for x&A we have xg(x) in the circle C= ((1,/?):/3ET}: for 
x E A we have xg(x) = x. Thus the usual measure on G, = G 1 A, given by 
the reduction homomorphism w = v/n 120, Theorem 6.17 ], gives one- 
dimensional Lebesgue measure on C and two-dimensional Lebesgue measure 
on A - C. Notice that G, is a closed subgroupoid of G and hence is locally 
compact. If x = (eie, /I) E A, the fiber r-‘(x) in G, is 
((x,t)EG:xtEA}=((x,t):O<8+t<~mod2~} 
= (x) x (27rZ + [-e, 7r - e]). 
The reduction homomorphism suggests forming a left Haar system as 
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follows: for x = (e”, /I) E A, i.e., 0 < 8 < X, take the point mass at x, E,, let 
m, be Lebesgue measure restricted to 27rZ + [-0, rc - 01 and set 
It is straightforward to verify that this system of measures is both continuous 
and left invariant. Now let ,U be two-dimensional Lebesgue measure on A and 
let B = ((e”, /I, -0): 0 < 13 < rc, /3 E T}. Then I, A”(B) C@(X) > 0. 
The question is whether B contains a non-singular Bore1 G, set. If 
(e”, eiro, -19) E B, then s(eie, eirp, -0) = (1, ei(0-2Re), 0). Thus s is constant 
on each { (eiB, eiW, -0): p = c + 278) for 0 < c < 27c, and a Bore1 G,-set T can 
only contain one element of each such curve. If we decompose the measure 
on B relative to s, this shows that T has measure 0 in B. The mapping of B 
to A by r preserves the measure class, so p(r(7’)) = 0. 
These examples depend on having mixed atomic and atom-free measures 
on the orbits. In fact the proof of Theorem 1, page 29 1 of IS] shows that an 
equivalence relation E with countable orbits has sufficiently many non- 
singular Bore1 E-sets. A shorter proof is given for the locally compact r- 
discrete case on page 34 of [23]. Theorem 6.7 below will cover the case of 
continuous orbits. The proof will use a product decomposition as in 
Theorem 5.6 of [7] which essentially reduces our proof to a question about a 
parametrized family of transitive groupoids. Therefore we separate a lemma 
for that case from the rest of the proof. 
LEMMA 6.3. Let I = [0, 11, J= [0, 21 and define g: I2 + J by g(x, y) = 
x $ y. Let r, s be the projections of I2 onto its first and second factors. For 
each t E J, r / g-‘(t) and s 1 g-‘(t) are one-one. Let I be Lebesgue measure 
on I and let p be any Bore1 probability measure on I. If B c I2 is a Bore1 set 
with ,u x A(B) > 0 then (t E J: ,u(r(B f? g-‘(t))) > 0) is a Bore1 set of positive 
measure for g(,u x A). 
Proo$ The first assertion is obvious. For the second, define f: I’ -+ I x J 
by f (x, y) = (x, x + y) and let p: I x J -+ J be the projection. Then p o f = g. 
Also on any rectangle contained in f (I’) the measure f (p x A) agrees with 
,D x (Lebesgue measure). Thus if Z(t) denotes the t-section off (I’) for t E J, 
we have f (p x 1) = 1, (qlC,,~) x E, dt. If B s I2 is Borel, ,U x k(B) > 0 iff 
f (lu x A)(f (B)) > 0, and {t E J:lu(r(B n g-‘(t))) > 01 = {t E J: @,,,,P) X 
&,(f (B)) > 0). Also, g(p x A) - (Lebesgue measure). 
In order to extend Lemma 6.3 to the non-transitive case, we need some 
more information about the decomposition of measures under reduction 
homomorphisms. The product decomposition in Theorem 5.6 of [7] is nearly 
what we need, but the measure ,u on the units may be singular relative to I 
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and we need to keep track of both measures at once. It will be convenient to 
split into parts according to numbers of atoms. As in [24] we say a measure 
is of type n = 1, 2,..., co if it is atomic and has n atoms. For n = 0, -1, 
-2,..., --a, we say a measure is of type n if it has a non-zero diffuse (atom- 
free) part as well as -n atoms. We want to apply this idea to decompositions 
of measures. The result is due to Series. It is stated in Lemma 7.6 of [ 24 1. 
LEMMA 6.4. Let X, Y be analytic Bore1 spaces withf: X + Y Borel. Let 
1 be a finite Bore1 measure on X, set I = f (,I) and decompose A= I Ir dx( y) 
relative tof. Then N= (YE Y&=0} is Bore1 andfor nEZU{co--oo} 
the set Y, = ( y E Y: A,, is of type n } is Borel. 
Proof We first take X to be an analytic set in thecantor set “= {O, 1 }” 
and extend all the measures in the natural way to X. For x E X and n = 
1,2 ,... let C(x, n) = {z E x: (xi ,..., XJ = (zi ,..., z,,)}. Then for each n the sets 
C(x, n) partition 2 into 2” open-closed sets and for each x, n,, 1 C(x, n) = 
{x}. Almost every 1, is a probability measure anyway but we can divide by 
n,(X) when that is not zero so that each n,(X) is 0 or 1. Now define f,,: X X 
Y-r [0, l] by taking the point mass a, and letting f,(x, y) = (E, X &,)(X X 
C(x, n)) = &(C(x, n)). These are Bore1 functions and f, > f, > . .. so the 
pointwise limit exists and is a Bore1 function f,. Then fO(x, y) = 
lim,, ~,(C(x~ 4) = ~,(lxl)- I-I ence P={xEX:~~~,,,,((x})>O}=(xEX: 
fO(x, f(x)) > 0} is a Bore1 set. Now for each y, qPky is the atomic part V, of 
1,. Since y t-, V, is Borel, the number of atoms, which is dim L*(v,), is a 
Bore1 function of y. The conclusion now follows easily from the fact that the 
set { y E Y: Jy is atomic} is equal to { y E Y: A,,(P) = 1 }, which is Borel. 
LEMMA 6.5. Let (E, A) be a o-compact measured equivalence relation on 
the space X with A(E) = 1. Let Y c X be a o-compact countable section with 
[ Yj =X, set F = E 1 Y and let v = v/~ be a reduction homomorphism of E 
onto F. Let v = I&), and let A = [A” d,I(x), v = j vy dv”( y) be left quasiin- 
variant decompositions. Let w, = $. If p is a probability on X such that 
s(.f A” 444) - 1, then s(j vy TV,) - v’ and there is a o-compact set 
A E Y such that almost every s(vy)(A) > 0 and I, - p,, 17 
Proof The hypothesis on p means that whenever N is a saturated Bore1 
set in X then l(N) = 0 iff p(N) = 0. The first statement about v,(p) means 
that whenever N is an F-saturated Bore1 set in Y then 3(N) = 0 iff 
yl,(p)(N) = 0. Now 3= r(@.)) = y(r(A)) = w,(I), and if NE Y is F- 
saturated then w;‘(N) is E-saturated. The first statement about wl(p) follows 
from these facts. 
To show that there is a u-compact set A c Y such that W,(D) - (P,,, V; it 
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s&ices to show that V,(D) 4 i7, so suppose NG Y is a Bore1 set and 
v”(N) = 0. Then V(S - I(N)) = 0, so the set N* = ( y: vy(s-l(N)) > 0) is G-null. 
Since each vy is discrete, vy(s--I(N)) > 0 iff r-‘(Y)ns-‘(N)#@, so 
N* = [N]. Thus v’([N]) = 0 and hence ly,(~u)(W < v,(~u)Wl) = 0, as 
desired, so there is a u-compact set A such that I, - v)~ V: Hence 
s(s, vy &(y)) - v’, from which it follows that [A ] is conull in Y. Since each 
vy is discrete, y E [A] implies that s(vy)(A) > 0, which completes the proof. 
LEMMA 6.6. Take hypotheses as in Lemma 6.5 and decompose I relative 
fp w, as J” 1, dt( y). Then for almost every x E X, ,I” - CzWy E, x 1, - 1 E, x 
1, dvY( y, z), where y = v,(x), and E, is a unit point mass at x. 
Proof: Let A. = J” 12Cy,z, dv( y, z) be a decomposition of A relative to v/. This 
is symmetric in r and s, but we can decompose a measure equivalent to A. 
another way. Since Y is a countable section, each vy is discrete and when 
tyl(x) = y we have 
Hence 
= !I . . A” d;i,(x) dv’( y) _I 
. . . 
- IJI ( cp 1x1 wldx) dvY(y, z> d&(x) N(y) , ” 
= 
III ( a, x, x,;lwW dxy(x) dvY(y, z) dKv) _“” 
= I’l’ @P (xl x+F) d&(x) dv(y, z>. .I 
Now h ,x)xO~~Cz)Izx dx,(x) is concentrated on v;‘(y) x W;‘(Z) whenever 3, 
is concentrated on v/;‘(y), i.e., almost always. Thus 12Cy,zJ - 
J-v tx,X,+r~~X dx,(x) almost always. Now the integrands project to 
equivalent measres in v;‘(z) because the A” are quasiinvariant, so 12Cy,r) is
equivalent to a product measure in which one factor is 1,. By symmetry, 
1 Cy,z) - 1, x 1,. Hence v,~,~~-+,A~ - E, X I,, ending the proof. 
Now we are ready to generalize Lemma 6.3 to measured equivalence 
relations. It is somewhat convenient to assume u-compactness, and in the 
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application to locally compact groupoids with Haar systems this is 
automatic, so we state the theorem with u-compactness. 
THEOREM 6.1. Let (E, A) be a a-compact measured equivalence relation 
on X with continuous (atom-free) orbits and suppose A(E) = 1. Suppose ,u is 
a probability measure on X such that s(s A” d&x)) - 1. If Bis a Bore1 set in 
E such that s Ax(B) dp(x) > 0, then B contains a nonsingular Bore1 E-set. 
Proof. By Corollary 3.5, we may assume the decomposition of 1 relative 
to r is quasiinvariant. By Theorem 5.6 there is a complete countable section 
Y G X. If F = E 1 Y there is a reduction homomorphism IC/ of an inessential 
reduction of E, which contains F, onto F, by Theorem 6.17 of 1201. By 
taking a a-compact set in Y, conull relative to $(A), we get a u-compact 
complete countable section, so we may suppose Y is u-compact. Since 
1(X - [Y]) = 0 we have ,D(X - [Y]) = 0, and [Y] is u-compact, so we may as 
well suppose that [Y] =X and then that w is defined everywhere. 
Let v = v/(n). Since 1 has a quasiinvariant- decomposition, we have 
mx> ‘v vy ‘f i+?(x) = y [20, p. 292, line 71. Let A = !‘I, dv’( y) be a decom- 
position of I relative to IJ. By Lemma 6.5, we may decompose ,D = J’ ,us df( y) 
relative to $, and in such a way that A = ( y:,~,, # 0) is u-compact. 
Automatically [A] is conull. By the proof of Theorem 5.6 of [ 7 1, almost 
every 1, is diffuse (atom-free) so that the measure 1, + iuy has type n = 0, - 1, 
-2,..., -co. A model for such a type n can be taken to be un on [0, 1 ] = Z, 
where u, is a convex combination of Lebesgue measure and n point masses 
on the set { 1, 5, { ,... }. If Y,, G Y is the set where I, +,u? has type n, 
Lemma 4.2 of [ 71 shows that $-‘(Y,) with the restriction of (1 +p] is 
isomorphic modulo null sets to Y, x I with [((4,,.,v1) x a,]. We may replace Y 
by a u-compact conull subset Y* and X by [Y* ] so that (X, [I + ,u]) is 
isomorphic mod null sets to Y x I with a convex combination of the 
measures (or,q X un. We may replace first X and then Y by u-compact 
conull subsets so that we have a Bore1 isomorphism h of X into Y x I and 
h(l, +p,,) - ey x un for y E Y. We also want h(@-‘(y)) s (y) x [0, 1) 
always. Then there is-a Bore1 function <:X,-I such that for x E X, h(x) = 
(c(x), T(x)). Since h(A, + P,) - cy x u,,, <(A, + ,u,,) - u, . Now the function 
(w, r X 0 taking (x1, x2) E E to (w(x, , x2>, (&1>, <(x2))) takes E into F x I* 
and carries w to the coordinate projection onto F. For each x, if y = G(x) 
then the image of A” under (w, r x <) is equivalent to j E~~,~) x ercx) x 
#,> dvy( y, z). Also h(p) = J” h(,uy) dv’( y) = j E, x <(,u~) dF( y). Thus the 
image of ( Ax dp(x) is equivalent to J” E(~,~) x ((,u,) x {(A,) dv(y, z). 
Now to complete the proof it is enough to start with a Bore1 set B G F x I2 
such that J” (E(~,~) x <(cl,) x <(x,))(B) dv( y, z) > 0 and find a Bore1 set T G B 
such that r( y, z, x, u) = (y, x) and s( y, z, x, u) = (z, U) are both one-one on 
T and {y: E, X &ty)(r(T)) > 0} has positive G-measure. Take A G Y by 
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Lemma 6.5. Then for E(~,~) x &p,) x #,)(B) to be positi_ve we must have 
&P,) # 0, so Y EA. Let B, = {(Y, z) E F: E(~,~) x C&J x 6X4)(B) > 01. Then 
v(B,) > 0 and r(B;) &A. By Theorem 1 of 151, B, contains a Bore1 F-set T,. 
non-singular for ij(p) (or pA C). 
Now define f: F x I2 + F x Z2 by S(y, z, x, u) = (y, z, x, #,)( [0, a])). If 
m is Lebesgue measure on Z, f(~~,,,~) x &u,) x <(A.,)) = cCy,rj X &,) X m. 
Then define g: F x I2 + F x J, where _ J= [0,2], by g(y,z,x, u>= 
(Y, z, x + ~1. Then g<( f(~(~,~) x Gy) x W,)) NY, 2)) - v x m2, where m, 
is Lebesgue measure on J. Let P = {(y, z, t): E, x C-(,au,)(r(B n 
g-‘(y, z, t)) > 0). By Lemma 6.3, for (y, z) E B, the (y, z) section PCr.=) has 
positive measure for m,. Thus we can choose r: B, + J so that (y, z) t-t 
(y, z, r( y, z)) maps into P almost everywhere. In fact if we map @(,D) onto 
T, via (r ] T,)-’ we can have r defined and with correct behavior a.e. on T,. 
Then T = g- I((( y, z, r( y, z)): (y, z) E T, }) will be the set we need. 
Finally we are ready for the theorem promised at the beginning of this 
section. 
THEOREM 6.8. Let G be a locally compact topological groupoid and 
suppose G has a faithful left Haar system x ++ A” with each s(kX) d@iise. 
Then (G, A) has sufficiently many non-singular Bore1 G-sets. 
Proof: Let p be a probability measure on X = G”’ and let B E G be a 
Bore1 set such that j” A”(B) dp(x) > 0. Since G is locally compact there is an 
equivalent Bore1 system x t-+ A: of probability measures. Let ,u, = 
s(jA;dp(x)) and A, = JA;dp,(x). By Proposition 3.6 on page 24 of 1231 it 
follows that (G, A,) is a measured groupoid. Then the associated equivalence 
relation (E, v) = ((r, s)(G), (r, s)(A,)) is a a-compact measured equivalence 
relation with continuous orbits. Let A, = s 13,,C,.Y, dv(x, y) be the decom- 
position of 1, relative to (r, s). Let B, = ((x, y) E E: ,I,,(,,,,(B) > 0). If v = 
i vy dv’(y) is the r-decomposition of V, our hypothesis on B implies that 
,u(( y: vY(B,) > 0}) > 0, i.e., J‘ vY(B,) dp(y) > 0: this is because 1; = 
0 ,.Cx,Yj dvX(x, y). Hence there is a non-singular Bore1 E-set T, c B,. There 
is then a Bore1 selection for (r, s): B -+ B, a.e. relative to (r 1 T,)-‘(p). If the 
range of that selection is T, then T c B and T is a non-singular Bore1 G-set. 
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