Disease diagnosis on chest X-ray images is a challenging multi-label classification task. Previous works generally classify the diseases independently on the input image without considering any correlation among diseases. However, such correlation actually exists, for example, Pleural Effusion is more likely to appear when Pneumothorax is present. In this work, we propose a Disease Diagnosis Graph Convolutional Network (DD-GCN) that presents a novel view of investigating the inter-dependency among different diseases by using a dynamic learnable adjacency matrix in graph structure to improve the diagnosis accuracy. To learn more natural and reliable correlation relationship, we feed each node with the image-level individual feature map corresponding to each type of disease. To our knowledge, our method is the first to build a graph over the feature maps with a dynamic adjacency matrix for correlation learning. To further deal with a practical issue of incomplete labels, DD-GCN also utilizes an adaptive loss and a curriculum learning strategy to train the model on incomplete labels. Experimental results on two popular chest X-ray (CXR) datasets show that our prediction accuracy outperforms state-of-the-arts, and the learned graph adjacency matrix establishes the correlation representations of different diseases, which is consistent with expert experience. In addition, we apply an ablation study to demonstrate the effectiveness of each component in DD-GCN.
Introduction
Chest radiography is the most widely available imaging examinations for screening, diagnosis and management of multiple threatening diseases. However, automatic radiograph interpretation of chest X-ray images (CXRs) is currently a technically challenging task due to the complex pathologies which are heavily dependent on the expertise of radiologists with years of professional experience. Although much significant progress has been made to deal with chest disease classification using Convolutional Neural Networks (CNNs), it is still a multi-label challenging task due to the combinatorial nature of the output space.
To address such multi-label task like Chest X-ray14 multi-disease diagnosis [37] , many researchers [31, 40, 9, 39 ] take a naive way by treating the objects in isolation and convert the multi-label problem into a set of binary classification problems, then predict whether each disease of concern presents independently. However, they did not utilize Fig. 1 . We build a directed graph over the diseases for chest X-ray images to model the label dependencies for multi-label disease diagnosis, where each image has some uncertain labels (−1). In the right graph, each edge (like "labela → labelc") indicates the conditional probability learned by our dynamic correlation matrix on how likely "label c" will appear when "label a" appears.
complex topology structure which has a strong correlation relationship between the disease pairs. For example, Pleural Effusion is more likely to appear when Pneumothorax is presented [32] . It is essential to consider the label correlation in multi-disease classification task for a better understanding on the inter-dependency. As graph is widely used to explore the label dependencies in vision tasks, previous graph-based methods [18, 20, 17, 5] , mostly using Graph Convolutional Network (GCN) [17, 5] , formulate the multi-label recognition task as a structural inference problem. Therefore, GCN structure can also be used to learn the correlation among different diseases for disease diagnosis.
However, there exist some limitations in these GCN based methods [17, 5] . Firstly, they use a pre-defined constant adjacency matrix, which is limited by manual definition or the database scale and thus it can not learn the natural relationship between the classes. In contrast, we develop a dynamic learnable adjacency matrix to automatically explore the inherent relationship among different diseases. The element in our matrix represents the conditional probability of various disease pairs, as illustrated in Fig. 1 . And it is dynamically updated with the backpropagated gradient during the GCN training. Secondly, they feed the graph with either word embedding [5] or mixed feature of the whole image [17] , which lacks meaningful representation of each class. To get more interpretable representation, we build our graph with image-level individual feature maps as the input, and this can lead to more differentiable characteristic of each disease for strong correlation learning.
Moreover, learning an automatic classification model needs large datasets for the training. The current largest dataset CheXpert [14] is an incomplete labeled dataset, which contains uncertain labels (−1), as shown in Fig. 1 . The uncertain labels indicates that experts are not sure whether the corresponding disease exists. Since there exists a large proportion of such uncertain labels in the dataset, we should not ignore its potential values for improving the performance on diagnosis. Although many works [23, 35, 6] have tried to learn the potential information in the uncertain labels, they either directly set all uncertain labels as negative ones or ignore the correlation between certain and uncertain annotations. To handle the problem of incomplete labels, we propose an adaptive curriculum learning algorithm to relabel and reuse the uncertain labels in our framework.
In summary, we propose a novel GCN based end-to-end network, called Disease Diagnosis GCN (DD-GCN), which utilizes a learnable adjacency matrix to dynamically learn the conditional probability between different disease pairs. Compared to the constant label correlation matrix, our correlation matrix can be dynamically updated with gradient backpropagation during the GCN training, and therefore it can capture natural label correlation in multiple disease classification task. Besides, to generate more general inter-representations as the graph input, we first extract the fixed image-level feature on the whole CXR image, then divide it into individual feature maps for each disease. Our dynamic adjacency matrix learns such individual class features and can establish the correlation representations of different diseases, which is consistent with experts experience. In addition, to handle the incomplete labels, we design an adaptive curriculum learning strategy which relabels the uncertain labels into weak positive/negative ones to finetune the pre-trained model to learn the potential context. Comparing to state-of-thearts, our method is much more robust and achieves the best performance on both Chest X-ray14 [37] and CheXpert [14] datasets.
Our main contributions are summarized as follows:
-To the best of our knowledge, we are the first to utilize a learnable correlation matrix for disease diagnosis. We propose an end-to-end trainable framework, which learns a dynamic correlation matrix with independent feature map of each disease as the input, to explore more natural conditional probabilities between different disease pairs. -We design an adaptive curriculum learning strategy, which uses the uncertain labels for potential context learning, so as to handle the incomplete label task. -We conduct experiments on two benchmark CXRs datasets, and do ablation study that verifies the effectiveness of each component in our model.
Related Work
In this section, we briefly summarize recent researches related to our work, including chest disease classification, Graph Convolutional Network (GCN), and learning with uncertain labels. Chest disease classification. There are several works proposed to predict the probability of the chest radiographic observation with CXRs. Wang et al. [37] implemented four basic multi-label CNN architectures to evaluate the performance on ChestX-ray14 dataset. Rajpurkar et al. [31] found that DenseNet121 [12] can extract better embedding features from the CXRs. Yao et al. [40] built Long-short Term Memory (LSTM) based model to exploit the dependencies between different diseases. To guide the model focusing on the region of interest (ROI), Guan et al. [9] developed an attention guided network to crop the ROI and then extract features. Tang et al. [34] utilized curriculum learning to learn the pre-defined severity level data defined based on known labels. Yan et al. [39] used SE Block [11] and WildCat structure [8] to divide multi-feature maps into different classes to improve the performance on each disease. These methods are limited to the quality of the Chest X-ray14 dataset, thus Irvin et al. [14] built up a larger CheXpert dataset that contains uncertain labels to give a strong reference standard with expert human performance metrics for comparison. In this work, our proposed method achieves higher performance on Chest X-ray14 by exploring the disease correlation, and also has a significant improvement on CheXpert with incomplete label learning.
Graph Convolutional Network (GCN). Graphs have been proven to be very effective in modeling the label correlation. Many researchers [17, 18, 5] utilized graph structure to capture the label correlation dependency with image features. Especially, Chen et al. [5] exploited GCN to build up graph nodes with word embedding inputs to propagate features between multiple labels, and then made the classification depending on the constant correlation matrix initialized by the image graph. However, word embedding is less natural for feature learning, and a constant adjacency matrix is strictly limited by the dataset scale. Method using binary matrix [15] also has similar limitation. To learn more reliable correlation, we build a dynamic graph with independent feature maps of each disease as the input of each node, so as to explore the inter-dependency between disease pairs with a dynamic correlation matrix learning.
Learning with uncertain labels. Multi-label datasets often contain uncertain groundtruth (GT) like missing or unknown labels. It will lose some contextual information if we do not use such uncertain parts. Many researchers [2, 4, 36, 33, 23] set missing labels as negative labels, which drop the performance because they may re-label lots of positive labels among the missing labels as negative ones. Another method is Binary Relevance (BR) [35] , which classifies each label as an independent binary class while ignores the correlation. Although several researchers [3, 38, 4, 6, 7] have explored the correlation among certain labels to predict information of uncertain labels, they need to solve an optimization problem which is hard to be applied in the mini-batch strategy. Inspired by curriculum learning [1] , we propose an adaptive curriculum learning strategy to relabel the uncertain labels in supervise for further usage. Different from methods [42, 41, 43] that adopt the alternate updating process to utilize all unlabeled data, our curriculum strategy only selects weak positive/negative labels from uncertain labels for the model fine-tuning rather than using all the uncertain labels.
Method

Notations and Overview
For each input CXR image x i , i ∈ {1, 2, ..., I}, there may exist more than one disease. Denote the corresponding disease label as y = [y 1 , ..., y n ] where n is the number of diseases and y j ∈ [−1, 0, 1] (unknown, negative, or positive for the j th disease). Specially, denote {C 1 , ..., C n } as the disease names. In our task, we aim to predict the existence of all n diseases such that the prediction o = [o 1 , ..., o j , ...o n ] is as accurate as possible to the ground-truth y = [y 1 , ..., y n ].
The architecture of our proposed Disease Diagnosis Graph Convolutional Network (DD-GCN) is illustrated in Fig. 2 . We first utilize DenseNet121 [12] as the CNN backbone to extract the mixed embedding features of the input CXRs. Then, we divide the embedding features into n individual feature maps for each disease class. To further learn the inter-dependency between different disease pairs, we build a stacked GCN to capture the disease correlation for multi-label image classification. Here, we feed the individual feature maps of each class into different nodes in a graph to share their Overall architecture of the proposed DD-GCN. We first utilize a deep CNN network to extract features of the multi-label CXR images. Then a transfer layer is applied to partition the feature maps into several blocks, each corresponds to a particular disease class. After obtaining the representation of each disease, we send it to nodes of the stacked recurrent GCN to learn a dynamic correlation matrix, and then train the final inter-dependent disease classifiers.
information, then the model will output each final corresponding binary classification result. Note that the learnable adjacency (correlation) matrix A in the graph is dynamically learned at each step. In addition, we propose an adaptive strategy for incomplete label task to learn the representations from both known and unknown sets. In the following subsections, we will provide details for dynamic correlation matrix learning and incomplete label learning.
Dynamic Correlation Matrix Learning
Graph Convolutional Network (GCN) [15] takes advantage of learning strong correlation between nodes in a graph, which can be used to explore relevant relationship between diseases. GCN works by gathering messages between nodes based on the correlation (adjacency) matrix, which is pre-defined in most researches. Although GCN based approaches [17, 18, 5, 15 ] make significant progress, there are still rooms for improvement:
a) Previous works [17, 5] generally take mixed feature of the whole image or the word embedding [29] of each label as the graph input to learn the correlation for a multilabel image classification. Such mixed features lack the differentiable representation for each disease, while the word embedding has no interpretable information in the vision space. To dig out more robust inter-dependency of diseases, more meaningful and interpretable independent features of each disease needs to be represented in the image space. b) Almost all GCN based works exploit a pre-defined correlation matrix (binary or data-driven) to map constant conditional probability between the label-pairs. This matrix is limited by human definition [15] or the database scale [5] . Meanwhile, some inherent relationships are also hard to decide even for human or empirical statistics. Thus, more natural correlation needs to be explored by a dynamic learning and updating strategy rather than keep a constant correlation matrix. As shown in Fig. 3 , different to previous works, we extract image-level representations for individual diseases as the graph input. These individual features are more robust than mixed features or word embedding to investigate the inter-dependency using visual contexts. To further automatically learn more natural correlation maps, we design a dynamic adjacency matrix learning strategy with gradient backpropagation during the GCN training.
Individual feature generation. To explore more natural and reliable dependency among the diseases, instead of learning with the word embedding of each disease, we need to learn the relationship between the individual representation of each class. After extracting the deep features of shape D × W × H using DenseNet121 [12] , we adopt a transfer layer [8] to get the individual feature maps of each disease, as shown in Fig.  2 . More in details, we first transfer the feature maps of size D × W × H into feature maps of size nM × W × H through a 1 × 1 convolution layer, where M is the number of feature maps per class. Then a class-wise average pooling is conducted to reduce the number of channels from nM to n, and finally we can get the representations of shape W × H for each disease.
Dynamic graph updating. After obtaining the feature map in shape W × H of each class using the transfer layer, we construct a novel GCN module followed by a class-wise pooling, where the convolutional operation is taken as a spectral graph convolution [15] . We also design a dynamic adjacency matrix learning strategy to automatically learn the inter-dependency between disease pairs for exploring more natural relevance. At each time-step of the graph update, the dynamic matrix A is updated by the backpropagated gradient.
For each node j ∈ n in the graph of GCN layer, we denote its representation feature as H t j ∈ R 1×d at time t, where d is the dimension of each node. The neighbors of node j is defined as N (j), and node j collects messages m t j from its neighbor nodes with correlation matrix A t and then updates its hidden state. Our dynamic matrix A t ∈ R n×n is updated from A t−1 , and is further updated with the gradient at the current time step. In details, after the reconstruction of node j, matrix A t updates its j th row to learn the conditional relevance of other diseases for disease C j .
The following two steps are formulated for each node to collect messages and update hidden state, where h(·) is a non-linear function like LeakyReLU [22] :
where A t ju is the ju th entry of matrix A at time t, representing the conditional probability of disease C u when disease C j appears. W t ∈ R d×d is the parameter vectors to be learned for feature embedding, ⊕ means the matrix addition. b t u is the weighted representation of a neighbor node u of node j. And m t j is the collected message of node j. After the message is propagated in the graph, our dynamic correlation matrix A updates each row with the backpropagated gradient:
We directly compute the gradient of A j with loss function L(·), and update it with a learning rate lr. Eq. 5 is used to normalize matrix A to be in [0, 1] to represent the conditional probabilities of disease pairs, where A jj is the maximum value in j th row since it depends more on itself. Details of GCN structure. More in details, as shown in Fig. 2 , we exploit a stacked GCN layer that shares the same dynamic correlation matrix between two graphs. The stacked GCN structure contains two GCN layers: the first GCN is fed with the independent feature maps of different classes and then output vectors of shape n × d; Next, the n × d features are sent to the second graph and it will output the results of shape n × 1 standing for the prediction of each class. Before training, we initialize matrix A with a data-driven matrix, which counts the occurrence of label pairs in the training set and then calculate the conditional probability in two directions. Specially, for incomplete label task, we ignore the uncertain labels, and only evaluate the correlation matrix on certain labels for initialization.
Learning with Incomplete Label
To train an end-to-end network with incomplete labels, we develop a two-step strategy. 1) Learning with adaptive loss for incomplete labels. We first train the model only with known labels and ignore uncertain labels; 2) Adopting curriculum learning to predict uncertain labels. After getting a pre-trained model, we feed the data of uncertain labels into the model to find weak positive/negative labels for relabeling, and then we finetune the model with both known and relabeled annotations. Inference G (G) on uncertain labels in dataset 5:
Find and relabel the easy weak labels 6:
If no easy weak label exists 7:
Break 8:
Update T with the weak labels and finetune G (G) with the updated T Return: The finetuned model G Adaptive loss function for incomplete labels. Since each CXR image may contain both certain (1 or 0) and uncertain (−1) labels for different diseases, we need to guide the optimizer to only learn with certain labels of images. However, during the training of each mini-batch, the number of uncertain labels and known labels are unbalanced. The back-propagated gradient may be small and lead to slow convergence if we directly use the cross-entropy function to train our model for multi-label classification with binary label (1 or 0) at each mini-batch. To solve this problem, we utilize an adaptive loss based on MultiLabelSoftMarginLoss to train our model:
where p y = number(yj ∈[0,1]) n is the proportion of known labels at each mini-batch, and we utilize 1 Cpy to normalize the corresponding loss with p y . It helps the optimizer to learn the unbalanced data for better convergence, and has a similar goal to batch normalization [13] which normalizes distributions of layer inputs for each mini-batch.
Adopting curriculum learning to predict uncertain labels. To further make effective use of uncertain labels, we aim to find the weak positive/negative labels among uncertain labels and relabel them to finetune our model. Here, we propose an adaptive curriculum learning strategy [1] to relabel the uncertain parts. We first search the easy weak positive/negative samples among uncertain labels using the pre-trained model with a threshold strategy, and then finetune the pre-trained model with these weak samples. We iterates until no more easy samples can be found with the current finetuned model.
Assume that G(·) is our trained model, θ min and θ max are the thresholds to define new weak positive and negative labels among the uncertain ones where θ min = 1 − θ max . For each uncertain labels y ic in image i class c, we re-mark their labels as:
Then we add the relabeled annotations into the original known labels, and finetune the pre-trained model with the ensemble annotations. Details can be found in Algorithm 1.
Experiments
In this section, we investigate the performance of the proposed DD-GCN model, on the standard benchmark datasets of chest X-ray images (CXRs): Chest X-ray14 [37] and CheXpert [14] . We compare our DD-GCN with state-of-the-art methods and further do ablation study to demonstrate the effectiveness of each component in DD-GCN. We show the adjacency matrix learned by the GCN layer for the learned correlation relationship between diseases, and explain that it is consistent with expert experience.
Datasets
Chest X-ray14. Chest X-ray14 [37] is a large CXR dataset that collects 112,120 frontalview chest X-ray images of 30,805 unique patients. Each radiography is labeled to 1 (positive) or 0 (negative) with one or multiple types of 14 common thorax diseases : Atelectasis, Cardiomegaly, Effusion, Infiltration, Mass, Nodule, Pneumonia, Pneumothorax, Consolidation, Edema, Emphysema, Fibrosis, Pleural Thickening and Hernia We use the official data split on patient level, which are 76,524, 10,000, and 25,596 CXRs for train, validation and test, respectively. CheXpert. CheXpert [14] is the largest dataset of CXRs consisting of 224,316 chest radiographs of 65,240 patients with both frontal and lateral view. It contains 200 studies from 200 patients for validation and 500 studies from 500 patients for evaluation. Different from chest X-ray14, CheXpert captures uncertainties inherent in radiograph interpretation with an effective labeling strategy (0 for negative, -1 for uncertain, and 1 for positive), and contains sufficient uncertain labels. For example, there are 33,739 uncertain labels and 33,376 positive labels in Atlectasis disease. In our experiments, we only evaluate the AUC scores on the top 5 diseases (Atelectasis, Cardiomegaly, Consolidation, Edema, and Pleural Effusion) as in [14] .
Experimental Setting
DD-GCN utilizes DenseNet121 [12] with drop rate 0.2 as the mixed feature extractor, which is initialized with a pre-trained model on ImageNet [16] . We set M = 8 to transfer M feature maps for each class through the transfer layer. In the stacked GCN structure, we set the dimension d of the feature vector in each node as 100, and adopt LeakyReLU [22] with negative slope 0.2 as the non-linear activation function after each GCN layer.
In the training phase, the input images are random cropped and resized into 448 × 448 with random horizontal flips for data augmentation. At the first phase of learning known labels, we set the Adam optimizer with lr = 1e − 4, betas = (0.9, 0.999), and train our model for 15 epochs. The learning rate is reduced by the power of 0.9 for every 3 epochs. Specially, we add the weak positive/negative samples with strict threshold 0.9/0.1 into the known labels for the current term pre-training. When finetuning the pre-trained model by curriculum learning strategy, we set θ min = 0.2, θ max = 0.8 to define weak labels, and adjust lr to 5e − 5, then only train the model for 5 epochs at each iteration. All experiments are implemented on a single NVIDIA 1080ti GPU with Pytorch [28] framework. Our full codes and pre-trained models will be made available to the public in the formal version. 
Comparison with State-of-the-arts
Chest X-ray14. We first investigate the performance of our baseline model (DD-GCN without adaptive loss and curriculum learning) on the official split set of chest X-ray14 dataset with completely known labels. Table 1 shows the comparison on the AUC scores with the state-of-the-arts in detail. As compared with the seven advanced methods, our model achieves the highest average AUC score of 0.8525, demonstrating its strong ability. Our model outperforms that of Mao et al. [24] by 2.55%, which simply constructs the ImageGraph with different image inputs for clustering and loses the correlation information between labels in each CXR. Though Yan et al. [39] also applied a transfer layer to divide feature maps for different classes, their method failed to exploit the label correlation, and ours outperforms theirs by 2.23%. Our method achieves the highest score on almost every disease classification, and can learn feature representations as well as correlation matrix between the class pairs. CheXpert. We investigate the efficiency of our incomplete learning part on CheXpert dataset with uncertain labels. Here we add adaptive loss function and curriculum relabeling to the baseline (DD-GCN), and Table 2 shows the comparison results on top 5 diseases. Our model achieves the best performance of 0.9120 AUC score, and outperforms five basic models (U-Ignore, U-Zeros, U-Ones, U-SelfTrained and U-MultiClass) by 2.28%, 2.34%, 1.92%, 1.80% and 1.68%, respectively. The ROC is visualized in Fig. 4 (a)-4(e), which shows that the blue curve of our final model is higher than other variants. It illustrates that the AUC score of each disease increases when we apply the adaptive loss and relabeling trick to our baseline model. It also demonstrates that our method exhibits great performance on the chest disease classification task.
Analysis on the Learned Correlation Matrix
To further demonstrate that the graph learns reliable conditional probability between the disease pairs, we show the learned adjacency matrix on CheXpert dataset for further analysis. Table 3 shows the correlation relationship between different disease pairs, where each value represents the corresponding conditional probability. As Melissa et al. [25] analyzed that Cardiomegaly can cause same signs and symptoms like Edema, the value P (Card/Edem) = 0.4295 verifies that Edema is more likely to appear with Cardiomegaly, which is consistent with the expert experience. P (Card/P E) = 0.2252 and P (Atelectasis|P E) = 0.3686 are also relatively high since bilateral P.E is generally associated with Cardiomegaly [30] and Atelectasis may happen with a Pneumothorax or Pleural Effusion [27] . Also, the conditional probability of P.E and Consolidation fits the phenomenon that the causes of pleural effusions also cause lung consolidation [26] . Besides, the conditional probability of other irrelevant disease pairs like P (Card/Cons) is much smaller than other pairs. More correlation matrix results on Chest X-ray14 can be found in the supplementary. As shown in supplementary, Table 1 , P (Card|Ef f usion) = 0.0072 did not match the expert experience that Cardiomegaly may happen with Pleural Effusion. The reason is that Chest X-ray14 only contains complete labels, and there are only a few samples that contain both Cardiomegaly and Effusion. Overall, the results indicate that our dynamic correlation matrix can learn the correct inter-dependency between the disease pairs. It is provably more robust for disease diagnosis and natural correlation exploring, and can be used for disease prediction. 
Ablation Study
We run an extensive ablation study to demonstrate the effect of each component in DD-GCN using CheXpert dataset, including the components of transfer layer, GCN layer, adaptive loss and curriculum learning.
Ablation study on individual component. We summarize the comparison in Table  4 . The DenseNet121-only model achieves 0.8790 AUC score, which drops to 0.8715 when we add the transfer layer because the correlation between the feature maps of different classes is broken. The DenseNet121+transferLayer+GCN model further learns the label correlation with graph and yields a score of 0.8885, which is improved by a large margin. The DenseNet121+GCN model only improves 0.24% from the DenseNet121 for the weak inter-dependency remained in the mixed feature maps. The adaptive loss function also increases the AUC score in additional 0.37% for exploiting the label proportion information during the training. And the curriculum strategy for incomplete label learning can further extracts more potential contexts in uncertain labels and the model achieves the highest performance of 0.9120.
Besides, it is essential to investigate the influence on different input types of GCN nodes. In general, researches like [17] feed GCN with the mixed features of an image from a single model to extract the contexts, however they are not clear whether the GCN part makes efforts to learn the independent correlation with such mixed features for multi-label task. Different to their method, our approach learns a certain relationship between inter feature maps which are divided from the mixed features. Here, model DenseNet121+GCN yields an AUC of 0.8814, and our DenseNet121+transferLayer+GCN outperforms it by 0.71%. The result demonstrates that individual feature map promotes the GCN to learn more natural label correlation between the disease pairs. Ablation study on the correlation matrix. We compare different types of correlation matrix on the same graph in Table 5 . It shows that our GCN with dynamic correlation matrix is the best, which outperforms the constant data-driven method [5] by 1.55%. The + ones matrix means that we set the same probability values on each edge between all disease pairs in the graph, which breaks the deep inter-dependency, and it only achieves an AUC score of 0.8684. It indicates that our dynamic correlation matrix is not limited by the scale of database and can further explore more natural and reliable inter-dependency between the disease pairs for diagnosis performance improving.
Ablation study on the GCN depth. To further investigate the influence on various depths of the stacked GCN module, we show the performance results with different number of GCN layers in Table 6 , and the length of each node in the hidden GCN graph are set to 100. It shows that the classification performance drops on both datasets when the number of GCN layers increases. The propagation between the nodes will be accumulated if we use more GCN layers, resulting in over-smoothing. That is, the node features may be over-smoothed such that nodes from different classes (e.g., Atelectasis vs. Mass) may become indistinguishable [19] . Ablation study on the relabeling thresholds. Also, we do ablation study on the threshold used to define the weak samples for curriculum learning. Fig. 5 shows the AUC comparison with different θ min and θ max on the CheXpert dataset. DD-GCN can achieve 0.8922 without curriculum learning and it is improved when the threshold increases. We obtain the best performance when θ min = 0.2 and θ max = 0.8, and the AUC scores will drop to below 0.8922 when we set θ min = θ max = 0.5. It is due to the reason that the weak positive/negative samples tend to be more reliable with strict restrictions of low θ min in one reference relabeling. And it will mix up the two cluster samples for wrong prediction with high θ min , which may mislead the model training.
Ablation study on iterations of curriculum learning. To investigate how our curriculum strategy works, we provide a further view on information of the iteration steps in curriculum learning. As shown in Fig. 6 , the curriculum algorithm relabels most of weak samples in the first iteration where DD-GCN achieves the AUC score of 0.9051. Since the rest of uncertain labels are hard to fit, the number of weak samples at each iteration decreases gradually in the following steps while the AUC score increases slowly and yields the best performance of 0.9120.
Conclusions
We present a GCN based end-to-end network called DD-GCN for the multi-label chest disease diagnosis task, which novelly utilizes a learnable adjacency matrix to dynamically learn the conditional probability between various disease pairs. Besides, we feed each node with individual feature maps instead of the general word embedding. In addition, we develop a curriculum learning algorithm to extract the potential information from the natural CXR dataset with incomplete labels. Experiments demonstrate that the proposed GCN model performs favorably against state-of-the-art methods on both Chest X-ray14 and CheXpert datasets. We also verify that our GCN layer can capture reliable correlations among different diseases by using the learnable correlation matrix which represents the conditional probability of disease pairs. We believe that the learned representation of correlations can help to predict the trend of other diseases in future work.
