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Highlights
• The mixture-averaged equations are discretized on an Eulerian grid and the individual bubbles are tracked as Lagrangian particles.
• The method is capable of resolving fine structures of the strong, bubble-scattered pressure waves.
• Dimensional reduction of the model was achieved for bubble clouds possessing translational and rotational homogeneities.
• The method is used to simulate a challenging test case of cloud cavitation excited in a strong ultrasound.
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Abstract
We present a coupled Eulerian-Lagrangian method to simulate cloud cavitation in a compressible liquid. The method
is designed to capture the strong, volumetric oscillations of each bubble and the bubble-scattered acoustics. The
dynamics of the bubbly mixture is formulated using volume-averaged equations of motion. The continuous phase is
discretized on an Eulerian grid and integrated using a high-order, ﬁnite-volume weighted essentially non-oscillatory
(WENO) scheme, while the gas phase is modeled as spherical, Lagrangian point-bubbles at the sub-grid scale, each
of whose radial evolution is tracked by solving the Keller-Miksis equation. The volume of bubbles is mapped onto
the Eulerian grid as the void fraction by using a regularization (smearing) kernel. In the most general case, where
the bubble distribution is arbitrary, three-dimensional Cartesian grids are used for spatial discretization. In order to
reduce the computational cost for problems possessing translational or rotational homogeneities, we spatially average
the governing equations along the direction of symmetry and discretize the continuous phase on two-dimensional or
axi-symmetric grids, respectively. We specify a regularization kernel that maps the three-dimensional distribution
of bubbles onto the ﬁeld of an averaged two-dimensional or axi-symmetric void fraction. A closure is developed to
model the pressure ﬂuctuations at the sub-grid scale as synthetic noise. For the examples considered here, modeling
the sub-grid pressure ﬂuctuations as white noise agrees a priori with computed distributions from three-dimensional
simulations, and suﬃces, a posteriori, to accurately reproduce the statistics of the bubble dynamics. The numerical
method and its veriﬁcation are described by considering test cases of the dynamics of a single bubble and cloud
cavitaiton induced by ultrasound ﬁelds.
Keywords: Bubble dynamics, Cavitation, Eulerian-Lagrangian method, Compressible multiphase ﬂows, Multiscale
modeling, Reduced-order modeling
1. Introduction1
Cavitation and bubble cloud dynamics are of importance in various ﬁelds of engineering, including therapeutic2
ultrasound[1, 2, 3], hydraulic machineries[4, 5], and underwater acoustics[6]: cavitation bubbles formed in a human3
body during a passage of the tensile part of ultrasound pulses can scatter and absorb subsequent pulses to lower4
the eﬃciency of ultrasound therapies; violent collapse of bubbles can cause cavitation damage on the surface of5
various materials, from ship propellers to kidney stones. Bubbles that naturally exist in the ocean can attenuate and6
modulate acoustic signals to decrement the performance of underwater acoustic systems. Accurate simulations of7
cloud cavitation are in high-demand for such applications, yet they are challenging due to the complex, multi-scale8
nature of the interactions among the dynamics of small, dispersed bubbles and pressure waves propagating in the9
liquid. Numerical methods that fully resolve the bubble-liquid interface (which we denote as “direct methods”),10
includes interface-capturing methods with high-order/interface-sharpening schemes[7, 8, 9, 10, 11], level set/ghost11
ﬂuid[12, 13], front tracking[14] and Mixed-Eulerian-Lagrangian/boundary integral methods[15, 16]. These methods12
can in principle accurately represent the full dynamics, but due to their high computational cost of resolving the13
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interfaces, such methods are the most suitable for simulations at the scales of bubbles for a short period of time,14
typically single events of the collapse of bubbles [17, 18, 19, 20].15
For more complex bubbly mixtures with relatively low void fractions of O(10−2), methods that solve volume- or16
ensemble- averaged equations of motion have been used to compute the propagation of acoustic and shock waves[21,17
22, 23, 24, 25, 26, 27, 28, 29, 30] and the dynamics of bubble clouds [31, 32, 33, 34, 35, 36, 37]. In the classi-18
cal averaging approaches, the bubbly-mixture is treated as a continuous media. The volume of dispersed bubbles is19
converted to a continuous void fraction ﬁeld in a control volume that contains a suﬃciently large number of bub-20
bles. The length-scale of the control volume (averaging length-scale) is larger than the characteristic inter-bubble21
distance. The dynamics of the gas-phase are closed by considering the averaged change in the volumetric oscillations22
of bubbles in response to pressure ﬂuctuations in the mixture. Bubbles are typically modeled as spherical cavities,23
of which dynamics are described by ordinary diﬀerential equations (ODEs) in a form of the Rayleigh-Plesset (RP)24
equation[38]. The radius and coordinate of the bubbles are treated as statistically averaged quantities in the ﬁeld of25
mixture, rather than deterministic variables deﬁned at each single bubble. Inter-bubble interactions can be modeled26
by an eﬀective pressure in the mixture that forces the oscillations of bubbles, enabling the methods to avoid explicitly27
solving for the interactions. Meanwhile, due to the construction of the model, the ﬁeld of the mixture smaller than the28
averaging length-scale is unresolved. This limitation hinders accurate simulations of cloud cavitation induced by a29
pressure wave with a wavelength as small as characteristic inter-bubble distance. Such cavitation bubble cloud is ob-30
served in experiments using high-intensity focused ultrasound and particularly important for applications to ultrasound31
therapies[39]. Even though the incident wave can be resolved, bubble-scattered pressure waves generated by violent32
collapses can have ﬁner scales. Such waves can be likewise unresolved, despite their importance for assessment of33
cavitation damage on nearby surfaces.34
Aside from the averaging methods, Lagrangian point-bubble approaches can directly solve for the dynamics of35
interacting bubbles, by extending the Rayleigh-Plesset equation for a system of multiple bubbles in an incompressible36
or weakly compressible potential ﬂow under far-ﬁeld pressure excitation[40, 41, 42, 43, 44]. The methods treat37
bubbles as Lagrangian points whose coordinate and radius are explicitly tracked, and thus can capture the entire38
scales of the ﬂow ﬁeld of the surrounding liquid at the scale of bubbles. Meanwhile, the methods are, in general,39
valid with far-ﬁeld pressure uniform at the coordinates of the entire bubbles. This requirement for the scale separation40
limits applications of the methods to bubble clouds excited by pressure waves with a wavelength much greater than41
the size of the cloud.42
A two-way coupled Eulerian-Lagrangian method has been recently developed to solve for the dynamics of the43
bubbly-mixture in a wide range of scales[36]. The scheme combines the averaging approach and the Lagrangian44
approach; it solves the dynamics of the mixture on an Eulerian grid, while tracks the dynamics of Lagrangian point45
bubbles at the sub-grid scale. Notably, the method is free from the spatial limitation in the averaging approaches as46
well as from the constraint on the wavelength of the far-ﬁeld pressure in the Lagrangian point-bubble approaches.47
By using a grid with a high resolution, the method can resolve the incident wave and the bubble-scattered pressure48
waves on the grid at a scale smaller than the inter-bubble distance, while accurately track the radial evolutions of the49
bubbles. Yet, the method employed numerical schemes suitable for resolving weak pressure disturbances in a linear50
(acoustic) regime. As a result, the applications of the methods were limited in relatively mild oscillations of bubbles51
that result in a small amplitude of bubble-scattered pressure waves that the schemes can support. Moreover, the52
method was applied to simulations of bubble clouds with two-dimensional geometries including cylinder and ellipse,53
and three-dimensional clouds with realistic geometries were not explored.54
The goal of the present study is to generalize and extend the Eulerian-Lagrangian method for simulation of cloud55
cavitation induced by pressure waves with a strong amplitude and a high-frequency for practical applications. In56
the method, the dynamics of bubbly-mixture is described using the volume-averaged equations of motion that fully57
account for the compressibility of liquid. The continuous phase is discretized on an Eulerian grid, while the gas phase58
is modeled as spherical, radially oscillating cavities that are tracked as Lagrangian points at the sub-grid scale. The59
dynamics of the continuous phase is evolved using a high-order, ﬁnite-volume weighted essentially non-oscillatory60
(WENO) scheme, that was originally developed for simulation of viscous, compressible, multi-component ﬂows[10]61
and is capable of capturing a strong pressure waves with ﬁne structures. The volume of bubbles is mapped onto the62
Eulerian grids as the void fraction using a regularization kernel. The radial oscillation of each bubble is evolved by63
solving the Keller-Miksis equation. When the the grid size is smaller than the characteristic inter-bubble distance,64
the method is capable of capturing the violent cavitation growth and collapse of each bubble as well as resolving the65
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strong, complex structures of bubble-scattered pressure waves in the liquid.66
For the most general cases, the continuous phase is discretized on a three-dimensional Cartesian grid, and a67
standard regularization kernel is used to map the volume of bubbles onto the ﬁeld of void fraction. To reduce the cost68
for simulations of a bubbly-mixture that possesses translational or axi-symmetric homogeneity, we newly introduce69
reduced-order models. In the models, the continuous phase is discretized on two-dimensional or axi-symmetric grids.70
We map the volume of bubbles distributed in three-dimensional space onto the two-dimensional or axi-symmetric71
ﬁeld of void fraction by using a modiﬁed regularization kernel. By doing so, the cost of computations required to72
solve for the continuous phase is reduced from O(N3) to O(N2), where N is the number of grid cell per dimension, in73
comparisons to the three-dimensional model.74
In order to properly close the Keller-Miksis equation, the pressure ﬁeld at the sub-grid scale needs to be appropri-75
ately modeled. In the case of the three-dimensional model, in each grid cell that encloses a bubble, the contribution76
of the pressure wave scattered by the bubble to the averaged pressure in the cell can become signiﬁcant, thus the77
pressure of the cell cannot be directly used to force the oscillations of bubble. In that case, following the scheme78
proposed by Fuster and Colonius[36], we obtain the component of the cell-averaged pressure that forces the oscilla-79
tions of bubble by using the state of the bubble and potential ﬂow theory at the sub-grid scale. In the two-dimensional80
and axi-symmetric models, the discretized pressure ﬁeld is treated as uniform in the direction of symmetry, despite81
the three-dimensionality of the true pressure ﬁeld associated with any distribution of bubbles. In order to reduce82
the error associated with the neglected three-dimensional pressure ﬂuctuations, we model the spatial distribution of83
the pressure at the sub-grid scale as white noise. In each grid cell that contains a bubble, we estimate the variance84
of the noise by sampling the pressure in the neighboring cells, with an assumption that the pressure ﬂuctuations85
are locally, spatially isotropic on the scale of the sampling window. We express the noise by superposing Fourier86
modes with pre-computed, randomized phases, following a method of expressing stochastic ﬂuctuations in turbulence87
modeling[45, 46]. The sub-grid closures for the three-dimensional and the reduced models are veriﬁed using the test88
cases of acoustic cavitation of a single bubble and a bubble screen, and a bubble cloud, respectively.89
Finally, the methods are used to simulate a challenging case of cloud cavitation excited in a strong ultrasound90
wave. The structure of the bubble cloud obtained in the simulation is conﬁrmed to qualitatively agree with a bubble91
cloud observed in high-speed images, that was excited by a focused ultrasound generated by a medical transducer. The92
paper proceeds as follows. In Sec. 2, we introduce volume-averaged equations of motion. Then we describe the dis-93
cretization and spatial integration of the governing equations on a three-dimensional Cartesian grid and regularization94
of the volume of bubbles using a kernel. Subsequently we describe the dynamical equations of the radial oscillations95
of bubbles as a closure. In Sec. 3, we describe the reduction of the governing equations on two-dimensional and96
axi-symmetric coordinates and introduce regularization kernels for the grids. In Sec. 4, we present numerical tests97
of single bubble and cloud cavitation for veriﬁcations of the methods. Finally, in Sec. 5, we state a summary and98
conclusions along with suggestions for future work.99
2. Governing equations100
2.1. Volume averaged equations of motion101
We introduce volume-averaged equations of motion to describe the dynamics of a mixture of dispersed bubbles102
and a compressible liquid in three-dimensional space. Volume-averaged equations consider the conservation of mass,103
momentum and energy of the mixture as a continuum media that are deﬁned by applying the volume averaging104
operator (·) to a control volume of the mixture: (·) = (1 − β)(·)l + β(·)g, where β ∈ [0, 1) is the volume fraction of gas105
(void fraction), and subscripts l and g denote the liquid and gas phase, respectively. We start by writing the equations106
in a conservative form:107
∂ρ
∂t
+ ∇ · (ρu) = 0, (1)
∂(ρu)
∂t
+ ∇ · (ρu ⊗ u + pI − T ) = 0, (2)
∂E
∂t
+ ∇ ·
(
(E + p)u − T · u
)
= 0, (3)
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where ρ is the density, u = (u, v,w)T is the velocity, p is the pressure and E is the total energy, respectively. T is108
the eﬀective viscous stress tensor of the mixture. We invoke two approximations widely used in averaged models at109
the limit of low void fraction, up to O(10−2)[22, 23, 36]. First, the density of liquid is typically much larger than that110
of gas, ρl  ρg, thus the density of the mixture is approximated by that of the liquid:111
ρ = (1 − β)ρl + βρg ≈ (1 − β)ρl. (4)
This approximation is clearly valid for the mixture of water and air/vapor bubbles under practical conditions.112
Second, the slip velocity between the two phases is zero:113
u ≈ ul = ug. (5)
With the assumption of zero slip-velocity, the momentum ﬂux across the gas-liquid interface is eﬀectively zero,114
and therefore, we approximate the total viscous stress as that in the continuous phase:115
T ≈ Tl. (6)
Tl is the viscous stress tensor of pure Newtonian liquid:116
Tl = 2μ
(
Dl − 13(∇ · ul)I
)
, (7)
where μl is the shear viscosity of liquid andDl is the deformation rate tensor:117
Dl = 12(ul + u
T
l ). (8)
We note that, in reality, spherical bubbles experience hydrodynamic forces from the surrounding liquid[47], and118
the resulting slip velocity can be non-zero. The momentum ﬂux across the gas-liquid interface can contribute to the119
eﬀective viscosity of the mixture[24]. Such modeling is not a focus of the present study, though one could extend120
the present formulation to include the eﬀect of the non-zero slip velocity on T . Nevertheless, for many practical121
problems of cavitation, the time scale of the radial oscillations of bubbles are estimated to be much shorter than that of122
the translational motions, and therefore, assumption of the zero-slip velocity is a reasonable ﬁrst approximation[22].123
Using relations (4-6), equations (1-3) can be rewritten as conservation equations in terms of the mass, momentum124
and energy of the liquid with source terms, as an inhomogeneous hyperbolic system:125
∂ρl
∂t
+ ∇ · (ρlul) = ρl1 − β
[
∂β
∂t
+ ul · ∇β
]
, (9)
∂(ρlul)
∂t
+ ∇ · (ρlul ⊗ ul + pI − Tl) = ρlu1 − β
[
∂β
∂t
+ ul · ∇β
]
− β∇ · (pI − Tl)
1 − β , (10)
∂El
∂t
+ ∇ · ((El + p)ul − Tl · ul) = El1 − β
[
∂β
∂t
+ ul · ∇β
]
− β∇ · (pul − Tl · ul)
1 − β . (11)
This form of equations is particularly convenient since we can directly apply the ﬁnite volume WENO scheme for126
spatial integration of the equations, which will be discussed in the following section. For later convenience, we also127
denote the equations in a vector form:128
∂ql
∂t
+ ∇ · f (ql) = g(ql, β, β˙), (12)
where ql = [ρl, ρlul, El] and129
g =
1
1 − β
dβ
dt
ql −
β
1 − β∇ · ( f − ulql). (13)
For a thermodynamic closure for the liquid, we employ stiﬀened gas equation of state:130
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p = (γ − 1)ρε − γπ∞, (14)
where ε is the internal energy of liquid, γ is the speciﬁc heat ratio, and π∞ is the stiﬀness, respectively. In the131
present study we use (γ, π∞) = (7.1, 3.06×108) for water, where the unit of π∞ is Pa. At the limit of small change in132
the density of liquid, the equation of state can be linearized as133
p = p0 + c20(ρ − ρ0), (15)
where134
c =
√
γ(p + π∞)/ρ (16)
is the speed of sound in liquid and the subscript 0 denotes reference states.135
2.2. Spatial discretization136
In the following we describe a method of numerical representation of the governing equation in x − y − z 3D137
Cartesian coordinate. We spatially discretize equation (12):138
∂ql
∂t
+
∂ f x(ql)
∂x
+
∂ f y(ql)
∂y
+
∂ f z(ql)
∂z
= g, (17)
where f x, f y and f z are vectors of ﬂuxes in x, y and z directions. We integrate the above equation in arbitrary139
ﬁnite volume grid cell140
Ii, j,k = [xi−1/2, xi+1/2] × [y j−1/2, y j+1/2] × [zk−1/2, zk+1/2], (18)
where i, j and k are the indices in x−, y− and z− directions, and xi±1/2, y j±1/2 and zk±1/2 are the positions of cell141
faces. At each ﬁnite volume cell, we express the equation in the following semi-discrete form:142
dql,i, j,k
dt
=
1
Δxi
[ f xi−1/2, j,k − f xi+1/2, j,k] +
1
Δy j
[ f yi, j−1/2,k − f yi, j+1/2,k] +
1
Δz j
[ f zi, j,k−1/2 − f zi, j,k+1/2] + gi, j,k. (19)
The conservative variables at cell faces are reconstructed by a high-order WENO scheme from cell-centered val-143
ues, then are used in HLLC Riemann solver to calculate the ﬂuxes. In the present study we employ ﬁfth-order WENO144
scheme (WENO5) introduced by Coralic and Colonius [10], unless otherwise noted. High-order WENO schemes145
are, in general, robust in capturing discontinuities including shock wave and material’s interface, while capable of146
resolving continuous waves with a high-amplitude with relatively small numerical dissipation/dispersion[48, 49, 50].147
Such properties of WENO schemes are suitable for simulations of cloud cavitation in the regime of the interest of148
the present study; a passage of strong pressure waves causes violent, nonlinear oscillations of bubbles, each of which149
emits strong pressure waves with broadband frequency and generate complex structures of pressure ﬁelds by mutual150
interactions.151
2.3. Void fraction152
We express g, β and β˙ as functions of the state of the bubbles. To do so, we employ a Lagrangian point-bubble153
approach, in that the gas phase is modeled as spherical, radially oscillating cavities consisted of a non-condensible154
gas and liquid vapor. The center of nth bubble (n ∈ Z : n ∈ [1,N]), with a radius of Rn and a radial velocity of R˙n, is155
initially deﬁned at the coordinate xn and tracked as Lagrangian points during simulations. To deﬁne the continuous156
ﬁeld of the void fraction in the mixture at coordinate x, we smear the volume of bubble using a regularization kernel157
δ:158
β(x) =
N∑
n=1
Vn(Rn)δ(dn, h), (20)
5
where Vn is the volume of bubble n, Vn = 4/3πR3n, and dn is the distance of the coordinate x from the center of159
the bubble, dn = |x− xn|. Various types of kernels are used to regularize Lagrangian variables in particle methods and160
immersed boundary methods[51, 52, 53], and have also been applied to dispersed bubbly-mixture[54, 36, 37]. In the161
present study, we use the continuous, second order, truncated Gaussian function for the kernel:162
δ(dn, h) =
⎧⎪⎪⎨⎪⎪⎩
1
h3(2π)3/2 e
− d2n
2h2 , 0 ≤ dnh < 3
0 3 ≤ dnh .
(21)
where h is the width of the support of the kernel. Likewise,163
∂β(x)
∂t
=
∂
∂t
N∑
n=1
Vnδ =
N∑
n=1
∂Vn
∂t
δ +
N∑
n=1
Vn
∂δ
∂t
, (22)
where164
∂Vn
∂t
= 4πR2nR˙n,
∂δ
∂t
= −ul · ∇δ. (23)
In the discretized ﬁeld, we are regularizing the discontinuous distribution of the volume of a bubble deﬁned at a165
singular point in a ﬁnite volume cell, by distributing the void fraction within neighboring cells around the bubble (ﬁg.166
1a).167
2.4. Bubble dynamics168
We model the dynamics of volumetric oscillations of the bubbles forced by pressure ﬂuctuations in the surrounding169
liquid. When the time scale of the evolution of the pressure in the mixture is suﬃciently mild and slow, compared to170
the characteristic frequency of bubbles, the change of the states of the gas inside the bubble can be assumed as being171
quasi-static. Meanwhile, in the problems we aim to simulate, bubbles oscillate in response to rapid and high-amplitude172
changes in the pressure with a high amplitude. In turn, the bubble oscillations generate and scatter pressure waves173
into the surrounding liquid. Moreover, mass-transfer due to phase change as well as heat transfer at the bubble wall174
can damp the volumetric oscillations. To model bubble oscillations, we employ the Keller-Miksis equation, combined175
with a reduced-order model introduced by Preston et al.[55] for the heat and mass-transfer. In the model, the states176
of the vapor-gas mixture are treated uniform in the bubble. The Keller-Miksis equation is a second order, nonlinear177
ODE in terms of the radius of a single, isolated bubble in an unbounded, weakly compressible liquid:178
(
Rn
(
1 − R˙n
c
))
R¨n +
3
2
R˙2
(
1 − R˙n
3c
)
=
pn − p∞
ρ
(
1 +
R˙n
c
)
+
Rn p˙n
ρc
, (24)
pn = pBn − 4μlR˙nRn −
2σ
Rn
, (25)
where pn is the pressure at the bubble wall, pBn is the pressure inside the bubble, σ is the surface tension, and p∞179
is the component of the pressure that forces the radial oscillations of the bubble. The reduced-order model formulates180
p˙n and the vapor mass in the bubble m˙Vn as181
p˙Bn = func[Rn, R˙n,mVn] (26)
m˙Vn = func[Rn,mVn]. (27)
For the explicit forms of equations (26) and (27) as well as further details and validation/veriﬁcation of the model,182
see Preston et al.[55]. Overall, equations (24-27) consist a system of ODEs in terms of [Rn, R˙n, pBn,mVn], that can be183
integrated given initial conditions and p∞. We will discuss the treatment of p∞ in the next section. We note that, in184
principle, other variations of the Rayleigh-Plesset equation as well as models of heat and mass-transfer could be used185
to express the sub-grid bubble dynamics.186
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2.5. Modeling p∞: bubble dynamic closure187
We now introduce a closure to model p∞. The Keller-Miksis equation models the pressure ﬁeld surrounding a188
single, isolated, spherically symmetric bubble[56]. p∞ represents an incoming acoustic wave that drives the oscilla-189
tions. The pressure wave scattered by the bubble is also represented by a spherical outgoing wave, pout. The pressure190
ﬁeld, as a solution of the Keller-Miksis equation, is thus the superposition of p∞ and pout. In a bubble cloud, p∞ for191
each bubble is the superposition of pout emitted by the surrounding bubbles and the pressure wave that propagate from192
outside the cloud, and in general not know a-priori. Following Fuster and Colonius (hereafter denoted as FC)[36], we193
obtain p∞ for each sub-grid bubble by modeling the pressure ﬁeld in a ﬁnite volume cell that encloses the bubble. The194
pressure of the cell (or group of cells) is given by the spatial average of the superposition of p∞ and pout emitted by195
the sub-grid bubble:196
pcell =
1
Vl,cell
∫
Vcell
(p∞ + pout)dvl ≈ p∞ + 1Vl,cell
∫
Vcell
poutdvl. (28)
where Vl,cell is the volume of the liquid in the control volume Vcell and dvl is the volume element of the liquid,197
respectively. A natural choice of Vcell is the region of the liquid over which the volume of bubble is smeared over. 1198
We can assume that199
1
Vl,cell
∫
Vcell
p∞dvl ≈ p∞, (29)
since p∞ is approximately uniform at a scale of the cell: Δ 
 λ, where λ is the characteristic wave length of the200
pressure wave. Meanwhile, in the discretized ﬁeld, pcell can be directly approximated as:201
pcell,i, j,k ≈
∑i+Nr
i−Nr
∑ j+Nr
j−Nr
∑k+Nr
k−Nr (1 − βm,n,p)pm,n,pVm,n,p∑i+Nr
i−Nr
∑ j+Nr
j−Nr
∑k+Nr
k−Nr (1 − βm,n,p)Vm,n,p
, (30)
where Vi, j,k is the volume of cell Ii, j,k. 1Vl,cell
∫
poutdvl can be modeled using the dynamical states of the bubble and202
pcell:203
1
Vl,cell
∫
Vcell
poutdvl ≈ 11 −C1
[
pcell − pn −
(
C2 − 12
)
ρR˙2n
]
, (31)
where C1 and C2 are functions of Rn and Vl,cell. We can spatially discretize this expression to represent pout at204
each computational cell that contains a bubble, and substitute into relation (28), along with (30), to obtain p∞. As205
discussed by FC, pout spatially decay with r, where r is the distance from the center of the bubble. When Vcell is much206
larger than the volume of the bubble, the contribution of pout to pcell is negligible and pcell ≈ p∞ holds. We note the207
detailed derivation of relation (31) in Appendix C.208
2.6. Length scales of parameters209
The present method is designed to correctly capture the small-scale dynamics of cloud cavitation when the fol-210
lowing inequalities is satisﬁed:211
{
Rb
Δ
}
≤ h < Lb, (32)
where Rb is the characteristic bubble radius, Δ is the characteristic Eulerian grid size and Lb is the characteristic212
inter-bubble distance. With the range of parameters satisfying (32), we naturally have at most single bubble within213
each cell. The inequality between β and h comes from the upper bound of β: β < 1.214
max(βi, j,k) ∼ Vb max(δ) ∼ max(Rb)
3
h3
. (33)
1For a bubble located in a cell Im,n,p, we deﬁne that the cells over which the volume of the bubble is smeared as Ii, j,k : i ∈ [m − Nr ,m + Nr], j ∈
[n − Nr , n + Nr], k ∈ [p − Nr , p + Nr], where Nr = 3h/Δ.
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Therefore215
max(βi, j,k) < 1→ max(Rb) < h. (34)
Meanwhile, the value of max(Rb) is not known a-priori, and inequality (34) may not be not guaranteed to hold for216
the initially given h. In that case, one may dynamically increase h to satisfy the inequality during the simulation. The217
inequality between Δ and h is a necessary condition for the correct representation of the regularization kernel on the218
grid[51]. The inequality between h and Lb prevents overlap among the kernel support. The minimum resolved length219
scale of waves emitted by the source is h; spatial scales ﬁner than h are smeared by the kernel. Therefore when the220
smeared regions of neighboring bubbles overlap with each other, the pressure ﬁeld of a scale as small as inter-bubble221
distance is likewise ﬁltered. In that case, as partially discussed by FC, the model tends to recover solutions of classical222
ensemble averaged equations, in that the smallest length scale in the ﬁeld becomes the wavelength of the pressure223
waves that propagate in the averaged bubbly-mixture. The present method is designed to capture the small scales,224
and thus the support width is set shorter than the characteristic inter-bubble distance. Note that Rb can be admissibly225
larger than Δ (which means that the bubble size can be larger than the grid size) as long as (34) is satisﬁed. Similar226
arguments may hold when diﬀerent forms of kernel function are used.227
2.7. Temporal integration228
For temporal integrations of solutions, we employ 4th/5th order Runge–Kutta-Cash-Karp (RKCK) algorithm[57].229
The stability of the temporal integration of Eulerian variables is dictated by the Courant-Friedrichs-Lewy (CFL)230
number, C, and the diﬀusion number, D (CFL conditions). The Keller-Miksis equation is a stiﬀ ODE, and in a certain231
interval of integration it requires a time step size much smaller than that required by the CFL conditions. In the232
problems shown in the present study, we initially set a ﬁxed time step size that satisﬁes the CFL condition to satisfy233
C < 0.3 and D < 0.15. At each time step, we integrate Eulerian variables using the 4th order scheme built in the234
algorithm. Lagrangian variables are updated using the 4th and 5th order schemes with the same time step size, then235
the errors between the two solutions are calculated. If the errors are smaller than a tolerance, the algorithm employs236
the 5th order solution, while if not, both Eulerian/Lagrangian variables are re-calculated with a smaller value of time237
step size. We repeat this process until the error becomes smaller than the tolerance.238
2.8. Acoustic source239
In simulations we excite volumetric oscillations of bubbles using various amplitudes of traveling pressure waves.240
In order to generate the waves, we utilize a source-term approach introduced by Maeda and Colonius[58]. The241
method can generate uni-directional acoustic waves from an arbitrary geometry of a source-surface, by forcing the242
mass, momentum and energy equations (9-11) on the surface in a domain.243
3. Model reduction of the three-dimensional volume-averaged equations244
In many problems, cloud cavitation occurs in statistically two-dimensional (e.g. ﬂows over a two-dimensional245
body), or axi-symmetric (e.g. ellipsoidal/spherical bubble cloud) conﬁgurations, in the sense that the ﬂow ﬁeld246
and the spatial distribution of bubbles are homogeneous in certain directions. To simulate the bubbly-mixture in247
such conﬁgurations with lower computational expense, we derive a reduced model by spatially averaging the three-248
dimensional volume-averaged equations along the direction of symmetry, and then discretize the continuous phase on249
a two-dimensional/axi-symmetric grid. In order to properly map the three-dimensional distribution of bubbles onto250
the void fraction deﬁned in such grid cells, we will introduce modiﬁed regularization kernels. p∞ is recovered by251
modeling pressure ﬂuctuations at the sub-grid scale as locally isotropic, stochastic noise. The speed-up of simulations252
achieved by using the reduced models is discussed in Appendix B.253
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3.1. Two-dimensional volume averaged equations254
We consider the ﬂow ﬁeld deﬁned on Cartesian coordinates. We assume that the ﬂow ﬁeld and the spatial distri-255
bution of bubbles are homogeneous along the z-axis. We deﬁne the line-averaging operator Tz as256
Tz(·) = 1L
∫ L/2
−L/2
(·)dz, (35)
where L is the scale of homogeneity. In order to obtain two-dimensional equations, we apply Tz to the three-257
dimensional volume-averaged equations:258
Tz
[
∂ql
∂t
+ ∇ · f (ql)
]
= Tzg(ql, β, β˙). (36)
Due to the homogeneity of the ﬂow ﬁeld along the z-axis, z component of equation (36) is projected onto the259
nullspace of Tz. Tz∂ql/∂t = ∂(Tzql)/∂t, while Tz∇ · f (ql)  ∇ · f (Tzql) and Tzg(ql, β, β˙)  g(Tzql, Tzβ, Tzβ˙), since f260
and g are nonlinear functions of ql, β and/or β˙. We decompose Tz∇ · f and Tzg into linear and nonlinear components:261
Tz∇ · f (ql) = ∇ · f (Tzql) + ∇ · f res, (37)
Tzg(ql, β, β˙) = g(Tzql, Tzβ, Tzβ˙) + gres, (38)
where f res and gres are residuals deﬁned by these equations. By substituting these expressions, equation (36)262
becomes263
∂(Tzql)
∂t
+ ∇ · f (Tzql) = g(Tzβ, Tzql) − ∇ · f res + gres (39)
≈ g(Tzβ, Tzql) + gres, (40)
where we applied |∇ · f res| 
 |∇ · f (Tzql)|, assuming that the back-ground ﬂow ﬁeld is uniform at the scale of264
homogeneity, L. In order to close the equations, gres needs to be modeled. To do so, we decompose p and β into its265
spatial mean and ﬂuctuation in the z direction:266
p = Tzp + p′ (41)
β = Tzβ + β′, (42)
where the prime denotes ﬂuctuations. Note that Tz(·)′ = 0.267
By substituting these expressions and neglecting terms higher than 2nd order, Tzg can be expressed as:268
Tzgz(ql, β, β˙) = Tz
(
1
1 − β
dβ
dt
ql
)
− Tz
(
β
1 − β∇ · ( f − ulql)
)
(43)
≈ gz(Tzql, Tzβ, Tzβ˙) + Tz
(
β′
dβ′
dt
)
+ (2Tzβ + 1)Tz(β′∇ · ( f − ulql)′), (44)
where ∇ · ( f − ulql)′ ≈ [0,∇p′, (Tzul) · ∇p′]T. Therefore it is suﬃcient to model p′, β′ and β˙′ to express gres.269
3.2. Regularization kernel for 2D Cartesian grid270
In order to compute β′ = β − Tzβ and ∂β′/∂t = ∂β/∂t − Tz(∂β′/∂t), we express271
Tzβ(x, y) =
1
L
∫ L/2
−L/2
β(x, y, z)dz =
1
L
∫ L/2
−L/2
P∑
N
Vnδdz =
P∑
N
Vn
[
1
L
∫ L/2
−L/2
δdz
]
=
P∑
N
Vnδ2D, (45)
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(a) (b) (c)
Figure 1: Schematic of the smearing of the volume of Lagrangian bubbles on neighboring ﬁnite volume cells deﬁned on various grids in the same
domain: (a) three dimensional Cartesian grid; (b) two dimensional Cartesian grid; (c) axi-symmetric grid. On each grid, for the same bubble
(red-colored), we are shading the cell that contains the bubble and those neighboring to it, on which the volume of bubble is smeared over as the
void fraction. Depth of the shade indicates the value of the void fraction, which decays with the distance from the bubble. It is apparent that,
depending on the choice of grids, the volume is mapped onto diﬀerent regions in the domain.
Tz
dβ
dt
=
P∑
N
d
dt
[Vnδ2D] , (46)
where we deﬁned272
δ2D =
1
L
∫ L/2
−L/2
δdz. (47)
δ2D can be interpreted as a regularization kernel that maps the volume of bubbles distributed in three-dimensional273
space onto two-dimensional space spanned by x-y coordinates basis vectors.274
In a geometric interpretation, we are essentially solving for the volume averaged equations with uz = 0, on ﬁnite275
volume grid cells in a shape of parallelepiped with a span of L along the z-axis (ﬁg 1b). The Eulerian variables are276
treated as being uniform in each parallelepiped cell. However, the physical distributions of the bubbles are three-277
dimensional and non-uniform in the z direction. To correct the discrepancy, we are modeling the quadratic, nonlinear278
terms in terms of β and β˙, which appear in gres. In order to numerically represent δ2D at each parallelepiped cell, we279
discretize the parallelepiped cell into smaller np cells in z-direction, and apply a mid-point rule to the integral:280
δ2Di, j ≈
1
L
np∑
k=1
Δzkδ(dn(xn, xi, j,k), h), (48)
Note that the small cells are essentially identical to those deﬁned on 3D Cartesian grids, Ii, j,k. The total contribution281
of the volume of bubble n on β2Di, j is represented by an overlapping region of Ii, j and the ball within that Vn is smeared282
over (ﬁg 1b).283
3.3. Modeling p∞ on the reduced space: stochastic closure284
As discussed in section (2.6), p∞ needs to be recovered from pcell = Tzpcell + p′cell to correctly force Lagrangian285
bubbles. The ﬁrst term can be approximated as Tzpcell:286
Tzpcell = Tz
1
Vcell
∫
Vcell
(p∞ + pout)dvl ≈ Tzp∞ + Tz
∫
Vcell
poutdvl ≈ Tzp∞. (49)
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Figure 2: Schematic of the technique to estimate p′cell in the reduced models (top: two-dimensional, bottom: axi-symmetric).
Note that the contribution of pout is negligible compared to p∞ since Vcell  Vn. We are missing p′cell and not able287
to recover it from the sub-grid dynamics, unlike the closure for the three-dimensional model. Therefore we introduce288
an alternative method to estimate p′cell.289
From the far-ﬁeld, bubbles can be seen as acoustic point sources isotropically distributed in space. In classical290
scattering theory, pressure ﬂuctuations resulting from such sources are modeled as a stochastic noise.[59, 60] Follow-291
ing the theory, we model p′cell as white noise that is locally, spatially isotropic. In that case, p
′
cell is characterized by its292
(zero) mean and variance. In the discretized ﬁeld, we have the following relation between E[p′2cell] and E[(Tzpcell)
′2]:293
E[(Tzpcell)′2]i, j ≈ 1CT E[p
′2
cell]i, j, (50)
where CT = np/(2Nr + 1).2 This means that the variance of the original random ﬁeld is larger than that of the294
”averaged” random ﬁeld, by a factor of CT > 1. In more general cases where p′cell is modeled as a colored noise, CT295
can take a diﬀerent value. We note that a method to obtain CT for a ﬁeld of spatially isotropic, ﬂuctuating variables296
was discussed by Brunt et al.[61], with applications to isotropic turbulence in the interstellar medium.297
Our goal is to recover p′cell at the location of each bubble, from the value of Tzpcell in a two-dimensional simulation.298
To the aim, we estimate E[(Tzpcelli, j )
′2] by sampling the values of Tzpcell in the neighboring cells:299
E[(Tzpcelli, j )
′2] ≈ S [(Tzpcelli, j )2] − S [Tzpcelli, j ]2. (51)
S is an operator that takes volume-weighted average in a window of cells:300
S [(·)i, j] =
∑i+Ns
m=i−Ns
∑ j+Ns
n= j−Ns (·)i, jVm,n∑i+Ns
m=i−Ns
∑ j+Ns
n= j−Ns Vm,n
, (52)
2When mutually independent, Gaussian white noise ﬁelds with the same variance are averaged over X times, the resulting variance of the
averaged ﬁeld can be approximated as 1/X of the variance of the original ﬁelds (e.g. [61]). The factor CT comes from the fact that pcell in each cell
is obtained by volume averaging p over the surrounding (2Nr + 1)3 cells, while (Tzpcell) is obtained by averaging p over np(2Nr + 1)2 cells on a
3D Cartesian grid. See equations (30), (48) and (52).
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where the sampling window is given by (2Nr + 1) × (2Nr + 1). Then we can obtain E[p′2cell]i, j from E[(Tzpcelli, j )′2]301
using relation (50).302
Rigorous approaches to integrating PDE with stochastic source term (Langevin equation) are available.[62] Yet,303
compatibility of such approaches with the other components of the present method, such as the high-order WENO304
scheme and the stiﬀ dynamics of bubbles, is not guaranteed, and is beyond a focus of the present study. We therefore305
solve a deterministic equation by modeling the source as a (smooth) sum of Fourier components with randomized306
phase[45]. Following the method, we express p′ as:307
p′i, j(z, t) =
∫
A(k)ei(kz−ωt+φk)dk, (53)
where k is the wave number, ω = kc is the angular frequency, A is the amplitude, and φk ∈ [0, 2π] is the random308
phase associated with k, given a priori. In the present study, we use a Gaussian spectral power distribution in terms of309
the wavelength λ = 2π/k:310
A2(λ) =
CA
σλ
√
2π
e
− (λ−λc )2
2σ2
λ , (54)
where CA is a normalization constant that satisﬁes311 ∫
A2(k)dk = E[p′2cell]i, j. (55)
Given the physical assumption that a dominant structural length scale of p′, thus the pressure ﬂuctuation inside the312
parallelepiped cell that contains multiple bubbles, corresponds to the mean inter-bubble distance, we take λc = 1/n
1/3
b ,313
where nb is the local density of the bubble, and σλ = λc/2. For numerical representation, we express p′cell as314
p′cell,i, j(z, t) ≈
Nφ∑
i=1
A˜(ki)cos(kiz − ωt + φki )Δki.3 (56)
Nφ = 100 and uniform Δk : Δk = kmax/Nφ = π/NφΔ give a satisfactory result. φki is randomly calculated with315
E[φki ] = π/2.316
3.4. Axi-symmetric volume averaged equations317
To model axi-symmetric ﬂows, we deﬁne an azimuthal averaging operator Tθ:318
Tθ(·) = 12πr
∫ 2π
0
(·)rdθ. (57)
Following the two-dimensional case, we apply Tθ to three-dimensional volume averaged equations:319
∂(Tθql)
∂t
+ ∇ · f (Tθql) = g(Tθβ, Tθql) − ∇ · f res + gres, (58)
where320
gres ≈ Tθ
(
β′
dβ′
dt
)
+ (2Tθβ + 1)Tθ(β′∇ · ( f − ulql)′). (59)
In order to obtain β′ and β˙′, we deﬁne a regularization kernel that maps the volume of bubbles onto the axi-321
symmetric grid:322
3Note that the energy given by the statistical mean < p′p′ > is set equal to the variance: < p′cell p
′
cell >i, j=
1
2π
∫ 2π
0 p
′
cell,i, j p
′
cell,i, jdk = E[p
′2
cell]i, j.
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δaxi =
1
2πr
∫ 2π
0
δrdθ ≈ 1
2π
np∑
k=1
Δθkδ(dp(xp, xi, j,k), h). (60)
Here xi, j,k is the coordinate of the cell center of ﬁnite volume grid cell Ii, j,k on three-dimensional cylindrical323
coordinate:324
Ii, j,k = [zi−1/2, zi+1/2] × [r j−1/2, r j+1/2] × [θk−1/2, θk+1/2], (61)
where i, j and k are the indices in z−, r− and θ− directions, and zi±1/2, r j±1/2 and θk±1/2 are the positions of cell325
faces.326
The total contribution of the volume of bubble n on βaxii, j is represented by an overlapping region of an axi-327
symmetric ﬁnite volume cell Ii, j with a shape of a cylindrical ring, and the ball within that Vn is smeared over (ﬁg328
1c).329
p′ can be recovered in the same procedure as that used for two-dimensional grids.330
For numerical integration of the axi-symmetric volume averaged equations, we spatially discretize equation (58)331
in the following form:332
∂(Tθql)
∂t
+
∂ f z(Tθql)
∂z
+
∂ f r(Tθql)
∂r
= s(Tθql) + g(Tθβ, Tθql) + gres, (62)
where s is the geometrical source term. This formulation is convenient since we can integrate the equations on333
ﬁnite volume grid cells deﬁned on two-dimensional Cartesian coordinates[63]:334
Ii, j = [zi−1/2, zi+1/2] × [r j−1/2, r j+1/2]. (63)
We note that, special kernel functions similar to (48) and (60) were previously derived for smoothed particle hy-335
drodynamics (SPH) to simulate a single phase ﬂow with spherical or cylindrical symmetries by integrating a standard336
three-dimensional kernel over the direction of symmetry[64].337
4. Numerical results338
4.1. Single bubble oscillation339
We verify the method on three-dimensional grids by simulating a single bubble oscillation under pressure excita-340
tion. First, we consider a bubble with an initial radius of R0 = 50 μm excited by a single cycle of sinusoidal pressure341
wave with a frequency of f = 150 kHz and an amplitude of pa = 2.0 atm. This problem was addressed by FC in order342
to verify the model of pout expressed in equation (31). The purpose of the simulation here is to study the eﬀect of343
WENO schemes on the radial evolution of the bubble as well as to verify the model of pout, by comparing the results344
with the analytical solution of the Keller-Miksis equation and the result of FC. The domain is x, y, z ∈ [−10, 10] mm.345
The ﬂow ﬁeld is initially ambient and quiescent. We utilize a 116×116×116 non-uniform computational grid to evolve346
the initial condition. Approximately nonreﬂecting, characteristic boundary conditions are applied along the domain347
boundaries[65]. The grid size in the regions around the bubble: x ∈ [−5, 5] mm, is uniform with Δx = Δy = Δz = 100348
μm. The bubble is located at the origin. A planer acoustic source is placed at x = −1 [mm] to send the pressure wave349
in +x direction. In Fig. 3a we are comparing results of the present method with various orders of WENO scheme,350
the analytical solution, and FC. The amplitude of oscillation predicted by WENO1 is slightly lower than those of351
analytical solution and FC, while the higher-order methods give satisfactory results. The discrepancy from the result352
of FC and the improvement by using a higher order WENO can be explained by the dissipative property of WENO.353
FC employed a non-dissipative numerical method[66]. Compared to such solvers, WENO-based schemes are inher-354
ently dissipative[49], but stable for capturing shocks and materials interfaces [10]. In Fig. 3b we compare results355
of WENO5 with and without the model of pout. With the model, the numerical solution agrees with the analytical356
solution, while without it, both the amplitude of the oscillation and the timing of the second rebound deviate from the357
analytical solution.358
Next, we simulate the dynamics of a bubble with an initial radius of R0 = 10 μm excited by a single cycle of359
a sinusoidal pressure wave with a frequency of f = 300 kHz and an amplitude of pa = 1 atm. We use the same360
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Figure 3: Evolution of a single, isolated bubble with an initial radius of 50 μm under excitation by a single cycle of a sinusoidal pressure wave with
a frequency of 150 kHz and an amplitude of 2 atm, as a function of the non-dimensional time t f . (a) Results of FC and the present study using
various orders of WENO are compared. (b) Results using WENO5 with and without modeling pout are compared.
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Figure 4: Scattered pressure wave from a single, isolated bubble with an initial radius of 10 μm under excitation with a single cycle of sinusoidal
pressure wave with a frequency of 300 kHz and amplitude of 1 atm. (a) Evolution of the pressure at [-1.0, -1.0, -1.0] mm. Results using a grid size
of Δ = 100 and 200 μm in the bubble are compared with analytical solution. Analytical solution of the evolution the bubble is also plotted. (b) The
error norm as a function of the grid size. Reference slopes for ﬁrst- and half-order convergence are included.
simulation domain, boundary conditions and acoustic source as the previous case. We track the evolution of the361
pressure at [−1.0,−1.0,−1.0] mm during simulations that are evolved with various grid spacings in order to assess the362
eﬀect of the grid size on the pressure waves scattered by the bubble. Fig 4a shows the results using Δ = 100 and 200363
μm in the region of the bubble, and an analytical solution derived by solving the Keller-Miksis equation. The pressure364
evolution is captured well, even with the grid size much larger than the bubble size. The simulated value of the peak365
pressure, due to the second collapse of the bubble, approaches the analytical value on the ﬁner grid. Fig 4b shows the366
error367
Ln =
[
∫ 3
0 |p(t)|ndt]1/n − [
∫ 3
0 |pKM(t)|ndt]1/n
[
∫ 3
0 |pKM(t)|ndt]1/n
(64)
for n = 1,2 and ∞, where pKM denotes the analytical solution derived using the Keller-Miksis equation. The368
results demonstrate convergence, but we note that some saturation of the error is evident. This may be related to369
errors in the Keller-Miksis solution which makes a weakly-compressible assumption for the liquid. Nevertheless, the370
results shown in this section conﬁrm that radial evolutions of a bubble as well as the bubble-scattered pressure waves371
are correctly captured.372
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Figure 5: Schematic of the initial condition and the three-dimensional computational grid (only one of every two cells shown) for the bubble screen
problem.
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Figure 6: (a) Evolution of the void fraction of the screen with various values of β0 : β0 = [0.5, 1.0, 2.0, 4.0, 8.0]×10−5. (b) Evolution of the pressure
at the origin during the same set of simulations, normalized by the incident wave amplitude pa=1 [MPa].
4.2. Bubble screen problem373
In order to verify the reduced model that uses two-dimensional volume-averaged equations, we simulate inter-374
actions of a bubble screen with a single cycle of plane, sinusoidal pressure wave using both the two- and three-375
dimensional models, and compare the results.376
Fig. 5 shows the schematic of the simulation setup. The domain is x ∈ [−250, 250], y, z ∈ [2.5,−2.5] mm. We377
utilize a 572 × 50 × 50 and 572 × 50 non-uniform computational grids for three-dimensional and two-dimensional378
simulation to evolve the initial condition, respectively. A periodic boundary condition is applied along the domain379
boundaries perpendicular to the y and z axes. Non-reﬂective boundary conditions are implemented on the boundaries380
perpendicular to the x axis. Grid is smoothly stretched away from the bubble screen to prevent contamination by381
reﬂections. The grid in the bubble screen region, x ∈ [−25, 25] mm, is uniform with Δx = Δy = Δz = 100 μm.382
The region of bubble screen is x, y, z ∈ [−2.5, 2.5] [mm]. Bubbles with an initial radius of 10 μm are randomly,383
homogeneously distributed in the region of the screen, with a given initial void fraction, β0. The ﬂow ﬁeld is quiescent384
and at ambient pressure at the initial condition. A planer acoustic source is located at x = −25 [mm] to excite a385
single cycle of a sinusoidal pressure wave with an amplitude of 1 MPa and a frequency of 300 kHz in +x direction.386
The resulting bubble oscillations are nonlinear and distinct from the results of classical bubble screen problems that387
considers excitations of linear oscillations of bubbles using a weak pressure wave[23].388
Fig 6a shows the time evolution of the void fraction of the screen with various values of β0 : β0 = [0.5, 1.0, 2.0, 4.0, 8.0]×389
10−5. For all cases, β rapidly grows after the passage of the wave, then smoothly decays with oscillations. The os-390
cillations are induced by reverberations of the pressure waves trapped inside the screen. In ﬁg 6b, we plot the time391
evolution of the pressure at the origin during the same set of simulations. porig grows and decays during the passage392
of the wave, then presents rapid ﬂuctuations induced by the oscillations of surrounding bubbles.393
Fig 7 shows the time evolution of the pressure and the void fraction contours on x − y plane for the case with394
β0 = 4.0 × 10−5. The pressure wave is partially reﬂected by the screen. The tensile part of the wave causes growth of395
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Figure 7: Snapshots of the pressure (top half) and the void fraction (bottom half) contours on x − y plane in the range of x ∈ [−25, 25] and
y ∈ [−2.5, 2.5] mm for three-dimensional simulation with β0 = 4.0 × 10−5. Note that the pressure is plotted at levels much smaller than the
amplitude of the initial wave in order to highlighted the bubble-generated and scattered ﬁelds. (a) t = 12 μs, (b) 18 μs, (c) 24 μs and (d) 30 μs,
respectively.
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Figure 8: (a)Evolution of CTEmp/CTW obtained from the three-dimensional simulations with β0 = [0.5, 1.0, 2.0, 4.0, 8.0] × 10−5. (b)CTEmp/CTW
obtained from the same simulations, as a function of β0 and NC .
the bubbles and subsequent radial oscillation. The complex structure of the scattered waves is due to the oscillation396
of bubbles that last longer than the passage of the wave.397
In order to verify relation (50), we compute E[p′2cell]/E[(Tzpcell)
′2] on x − y plane by post-processing the three-398
dimensional simulation data at each cell and take an average of the values over the region of x, y ∈ [−2.0, 2.0] mm to399
obtain the empirical values of CT :400
CTEmp =
1
LxLy
∫ 2
−2
∫ 2
−2
E[p′2cell]
E[(Tzpcell)′2]
dxdy, (65)
where Lx = Ly = 4 mm.401
Fig 8a shows the time evolution of the ratio of CTEmp to its theoretical value obtained from the white noise model402
CTw = CT , for simulations with various β0. For all cases of β0, CTEmp = 0 until around at t = 20μs, since there are403
no pressure ﬂuctuations along the z axis in the domain. After the passage of the wave, CTEmp grows due to the bubble404
dynamics. In the cases with β0 = 5.0 × 10−6 and 1.0 × 10−5, CTEmp/CTw ﬂuctuates rapidly and grows to a value of 10,405
while in the cases with higher values of β0, the ﬂuctuation is smaller and the value stays close to 1. Fig 8b shows the406
averaged value of CTEmp/CTw within the interval of t = [20, 50] μs as a function of β0 and NC , where NC is the averaged407
number of bubbles contained in the region that the operator S averages over (see equation (52)). In accordance with408
ﬁg 8a, with β0 = 5.0 × 10−6 and 1.0 × 10−5, CTEmp/CTw takes a value much larger than 1, while with β0 higher than409
2.0 × 10−5 it takes a value close to 1. This transition corresponds to the value of NC exceeding O(10). The results410
indicate that with Nc < O(10) the distribution of p′cell is not locally isotropic in the averaging window, while with411
Nc > O(10), the distribution of p′cell becomes locally isotropic and p
′
cell is well modeled by white noise, and thus412
relation (50) holds.413
In order to assess the improvement by the stochastic closure used for the two-dimensional volume-averaged equa-414
tions, we simulate the bubble screen problem with Nens = 15 distinct initial distributions of bubbles in the screen, with415
a ﬁxed value of β0 : β0 = 4.0 × 10−5, using the three-distinct models: the three-dimensional model, two-dimensional416
model, and two-dimensional model with p′cell = 0, respectively. Then, for each method, we empirically obtain the417
ensemble-averaged solution by averaging the results of simulations:418
< f (x, t) >=
1
Nens
Nens∑
i=1
fi(x, t), (66)
where fi is an arbitrary quantity computed in i-th simulation and < · > denotes the ensemble average. The419
purpose of comparing the ensemble-averaged solutions is to eliminate the incoherence among the distinct simulations420
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Figure 9: Evolution of the ensemble averaged values of (a)void fraction and (b) maximum bubble radius in the screen. Results using three-
dimensional model, two-dimensional model and two-dimensional model with p′cell = 0 are compared.
that originates from the diﬀerences in the spatial distributions of bubbles, so that we can isolate the eﬀect of the421
diﬀerences in the models on the resulting solutions.422
In ﬁg. 9 we plot the evolution of the ensemble-averaged values of the void fraction and those of the normalized423
maximum radius of bubbles during the simulations. Interestingly, the choice of the model makes no visible diﬀerence424
in the void fraction. Meanwhile, the maximum bubble radius is signiﬁcantly under-estimated after t = 20 μs unless425
the closure is applied.426
Fig. 10 shows the time integral of Vmax within the interval of t = [0, 50] μs obtained from the each solution of the427
Nens simulations, normalized by its ensemble averaged value < Vmax > obtained from the three-dimensional model:428
IN =
∫ t f
0
VN,maxdt, (67)
where subscript N denotes N-th simulation. Both the value of IN and the magnitude of ﬂuctuations among distinct429
simulations are smaller in the two-dimensional simulations with p′cell = 0, compared to those in the three-dimensional430
simulations. Meanwhile, the result obtained with the two-dimensional model with p′cell agrees the three-dimensional431
simulations relatively well. We also note that with all the models < I > converges with Nens = 15, and the ensemble432
averaged values obtained with the two-dimensional model with the closure is suﬃciently close to that of the three-433
dimensional model, while that obtained without closure is smaller by 28%. Particularly in the present test case, the434
sub-grid pressure ﬂuctuations inﬂuence only the maximum volume, but not the averaged void fraction. A physical435
interpretation of this result is that, even though the mean response of the volume of bubbles to the sub-grid pressure436
ﬂuctuations is statistically close to zero, the coherence in the volumetric oscillations of the bubbles is lowered by the437
action of the random noise, and therefore the local maximum of the volume of bubbles is increased.438
4.3. Cloud cavitation in a high-intensity ultrasound wave439
Lastly, we simulate interactions of a spherical bubble cloud with planer, multiple-cycles of a sinusoidal pressure440
wave using the three-dimensional and axi-symmetric models and compare the results with a high-speed image of a441
cavitation bubble cloud obtained in an experiment. The purpose of this case is to further demonstrate the feasibility442
of the proposed method for cloud cavitation in ultrasound-based lithotripsy, where we observe a bubble cloud with a443
size of O(1) mm interacting with ultrasound waves with a frequency of O(0.1 − 1) MHz and amplitude of O(1 − 10)444
MPa[39]. This problem is particularly challenging for previous approaches since the wavelength of the incident445
pressure wave is close to the size of the bubble cloud, thus the pressure ﬁeld needs to be resolved at a scale smaller the446
cloud. Moreover, the amplitudes of the bubble-scattered pressure waves are strong so that a fully compressible liquid447
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Figure 10: Fluctuations in IN through 15 simulations with distinct initial conditions of bubbles: IN/ < I >: N ∈ [1, 15]. Results using three-
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Figure 11: Schematic of the simulation setup for the wave-cloud interaction problem. We excite a planer, 10 cycles of a sinusoidal pressure wave
with an amplitude of 1.0 MPa and a frequency of 300 kHz from a source plane located at x = −20 mm in the +x direction. A bubble cloud with
a radius of 2.5 mm is located at the origin. 625 Bubbles are randomly distributed in the region of the cloud. The radii of bubbles follow Gaussian
distribution with a mean of 10 μm and a standard deviation of 2.5 μm. The initial void fraction of the cloud is β0 = 4.87 × 10−5.
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Figure 12: Evolution of the void fraction during cloud-wave interaction.
is needed. Fig. 11 shows the schematic of the simulation setup. In the three-dimensional simulation, the simulation448
domain is x, y, z ∈ [−250, 250] mm. The bubble cloud with a radius of 2.5 mm is located at the origin, immersed449
in water. The pressure of the domain is uniformly ambient and the ﬂow ﬁeld is quiescent at the initial condition. A450
planer acoustic source is located at x = −20 [mm] to send 10 cycles of sinusoidal pressure waves with a frequency of451
300 kHz and an amplitude of 1 MPa in +x direction toward the cloud. The pressure wave begins with compression452
and ends with tension. We utilize a 572 × 572 × 572 non-uniform computational grid to evolve the initial condition.453
Non-reﬂective boundary conditions are applied along the domain boundaries. The grid size in the regions around the454
bubble: x, y, z ∈ [−25, 25] mm, is uniform with Δx = Δy = Δz = 100 μm. Grid is smoothly stretched away from455
the wave-cloud interaction region to prevent pollution from reﬂections. 625 bubbles are randomly distributed in the456
cloud. The radii of bubbles are selected from a Gaussian distribution with a mean of 10 μm and a standard deviation457
of 2.5 μm. The initial void fraction of the cloud is 4.87 × 10−5. In the axi-symmetric simulation, the simulation458
domain is z ∈ [−250, 250] and r ∈ [0, 250] mm. Grid size and stretching on r − z plane follow those on x − y plane in459
the three-dimensional simulation. The same initial condition of bubbles is used as the three-dimensional simulation.460
Various other parameters in the simulations are chosen to match experiments. A discussion of the details is beyond461
the scope of this paper and omitted here.462
Fig. 12 shows the time evolution of the void fraction. The results obtained with the two models agree very well463
with each other. The pressure front reaches the surface of the cloud at t = 15.3 μs and the tail of the wave leaves the464
cloud at t = 52.5 μs. During the passage of the wave, the void fraction oscillates between 0.5×10−3 and 1.0×10−3465
due to excitations by the alternate compression and tension in the wave. After the passage of the wave, the bubbles466
continue to expand and the void fraction reaches its maximum value: 1.41 × 10−3 at t = 53.6 μs, before decaying to467
its initial value by t = 80 μs.468
Fig.13 shows the images of the bubble cloud obtained with the three-dimensional model, at various stages during469
the evolution as well as measured probability distribution functions (PDFs) of the bubble radii in the proximal (x < 0)470
and distal (x > 0) half of the cloud at the corresponding times. During the passage of the wave, it is clearly seen that471
the bubbles in the proximal half of the cloud are larger than the bubbles in the distal half. This is conﬁrmed in the472
PDF of the bubble radius in that the proximal half presents much larger peak value and broader distribution than that473
in the distal half. Meanwhile, around the time of maximum void fraction and subsequent collapse, the PDF is more474
uniform across the halves. The radial distributions of the bubbles in the two halves are similar to each other. Though475
the proximal half has larger radii than the distal one. Fig13d captures the pressure waves generated by the bubbles476
during the collapse.477
In ﬁg.14 we are comparing a high-speed image of a bubble cloud excited by a focused ultrasound pulse generated478
by a medical, piezo-ceramic transducer in water and the snapshot of bubble cloud in the present simulation at t = 37479
μs. The pulse travels from the left to the right in the image. The pulse contains a train of 10 cycles of a sinusoidal480
pressure wave with a frequency of 335 kHz and a peak maximum amplitude of 6 MPa. The image was taken at 30 μs481
after the arrival of the wave at the center of the bubble cloud. In both images, it is shown that the only proximal half482
of the bubble cloud is excited.483
In order to further quantify the anisotropy of the bubble cloud, in ﬁg. 15 we plot the evolution of the void fraction484
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Figure 13: Snapshots of the bubble cloud during the simulation using the three-dimensional model. (a) initial condition, (b) t = 37 μs (during
the passage of the wave), (c) t = 53.6 μs (timing at the maximum cloud volume) and (d) t = 65 μs (after the passage of the wave during the
collapse). Four quantities are shown: the surface of bubbles by black color; iso-contour of void fraction with a value of 10−3 by white color;
pressure iso-contours with the values of −105 and 105, by blue and red colors. The bar charts at right show the the distribution of bubble size in the
proximal and distal halves of the cloud at the corresponding times.
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Figure 14: (a) High-speed image and (b) the surface of bubbles and iso-contour of void fraction with a value in the present three-dimensional
simulation at t = 37 μs. The scale-bar denotes 2 mm.
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Figure 15: Evolution of (a) the void fraction and (b) the kinetic energy of liquid induced by the bubbles in the proximal and distal halves of the
cloud.
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and the component of the kinetic energy, induced by the radial oscillations of bubbles, in the proximal and distal485
halves of the cloud, respectively. The energy, K, is obtained by superposing the component of the kinetic energy in486
an incompressible ﬂow outside each of the radially oscillating bubbles that reside in the proximal or distal half of the487
cloud, respectively [22]:488
K = 2πρ
∑
R3n(xn, t)R˙
2
n(xn, t)
{
xn < 0, Proximal half
xn > 0, Distal half
(68)
As shown in ﬁg. 15a, during the passage of the wave, the void fraction in the proximal half oscillates around a489
value of 1.0×10−3, while that of the distal half stays around at 0.5×10−3, with a smaller amplitude of the oscillation.490
The phase of the oscillation in the distal half is delayed from the proximal half, due to the delay in the arrival of the491
incoming wave. Both of the halves experience growth and decay after the passage of the wave, yet the growth in the492
distal half is smaller by approximately 50%. During the passage of the wave, the value of the kinetic energy oscillates493
around at 4.0 μJ in the proximal half, while it oscillates around at 1.0 μJ in the distal half, with milder oscillations. The494
cloud’s structure is the result of a shielding of the distal bubbles by the proximal ones. In other words, the proximal495
bubbles absorb and scatter acoustic energy such that the incident pulse is attenuated before it interacts with the distal496
bubbles. After the passage of the wave, the kinetic energy in the both halves decay to the local minimum at around497
t = 55 μs. This decay corresponds to the decay in the radial velocity of the bubbles, when the volumetric oscillations498
of bubbles transit from growth to collapse. Subsequently, the kinetic energy in the both halves grows to take the local499
peak at around t = 63 μs, then decays back to zero. This simultaneous peaking corresponds to the coherent collapse500
of the cloud observed in ﬁg. 15.501
During the treatment of lithotripsy, the energy shielding of kidney stones caused by bubble clouds may result502
in a decreased eﬃcacy of stone comminution, and thus is a critical factor for the success of the treatment. Direct503
observation of the anisotropy of an acoustic cavitation bubble cloud due to the energy shielding in the numerical504
simulation has not, to our knowledge, been achieved in previous studies. The present method can be potentially useful505
to quantify the energy shielding for applications to lithotripsy and other ultrasound therapies.506
5. Conclusion507
We constructed a two-way coupled Eulerian-Lagrangian method for simulation of cloud cavitation in a compress-508
ible liquid. The mixture-averaged equations are discretized on an Eulerian grid, while individual bubbles are tracked509
as Lagrangian particles. The strong, bubble-scattered pressure waves propagating in the continuous phase are accu-510
rately captured on the grid by using a WENO-based ﬂow solver, while the radial oscillations of bubbles are evolved511
by solving the Keller-Miksis equation at the sub-grid scale. Dimensional reduction of the model was achieved for512
cases where the bubbly mixture possesses spatial homogeneities, by descritizing the ﬁeld into two-dimensional or513
axi-symmetric grids, and modeling the resulting missing bubble-induced pressure ﬂuctuations at the sub-grid scale514
as white noise. The method is capable of capturing the multi-scale dynamics of cloud cavitation, including the pres-515
sure ﬂuctuations at the scale of single bubble and ﬁne structures of a bubble cloud excited by a strong ultrasound516
wave. Such features of the method can be useful in various applications, such as evaluation of the damage poten-517
tial on materials due to the bubble collapse as well as computations of the eﬀective, total acoustic energy delivered518
to a target under the presence of cavitation bubbles, during ultrasound therapies. Future improvements can include519
non-sphericity and fusion/break-up of bubbles, and further verifying/improving the sub-grid models of the pressure520
ﬂuctuations in the reduced models for various cases of cloud cavitation and cavitating ﬂows.521
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Appendix645
Appendix A. Numerical algorithm646
In this appendix, we summarize the numerical procedure. The sequence of steps in pre-processing and simulation647
using the proposed method is outlined as follows.648
649
1. Pre-processing650
(a) Initialize ql,i, j,k on a grid given the initial condition.651
(b) If two-dimensional or axi-symmetric simulation: generate random phase φki, j .652
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Figure 16: Speed up by using the two dimensional model, with and without modeling p′cell.
(c) Initialize Lagrangian variables Rn, R˙n, pBn, and mn, given the initial condition.653
654
2. Simulation655
During each RK-step:656
(a) Compute RHS of equation (19) using the WENO scheme.657
(b) Smear Vn and V˙n on the grid to obtain β and β˙ using the kernel.658
(c) Compute gi, j,k.659
(d) Obtain pcell (T pcell in case of two-dimensional or axi-symmetric simulation) at the coordinate of each bubble.660
(e) If three-dimensional simulation: compute p∞ at the coordinate of each bubble.661
(f) If two-dimensional or axi-symmetric simulation: compute p′cell at each coordinate of the bubble.662
(g) Compute R˙n, R¨n, p˙Bn, and m˙Vn.663
(h) Update ql,i, j,k.664
(i) Update Rn, R˙n, pBn, and mVn.665
Appendix B. Speedup with the reduced model666
Here we quantify the reduction in the computational cost by using the reduced models from the three-dimensional667
model. In a test problem, we solve for the dynamics of NP bubbles distributed in a domain with a size of x, y, z ∈668
[−2.5, 2.5] mm. The domain is descritized into NG = 503 ﬁnite volume cells for three-dimensional simulations, and669
NG = 502 cells for two-dimensional simulations. For NP/NG ∈ [10−3, 10−1], we measure the wall time required670
to march the governing equations by a single time step by using the three-dimensional model, the two-dimensional671
model, and the two-dimensional model with p′cell = 0, namely T3D, T2D, and T2D0 , respectively. Then we compute the672
speed-up in the wall time: T3D/T2D and T3D/T2D0 . For all the test problems, we use a single CPU core of Intel Xeon673
E2670v3 processor.674
Fig.16 shows the results. The speed-up is O(1 − 102). In all the cases, the total cost of the simulation is the675
summation of the cost to compute the Eulerian ﬁeld and that of the Lagrangian bubbles. With p′cell = 0 the speed-up is676
expected to be globally larger than 1 (the two-dimensional model is always faster), since the cost of time marching the677
Lagrangian bubbles is the same between the three-dimensional and two-dimensional models except for the smearing678
procedures, while the cost of the Eulerian ﬁeld is globally smaller in the two-dimensional model. By increasing the679
number of particles, the speed-up decreases, since the cost of the Lagrangian bubbles becomes dominant in the total680
cost, and the reduction in the cost of the Eulerian phase contributes less to the total cost. The speed-up with the681
two-dimensional model with p′cell follows a similar trend as p
′
cell = 0. However, with the same NP/NG, the speed-up682
with modeling p′cell is smaller than that with p
′
cell = 0. This diﬀerence corresponds to the overhead to compute p
′
cell.683
With NP/NG = 10−1, the speed-up is smaller than 1 (the two-dimensional model is slower). This result indicates684
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that the magnitude of the cost reduction in the Eulerian ﬁeld is smaller than the overhead of modeling p′cell when685
NP/NG > O(10−1), with the particular grid of the test problem. The result also implies that the two-dimensional686
model with p′cell = 0 would be useful in terms of speed-up and cost-reduction, when p
′
cell does not alter solutions to687
within an accuracy of interest.688
We note that the results also hold in a parallel environment, in which a computational domain, including both the689
Eulerian ﬁeld and the Lagrangian particles, is decomposed into sub-domains that are allocated to distinct processors690
using a Message Passing Interface (MPI) protocol. We have conﬁrmed a good parallel eﬃciency of the algorithms. In691
that case, the global speed-up is bounded by the speed-up of the sub-domain that has the largest value of NP/NG.692
Appendix C. Details of the sub-grid modeling to obtain p∞ for the three-dimensional model693
In this appendix, we describe the detailed derivation of the expression of pout (31) used in the bubble dynamic694
closure for the three-dimensional model. The original sub-grid closure of the Keller-Miksis equation was proposed695
by FC, in a regime in which multiple-bubbles reside in a single ﬁnite volume cell[36]. Here we revisit the derivation696
in a regime where we have at most single bubble in a ﬁnite volume cell. To the aim, we consider a bubble with radius697
Rn in the control volume Vcell. At the sub-grid scale, it can be assumed that the liquid is incompressible and the ﬂow698
ﬁeld is irrotational. Thus at an arbitrary coordinate in the liquid in Vcell, the following Bernoulli’s equation holds:699
∂φ
∂t
=
1
2
(∇φ)2 + p − p0
ρ
, (69)
where φ is the velocity potential. φ can be decomposed into the velocity potential of the in-coming pressure wave700
and the out-going wave emitted by the bubble oscillation:701
φ = φ∞ + φn. (70)
Note also that, without the presence of the bubble, the Bernoulli’s equation can be simpliﬁed as702
∂φ∞
∂t
=
p∞ − p0
ρ
. (71)
By using equations (69-71), we obtain703
p − p∞
ρ
= −∂φn
∂t
+
1
2
(∇φn)2. (72)
Though we do not know the value of p∞ a-priori, it is approximately constant over Vcell. The other terms are704
functions of the distance from the center of the bubble r. In order to eliminate p∞, we derive two expressions.705
First, we write706
1
Vl,cell
∫
Vcell
p − p∞
ρ
dvl =
1
Vl,cell
∫
Vcell
[
−∂φn
∂t
+
1
2
(∇φn)2
]
dvl, (73)
where Vl,cell =
∫
Vcell
dvl. Notice that707
1
Vl,cell
∫
Vcell
pdvl = pcell, (74)
and thus the relation can be re-written as708
pcell − p∞
ρ
= − 1
Vl,cell
∫
Vcell
∂φn
∂t
dvl +
1
Vl,cell
∫
Vcell
1
2
(∇φn)2dvl. (75)
In order to explicitly express the right hand side, we approximate the integrals by assuming that the control volume709
Vcell is a sphere with a radius of Rcell = (3/4πVcell)1/3 and the bubble resides at the center of the sphere. By doing so,710
we can approximate the integral operator:711
∫
Vcell
(·)dvl ≈
∫ Rcell
Rn
(·)4πr2dr. (76)
27
We naturally have Vl,cell = 43π(R
3
cell − R3n). The integrands of the RHS of equation (75) can be expressed in terms712
of r and the states at the surface of the bubble:713
∂φn(r)
∂t
=
Rn
r
∂φb(Rn)
∂t
, ∇φb(r) = R
2
nR˙n
r2
. (77)
Substituting these expressions, we obtain714
1
Vl,cell
∫
Vcell
∂φn
∂t
dvl ≈ 32
Rn(R2cell − R2n)
R3cell − R3n︸︷︷︸
C1(Rn,Rcell)
∂φb(Rn)
∂t
, (78)
1
Vl,cell
∫
Vcell
1
2
(∇φb(Rn))2dvl ≈ 34
R3n
R3cell − R3n
(
1 − Rn
Rcell
)
︸︷︷︸
C2(Rn,Rcell)
R˙2n. (79)
Finally, we can re-write the relation (75) as715
pcell − p∞
ρ
≈ −C1 ∂φn(Rn)
∂t
+C2R2n. (80)
This equation represents the averaged contribution of the bubble dynamics to the pressure in Vcell.716
The second equation needed to estimate p∞ is simply equation (72) evaluated at the surface of the bubble:717
pn − p∞
ρ
= −∂φn(Rn)
∂t
+
1
2
R2n, (81)
where we used p(Rn) = pn and ∇φ(Rn) = R˙n. This equation represents the contribution of the bubble dynamics to718
the pressure at the surface of the bubble.719
Now that we have two unknown variables, ∂φ(Rn)/∂t and p∞, in two equations. It is straightforward to eliminate720
the unknowns to obtain721
1
Vl,cell
∫
Vcell
poutdvl = pcell − p∞ ≈ 11 −C1
[
pcell − pn −
(
C2 − 12
)
ρR˙2n
]
. (82)
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