Abstract. We prove partial regularity for minimizers of quasiconvex functionals of the type Ω f (x, Du) dx with p(x) growth with respect to the second variable. The proof is direct and it uses a method of A-harmonic approximation.
Introduction
In this paper we study the regularity properties of local minimizers of a variational functional The proof of the theorem (with different β) was done by E. Acerbi and G. Mingione in 2001 [3] . The key step is to establish a certain excess-decay estimate for the so called excess function Φ, which is defined as The function Φ provides an integral measure of the oscillations of the gradient Du in a ball B ρ . The excess-decay estimate leads to Hölder continuity of Du in B ρ via the integral characterization of Hölder continuous functions due to Campanato (see [6] ). The excess-decay estimate was established by Acerbi and Mingione in an indirect way, using the blow-up technique.
We present here a more direct proof of the result. Applying the variational principle of Ekeland we obtain a comparison function, i.e. a function which is an almost minimizer of the functional with frozen x-coefficient and which is close to our local minimizer in an appropriate Sobolev norm. Having such a comparison function at hand, we are able to use the results for almost minimizers of variational functionals with constant p growth. In particular, we obtain straightforward a Cacciopoli type inequality for local minimizers of the functional F . Then, instead of blow-up arguments we use a method of A-harmonic approximation to obtain an excess-decay estimate.
The method originates in a work of L. Simon. It is based on the fact that one is able to obtain a good approximation of a function w ∈ W 1,2 (B; R N ), which is approximately A-harmonic in a certain sense by an A-harmonic function h ∈ W 1,2 (B; R N ), in both the L 2 -topology and the weak topology in W 1,2 . Here h is called A-harmonic on B if there holds
where A is a bilinear form on Hom(R n ; R N ) which is (strongly) elliptic in the sense of Legendre-Hadamard, i.e. for all η ∈ R n and ξ ∈ R N there holds:
We can assume that our exponent function p varies in some bounded interval [γ 1 , γ 2 ]. However we have to be able to consider both cases γ 2 ≥ 2 and 1 < γ 2 < 2. For p ≥ 2 it is straightforward to adapt the standard A-harmonic approximation lemma by using the L 2 -theory combined with a standard Sobolev inequality. For 1 < p < 2 we do not have the access to the L 2 -theory for functions in W 1,p but still it is possible to generalize the approximation lemma directly. This was done in [9] .
Apart from the fact that the proof is very clear, the method provides better control of the constants. We have to admit that the proof of the A-approximation lemma itself is done by contradiction. In direct way we show that a local minimizer is approximately A-harmonic, where A = D 2 f (x 0 , (Du) x0,ρ ). The A-harmonic approximation lemma guarantees the existence of a certain constant which is, admittedly not in an explicit form, determined by a property of constant coefficient elliptic systems, and we will later use the constant in the regularity proof. This constant, however, does not have an influence on the final Hölder exponent of Du. We should mention that by our method we end up with a final Hölder exponent β ≡ min{1, 2/γ 2 } α 4 for the function Du, where α denotes the Hölder exponent of the exponent function p and γ 2 is the global bound for p. This is, in fact, a slightely better result than stated in [3] .
In order to obtain regularity results for local minimizers of the functional F we have to assume some continuity properties of the exponent p. The minimal condition about the modulus of continuity of p is that
Dropping this assumption in general causes the loss of any type of regularity of minimizers (see [15] ). By the result of Zhikov [14] , (1.4) is sufficient to obtain higher integrability of the gradient of a minimizer. However, it is not sufficient to obtain further regularity. Acerbi and Mingione [3] proved C 0,α regularity for minimizers for every α < 1, provided the modulus of continuity satisfies an assumption
which is in accordance with the theory of functionals with constant p-growth where an additional continuity assumption with respect to x is required to reach any exponent α < 1. In order to prove C 1,α regularity of minimizers, in constant p case (both for p ∈ (1, 2) and p ≥ 2) assumption (1.5) is not sufficient. In fact one needs either that the modulus of continuity satisfies the so called Dini condition or that p itself is Hölder continuous function, i.e.
This condition was assumed by Acerbi and Mingione in the original proof of the result of Hölder continuity of the gradient of a minimizer in p(x) case.
Setting
We impose the following structure conditions for the functional F :
A1 (growth): the function f (x, ·) is of the class C 2 and there exist constants µ ∈ (0, 1], L ≥ 1 such that for all x ∈ Ω and A ∈ Hom(R n ; R N ) we have
where p : Ω → (1, ∞) is a continuous function;
(2.7)
A3 (continuity): the function f satisfies the following continuity condition with respect to the first variable (2.8)
for all x, x 0 ∈ Ω and A ∈ Hom(R n , R N ), where ω : (0, ∞) → (0, ∞) is a modulus of continuity for the function p, i.e. a non-decreasing, continuous function with lim R→0 ω(R) = 0 and
Since f (x, ·) is quasi-convex and satisfies the growth condition (2.6) it is well known that there exists a constant c = c(n, N, p(·), L) such that the first derivatives of f satisfy the growth condition
We do not assume an explicit growth condition for the second derivatives of f . For our purposes it is sufficient that for any M > 0 there exists a constant K M,x0 > 0 such that for A ∈ Hom(R n ; R M ) (2.10) sup
Condition (2.6) implies also the existence of a modulus of continuity of D 2 f (x, ·) on compact subsets of Hom(R n ; R N ) i.e. for any given constant M > 0
Remark. Since our results are of the local nature we will assume that there exist 1 < γ 1 ≤ γ 2 < ∞ such that
It follows that K(M, x) in (2.10) may be chosen independently of x. We will therefore omit its dependence on x and write K(M ).
Some notation: Within the whole paper we will write B(x 0 , ρ) for the open ball with centre x 0 ∈ R n and radius ρ. Furthermore we write
for the mean value of the function u on the ball B(x 0 , ρ). ¿From time to time we just write B ρ (x 0 ), or if the center is clear from the context, B ρ instead of B(x 0 , ρ).
The same we do with the notation for the mean value, i.e. we just write (u) ρ instead of (u) x0,ρ . Concerning the constants appearing in the proofs we remark that they may change from line to line. If a constant will be important for the proceeding of the proofs, we will indicate this in an obvious way. From time to time for clearness we will not show the dependencies of the constants within the estimates, but at the end of them.
Basic tools
3.1. Higher integrability. We start with a higher integrability result due to Zhikov, which in the form of the following statement appears in [2] .
loc be a local minimizer of the functional
where f satisfies the growth and ellipticity conditions (2.6), (2.7) and assumption (1.4) on the modulus of continuity ω holds. Furthermore assume that
Then there exist an exponent
The next lemma is an up-to-the-boundary result. The version we present here, with balls of the same size on both sides of the inequality was proved in [13] in higher order case. The original proof (with a ball of double radius on the right hand side) can be found in [1] , [3] , [8] .
Lemma 3.2 (Higher integrability up to the boundary). Let
Let h ∈ W 1,q (B ρ ) with q > p and v be a solution of the Dirichlet problem
Then there exists
ε = ε (γ 1 , γ 2 , L, m) ∈ (0, m) with m = min γ − 1, q p − 1 and a constant c ≡ c (γ 1 , γ 2 , L) such that − Bρ |Dv| p(1+ε) dx 1 p(1+ε) ≤ c − Bρ |Dv| p dx 1 p + − Bρ |Dh| p(1+m) dx 1 p(1+m) + − Bρ a 1+m dx 1 p(1+m) .
Ekeland variational principle.
In order to obtain a comparison function, i.e. an almost minimizer of the functional with frozen coefficients we apply a well known variational principle of Ekeland (see [11] ).
Algebraic properties of the function
z.
We recall algebraic properties of the function V p (for a proof of the properties see e.g. [8] ).
3.4. A-harmonic approximation and a priori estimates for A-harmonic functions. The key ingredient of the proof is the following A-harmonic approximation lemma. The proof for the case p ≥ 2 can be found in [10] . The case 1 < p < 2 has been proved in [9] . 
there exists an A-harmonic function h satisfying
In Section 5.1 we will use a priori estimates for solutions of linear elliptic systems of second order with constants coefficients (see e.g. [8] and [9] ).
Bρ(x0)
A(Dh, Dϕ) dx = 0, 
where the constant c a depends only on n, N, κ and K.
Preliminary results
As remarked before, since our results are of the local nature we will assume that there exist 1 < γ 1 ≤ γ 2 < ∞ such that
and moreover
Let δ be the higher integrability exponent from Lemma 3.1 and let from now on the radius R be so small that
Subsequently we will always assume that ρ ≤ R. Take a ball B 2ρ (x 0 ) and define
Let furthermore x m ∈ B 2ρ (x 0 ) be the point, where the function p reaches the value
and (4.17)
Bρ(x0)
(1 + |Dϕ| p2 )dx,
Proof. Consider the function g(z) := f (x m , z). Then g satisfies the growth condition (2.6) with exponent
Higher integrability for the function u (Lemma 3.1) gives us
For v we get by the minimality and the growth condition
so that together with the estimate before and the higher integrability for u we have
with 0 < ε < δ/4 and C(M ) also depending on n, L, γ 1 , γ 2 . We now estimate the difference
By the minimality of u we have (I) ≤ 0. For (III) we get by the continuity of f in the first variable and the higher integrability of u
By the same arguments for the function v we have
so overall, using (1.1) we get
with the constant C(M ) depending additionally on n, L, γ 1 , γ 2 . Let 0 < µ < α, X := u + W 1,p2 0 (B ρ ; R N ) and
On the complete metric space (X, d) we consider the functional
which is clearly lower semicontinuous. By G(v) = min X G and (4.18) we have , for all ϕ ∈ W 1,p2 0 (B ρ ; R N ). We estimate the second integral of the second inequality simply applying Bernoulli's inequality:
Thus choosing µ ≡ α/2 we obtain the assertion. 
Proof. By Proposition 4.1 there exists an almost minimizer w of the frozen func-
and w satisfies (4.17), so that by Lemma 3 in [9] with ω(ρ) = ρ α/2 we have (4.21)
where c = c(M ). By Lemma 3.4 (ii) and Hölder's inequality we have in the case
In the case 1 < p 2 < 2 we directly estimate
and thus in every case we have
On the other hand, again by the properties of the function V p2 we estimate
Since u − w ∈ W 1,p2 0 (B ρ ; R N ), we apply Poincaré's inequality on the second term of the right hand side, finally obtaining (again using properties of the function
Hence from (4.20) and (4.21) we obtain
The claim follows since ρ p2α/2 ≤ ρ α/2 .
4.3.
Approximate A-harmonicity.
Assume that u is a local minimizer of the functional F with (|Du| p2 ) x0,2ρ ≤M and A ∈ Hom(R n ; R N ) with |A| ≤M . There exist a constant c e ≡ c e (n, N, p 2 , L,M ,M ) and a radius ρ 0 = ρ 0 (α) such that for every ball B ρ (x 0 ) ⋐ Ω with ρ ≤ ρ 0 we have
Proof. First we assume |Dϕ| ≤ 1. Let 0 < s ≤ 1. We start by showing the following inequality:
with c ≡ c(M , p 2 , δ). To see that let us start with the difference
Introducing two additional differences we get
since there holds
because of the minimality of the function u. To estimate the first term, we use the continuity condition for f with respect to the variable x as follows:
By the elementary inequality log(1 + |z| 2 ) ≤ C(a)|z| a for all 0 < a < 1, and the fact that p 2 ≥ p(x) for all x we see that
where δ is the exponent of Lemma 3.1. Higher integrability of u gives us (together with estimate (4.15) for the exponents)
This leads to
For (II) we follow the same way as for (I), additionally using |Dϕ| ≤ 1: The continuity condition in the variable x together with the estimates for the exponent p lead to
Using |Dϕ| ≤ 1 we immediately get
Finally we conclude
and hence
Secondly we see that (remark that
It follows then that (4.22) is true.
We start now taking a look at the right hand side of (4.22) . In what follows we will distinguish the sets
Let us remark that by Lemma 3.4 in the case |Du − A| > 1 we have for both 1 < p 2 < 2 and p 2 ≥ 2 the estimate
In the case |Du − A| ≤ 1 we obtain for all p 2 > 1
We first estimate |(A)|. On the set B − ρ , we put (A) in terms of the second derivative of f by writing
As we are on the set B − ρ , we have |Du + στ Dϕ| ≤ |Du − A| + |A| + |Dϕ| ≤ 2 +M and therefore
On the set B + ρ by (2.9) we get 1 s
Since |Du − A| > 1, we have |Du|
. Therefore the last term of the estimate above can be further estimated by
Summing up the arguments before we get
To estimate |(B)|, on the set B − ρ we use the fact that |A+τ (Du−A)| ≤M +1 and by (2.11) and (2.10) we obtain
On the set B + ρ we write
The first term is estimated by K(M + 1). For the second term we use again the growth condition for Df and follow exactly the same way as above for |(A)| on the set B
with c ≡ c(n, N, p 2 , L,M ,M ). Putting the estimates together, we deduce
We choose s ≡ ω(ρ) < 1 and get
with a constant c ≡ c(n, N, γ 2 , L,M,M ). Altogether we have shown
The estimate for − Df (x 0 , A)(Du − A, Dϕ) dx from above is shown exactly in the same way. This gives the lemma for the case |Dϕ| ≤ 1 and the general result can be achieved by rescaling.
Proof of the result
5.1. Excess-improvement lemma. Let M > 0 be fixed. Consider a point x 0 ∈ Ω such that |(Du) x0,2ρ | ≤ M and Φ(x 0 , 2ρ) ≤ 1., where Φ is the function defined in (1.2) with A = (Du) x0,ρ , i.e.
By properties of the function V p2 (Lemma 3.4) we obtain
where c 1 (M ) is the constant out of Lemma 3.4. Furthermore we remark that by Hölder's inequality we immediately get
By the quasiconvexity condition we get that A ≡ D 2 f (x 0 , (Du) x0,ρ ) is elliptic in the sense of Legendre-Hadamard with ellipticity constant κ and upper bound K, where
Recall now the notation for constants. We will skip their dependence on n, N, L and γ 1 , γ 2 and remark their dependence on M and α. We will not remark the dependence onM andM since the two constants are computed out of M, n, γ 1 , γ 2 . Denote 
Proof. With x 0 fixed we will write Φ(ρ) instead of Φ(x 0 , ρ). Let θ be a parameter, which is free at first and will be fixed at the end of the proof. Set
and δ ≡ δ(ε) ≡ δ(θ) be the parameter out of Lemma 3.5 (lemma on A-harmonic approximation).
By Lemma 3.4 (v) and (vi) and using the fact that θ ≤ 1 we estimate
with c depending on n, N, γ 1 , γ 2 and also on M (the dependence on M is due to the constant c 1 (M )). We denote
To estimate the second expression on the right hand side of (5.27) we split the domain of integration into the subsets where |Du − (Du) x0,ρ − γDh(x 0 )| ≥ 1 and |Du − (Du) x0,ρ − γDh(x 0 )| < 1. Applying Lemma 3.4 (iv) we obtain
Again applying Lemma 3.4 (iv) we get
Thus from (5.27) we conclude
with c ≡ c(M ). In this place we distinguish the cases p 2 ∈ (1, 2) and p 2 ≥ 2. However, this is only for technical reasons, i.e. due to the difference in Lemma 3.4 (iv). We will see later that in fact I is small and therefore we can skip the term I p2/2 in the above estimate. We proceed then with the estimates for I.
By Lemma 3.4 (vi) and the smallness condition we have
It follows from Lemma 4.3 and the smallness condition that the function w is approximate A-harmonic, i.e.
|Dϕ|.
Thus we are in the situation to apply Lemma 3.5 (A-harmonic approximation) providing a function
Splitting the domain of integration in the first integral of (5.29) into the sets {|Dh| ≥ 1} and {|Dh| < 1} and using Lemma 3.4 (iv) we obtain the upper bound for the mean value of |Dh|: Thus taking θ sufficiently small we have
Applying Lemma 3.4 (iv) in both cases p 2 ∈ (1, 2) and p 2 ≥ 2 we therefore obtain with constantsc ≡c(M ) andĉ ≡ĉ(M, θ, δ) (obviously the constants depend also on the structural constants n, N, L, γ 1 , γ 2 ). We now fix θ sufficiently small, so that
Choice of θ fixes ǫ and δ and the claim follows.
5.2.
Hölder continuity of Du and a regular set. Let M, θ, δ be fixed. If we assume that η > 0 is such that νM ,xo (η) + η ≤ δ/2, 2 √ 2c 1 c a c e η 2 + 4 δ 2 ω(ρ) ≤ 1, and moreover it satisfies some additional technical smallness conditions, and ρ 1 is also sufficiently small, then, by a standard iteration technique one obtains From the above lemma we obtain that Du is locally Hölder continuous with the exponent min {1, 2/γ 2 } α 4 .
