Policies for elementary link generation in quantum networks by Khatri, Sumeet
Policies for elementary link generation in quantum
networks
Sumeet Khatri
Hearne Institute for Theoretical Physics, Department of Physics and Astronomy, and Center for
Computation and Technology, Louisiana State University, Baton Rouge, Louisiana, 70803, USA
July 8, 2020
Abstract
Protocols in a quantum network involve multiple parties performing actions on their quan-
tum systems in a carefully orchestrated manner over time in order to accomplish a given task.
This sequence of actions over time is often referred to as a strategy, or policy. In this work, we
consider policy optimization in a quantum network. Specifically, as a first step towards devel-
oping full-fledged quantum network protocols, we consider policies for generating elementary
links in a quantum network. We start by casting elementary link generation as a quantum par-
tially observable Markov decision process, as defined in [Phys. Rev. A 90, 032311 (2014)].
Then, we analyze in detail the commonly used memory cutoff policy. Under this policy, once a
link is established it is kept in quantum memory for some amount t? of time, called the cutoff,
before it is discarded and link generation is reattempted. For this policy, we determine the
average quantum state of the elementary link as a function of time for an arbitrary number of
nodes in the link, as well as the average fidelity of the link as a function of time for any noise
model for the quantum memories. We then show how optimal policies can be obtained in the
finite-horizon setting using dynamic programming.
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1 Introduction
A quantum network is a collection of nodes, each equipped with quantum information processing
capabilities, that are connected to each other by quantum channels. The nodes in such a network
can, in principle, perform tasks such as quantum teleportation [1, 2], quantum key distribution [3–
6], quantum clock synchronization [7–9], distributed quantum computation [10], and distributed
quantum metrology and sensing [11–16]. The future quantum internet [17–21] will be an inter-
connected network of such quantum networks, much like today’s internet, that will enable these
applications to be performed on a global scale.
As shown in Figure 1, a quantum network can be modeled as a graph. The nodes of the graph
are the senders/receivers in the network, and the edges correspond to elementary links between
nodes. The edges can be between two nodes only, as indicated by the red lines, or they can be
hyperedges connecting three or more nodes, as indicated by the blue bubbles. Groups of nodes can
be connected by more than one edge, and in this case the graph is called a multigraph. Multiple
edges between nodes are shown explicitly in Figure 1 for two-node edges, although we can also
have multiple hyperedges between a set of adjacent nodes. Each of these edges is regarded as a
distinct edge in the graph.
In general, the goal in a quantum network is to transmit quantum information between a col-
lection of distant nodes, i.e., nodes that are not connected to each other by a single elementary link.
In this setting, any node in the network that is not either a sender or a receiver can function as a
so-called quantum repeater. A quantum repeater can be thought of as a helper node whose task is to
mitigate the effects of loss and noise along a path connecting a sender and a receiver, thereby mak-
ing the quantum information transmission more reliable. Quantum repeaters are needed because
directly transmitting quantum information from a sender to a receiver is often too lossy and noisy
to be useful for the applications mentioned above. In fact, the loss in an optical fiber, a commonly
used medium for quantum information transmission, increases exponentially with distance [22,
2
Figure 1: Representation of a quantum network as a hypergraph. The nodes represent the
senders, receivers, or repeaters depending on the situation. Edges represent entangled states
shared by the corresponding nodes. Edges between two nodes (shown in red) represent bi-
partite entanglement, while hyperedges (consisting of more than two nodes and indicated by a
blue bubble) represent multipartite entanglement. Nodes can be connected by multiple edges,
indicating that they can share multiple entangled states simultaneously.
23], limiting direct transmission distances to roughly hundreds of kilometers. The original quan-
tum repeater proposal in [24, 25] consists of placing quantum repeaters at intermediate points along
a straight line connecting the sender and receiver. The protocol to generate sender-receiver entan-
glement then consists of first generating elementary links between the repeaters. The repeaters
then perform entanglement distillation [26–28] and entanglement swapping [1, 29] to iteratively
extend the entanglement range to the desired distance.
A vast body of literature exists on a variety of quantum repeater schemes [24, 25, 30–59]. (See
also [60–62] and the references therein.) Considering a quantum network such as the one in Fig-
ure 1, as opposed to just one line between a sender and a receiver, is a much more complicated
setting that leads to questions about, e.g., routing [63–72] and multicast communication (com-
munication between several senders and receivers simultaneously). Consequently, protocols in a
general quantum network can be much more varied than protocols along a linear chain of nodes.
General quantum network protocols have been described in [69, 70, 73–77]. Linear programs, and
other techniques for obtaining optimal entanglement distribution rates in a quantum network, have
been explored in [77–81].
In this work, we view entanglement distribution protocols in quantum networks from the lens of
decision processes [82], which form the theoretical foundation for reinforcement learning [83] and
artificial intelligence [84]. In a decision process, an agent interacts with its environment through a
sequence of actions, and it receives rewards from the environment based on these actions. The goal
of the agent is to perform actions that maximize its expected total reward. A particular quantum
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generalization of a decision process has been given in [85] (see also [86]), where it is called a
quantum partially observable Markov decision process, in which the agent is classical and the
environment is quantum. The agent’s action at each time step results in a transformation of the
quantum state of the environment, and the agent receives both partial (classical) information about
the new quantum state of the environment along with a reward. Such decision processes have been
considered previously in the context of quantum control [87, 88], quantum-enhanced parameter
estimation [89–93], and quantum error correction [94–96]. We now apply this concept to quantum
networks. Specifically, we consider elementary link generation, which is the first step towards
obtaining long-range entanglement distribution.
We show how elementary link generation can be viewed as a quantum partially observable
Markov decision process. In this framework, at each time step in the elementary link generation
procedure, the agent (which can be one of the nodes in the elementary link) either requests en-
tanglement from a source station (which can be viewed as the environment), or keeps the link
currently stored in memory. The agent’s choice of action can depend on, e.g., the quality of the
initial entanglement and coherence times of the quantum memories. The sequence of actions per-
formed by the agent at each time step defines a policy. The advantage of viewing elementary link
generation from the point of view of decision processes is that we are able to systematically study
different policies and determine which policy is optimal in terms of both the fidelity of the link and
the probability that the link is active at any given time. We can also keep track of the average quan-
tum state of the link over time, which is useful calculating entanglement measures and determining
rates for entanglement distillation.
As a special case of a policy, we consider in detail the so-called memory cutoff policy. In
this policy, an elementary link, once established, in kept in quantum memories at the nodes for
some amount t? of time, called the cutoff, before it is discarded and the link is reattempted. The
memory cutoff policy has been considered in prior work [31–34, 97–103], and it is a natural policy
to consider for near-term protocols, in which quantum memories have relatively short coherence
times, and there is limited capability to perform entanglement distillation. For this policy, given
any number of nodes in the elementary link and any noise model for the quantum memories, we
obtain expressions for the average quantum state of the link as a function of time, which leads to
expressions for the average fidelity of the link as a function of time. We also obtain expressions for
the long-term, or “infinite-horizon”, behavior of the link. We then show how to obtain an optimal
policy using the techniques of dynamic programming in the “finite-horizon” setting, i.e., in the
case that the termination time of the elementary link generation procedure is fixed at the outset and
is finite.
Similar policy-based approaches to quantum network protocols have been considered before
in [97, 104–106] (see also [62]), where terms such as “rule-set” or “schedule” have been used
instead of “policy”. One of the goals of this work is to formalize this approach explicitly in the
context of decision processes, because this allows us to systematically study different policies and
calculate quantities that are relevant for quantum networks, such as entanglement distribution rates
and fidelities of the quantum states of the links. Furthermore, our approach to policy optimization
is similar to the approach in [107], in the sense that both approaches make use of the principle
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of dynamic programming. While in [107] the focus is on obtaining end-to-end entanglement in a
linear chain of quantum repeaters, the goal here is simply to examine elementary link generation
and to determine the optimal sequence of actions that should be performed in order to maximize
both the fidelity of the link and the probability that the link is active at any given time. Our work
is also complementary to other prior work on using Markov chains to analyze waiting times and
entanglement distribution rates for a linear chain of quantum repeaters [100, 108–110], and to prior
work on analyzing the quantum state in a quantum repeater chain with noisy quantum memories
[111–115].
We expect the results derived in this work to be useful as a building block for large-scale
quantum network protocols. In particular, because our results apply to elementary links consisting
of an arbitrary number of nodes, and to any noise model for the quantum memories, they can be
applied to protocols that go beyond bipartite entanglement distribution, namely to protocols for
distributing multipartite states [38, 39, 42, 44, 47, 67, 116–118]. We also expect our results to
be useful in the analysis of entanglement distribution for satellite-based quantum networks [119–
123], in which an elementary link can easily be on the order of 1000 km [124] while still having a
reliable, high-fidelity link.
We start in Section 2 with the mathematical model of probabilistic elementary link generation
that we consider in this work. We then show in Section 2.1 how the elementary link generation
process can be cast as a quantum decision process of the type considered in [85]. We formally
define a policy for elementary link generation, and we describe mathematically how the quantum
state of the environment (i.e., the entangled state of the link) transforms based on the actions taken
by the agent. In Section 3, we consider the memory cutoff policy, and we determine formulas
for the quantities defined in Section 2.2 in both the finite-horizon and infinite-horizon cases. In
Section 4, we show how to obtain optimal policies using the techniques of dynamic programming.
We conclude in Section 5.
2 Elementary link generation
Let us go back to the graphical representation of a quantum network in Figure 1. In this work, we
suppose that all of the edges in the graph represent entangled states shared by the corresponding
nodes. These entangled states are distributed to the nodes by stations containing an entanglement
source. These source stations can be on the ground at fixed locations, they can be at one of the
nodes in the edge, or they can be on satellites orbiting the earth [119, 120].
The model for transmission of quantum states from the source stations to the nodes is as fol-
lows. The source prepares a k-partite state ρS , where k is the number of nodes belonging to the
edge. Each of the k quantum systems is encoded into d bosonic modes, with d ≥ 1. The source
state ρS is typically of the form |ψS 〉〈ψS |, where
|ψS 〉 =
√
pS0 |vac〉 +
√
pS1 |ψS1 〉 +
√
pS2 |ψS2 〉 + · · · , (2.1)
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where |ψSn 〉 is a state vector with n photons in total for each of the k parties and the numbers pSn ≥ 0
are probabilities, so that
∑∞
n=0 p
S
n = 1. For example, in the case k = 2 and d = 2, the following
source state is generated from a parametric down-conversion process (see, e.g., [114, 125]):
|ψS 〉 =
∞∑
n=0
√
n + 1rn
eq
|ψn〉, (2.2)
|ψn〉 = 1√
n + 1
n∑
m=0
(−1)m|n − m,m; m, n − m〉, (2.3)
where r and q are parameters characterizing the process. One often considers a truncated version
of this state as an approximation, so that [114]
|ψ〉 = √p0|0, 0; 0, 0〉 +
√
p1
2
(|1, 0; 0, 1〉 + |0, 1; 1, 0〉)
+
√
p2
3
(|2, 0; 0, 2〉 + |1, 1; 1, 1〉 + |0, 2; 2, 0〉), (2.4)
where p0 + p1 + p2 = 1. Typically, a source state of the form (2.1) is not ideal, in the sense that the
desired state is given by one of the state vectors |ψSj 〉, and the other terms arise due to the naturally
imperfect nature of the source. For example, for the state in (2.4), the desired bipartite state is the
maximally entangled state |Ψ+〉 ≡ 1√
2
(|1, 0; 0, 1〉 + |0, 1; 1, 0〉).
Once the source state is prepared, each mode is sent through a bosonic pure-loss/attenuation
channel Lη [126], where η ∈ (0, 1] is the transmissivity of the medium. This channel provides a
good model for transmission of photons through an optical fiber, in which case η = e−
L
L0 [22, 23],
where L is the transmission distance and L0 is the attenuation length of the fiber. Letting
L(d)η B Lη ⊗ Lη ⊗ · · · ⊗ Lη︸                  ︷︷                  ︸
d times
(2.5)
denote the quantum channel that acts on the d modes of each of the k systems, the overall quantum
channel through which the source state ρS is sent is
L
(k;d)
~η
B L(d)η1 ⊗ L(d)η2 ⊗ · · · ⊗ L(d)ηk︸                       ︷︷                       ︸
k times
, (2.6)
where ~η = (η1, η2, . . . , ηk) and η j is the transmissivity of the medium to the jth node in the edge.
The quantum state shared by the k nodes after transmission from the source is then
ρSout B L
(k;d)
~η
(ρS ). (2.7)
After transmission from the source to the nodes, the nodes typically have to execute a heralding
procedure, which is a sequence of local operations and classical communication between the nodes
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that confirms whether all of the nodes received their quantum systems and whether they are in the
desired subspace. If the heralding procedure succeeds, then the nodes store their quantum systems
in a quantum memory. Mathematically, the heralding procedure can be described by a set {M0,M1}
of completely positive trace non-increasing maps such that M0 +M1 is trace preserving. The map
M0 corresponds to failure of the heralding procedure, and the mapM1 corresponds to success. The
outcome of the heralding procedure can then be captured by the following transformation of the
state ρSout to a classical-quantum state:
ρSout 7→ |0〉〈0| ⊗M0(ρSout) + |1〉〈1| ⊗M1(ρSout) = |0〉〈0| ⊗ τ˜∅ + |1〉〈1| ⊗ ρ˜0, (2.8)
where the classical register holds the binary outcome of the heralding procedure (1 for success
and 0 for failure) and the quantum register holds the quantum state of the nodes corresponding
to the outcome. In particular, τ˜∅ B M0(ρSout) is the (unnormalized) quantum state corresponding
to failure, and ρ˜0 B M1(ρSout) is the (unnormalized) quantum state corresponding to success. The
subscript “0” in ρ˜0 indicates that the quantum memories of the nodes are in their initial state
immediately after success of the heradling procedure; we expand on this below. The quantum
states conditioned on success and failure, respectively, are defined to be
ρ0 B
ρ˜0
Tr[˜ρ0]
, τ∅ B
τ˜∅
Tr[˜τ∅]
. (2.9)
Throughout this work, we let
p B Tr[˜ρ0] (2.10)
denote the overall probability of success of the transmission from the source and of the heralding
procedure.
Now, as mentioned above, once the heralding procedure succeeds, the nodes store their quan-
tum systems in their local quantum memory. Quantum memories have been made using trapped
ions [127], Rydberg atoms [128, 129], atom-cavity systems [130, 131], NV centers in diamond [98,
99, 132–135], individual rare-earth ions in crystals [136], and superconducting processors [137].
The quantum memories are in general imperfect, which means that the quantum systems decohere
over time. We describe this decoherence by a quantum channel N j acting on each quantum system
j ∈ {1, 2, . . . , k} of the link. The decoherence channel is applied at every time step in which the
quantum system is in memory. The overall quantum channel acting on all of the quantum systems
in the link is
N̂ B N1 ⊗N2 ⊗ · · · ⊗Nk. (2.11)
The quantum state of the link after m time steps in the memories is therefore given by
ρ(m) B N̂◦m(ρ0). (2.12)
For a particular target/desired quantum state of the link, which we assume to be a pure state ψ =
|ψ〉〈ψ|, we let
fm(ρ0;ψ) B 〈ψ|ρ(m)|ψ〉 = 〈ψ|N̂◦m(ρ0)|ψ〉 (2.13)
denote the fidelity of the state ρ(m) with respect to the target state ψ. For brevity, we suppress
the dependence of fm on the target state ψ whenever it is understood or is unimportant. We also
suppress, for brevity, the dependence of fm on the decoherence channels of the quantum memories.
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Agent
Environment
reward
rt(xt, at, xt+1)
xt+1
state
xt ∈ X
xt
action
at ∈ A
Figure 2: Schematic diagram of a Markov decision process. At each time t ≥ 1, the environ-
ment is in a state xt ∈ X, which is communicated to the agent. The agent then performs an
action at ∈ A. This action results in a transition of the environment from the state xt to the state
xt+1 at time t + 1, which in general occurs probabilistically. Simultaneously, the agent receives
a reward rt(xt, at, xt+1). The agent’s goal is to devise a policy that maximizes the expected total
reward; see [82, 138] for details.
2.1 Link evolution as a decision process
Let us now describe elementary link generation from the point of view of decision processes.
Specifically, we cast elementary link generation as a quantum partially observable Markov deci-
sion process, as defined in [85] (see also [86]), which is a particular quantum generalization of
Markov decision processes. In general, a (classical) Markov decision process, depicted in Fig-
ure 2, is a sequence of interactions between an agent and its environment. At each time step t ≥ 1,
the environment is in some state xt, which is one from a set X of several possible states. The
agent receives information about the state of the environment and selects an action at from a set
A of several possible actions. The environment, based on this action, transitions to a different
state xt+1 ∈ X and simultaneously provides the agent with some reward. The agent also receives
full (or partial) information about the new state of the environment, which they can then use to
select the next action. The agent’s goal is to perform actions that maximize its long-term reward.
A thorough introduction to classical Markov decision processes can be found in [82, 138]. In a
quantum partially observable Markov decision process, as defined in [85], the only difference is
that the environment is a quantum system, and each of the agent’s actions in A corresponds to a
physical evolution of the quantum system, which is described by a completely positive trace non-
increasing map acting on the quantum state of the environment. At each time step, the agent only
receives classical information about the state of the quantum system, represented by the elements
in the set X, hence making the process “partially observable”. What we make use of here is a slight
generalization of the definition of a quantum partially observable Markov decision process given
in [85] by allowing the transitions to be non-Markovian.
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In the case of elementary link generation in a quantum network that we consider in this work,
we let the classical values xt ∈ X of the environment tell us whether or not the elementary link is
active at time t. In particular, we define a random variable X(t) for the link status at time t, which
takes values in X B {0, 1} according to the following definition:
• X(t) = 0: link is inactive;
• X(t) = 1: link is active.
At each time step, the agent has to make a decision about whether to keep the link currently in
memory, or to discard it and request a new one. This decision is based on the quality of the quantum
memories (e.g., their coherence time) and the particular task at hand (e.g., how many joining
measurements need to be done in the network). In general, this decision could be probabilistic, so
we define a random variable A(t) to denote the action taken at time t. We let the set A of possible
values of A(t) be A B {0, 1}, so that, by definition:
• A(t) = 0: wait/keep the link;
• A(t) = 1: discard the link and request a new link.
The sequence
H(t) B (X(1), A(1), X(2), A(2), . . . , A(t − 1), X(t)) (2.14)
of link and action random variables tells us the history of the link up to some time t ≥ 1. Any
realization of the history is a sequence of the form
ht B (x1, a1, x2, a2, . . . , at−1, xt), (2.15)
where x j, a j ∈ {0, 1}, so that ht ∈ {0, 1}2t−1. Given any history ht of the form shown above, we let
htj B (x1, a1, x2, a2, . . . , a j−1, x j) (2.16)
denote the history up to time j ≥ 2. For j = 1, we let ht1 = x1. Then, we can regard the link value
and action random variables as functions such that, for any history ht as in (2.15),
X( j)(ht) = x j, A( j)(ht) = a j (2.17)
for all 1 ≤ j ≤ t.
By the basic rules of probability, the probability of any history ht is given by
Pr[H(t) = ht] = Pr[X(t) = xt|H(t − 1) = htt−1, A(t − 1) = at−1]·
Pr[A(t − 1) = at−1|H(t − 1) = htt−1] · Pr[H(t − 1) = htt−1] (2.18)
= Pr[X(1) = x1]
t∏
j=2
(
Pr[X( j) = x j|H( j − 1) = htj−1, A( j − 1) = a j−1] ·
9
Pr[A( j − 1) = a j−1|H( j − 1) = htj−1]
)
. (2.19)
The probabilities
dt(ht)(at) B Pr[A(t) = at|H(t) = ht] (2.20)
correspond to the decision taken at time t in the link evolution. The decision function dt takes a
history ht and outputs a probability distribution, which tells us the probability of performing the
action at at time t conditioned on the history ht up to time t. The sequence pi B (d1, d2, . . . ) is
called a policy for the link evolution, which tells us how action decisions are made at each time
step.
The quantities Pr[X( j) = x j|H( j−1) = htj−1, A( j−1) = a j−1] in (2.19) are transition probablities,
giving the probability of the link status at the next time step given the history of the link and the
action at the previous time step. These probabilities can be determined by considering how the two
actions defined above change the quantum state of the link. By definition, we have that
Pr[X(t + 1) = xt+1|H(t) = ht, A(t) = at] = Tr[Tt;ht ,at ,xt+1(σ(t|ht))] (2.21)
for all t ≥ 1, where σ(t|ht) is the quantum state of the link at time t given a particular realization
ht of the history, and Tt;h
t ,at ,xt+1 is a completely positive trace non-increasing transition map that
describes the evolution of the quantum state of the link under the given values ht, at, and xt+1 of
the history, action, and future link value, respectively. The transition maps are such that the sum∑1
xt+1=0 T
t;ht ,at ,xt+1 is trace preserving for all t ≥ 1, all histories ht, and all actions at ∈ {0, 1}. The
quantum state σ(t|ht) is defined to be
σ(t|ht) B σ˜(t; h
t)
Pr[H(t) = ht]
, (2.22)
where
σ˜(t; ht) B
 t−1∏
j=1
d j(htj)(a j)
 (Tt−1:htt−1,at−1,xt ◦ · · · ◦ T1;x1,a1,x2) (σ˜(1; x1)), (2.23)
and
σ˜(1; 0) B τ˜∅, (2.24)
σ˜(1; 1) B ρ˜0. (2.25)
Note that Pr[H(t) = ht] = Tr[σ˜(t; ht)]. Observe from (2.21) and (2.23) that the transition maps can
in general be time-dependent. The transition maps can also be non-Markovian in general, meaning
that they can depend on the entire history of the evolution and not just on the previous link status
and action.
We first define the transition maps for elementary link generation, and then we show how they
can be used to obtain an explicit expression for the operators σ˜(t; ht) using (2.23).
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Definition 2.1 (Transition maps for an elementary link). The transition maps for an elementary
link are defined to be time-independent and Markovian, and we denote them by Txt ,at ,xt+1 for all
xt, at, xt+1 ∈ {0, 1}, where
Txt ,1,1(σ) B Tr[σ] ρ˜0 ∀ xt ∈ {0, 1}, (2.26)
Txt ,1,0(σ) B Tr[σ] τ˜∅ ∀ xt ∈ {0, 1}, (2.27)
T1,0,1(σ) B N̂(σ), (2.28)
T0,0,0(σ) B σ, (2.29)
for any positive semi-definite operator σ. J
Note that our definition of the transition maps is consistent with our description of the actions
at the beginning of this section: if the action is to wait, and the link is currently active, then we
apply the decoherence channel N̂ to the quantum state of the link; if the action is to request a new
link, then the current quantum state of the link is discarded and a new link is attempted as described
at the beginning of this section. If the link is currently not active and the action is to wait, then the
quantum state stays as it is.
Using (2.21) and the definition of the transition maps, we have the following values for the
transition probabilities for any history ht = (x1, a1, . . . , at−1, xt):
Pr[X(t + 1) = 0|H(t) = ht, A(t) = 1] = 1 − p, (2.30)
Pr[X(t + 1) = 1|H(t) = ht, A(t) = 1] = p, (2.31)
Pr[X(t + 1) = xt+1|H(t) = ht, A(t) = 0] = δxt ,xt+1 ∀ xt+1 ∈ {0, 1}. (2.32)
Observe that the transition probabilities are time-independent and Markovian.
We now derive an explicit expression for the quantum state σ(t|ht) of an elementary link.
Proposition 2.1 (Quantum state of an elementary link). For every time step t ≥ 1 and for any
history ht = (x1, a1, . . . , at−1, xt), we have
σ(t|ht) = xtρ(M(t)(ht)) + (1 − xt)τ∅, (2.33)
where M(t) is defined to be the random variable that indicates the number of time steps that the
link has been held in memory at time t ≥ 1, and it satisfies the recursion relation
M(t) =
{
M(t − 1) + X(t) if A(t − 1) = 0,
X(t) − 1 if A(t − 1) = 1, (2.34)
where A(0) ≡ 1 and M(0) ≡ −1. Furthermore,
Pr[H(t) = ht] =
 t−1∏
j=1
d j(htj)(a j)
 pNsucc(t)(ht)(1 − p)Nreq(t)(ht)−Nsucc(t)(ht) (2.35)
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for all histories ht, where
Nreq(t) B
t∑
j=1
A( j − 1), Nsucc(t) B
t∑
j=1
A( j − 1)X( j) (2.36)
are the number of link requests and the number of successful link requests, respectively, up to
time t.
Remark 2.1. Intuitively, the quantity M(t) is the number of consecutive time steps up to the tth
time step that the action “wait” is performed since the most recent “request” action. The value
M(t) = −1 can be thought of as the resting state of the memory, when it is not loaded. The values
that M(t) can take are −1, 0, 1, . . . , t − 1. J
Proof of Proposition 2.1. First, let us observe that the statement of the proposition is true for t = 1,
since by (2.24) and (2.25) we can write
σ˜(1; x1) = x1ρ˜0 + (1 − x1)˜τ∅. (2.37)
Then, indeed, we have M(1) = 0 according to the definition in (2.34), as required, if x1 = 1.
Furthermore,
Tr[σ˜(1; x1)] = x1 p + (1 − x1)(1 − p) = px1(1 − p)1−x1 , (2.38)
so that
σ(1|x1) = x1ρ˜0 + (1 − x1)˜τ
∅
px1(1 − p)1−x1 (2.39)
=
{
ρ0 if x1 = 1,
τ∅ if x1 = 0,
(2.40)
= x1ρ0 + (1 − x1)τ∅ (2.41)
where we recall the definitions of ρ0 and τ∅ from (2.9).
Now, in general, using (2.23) and Definition 2.1, we have
σ˜(t; ht) =
 t−1∏
j=1
d j(htj)(a j)
 (Txt−1,at−1,xt ◦ · · · ◦ Tx1,a1,x2)(σ˜(1; x1)) . (2.42)
Using the definition of the transition maps, for each time step j > 1 in which the action “wait” (i.e.,
A( j) = 0) is performed and the link is active (i.e., X( j) = 1), the link stays active at time step j + 1,
and thus by definition the memory time must be incremented by one, which is consistent with the
definition of the memory time M(t) given in (2.34), and the quantum state of the link goes from
ρ(M(t)) to ρ(M(t) + 1). If instead the link is active at time j and the action “request” is performed
(i.e., A( j) = 1), then the quantum state of the link is discarded and is replaced either by the state
ρ0 (if X( j + 1) = 1) with probability p or by the state τ∅ (if X( j + 1) = 0) with probability 1 − p.
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In the former case, the memory time must be reset to zero, consistent with (2.34), and in the latter
case, the memory time is −1, also consistent with (2.34).
Furthermore, by definition of the transition maps, each time the action “request” is performed,
we obtain a factor of p (if the request succeeds) or 1 − p (if the request fails). If the action “wait”
is performed, then we obtain no additional multiplicative factors. The quantity Nsucc(t − 1) is, by
definition, equal to the number of requests that succeeded in t − 1 time steps. Therefore, overall,
we obtain a factor pNsucc(t−1) at the (t − 1)st time step for the number of successful requests. The
number of failed requests in t − 1 time steps is given by
t−1∑
j=1
A( j − 1)(1 − X( j)) =
t−1∑
j=1
A( j − 1) −
t−1∑
j=1
A( j − 1)X( j) (2.43)
= Nreq(t − 1) − Nsucc(t − 1), (2.44)
so that we obtain an overall factor of (1 − p)Nreq(t−1)−Nsucc(t−1) at the (t − 1)st time step for the failed
requests. Also, the memory time at the (t−1)st time step is M(t−1)(htt−1), and the since the quantum
state is either ρ(M(t − 1)(htt−1)) or τ∅, we obtain
σ˜(t; ht) =
 t−1∏
j=1
d j(htj)(a j)
 pNsucc(t−1)(htt−1)(1 − p)Nreq(t−1)(htt−1)−Nsucc(t−1)(htt−1)
×
(
xt−1T1,at−1,xt(ρ(M(t − 1)(htt−1))) + (1 − xt−1)T0,at−1,xt(τ∅)
)
(2.45)
=
 t−1∏
j=1
d j(htj)(a j)
 pNsucc(t−1)(htt−1)(1 − p)Nreq(t−1)(htt−1)−Nsucc(t−1)(htt−1)
× pat−1 xt(1 − p)at−1(1−xt)(xtρ(M(t)(ht)) + (1 − xt)τ∅) (2.46)
=

 t∏
j=1
d j(htj)(a j)
 pNsucc(t)(ht)(1 − p)Nreq(t)(ht)−Nsucc(t)(ht)
 (xtρ(M(t)(ht)) + (1 − xt)τ∅). (2.47)
Then, since Pr[H(t) = ht] = Tr[σ˜(t; ht)], we have
Pr[H(t) = ht] =
 t∏
j=1
d j(htj)(a j)
 pNsucc(t)(ht)(1 − p)Nreq(t)(ht)−Nsucc(t)(ht), (2.48)
as required. Finally,
σ(t|ht) = σ˜(t; h
t)
Tr[σ˜(t; ht)]
= xtρ(M(t)(ht)) + (1 − xt)τ∅, (2.49)
which completes the proof. 
Now, recall that the initial classical-quantum state of the link is given in (2.8), namely,
σ̂(1) B |0〉〈0| ⊗ τ˜∅ + |1〉〈1| ⊗ ρ˜0. (2.50)
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In general, the classical-quantum state of the link at time t ≥ 1 is
σ̂(t) B
∑
ht
|ht〉〈ht| ⊗ σ˜(t; ht) =
∑
ht
Pr[H(t) = ht]|ht〉〈ht| ⊗ σ(t|ht). (2.51)
Here,
|ht〉Ht B |x1〉X1 ⊗ |a1〉A1 ⊗ |x2〉X2 ⊗ |a2〉A2 ⊗ · · · ⊗ |at−1〉At−1 ⊗ |xt〉Xt , (2.52)
and we define classical registers Xt and At for the link and action values, respectively, at time t. We
denote the collection of action and link value classical registers up to time t by Ht ≡ X1A1 · · · At−1Xt.
Using the classical-quantum state of the link at time t, the classical-quantum state at time t + 1 can
be written as follows:
σ̂(t + 1) =
∑
ht
∑
at ,xt+1
|ht, at, xt+1〉〈ht, at, xt+1| ⊗ dt(ht)(at)Txt ,at ,xt+1(σ˜(t; ht)) (2.53)
≡
∑
ht+1
|ht+1〉〈ht+1| ⊗ σ˜(t + 1; ht+1), (2.54)
where
σ˜(t + 1; ht+1) = dt(ht)(at)Txt ,at ,xt+1(σ˜(t; ht)). (2.55)
Using the result of Proposition 2.1, the expected quantum state of the link at time t ≥ 1 is given
by
σ(t) B TrHt[σ̂(t)] =
∑
ht
σ˜(t; ht) (2.56)
=
∑
ht
Pr[H(t) = ht]
(
X(t)(ht)ρ(M(t)(ht)) + (1 − X(t)(ht))τ∅) (2.57)
=
∑
ht:xt=0
Pr[H(t) = ht]τ∅ +
∑
ht:xt=1
Pr[H(t) = ht]ρ(M(t)(ht)) (2.58)
= (1 − Pr[X(t) = 1])τ∅ +
t−1∑
m=0
Pr[X(t) = 1,M(t) = m]ρ(m), (2.59)
where to obtain the last equality we rearranged the sum over the set {ht : xt = 1} so that the sum is
over the possible values of the memory time m, which are 0, 1, . . . , t−1 when the link is active. The
expected quantum state of the link at time t ≥ 1, given that the link is active at time t, is defined to
be
σ(t|X(t) = 1) B TrHt[|1〉〈1|Xtσ̂(t)]
Tr[|1〉〈1|Xtσ̂(t)]
(2.60)
=
t−1∑
m=0
Pr[M(t) = m|X(t) = 1]ρ(m). (2.61)
Finally, the reward in a quantum partially observable Markov decision process is given by a set
of observables for the quantum systems of the environment, i.e., a set of Hermitian operators acting
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on the Hilbert space corresponding to the quantum systems of the environment. In this work, the
reward at time t ≥ 1 is taken to be the quantity
Tr[(|1〉〈1|Xt ⊗ ψ)σ̂(t)], (2.62)
where ψ is the target/desired state of the link. As we explain in the next section, this quantity is
the expected fidelity of the link when the link is active. Using this quantity makes sense from
the perspective of entanglement generation in a quantum network, since having higher fidelities
at the elementary link level allows for more joining measurements, and therefore entanglement
distribution over longer distances. Unlike in a typical Markov decision process, this reward is not
directly accessible to the agent, since the only information the agent receives at each time step
about the quantum state is whether or not it corresponds to an active link. Nevertheless, given
that the agent has complete knowledge of the environment (i.e., the initial source state and the
decoherence model of the quantum memories), it can tailor its actions in order to maximize the
expected fidelity after a given amount of time. In Section 4, when we determine optimal policies
for elementary link generation, we provide further justification for using the quantity in (2.62), and
we discuss other possible quantities to use as the reward.
Remark 2.2. Throughout this section, we have assumed that there are only two actions that the
agent can perform during the elementary link generation process. In practice, it might be necessary
to add other actions to the decision process. All that has to be done in this case is to appropriately
define the transition maps in order to accomodate the additional actions, and the general formulas in
(2.21) and (2.23) still hold. We can similarly incorporate other classical discrete-valued properties
of the link into the link random variable X(t) if needed. J
2.2 Link quantities
In the previous section, we defined two link quantities, the link status X(t) and the link memory
time M(t). We are interested throughout this work with several other quantities, which we now
define.
Definition 2.2 (Link quantities). Given any edge in a graph corresponding to a quantum network,
we define the following quantities.
• The random variable X(t) for the status of the link at time t: X(t) = 0 if the link is inactive,
and X(t) = 1 if the link is active.
• The random variable M(t) for the amount of time that the link is held in memory at time t. It
is defined by the recursion relation in (2.34). For any t ≥ 1, the values that M(t) can take are
−1, 0, 1, . . . , t − 1. An explicit expression for M(t) is the following:
M(t) = A(0)(X(1) + X(2) + · · · + X(t) − 1)A(1) A(2) · · · A(t − 1)
+ A(1)(X(2) + X(3) + · · · + X(t) − 1)A(2) A(3) · · · A(t − 1)
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+ A(2)(X(3) + X(4) + · · · + X(t) − 1)A(3) A(4) · · · A(t − 1)
+ · · ·
+ A(t − 1)(X(t) − 1) (2.63)
=
t∑
j=1
A( j − 1)
 t∑
`= j
X(`) − 1
 t−1∏
k= j
A(k), (2.64)
where A(0) ≡ 1 and A(k) B 1 − A(k) for all k ≥ 1. It can be shown that this definition is
equivalent to the recursive definition given in (2.34).
• The random variable
F˜(t;ψ) B X(t) fM(t)(ρ0;ψ), (2.65)
which is the fidelity of the quantum state of the link with respect to the target pure state ψ
when the link is active.
• The random variable
F(t;ψ) B
F˜(t;ψ)
Pr[X(t) = 1]
=
X(t) fM(t)(ρ0;ψ)
Pr[X(t) = 1]
, (2.66)
which is the fidelity of the quantum state of the link with respect to the target pure state ψ
given that the link is active.
• Nmax, which is the number of parallel edges between the nodes, and thus the maximum
number of entangled states that can be shared by the nodes of the edge per time step (see
Figure 1). We refer to each of the Nmax parallel edges as a parallel link. We then let
N(t) B
Nmax∑
j=1
X j(t) (2.67)
be the number of active parallel links at time t, where X j(t) is the status of the jth parallel
link of the edge at time t.
• The success rate up to time t of the link:
S (t) B
Nmax∑
`=1
t∑
j=1
A`( j − 1)X`( j)
Nmax∑
`=1
t∑
j=1
A`( j − 1)
, (2.68)
which is simply the ratio of the number of successful transmissions when a request is made
to the total number of requests made within time t. We let A(0) ≡ 1.
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• The link activity rate up to time t:
R(t) B
1
t
t∑
j=1
N( j), (2.69)
which is the average number of active links along the edge per unit time up to time t.
When we need to refer to a particular edge in the graph, we indicate the edge on the corresponding
link quantities with a subscript, e.g., Xe(t) for the link status of the edge e. When considering
any distinct pair of edges in the graph, the corresponding random variables defined above are
independent by definition. For example, for two edges e , e′, the random variables Xe(t) and Xe′(t)
are independent for all t ≥ 1, and similarly for the other random variables. J
Remark 2.3. In a graph-theoretic setting, the quantity Nmax can be interpreted as the capacity of
an edge. The quantity N(t) is then called the flow along the edge; see Section 3.3 for details. J
The success rate S (t) and the link activity rate R(t) are two rate measures that we have defined
for an elementary link. The first measure is the number of successful requests per channel use
up to time t (indeed, notice that the quantity
∑Nmax
`=1
∑t
j=1 A`( j − 1) in the denominator of S (t) is the
number of uses of the transmission channel in t time steps). The second rate measure is the average
number of parallel links obtained per unit time up to time t. When Nmax = 1, R(t) can be thought
of as the fraction of time that the link is active in t time steps.
In terms of the classical-quantum state of the link, the probability distribution of the link value
X(t) (equivalently, the expectation value E[X(t)]) can be written as
Pr[X(t) = 1] = Tr[|1〉〈1|Xtσ̂(t)] = E[X(t)], (2.70)
where the last equality holds because X(t) is a binary/Bernoulli random variable. We also have that
E[F˜(t;ψ)] =
t−1∑
m=0
fm(ρ0;ψ) Pr[X(t) = 1,M(t) = m] (2.71)
= Tr[(|1〉〈1|Xt ⊗ ψ)σ̂(t)], (2.72)
where the first equality follows by definition of F˜(t;ψ) and by definition of expectation. The second
equality follows by considering that
Tr[(|1〉〈1|Xt ⊗ ψ)σ̂(t)] =
∑
ht:xt=1
Pr[H(t) = ht]〈ψ|ρ(M(t)(ht))|ψ〉 (2.73)
=
∑
ht:xt=1
Pr[H(t) = ht] fM(t)(ht)(ρ0;ψ), (2.74)
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and considering that the sum over {ht : xt = 1} can be rearranged into a sum over the possible
values of the memory time M(t) when the link is active, which are 0, 1, . . . , t − 1. It then follows
that
E[F(t;ψ)] =
E[F˜(t;ψ)]
Pr[X(t) = 1]
(2.75)
=
t−1∑
m=0
fm(ρ0;ψ) Pr[M(t) = m|X(t) = 1] (2.76)
=
Tr[(|1〉〈1|Xt ⊗ ψ)σ̂(t)]
Tr[|1〉〈1|Xtσ̂(t)]
. (2.77)
In the following section, we consider a particular policy, the so-called “memory cutoff” policy,
and we determine analytic expressions for Pr[X(t) = 1], Pr[X(t) = 1,M(t) = m], and analytic
expressions for the expected values of F˜(t) and F(t), under this policy.
3 The memory cutoff policy for elementary link generation
A natural policy to consider, and one that has been considered extensively previously [31–34, 97–
103], is the following. A link is requested at every time step until the link is established, and
once the link is established, it is held in quantum memories for some pre-specified amount t? of
time (usually called the “memory cutoff” and not necessarily equal to the memory coherence time)
before the link is discarded and requested again. The cutoff t? can be any non-negative integer.
There are two extreme cases of this policy: when t? = 0, a request is made at every time step
regardless of whether the previous request succeeded; if t? = ∞, then a link request is made at every
time step until the link request succeeds, and once the link request succeeds the quantum systems
remain in memory indefinitely—no further request is ever made. In this section, we provide a
complete analysis of this policy, including analytic formulas for the link value probability and the
expected link fidelity as a function of time, along with the infinite-horizon (t → ∞) behavior of the
link.
For the memory cutoff policy with cutoff t?, we denote the memory time random variable by
Mt?(t). It turns out to be more convenient to use the following simpler formula for the memory
time Mt?(t) than the general formula given in (2.64) when t? < ∞:
Mt?(t) =
 t∑
j=1
X(t) − 1
 mod(t? + 1), t? < ∞. (3.1)
With this formula, the memory time is always in {0, 1, . . . , t?} when t? < ∞. Also note that, with
this formula, we get a memory value of −1mod(t? + 1) = t? even when the memory is not loaded.
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The advantage of this is that, if Mt?(t) < t?, then X(t) = 1. When t? = ∞, we have
M∞(t) =
t∑
j=1
X(t) − 1, (3.2)
and so the values that the memory time can take are −1, 0, 1, . . . , t − 1.
Mathematically, the memory cutoff policy is described as follows for all t? ≥ 0:
dt(ht)(at) = Pr[A(t) = at|H(t) = ht] = δat ,M′t? (t)(ht), (3.3)
where for all t? < ∞,
M′t?(t)(h
t) B δM(t)(ht),t? =
{
0 if Mt?(t)(ht) < t?,
1 if Mt?(t)(ht) = t?
(3.4)
is the function that tells us whether or not the memory time is equal to t?. For t? = ∞, we have
M′∞(t)(h
t) B
{
1 if M∞(t)(ht) = −1,
0 otherwise. (3.5)
From this, we see that the memory cutoff policy is deterministic and that the action at each time
step is determined by the value of M′t?(t) for all t
? ≥ 0. In particular,
A(t) = 0 ⇐⇒ M′t?(t) = 0, A(t) = 1 ⇐⇒ M′t?(t) = 1. (3.6)
In other words,
Pr[X(t + 1) = xt+1|H(t) = ht, A(t) = at] = Pr[X(t + 1) = xt+1|H(t) = ht,M′t?(t) = at], (3.7)
for all histories ht, all at, xt+1 ∈ {0, 1}, and all t? ≥ 0. In particular, we can use (2.32) to conclude
that
Pr[X(t + 1) = xt+1|H(t) = ht,M′t?(t) = 0] =
{
0 if xt+1 = 0,
1 if xt+1 = 1.
(3.8)
The transition probabilities given in (2.30)–(2.32) therefore reduce to the following for the memory
cutoff policy:
Pr[X(t + 1) = 0|H(t) = ht,M′t?(t) = 1] = 1 − p, (3.9)
Pr[X(t + 1) = 1|H(t) = ht,M′t?(t) = 1] = p, (3.10)
Pr[X(t + 1) = 0|H(t) = ht,M′t?(t) = 0] = 0, (3.11)
Pr[X(t + 1) = 1|H(t) = ht,M′t?(t) = 0] = 1, (3.12)
for all histories ht and all t? ≥ 0. The following conditional probabilities then hold for any t? < ∞:
Pr[X(t + 1) = 1,Mt?(t + 1) = 0|X(t) = 0,Mt?(t) = m] = p, 0 ≤ m ≤ t?, (3.13)
Pr[X(t + 1) = 1,Mt?(t + 1) = 0|X(t) = 1,Mt?(t) = t?] = p, (3.14)
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Pr[X(t + 1) = 0,Mt?(t + 1) = t?|X(t) = 0,Mt?(t) = m] = 1 − p, 0 ≤ m ≤ t?, (3.15)
Pr[X(t + 1) = 0,Mt?(t + 1) = t?|X(t) = 1,Mt?(t) = t?] = 1 − p, (3.16)
Pr[X(t + 1) = 1,Mt?(t + 1) = m + 1|X(t) = 1,Mt?(t) = m] = 1, 0 ≤ m ≤ t? − 1, (3.17)
Pr[X(t + 1) = 0,Mt?(t + 1) = t?|X(t) = 0,Mt?(t) = t?] = 1, (3.18)
with all other possible conditional probabilities equal to zero. Since these transition probabilities
are time-independent, and since the pair (X(t + 1),Mt?(t + 1)) depends only on (X(t),Mt?(t)), we
have that ((X(t),Mt?(t)) : t ≥ 1) is a stationary/time-homogeneous Markov process. As such,
the conditional probabilities can be organized into the transition matrix T (t?), t? < ∞, defined as
follows:(
T (t?)
)
x,m
x′,m′
B Pr[X(t + 1) = x,Mt?(t + 1) = m|X(t) = x′,Mt?(t) = m′],
x, x′ ∈ {0, 1}, m,m′ ∈ {0, 1, . . . , t?}. (3.19)
For t? = ∞, observe that the action at time t ≥ 1 depends only the current value of the link, not on
the entire history of the link. In other words, the definition of M′∞(t) in (3.5) is equivalent to
M′∞(t) = 1 − X(t). (3.20)
Indeed, if X(t) = 0, then by definition of the t? = ∞ cutoff policy a request is made, so that
M′∞(t) = 1, as required. If X(t) = 1, then the link is kept, meaning that M
′
∞(t) = 0. The transition
probabilities in (3.9)–(3.12) can therefore be simplified to the following when t? = ∞:
Pr[X(t + 1) = 0|X(t) = 0] = 1 − p, (3.21)
Pr[X(t + 1) = 0|X(t) = 1] = 0, (3.22)
Pr[X(t + 1) = 1|X(t) = 0] = p, (3.23)
Pr[X(t + 1) = 1|X(t) = 1] = 1. (3.24)
These transition probabilities are time-independent and Markovian, so they can be organized into
the transition matrix T (∞) defined as follows:
(T (∞)) x
x′
B Pr[X(t + 1) = x|X(t) = x′], x, x′ ∈ {0, 1}. (3.25)
To begin our analysis of the memory cutoff policy, let us consider what the histories ht look
like by considering a particular example. Consider a link for which t? = 3, and let us consider the
link values up to time t = 10. Given that each link request succeeds with probability p and fails
with probability 1 − p, in Table 1 we write down the probability for each sequence of link values
according to the formula in (2.35). Note that we only include those histories that have non-zero
probability (indeed, some sequences ht = (x1, a1, . . . , at−1, xt) ∈ {0, 1}2t−1 will have zero probability
under the memory cutoff policy). We also include in the table the memory times Mt?(t), which are
calculated using the formula in (3.1). Since the memory cutoff policy is deterministic, it suffices
to keep track only of the link values and not of the action values, since the action values are given
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deterministically by the link values. For the link value sequences, we define two quantities that
are helpful for obtaining analytic formulas for the link quantities defined in Section 2.2. The first
quantity is Y1(t), which we define to be the number of full blocks of ones (having length t? + 1) in
link value sequences up to time t − 1. The values that Y1(t) can take are 0, 1, . . . , b t−1t?+1c if t? < ∞,
and 0 if t? = ∞. We also define the quantity Y2(t) to be the number of trailing ones in link value
sequences up to time t. The values that Y2(t) can take are 0, 1, . . . , t? + 1 if t? < ∞, and 0, 1, . . . , t
if t? = ∞.
Using the quantities Y1(t) and Y2(t), along with the general formula in (2.35), we obtain the
following formula for the probability of histories with non-zero probability.
Proposition 3.1. For any t ≥ 1, any t? < ∞, any p ∈ [0, 1], and for any history ht = (x1, a1, x2,
a2, . . . , at−1, xt) with non-zero probability,
Pr[H(t) = ht] = pY1(t)(h
t)(1 − p)t−(t?+1)Y1(t)(ht)δY2(t)(ht),0
+ (1 − δY2(t)(ht),0)pY1(t)(h
t)+1(1 − p)t−Y2(t)(ht)−(t?+1)Y1(t)(ht), (3.26)
where Y1(t)(ht) is defined to be the number of full blocks of ones of length t? + 1 up to time t − 1
in the sequence (x1, x2, . . . , xt) of link values, and Y2(t)(ht) is defined to be the number of trailing
ones in the sequence (x1, x2, . . . , xt). For t? = ∞,
Pr[H(t) = ht] = (1 − p)tδY2(t)(ht),0 + (1 − δY2(t)(ht),0)p(1 − p)t−Y2(t)(h
t). (3.27)
Proof. The result in (3.26) follows immediately from the formula in (2.35) by observing that
Nsucc(t) = Y1(t) + 1 − δY2(t),0 and Nreq(t) = t − (t? + 1)Y1(t) − Y2(t). For t? = ∞, we only ever
have trailing ones in the link value sequences, so that Y1(t)(ht) = 0 for all t ≥ 1 and all histories ht.
The result in (3.27) then follows. 
Next, let us consider the number of link value sequences with non-zero probability, which we
need in order to calculate the link quantities defined in Section 2.2. Using Table 1 as a guide, we
obtain the following.
Lemma 3.1. For any t ≥ 1 and any t? ≥ 0, let Ω(t; t?) denote the set of link value sequences for
the t? memory cutoff policy that have non-zero probability. Then, for all t? < ∞,
∣∣∣Ω(t; t?)∣∣∣ = b t−1t?+1 c∑
x=0
t?+1∑
k=0
((
t − 1 − xt?
x
)
δk,0 + (1 − δk,0)
(
t − k − xt?
x
)
1t−k−x(t?+1)≥0
)
. (3.28)
For t? = ∞, |Ω(t;∞)| = 1 + t.
Proof. We start by counting the number of link value sequences when the number of trailing ones
is equal to zero, i.e., when k ≡ Y2(t)(ht) = 0. If we also let the number x ≡ Y1(t)(ht) of full blocks
of ones in time t − 1 be equal to one, then there are t? + 1 ones and t − t? − 2 zeros up to time t − 1.
21
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 Y1(t)(ht) Y2(t)(ht) Pr[H(t) = ht] Mt?(t)(ht)
0 0 0 0 0 0 0 0 0 0 0 0 (1 − p)10 3
1 1 1 1 0 0 0 0 0 0 1 0 p(1 − p)6 3
0 1 1 1 1 0 0 0 0 0 1 0 p(1 − p)6 3
0 0 1 1 1 1 0 0 0 0 1 0 p(1 − p)6 3
0 0 0 1 1 1 1 0 0 0 1 0 p(1 − p)6 3
0 0 0 0 1 1 1 1 0 0 1 0 p(1 − p)6 3
0 0 0 0 0 1 1 1 1 0 1 0 p(1 − p)6 3
1 1 1 1 1 1 1 1 0 0 2 0 p2(1 − p)2 3
1 1 1 1 0 1 1 1 1 0 2 0 p2(1 − p)2 3
0 1 1 1 1 1 1 1 1 0 2 0 p2(1 − p)2 3
0 0 0 0 0 0 0 0 0 1 0 1 p(1 − p)9 0
0 0 0 0 0 0 0 0 1 1 0 2 p(1 − p)8 1
0 0 0 0 0 0 0 1 1 1 0 3 p(1 − p)7 2
0 0 0 0 0 0 1 1 1 1 0 4 p(1 − p)6 3
1 1 1 1 0 0 0 0 0 1 1 1 p2(1 − p)5 0
0 1 1 1 1 0 0 0 0 1 1 1 p2(1 − p)5 0
0 0 1 1 1 1 0 0 0 1 1 1 p2(1 − p)5 0
0 0 0 1 1 1 1 0 0 1 1 1 p2(1 − p)5 0
0 0 0 0 1 1 1 1 0 1 1 1 p2(1 − p)5 0
0 0 0 0 0 1 1 1 1 1 1 1 p2(1 − p)5 0
1 1 1 1 0 0 0 0 1 1 1 2 p2(1 − p)4 1
0 1 1 1 1 0 0 0 1 1 1 2 p2(1 − p)4 1
0 0 1 1 1 1 0 0 1 1 1 2 p2(1 − p)4 1
0 0 0 1 1 1 1 0 1 1 1 2 p2(1 − p)4 1
0 0 0 0 1 1 1 1 1 1 1 2 p2(1 − p)4 1
1 1 1 1 0 0 0 1 1 1 1 3 p2(1 − p)3 2
0 1 1 1 1 0 0 1 1 1 1 3 p2(1 − p)3 2
0 0 1 1 1 1 0 1 1 1 1 3 p2(1 − p)3 2
0 0 0 1 1 1 1 1 1 1 1 3 p2(1 − p)3 2
1 1 1 1 0 0 1 1 1 1 1 4 p2(1 − p)2 3
0 1 1 1 1 0 1 1 1 1 1 4 p2(1 − p)2 3
0 0 1 1 1 1 1 1 1 1 1 4 p2(1 − p)2 3
1 1 1 1 1 1 1 1 0 1 2 1 p3(1 − p) 0
1 1 1 1 0 1 1 1 1 1 2 1 p3(1 − p) 0
0 1 1 1 1 1 1 1 1 1 2 1 p3(1 − p) 0
1 1 1 1 1 1 1 1 1 1 2 2 p3 1
Table 1: Link value sequences for a link with t? = 3 up to time t = 10. The quantity Y1(t) is the
number of full blocks of ones in link value sequences up to time t − 1, and Y2(t) is the number
of trailing ones in link value sequences up to time t. Mt?(t) is the memory time at time t, given
by the formula in (3.1).
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The total number of link value sequences is then equal to the number of ways that the single block
of ones can be moved around in the link value sequence up to time t−1. This quantity is equivalent
to the number of permutations of t − 1 − t? objects with t − t? − 2 of them being identical (these
are the zeros), which is given by
(t − 1 − t?)!
(t − 2 − t?)!(t − 1 − t? − t + t? + 2)! =
(t − 1 − t?)!
(t − t? − 2)!(1)! =
(
t − 1 − t?
1
)
. (3.29)
We thus have the x = 0 and k = 0 term in the sum in (3.28). If we stick to k = 0 but now consider
more than one full block of ones in time t − 1 (i.e., let x ≡ Y1(t)(ht) ≥ 1), then the number of
link value sequences is given by a similar argument as before: it is equal to the number of ways of
permuting t−1− xt? objects, with x of them being identical (the blocks of ones) and the remaining
t − 1− x(t? + 1) objects also identical (the number of zeros), i.e.,
(
t−1−xt?
x
)
. The total number of link
value sequences with zero trailing ones is therefore
b t−1
t?+1
c∑
x=0
(
t − 1 − xt?
x
)
. (3.30)
Let us now consider the case k ≡ Y2(t)(ht) > 0. Then, the number of time slots in which full
blocks of ones can be shuffled around is t − k. If there are x blocks of ones in time t − k, then by
the same arguments as before, the number of such link value sequences is given by the number of
ways of permuting t − k − xt? objects, with x of them being identical (the full blocks of ones) and
the remaining t − k − x(t? + 1) of them also identical (these are the zeros up to time t − k). In other
words, the number of link value sequences with k > 0 and x ≥ 0 is(
t − k − xt?
x
)
1t−k−x(t?+1)≥0. (3.31)
We must put the indicator function 1t−k−x(t?+1)≥0 in order to ensure that the binomial coefficient
makes sense. This also means that, depending on the time t, not all values of k between 0 and
t? + 1 can be considered in the total number of link value sequences (simply because it might not
be possible to fit all possible values of trailing ones and full blocks of ones within that amount of
time). By combining (3.30) and (3.31), we obtain the desired result.
In the case t? = ∞, because there are never any full blocks of ones and only trailing ones, we
have t link value sequences, each containing k trailing ones, where 1 ≤ k ≤ t. We also have a link
value sequence consisting of all zeros, giving a total of t + 1 link value sequences. 
Remark 3.1. Note that when t? = 0, we get
|Ω(t; 0)| =
t−1∑
x=0
1∑
k=0
((
t − 1
x
)
δk,0 + (1 − δk,0)
(
t − k
x
)
1t−k−x≥0
)
(3.32)
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=t−1∑
x=0
(
t − 1
x
)
+
t−1∑
x=0
(
t − 1
x
)
1t−1−x≥0︸  ︷︷  ︸
1 ∀x
(3.33)
= 2t−1 + 2t−1 (3.34)
= 2t. (3.35)
In other words, when t? = 0, all t-bit strings are valid link value sequences.
For t ≤ t? + 1, no full blocks of ones in time t − 1 are possible, so we get
∣∣∣Ω(t; t?)∣∣∣ = t?+1∑
k=0
((
t − 1
0
)
δk,0 + (1 − δk,0)
(
t − k
0
)
1t−k≥0
)
(3.36)
=
(
t − 1
0
)
+
t∑
k=1
(
t − k
0
)
(3.37)
= 1 + t. (3.38)
This coincides with the result for t? = ∞, because when t? = ∞ the condition t ≤ t? + 1 is satisfied
for all t ≥ 1. J
3.1 Calculation of link quantities
We now provide analytic expressions for the link quantities defined in Section 2.2 in both the
finite-horizon and infinite-horizon cases. All of the results here apply to any individual elementary
link in a network, including individual parallel links in the case that an edge has Nmax > 1 parallel
edges, since all of the parallel links are mutually independent. We discuss multiple parallel links
in more detail in Section 3.3.
Proposition 3.2. For any t ≥ 1, t? ≥ 0, and p ∈ [0, 1],
Pr[Mt?(t) = m, X(t) = 1] = p(1 − p)t−(m+1), t ≤ t? + 1, 0 ≤ m ≤ t − 1, (3.39)
and
Pr[Mt?(t) = m, X(t) = 1] =
b t−1
t?+1
c∑
x=0
(
t − (m + 1) − xt?
x
)
1t−(m+1)−x(t?+1)≥0 px+1(1 − p)t−(m+1)−x(t?+1),
t > t? + 1, 0 ≤ m ≤ t?. (3.40)
Proof. For t ≤ t? + 1, because no full blocks of ones up to time t − 1 are possible, the possible
values for the memory time are 0, 1, . . . , t − 1. Furthermore, for each value of m ∈ {0, 1, . . . , t − 1},
there is only one link value sequence for which Mt?(t) = m, and this sequence has Y2(t) = m + 1
trailing ones and thus probability p(1 − p)t−1−m by Proposition 3.1.
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Figure 3: (Left) The expected link value for various values of t and t? as a function of the link
success probability p. (Right) The expected link value for fixed values of p and t? as a function
of t.
For t > t? + 1, we proceed similarly by considering the number Y1(t) of full blocks of ones in
time t − 1 and the number Y2(t) of trailing ones in link value sequences (x1, x2, . . . , xt) such that
xt = 1. Since we must have xt = 1, we require Y2(t) ≥ 1. Now, in order to have a memory time of
Mt?(t) = m, we can have link value sequences consisting of any number x = Y1(t) of full blocks of
ones ranging from 0 to b t−1t?+1c as long as Y2(t) = m + 1. (Note that at the end of each full block of
ones the memory time is equal to t?.) The number of such link value sequences is(
t − (m + 1) − xt?
x
)
1t−(m+1)−x(t?+1)≥0, (3.41)
as given by (3.31), and the probability of each such link value sequence is px+1(1− p)t−(m+1)−x(t?+1).
By summing over all 0 ≤ x ≤ b t−1t?+1c, we obtain the desired result. 
As an immediate corollary of Proposition 3.2, we obtain the probability distribution of the link
value random variable X(t).
Corollary 3.1. For any t ≥ 1, any t? ≥ 0, and any p ∈ [0, 1],
Pr[X(t) = 1] =

1 − (1 − p)t, t ≤ t? + 1,
b t−1
t?+1
c∑
x=0
t?+1∑
k=1
(
t − k − xt?
x
)
1t−k−x(t?+1)≥0 px+1(1 − p)t−k−(t?+1)x, t > t? + 1
(3.42)
Proof. This follows immediately from the fact that Pr[X(t) = 1] =
∑t−1
m=0 Pr[X(t) = 1,Mt?(t) = m]
for t ≤ t? + 1 and that Pr[X(t) = 1] = ∑t?m=0 Pr[X(t) = 1,Mt?(t) = m] for t > t? + 1. 
See Figure 3 for plots of E[X(t)] as a function of the time steps t and as a function of the
elementary link generation probability p.
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Let us now recall the following quantities:
F˜(t;ψ) = X(t) fM(t)(ρ0;ψ), F(t;ψ) =
F˜(t;ψ)
Pr[X(t) = 1]
, (3.43)
the latter being the fidelity of the link given that the link is active. From Proposition 3.2 and
Corollary 3.1, along with (2.71) and (2.76), we immediately obtain analytic expressions for the
expectation values of these quantities under the memory cutoff policy:
E[F˜(t;ψ)] =

t−1∑
m=0
fm(ρ0;ψ)p(1 − p)t−(m+1) t ≤ t? + 1,
t?∑
m=0
fm(ρ0;ψ) Pr[Mt?(t) = m, X(t) = 1], t > t? + 1,
(3.44)
E[F(t;ψ)] =

t−1∑
m=0
fm(ρ0;ψ)
p(1 − p)t−(m+1)
1 − (1 − p)t t ≤ t
? + 1,
t?∑
m=0
fm(ρ0;ψ)
Pr[Mt?(t) = m, X(t) = 1]
Pr[X(t) = 1]
, t > t? + 1,
(3.45)
where in (3.44) and (3.45) the expression for Pr[Mt?(t) = m, X(t) = 1] for t > t? + 1 is given in
(3.40), and the expression for Pr[X(t) = 1] for t > t? + 1 is given in (3.42). Furthermore, from
(2.59), we have that the expected quantum state of the link at time t ≥ 1 is
σ(t) =

(1 − p)tτ∅ +
t−1∑
m=0
p(1 − p)t−(m+1)ρ(m), t ≤ t? + 1,
(1 − Pr[X(t) = 1])τ∅ +
t?∑
m=0
Pr[Mt?(t) = m, X(t) = 1]ρ(m) t > t? + 1,
(3.46)
where for t > t? + 1 the expressions for Pr[X(t) = 1] and Pr[Mt?(t) = m, X(t) = 1] are given in
(3.42) and (3.40), respectively. From (2.61), we also have
σ(t|X(t) = 1) =

t−1∑
m=0
p(1 − p)t−(m+1)
1 − (1 − p)t ρ(m), t ≤ t
? + 1,
t?∑
m=0
Pr[Mt?(t) = m, X(t) = 1]
Pr[X(t) = 1]
ρ(m), t > t? + 1,
(3.47)
where again for t > t? + 1 the expressions for Pr[X(t) = 1] and Pr[Mt?(t) = m, X(t) = 1] are given
in (3.42) and (3.40), respectively.
Let us now consider the t → ∞, or infinite-horizon behavior of the link.
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Theorem 3.1. For all t? ≥ 0 and p ∈ [0, 1].
lim
t→∞E[X(t)] =
(t? + 1)p
1 + t?p
. (3.48)
Proof. Since we consider the limit t → ∞, it suffices to consider the expression for Pr[X(t) = 1]
in (3.42) for t > t? + 1. Also due to the t → ∞ limit, we can disregard the indicator function in
(3.42), so that
lim
t→∞E[X(t)] = limt→∞
b t−1
t?+1
c∑
x=0
t?+1∑
k=1
(
t − k − xt?
x
)
px+1(1 − p)t−k−(t?+1)x. (3.49)
Next, consider the binomial expansion of (1 − p)t−k−(t?+1)x:
(1 − p)t−k−(t?+1)x =
∞∑
j=0
(
t − k − (t? + 1)x
j
)
(−1) j p j. (3.50)
Substituting this into (3.49) gives us
lim
t→∞E[X(t)] = p limt→∞
∞∑
x, j=0
t?+1∑
k=1
(
t − k − t?x
x
)(
t − k − (t? + 1)x
j
)
(−1) j px+ j (3.51)
= p lim
t→∞
∞∑
`=0
∑`
j=0
t?+1∑
k=1
(
t − k − t? j
j
)(
t − k − (t? + 1) j
` − j
)
(−1)`− j p`. (3.52)
Now, for brevity, let a ≡ t − k, and let us focus on the sum
∑`
j=0
(−1)`− j
(
a − t? j
j
)(
a − t? j − j
` − j
)
. (3.53)
We start by expanding the binomial coefficients to get(
a − t? j
j
)(
a − t? j − j
` − j
)
=
(a − t? j)!
j!(` − j)!(a − t? j − `)! (3.54)
=
1
j!(` − j)!
`−1∏
s=0
(a − t? j − s) (3.55)
=
1
`!
(
`
j
) `−1∏
s=0
(a − t? j − s). (3.56)
Next, we have
`−1∏
s=0
(a − t? j − s) =
∑`
n=0
(−1)`−n
[
`
n
]
(a − t? j)n, (3.57)
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where
[
`
n
]
is the (unsigned) Stirling number of the first kind1. Performing the binomial expansion
of (a − t? j)n, the sum in (3.53) becomes∑`
j=0
∑`
n=0
n∑
i=0
(−1)`− j 1
`!
(
`
j
) [
`
n
] (
n
i
)
(−1)i(t?)i jian−i. (3.58)
Now, it holds that ∑`
j=0
(−1)`− j 1
`!
(
`
j
)
ji = (−1)2`
{
i
`
}
, (3.59)
where
{
i
`
}
is the Stirling number of the second kind2. For i < `, it holds that
{
i
`
}
= 0, and
{
`
`
}
= 1.
Since i ranges from 0 to n, and n itself ranges from 0 to `, the sum in (3.59) is zero except for when
i = `. The sum in (3.59) is therefore effectively equal to (−1)2`δi,`. Substituting this into (3.58)
leads to ∑`
n=0
n∑
i=0
(−1)2`δi,`
[
`
n
] (
n
i
)
(−1)i(t?)ian−i = (−1)`(t?)`, (3.60)
where we have used the fact that
[
`
`
]
= 1. Altogether, we have shown that
∑`
j=0
(−1)`− j
(
a − t? j
j
)(
a − t? j − j
` − j
)
= (−1)`(t?)` (3.61)
for all ` ≥ 0. The sum is independent of a = t − k. Substituting this result into (3.52), and using
the fact that ∞∑
`=0
(−1)`x` = 1
1 + x
, x , −1, (3.62)
we get
lim
t→∞E[X(t)] = p
∞∑
`=0
t?+1∑
k=1
(−1)`(t?p)` = p(t? + 1)
∞∑
`=0
(−1)`(t?p)` = (t
? + 1)p
1 + t?p
, (3.63)
as required. 
Note that if t? = ∞, then
lim
t?→∞
lim
t→∞E[X(t)] = limt?→∞
(t? + 1)p
1 + t?p
= 1, (3.64)
which is what we expect, because if t? = ∞, then the link, once established, never has to be
dropped.
1This number is defined to be the number of permutations of ` elements with n disjoint cycles.
2This number is defined to be the number of ways to partition a set of i objects into ` non-empty subsets.
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Theorem 3.2. For any t? < ∞, p ∈ [0, 1], and m ∈ {0, 1, . . . , t?},
lim
t→∞Pr[Mt
?(t) = m, X(t) = 1] =
p
1 + t?p
. (3.65)
Proof. The proof is very similar to the proof of Theorem 3.1. Using the result of Proposition 3.2,
in the limit t → ∞ we have
lim
t→∞Pr[Mt
?(t) = m, X(t) = 1] = lim
t→∞
∞∑
x=0
(
t − (m + 1) − xt?
x
)
px+1(1 − p)t−(m+1)−x(t?+1). (3.66)
Using the binomial expansion of (1 − p)t−(m+1)−x(t?+1), exactly as in the proof of Theorem 3.1, we
can write
lim
t→∞Pr[Mt
?(t) = m, X(t) = 1] = lim
t→∞
∞∑
x=0
∞∑
j=0
p
(
t − (m + 1) − xt?
x
)(
t − (m + 1) − (t? + 1)x
j
)
(−1) j px+ j
(3.67)
= lim
t→∞
∞∑
`=0
∑`
j=0
p
(
t − (m + 1) − jt?
j
)(
t − (m + 1) − (t? + 1) j
` − j
)
(−1)`− j p`.
(3.68)
Then, using (3.61), we have that
∑`
j=0
(−1)`− j
(
t − (m + 1) − jt?
j
)(
t − (m + 1) − (t? + 1) j
` − j
)
= (−1)`(t?)` (3.69)
for all t ≥ 1 and all m ∈ {0, 1, . . . , t?}. Finally, using (3.62), we obtain
lim
t→∞Pr[Mt
?(t) = m, X(t) = 1] = p
∞∑
`=0
(−1)`(t?p)` = p
1 + t?p
, (3.70)
as required. 
For t? < ∞, the conditional probabliity Pr[Mt?(t) = m|X(t) = 1] in the limit t → ∞ is equal to
lim
t→∞Pr[Mt
?(t) = m|X(t) = 1] = lim
t→∞
Pr[Mt?(t) = m, X(1) = 1]
Pr[X(t) = 1]
(3.71)
=
limt→∞ Pr[Mt?(t) = m, X(t) = 1]
limt→∞ Pr[X(t) = 1]
(3.72)
=
1
t? + 1
. (3.73)
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As an immediate consequence of Theorem 3.1 and Theorem 3.2, we obtain the following:
lim
t→∞E[F˜(t;ψ)] =
p
1 + t?p
t?∑
m=0
fm(ρ0;ψ), t? < ∞, (3.74)
lim
t→∞E[F(t;ψ)] =
1
t? + 1
t?∑
m=0
fm(ρ0;ψ), t? < ∞. (3.75)
For the expected quantum state, we obtain
lim
t→∞σ(t) =
1 − p
1 + t?p
τ∅ +
p
1 + t?p
t?∑
m=0
ρ(m), t? < ∞, (3.76)
lim
t→∞σ(t|X(t) = 1) =
1
t? + 1
t?∑
m=0
ρ(m), t? < ∞. (3.77)
Let us also determine the probabilities Pr[Mt?(t) = m, X(t) = 0] for finite t?. Observe that this
probability is non-zero only when Mt?(t) = t?. This is due to the fact that we can have X(t) = 0
in only one of two possible ways: either there are some full blocks of ones of length t? + 1 before
time t, or there are no full blocks of ones before time t. In both cases, the value of the memory can
only be equal to t?. We thus obtain the following.
Proposition 3.3. For any t ≥ 1, t? < ∞, p ∈ [0, 1], and m ∈ {0, 1, . . . , t?},
Pr[Mt?(t) = m, X(t) = 0] =

δm,t?(1 − p)t, t ≤ t? + 1,
δm,t?
b t−1
t?+1
c∑
x=0
(
t − 1 − xt?
x
)
px(1 − p)t−(t?+1)x, t > t? + 1.
(3.78)
For t? = ∞,
Pr[M∞(t) = m, X(t) = 0] = δm,−1(1 − p)t (3.79)
for all m ∈ {−1, 0, 1, . . . , t − 1}.
Proof. For finite t?, when t ≤ t? + 1, there is only one link value sequence ending with a zero,
and that is the sequence consisting of all zeros, which has probability (1 − p)t. Furthermore, since
the value of the memory for this sequence is equal to t?, only the case Mt?(t) = t? has non-zero
probability. When t > t? + 1, we can again have non-zero probability only for Mt?(t) = t?. In this
case, because every link value sequence has to end with a zero, we must have Y2(t) = 0. Therefore,
using (3.26), along with (3.30), we obtain the desired result.
For t? = ∞, only the link value sequence consisting of all zeros ends with a zero, and in this
case we have M∞(t) = −1. The result then follows. 
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By following arguments very similar to the proof of Theorem 3.2, we arrive at the following
infinite-horizon expression for Pr[Mt?(t) = m, X(t) = 0] when t? < ∞:
lim
t→∞Pr[M(t) = m, X(t) = 0] = δm,t
?
1 − p
1 + t?p
, m ∈ {0, 1, . . . , t?}. (3.80)
Finally, let us consider the expected success rate E[S (t)]. Letting Nmax = 1, recall that
S (t) =
∑t
j=1 A( j − 1)X( j)∑t
j=1 A( j − 1)
. (3.81)
The success rate is simply the ratio of the number of successful requests up to time t to the total
number of requests up to time t.
Proposition 3.4. For any t? ≥ 0, any t ≥ 1, and any p ∈ [0, 1],
E[S (t)] =
t−1∑
j=0
1
j + 1
p(1 − p) j, t ≤ t? + 1. (3.82)
For t > t? + 1,
E[S (t)] =
b t−1
t?+1
c∑
x=0
(
x
t − t?x
(
t − 1 − xt?
x
)
px(1 − p)t−(t?+1)x
+
t?+1∑
k=1
x + 1
t − k − t?x + 1
(
t − k − xt?
x
)
px+1(1 − p)t−k−(t?+1)x1t−k−(t?+1)x≥0
 . (3.83)
Proof. We start with the observation that, for any history ht, the number of successful requests
can be written in terms of the number Y1(t)(ht) of blocks of ones of length t? + 1 and the number
Y2(t)(ht) of trailing ones in the link value sequence corresponding to ht as
Y1(t)(ht) + 1 − δY2(t)(ht),0. (3.84)
Similarly, the total number of failed requests is
t − Y2(t)(ht) − (t? + 1)Y1(t)(ht). (3.85)
Therefore,
S (t)(ht) =
Y1(t)(ht) + 1 − δY2(t)(ht),0
t − Y2(t)(ht) − (t? + 1)Y1(t)(ht) + Y1(t)(ht) + 1 − δY2(t)(ht),0
(3.86)
=
Y1(t)(ht) + 1 − δY2(t)(ht),0
t − Y2(t)(ht) − t?Y1(t)(ht) + 1 − δY2(t)(ht),0
. (3.87)
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Figure 4: The expected success rate, as given by the expressions in Proposition 3.4, for a link
with p = 0.3 and various cutoffs.
Now, for t ≤ t? + 1, we always have Y1(t)(ht) = 0 for all histories ht, and the link value sequence
can consist only of a positive number of trailing ones not exceeding t. Thus, from Proposition 3.1,
the probability of any such history is p(1 − p)t−Y2(t)(ht). Using (3.87) then leads to
E[S (t)] =
∑
ht
S (t)(ht) Pr[H(t) = ht] =
t∑
k=1
1
t − k + 1 p(1 − p)
t−k =
t−1∑
j=0
1
j + 1
p(1 − p) j (3.88)
for t ≤ t? + 1, as required, where the last equality follows by a change of summation variable.
For t > t? + 1, we use (3.87) again, keeping in mind this time that the number of trailing ones
can be equal to zero, to get
E[S (t)] =
∑
ht
S (t)(ht) Pr[H(t) = ht] (3.89)
=
∑
ht:Y2(t)(ht)=0
S (t)(ht) Pr[H(t) = ht] +
∑
ht:Y2(t)(ht)≥1
S (t)(ht) Pr[H(t) = ht] (3.90)
=
b t−1
t?+1
c∑
x=0
( x
t − t?x Pr[H(t) = h
t : Y1(t)(ht) = x,Y2(t)(ht) = 0]
+
t?+1∑
k=1
x + 1
t − k − t?x + 1 Pr[H(t) = h
t : Y1(t)(ht) = x,Y2(t)(ht) = k]
 . (3.91)
Using Proposition 3.1, we arrive at the desired result. 
See Figure 4 for a plot of the expected rate E[S (t)] as a function of time for various values
of the cutoff. We find that the rate has essentially the shape of a decaying square wave, which is
clearer for larger values of the cutoff. In particular, the “plateaus” in the curves have a period of
t? + 1 time steps. Let us now consider the values of these pleateaus. The largest plateau can be
found by considering the case t? = ∞, because in this case the condition t ≤ t? + 1 is satisfied for
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all t ≥ 1, and it is when this condition is true that the largest plateau occurs. Using Proposition 3.4
with t? = ∞, we find that the value of the largest plateau approaches
lim
t→∞E[S (t)] = limt→∞
t−1∑
j=0
1
j + 1
p(1 − p) j = − p ln p
1 − p , t
? = ∞, (3.92)
for all p ∈ (0, 1). In the case t? < ∞, as we see in Figure 4, there are multiple plateaus, with each
plateau lasting for a period of t? + 1 time steps, as mentioned earlier. The values of these pleateaus
depend on the number x ≥ 0 of full blocks of ones in the link value sequence. Specifically, the
values of the plateaus approach
lim
t→∞
t−(t?+1)x∑
k=1
x + 1
t − k − t?x + 1
(
t − k − t?x
x
)
px+1(1 − p)t−k−(t?+1)x
= lim
t→∞
t−1∑
j=(t?+1)x
x + 1
j − t?x + 1
(
j − t?x
x
)
px+1(1 − p) j−(t?+1)x = p · 2F1(1, 1, 2 + x, 1 − p), (3.93)
for all x ≥ 0, where 2F1(a, b, c, z) is the hypergeometric function. Then, using the fact that
limx→∞ 2F1(1, 1, 2 + x, 1 − p) = 1 [139], we conclude that the plateaus approach the value of
p, i.e.,
lim
t→∞E[S (t)] = p, t
? < ∞. (3.94)
3.2 Waiting time
Let us now consider the waiting time for an elementary link. The waiting time is defined to be the
number of time steps needed to establish a link from the time that a link is requested. We focus
here on just one elementary link. Detailed analyses of the waiting time for a chain of bipartite links
have been conducted in [34, 100, 110, 140].
It is well known for the model being considered here that the waiting time, which we denote
by W, is a geometric random variable, so that Pr[W = t] = p(1 − p)t−1, where p is the success
probability of the link. The expected waiting time is then E[W] = 1p . We can confirm this using the
formalism developed in this work by noting that the waiting time probability distribution is given
simply by the probability that it takes t time steps to establish the link, starting from t = 1:
Pr[W = t] = Pr[X(1) = 0, X(2) = 0, . . . , X(t) = 1]. (3.95)
Using the result of Proposition 3.1, we immediately obtain Pr[W = t] = p(1 − p)t−1, from which
the expected waiting time is E[W] =
∑∞
t=1 tp(1 − p)t−1 = 1p , as expected. Note that this result holds
regardless of the value of t?, and it assumes that the initial request for entanglement is made at
time t = 0.
Let us now consider a scenario in which the elementary link generation process is persistent,
even if no end-user request is made. In other words, we consider an “always-on”/continuous link
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generation procedure that is ready to go whenever end-user entanglement is requested, rather than
have the entire process begin only when end-user entanglement is requested. Then, if an end-user
request for entanglement occurs at time treq ≥ 0, then the waiting time random variable W(treq) has
probability distribution
Pr[W(treq) = t] = Pr[X(treq + 1) = 0, X(treq + 2) = 0, . . . , X(treq + t) = 1] (3.96)
for all t ≥ 1. In other words, the waiting time is given by the amount of time it takes to establish
the link after the end-user request is made. Note that W = W(0). With non-zero memory cutoff
and treq > 0, we can obtain a lower expected waiting time than 1p , which we now show.
Proposition 3.5. For any t? < ∞, for any treq ≥ 0, and for any p ∈ (0, 1),
E[W(treq)] =
Pr[Mt?(treq + 1) = t?, X(treq + 1) = 0]
p(1 − p) . (3.97)
For t? = ∞,
E[W(treq)] =
Pr[X(treq + 1) = 0]
p(1 − p) =
(1 − p)treq
p
. (3.98)
Remark 3.2. As a check, let us first observe the following:
• If treq = 0, then since Pr[Mt?(1) = t?, X(1) = 0] = 1 − p for all t? < ∞ (see Proposition 3.3),
we obtain E[W(0)] = 1p , as expected. We get the same result for t
? = ∞.
• If t? = 0, then we get Pr[Mt?(treq + 1) = 0, X(treq + 1) = 0] = 1 − p for all treq ≥ 0 (see
Proposition 3.3), which means that E[W(treq)] = 1p for all treq ≥ 0. This makes sense, because
in the t? = 0 policy the link is never held in memory. J
Proof of Proposition 3.5. Using (3.96), we have
Pr[W(treq) = t]
= Pr[X(treq + 1) = 0, . . . , X(treq + t) = 1] (3.99)
=
t?∑
m1,...,mt=0
Pr[X(treq + 1) = 0,Mt?(treq + 1) = m1, . . . , X(treq + t) = 1,Mt?(treq + t) = mt].
(3.100)
Using the transition matrix T (t?) defined in (3.13)–(3.19), we obtain
Pr[W(treq) = t]
=
t?∑
m1,...,mt=0
(T (t?)) 1,mt
0,mt−1
· · · (T (t?))0,m3
0,m2
(T (t?))0,m2
0,m1
Pr[Mt?(treq + 1) = m1, X(treq + 1) = 0]. (3.101)
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Figure 5: The expected waiting time for a single link, as given by (3.97), for p = 0.3 and
various values of t? as a function of the request time treq.
Using (3.78), along with (3.13)–(3.19), we have that
Pr[W(treq) = t] = Pr[Mt?(treq + 1) = t?, X(treq + 1) = 0]p(1 − p)t−2, (3.102)
for all t ≥ 1. The result then follows.
For t? = ∞, using the transition matrix T (∞) defined in (3.25) leads to
Pr[X(treq + 1) = 0, . . . , X(treq + t) = 1]
= (T (∞))1
0
(T (∞))0
0
· · · (T (∞))0
0
Pr[X(treq + 1) = 0]. (3.103)
Then, from (3.42), we have that Pr[X(treq + 1) = 0] = (1 − p)treq+1, so that
Pr[W(treq) = t] = p(1 − p)t−2(1 − p)treq+1 (3.104)
for all t ≥ 1. The result then follows. 
In the limit treq → ∞, we obtain using (3.80),
lim
treq→∞
E[W(treq)] =
1
p(1 + t?p)
, t? < ∞. (3.105)
See Figure 5 for plots of the expected waiting time, given by (3.97), as a function of the request
time treq for various values of t?. As long as t? is strictly greater than zero, the waiting time is
strictly less than 1p , despite the oscillatory behavior for small values of treq. In the limit treq → ∞,
we see that the waiting time is monotonically decreasing with increasing t?, which is also apparent
from (3.105).
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3.3 Multiple parallel links
So far, we have considered only one edge connecting a particular set of nodes corresponding to
an elementary link in a network. Suppose now that those nodes have Nmax > 1 parallel edges
connecting them (see Figure 1). Therefore, at each time step, the set of nodes can have at most Nmax
active parallel links. In this scenario, as described in the Introduction, the network is described by
a multigraph, since each parallel link corresponds to a distinct edge connecting the nodes. All of
these parallel links are mutually independent by definition. Therefore, if E is a subset of edges in
a graph corresponding to a quantum network, then we can write the classical-quantum state of an
edge e ∈ E at time t as ⊗Nmaxej=1 σ̂e, j(t) for all t ≥ 1, where each σ̂e, j(t) is given by (2.51) and Nmaxe
is the maximum number of parallel links in the edge e ∈ E. By tracing out the classical history
registers of each parallel link, we obtain the overall expected quantum state of an edge e ∈ E at
time t as follows:
Nmaxe⊗
j=1
σe, j(t), (3.106)
where each σe, j(t) is given by the expression in (3.46). In the limit t → ∞, we use the expression
in (3.76) to obtain
Nmaxe⊗
j=1
 1 − pe, j1 + t?e, j pe, jτ∅e, j + pe, j1 + t?e, j pe, j
t?e, j∑
m=0
ρe, j(m)
 (t → ∞), (3.107)
where {pe, j}N
max
e
j=1 and {t?e, j}N
max
e
j=1 are the success probabilities and cutoffs of the parallel links (all finite)
for the edge e ∈ E.
Using the joint state of the parallel links in (3.106), it is possible to apply an entanglement
distillation protocol in order to increase the fidelity of the link, which is important for achieving a
high-fidelity long-distance entangled state. See [26–28] for examples of bipartite entanglement dis-
tillation protocols, and [141–146] for examples of multipartite entanglement distillation protocols.
(See also [147–156].) Upper bounds on the fidelity that can be achieved after an entanglement
distillation protocol, in the non-asymptotic setting, can be calculated using a semi-definite pro-
gram (SDP), as shown in [157]. For practical entanglement distillation schemes, which typically
only consist of one round of local operations and classical communication and also have non-unit
success probability, SDP upper bounds have been provided in [155]. In [158], the authors use
reinforcement learning to discover protocols for entanglement distillation. See [25, 102, 111, 112]
for an analysis of quantum repeater protocols with entanglement distillation.
Using the expressions in (3.106) and (3.107), along with the fact that the elementary link gen-
eration for each edge in the set E is indepdendent of the other edges, we can write the overall
expected quantum state corresponding to the set E of edges as follows:
σE(t) B
⊗
e∈E
Nmaxe⊗
j=1
σe, j(t) (3.108)
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When all of the cutoffs are finite, in the limit t → ∞, we get
lim
t→∞σE(t) =
⊗
e∈E
Nmaxe⊗
j=1
 1 − pe, j1 + t?e, j pe, jτ∅e, j + pe, j1 + t?e, j pe, j
t?e, j∑
m=0
ρe, j(m)
 . (3.109)
With multiple parallel links in an edge e ∈ E, the probability of having at least one active
parallel link at time t is
Pr[Ne(t) ≥ 1] = 1 −
Nmaxe∏
j=1
(1 − Pr[Xe, j(t) = 1]), (3.110)
where Xe, j(t) is the link random variable for the jth parallel link. In the limit t → ∞, using (3.48),
this probability becomes
lim
t→∞Pr[Ne(t) ≥ 1] = 1 −
Nmaxe∏
j=1
1 − pe, j
1 + t?e, j pe, j
. (3.111)
We can also determine the expected number of active parallel links at any given time. Recalling
that Ne(t) =
∑Nmaxe
j=1 Xe, j(t) is the random variable for the total number of parallel links at time t ≥ 1,
we find that the expected number of parallel links is simply
∑Nmaxe
j=1 E[Xe, j(t)], with E[Xe, j(t)] given
by (3.42) for each parallel link. In the limit t → ∞, the expected number of parallel links becomes
lim
t→∞E[Ne(t)] =
Nmaxe∑
j=1
(t?e, j + 1)pe, j
1 + t?e, j pe, j
. (3.112)
If all of the parallel links have the same success probability pe and the same cutoff t?e , then this
reduces to
lim
t→∞E[Ne(t)] = N
max
e
(t?e + 1)pe
1 + t?e pe
(3.113)
parallel links on average in the t → ∞ limit. Note that if all of the parallel links have the same
memory cutoff and the same success probability, then Ne(t) is simply a binomial random variable
with parameter Pr[Xe(t) = 1]; otherwise, Ne(t) is a Poisson-binomial random variable (see, e.g.,
[159]). Also, as mentioned in Remark 2.3, the quantity Nmaxe can be thought of as an edge capacity,
because it is the maximum number of entangled states that can be shared along an edge per unit
time. Then, Ne(t) can be thought of as the edge flow, and E[Ne(t)] the expected edge flow. In the
case of bipartite links, Menger’s theorem [160, 161] tells us that we can use the expected flow to
determine at any time step the expected number of edge-disjoint paths between two given nodes in
the network, which then gives us the number of entangled states that they can share; see, e.g., [74].
In the case of multipartite links, the expected edge flow can be used to determine the expected
number of edge-disjoint Steiner/spanning trees [162–164] for a given set of nodes in the network
in order to determine the number of multipartite entangled states that they can share; see, e.g., [75,
78, 165].
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Let us now consider the rate R(t) for any edge under the memory cutoff policy in the t → ∞
limit. First, recall that
R(t) =
1
t
t∑
j=1
N( j) (3.114)
is the average number of active parallel links in an edge per unit time in t time steps.
Theorem 3.3. For any elementary link consisting of Nmax parallel links, with {p j}Nmaxj=1 being the
success probabilities for the parallel links and {t?j }N
max
j=1 the memory cutoffs for the parallel links, the
expected rate E[R(t)] of elementary link generation in the limit t → ∞ is as follows:
lim
t→∞E[R(t)] = limt→∞
1
t
t∑
j=1
E[N( j)] =
Nmax∑
j=1
(t?j + 1)p j
1 + t?j p j
. (3.115)
Proof. The expected rate E[R(t)] is, by defintion, the Cesáro mean of the sequence (E[N( j)])tj=1
(see, e.g., [166]). Then, because lim j→∞ E[N( j)] exists and is given by (3.112), we use the well-
known result that the limit of Cesáro means is equal to the limit of the original sequence [166],
leading to the desired result. 
3.4 Total number of active links
Consider a subset E of edges in a graph corresponding to a quantum network. Then, for any time
t ≥ 1, the number of active links in the set E is
LE(t) B
∑
e∈E
Nmaxe∑
j=1
Xe, j(t), (3.116)
where Xe, j(t) is the link status random variable for the jth parallel link of the edge e ∈ E. When
only the number of edges/elementary links is relevant, we use the notation LM(t) to refer to the
number of active links at time t, where M = |E| is the number of edges/elementary links under
consideration.
The total number of active elementary links was introduced in [101] as a figure of merit on the
performance of an entanglement distribution network, and it was shown that the quantity provides
an upper bound on the average largest cluster size (i.e., the size of the largest connected component)
in the network. In particular, for the case that all of the elementary links have the same success
probability p and Nmaxe = 1 for all e ∈ E, with M = |E|, it was shown that 1ME[LM(t)] ≤ 1− (1− p)t
for all t ≥ 1.
Using the results of Section 3.1, we can now extend the result of [101]. In particular,
E[LE(t)] =
∑
e∈E
Nmaxe∑
j=1
E[Xe, j(t)], (3.117)
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Figure 6: The expected total number E[LM(t)] of active elementary links when M edges in total
are being considered. We use the notation E[LM(∞)] ≡ limt→∞ E[LM(t)]. (Left) M = 2 edges
in the limit t → ∞ with Nmax = 1 parallel link for each edge. One link has success probability
p1 and cutoff t?1 = 5, and the other link has success probability p2 and cutoff t
?
2 = 2. (Right)
M = 4 edges after t = 50 time steps, with Nmax = 1 parallel link for each edge. Two of the links
have success probability p1 with cutoffs 5, 15, and the other two links have success probability
p2 with cutoffs 10, 20.
with E[Xe, j(t)] given by the expression in (3.42), i.e.,
Pr[Xe, j(t) = 1]
=

1 − (1 − pe, j)t, t ≤ t?e, j + 1,
b t−1
t?e, j+1
c∑
x=0
t?e, j+1∑
k=1
(
t − k − xt?e, j
x
)
1t−k−x(t?e, j+1)≥0 p
x+1
e, j (1 − pe, j)t−k−(t
?
e, j+1)x, t > t?e, j + 1
(3.118)
where {pe, j : e ∈ E, 1 ≤ j ≤ Nmaxe } is the set of success probabilities and {t?e, j : e ∈ E, 1 ≤ j ≤ Nmaxe }
is the set of cutoffs. In the t → ∞ limit, this reduces to the following simple expression using
Theorem 3.1:
lim
t→∞E[LE(t)] =
∑
e∈E
Nmaxe∑
j=1
(t?e, j + 1)pe, j
1 + t?e, j pe, j
. (3.119)
See Figure 6 for plots of E[LM(t)]. Given a subset of elementary links with given memory
cutoffs, we can estimate the success probabilities that need to be attained in order to achieve a
desired expected number of active elementary links after a given amount of time.
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Figure 7: The expected collective link status E[XtotM (t)] of a collection of M edges. We use the
notation XtotM (∞) ≡ limt→∞ E[XtotM (t)]. (Left) M = 2 edges in the limit t → ∞ with Nmax = 1
parallel link for each edge. One link has success probability p1 and cutoff t?1 = 5, and the other
link has success probability p2 and cutoff t?2 = 2. (Right) M = 4 edges after t = 50 time steps,
with Nmax = 1 parallel link for each edge. Two of the links have success probability p1 with
cutoffs 5, 15, and the other two links have success probability p2 with cutoffs 10, 20.
3.5 Collective link status
Consider a subset E of edges in a graph corresponding to a quantum network. Then, in the case
that each edge has only one parallel edge, for any time t ≥ 1 we define the collective link status
XtotE to be
XtotE (t) B
∏
e∈E
Xe(t) (3.120)
When only the number of edges/elementary links is relevant, we use the notation XtotM (t) to refer to
the collective link status at time t, where M = |E| is the number of edges/elementary links under
consideration. Note that the collective link status is equal to one if and only if all of the links are
active at the given time. In other words,
Pr[XtotE (t) = 1] = E[X
tot
E (t)] =
∏
e∈E
Pr[Xe(t) = 1]. (3.121)
In the limit t → ∞,
lim
t→∞E[XE(t)] =
∏
e∈E
(t?e + 1)pe
1 + t?e pe
, (3.122)
where {pe}e∈E and {t?e }e∈E are the success probabilities and cutoffs, respectively, of the links. The
collective link status can be used to estimate the probability of having a long-distance entangled
link between a collection of non-adjacent nodes that are connected to each other along a path given
by the subset E of edges.
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In general, if each edge e ∈ E has a number Nmaxe ≥ 1 of parallel edges, then the probability
that all corresponding elementary links have at least one active parallel link at time t ≥ 1 is given
by ∏
e∈E
Pr[Ne(t) ≥ 1] =
∏
e∈E
1 − N
max
e∏
j=1
(1 − Pr[Xe, j(t) = 1])
 . (3.123)
In the limit t → ∞, this becomes
∏
e∈E
1 − N
max
e∏
j=1
1 − pe, j
1 + t?e, j pe, j
 . (3.124)
See Figure 7 for plots of E[XtotM ]. Given a subset of elementary links with given memory cutoffs,
we can estimate the success probabilities that need to be attained in order to achieve a desired
expected collective link status after a given amount of time.
4 Finite-horizon policy optimization
Having analyzed the memory cutoff policy, let us now turn to obtaining optimal policies. We stick
to the so-called “finite-horizon” case, meaning that the final time for the link evolution is fixed at
the outset and is finite, and the task is to optimize the reward up to the final time. In Theorem 4.1
below, we show that policy optimization can be done using dynamic programming.
Recall that a policy is of the form pi = (d1, d2, . . . ), where the d j are decision functions, which
in general give conditional probability distributions over actions conditioned on histories. To each
element of the policy pi, we can associate a density operator as follows:
pi( j; h j) B
1∑
a=0
d j(h j)(a)|a〉〈a|, j ≥ 1, h j ∈ {0, 1}2 j−1. (4.1)
Then, we can write the operator σ˜(t; ht) in (2.23) for any t ≥ 1 and any history ht = (x1, a1, x2,
a2, . . . , at−1, xt) as follows:
σ˜(t; ht) =
 t−1∏
j=1
Tr[pi( j; htj)|a j〉〈a j|]
 (Tt−1;htt−1,at−1,xt ◦ · · · ◦ T1;x1,a1,x2)(σ˜(1; x1)) (4.2)
=
 t−1∏
j=1
Tr[pi( j; htj)|a j〉〈a j|]
 σ˜′(t; ht), (4.3)
where
σ˜′(t; ht) B (Tt−1;h
t
t−1,at−1,xt ◦ · · · ◦ T1;x1,a1,x2)(σ˜(1; x1)). (4.4)
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Policy optimization is then the task of optimizing the reward up to a given time t with respect to
the density operators {pi( j; h j): 1 ≤ j ≤ t − 1, h j ∈ {0, 1}2 j−1} that define a policy.
Now, before getting to Theorem 4.1, let us consider how policies for elementary link generation
should be evaluated. At the end of Section 2.1, we stated that the quantity E[F˜(t)] represents the
reward in the decision process corresponding to elementary link generation. The objective function
when optimizing over policies would thus be the quantity E[F˜(t)]. Using this quantity makes sense
from the perspective of elementary link generation in a quantum network, because with higher
elementary link fidelities more joining measurements can be performed in order to obtain high-
fidelity entanglement distribution over longer distances without having to perform entanglement
distillation. Another way to justify using E[F˜(t)] as the objective function is by considering two
alternatives.
The first alternative to E[F˜(t)] is the expected link value E[X(t)]. If we use E[X(t)] as the
objective function for policy optimization, then it is clear that the policy consisting of the action
“request” at every time step before the link is established, and the action “wait” at every time step
after the link is established, is optimal, in the sense that it achieves the highest value of E[X(t)] for
all t ≥ 1. (Observe that this policy is simply the t? = ∞ memory cutoff policy.) A higher value
of E[X(t)] comes, of course, at the cost of a lower fidelity, since each “wait” action decreases the
fidelity of the quantum state stored in memory. If instead we consider maximizing the expected
fidelity E[F(t)] of the link given that the link is active, then it is clear that the action “request” at
each time step is optimal, because then the quantity E[F(t)] is equal to the initial fidelity f0 at all
time steps, which is the highest that can be obtained (without entanglement distillation). (Observe
that this policy is simply the t? = 0 memory cutoff policy.) This highest value of the fidelity comes
at the cost of a lower expected link value, since the probability that the link is active stays at p for all
times under this policy, i.e., Pr[X(t) = 1] = p for all t ≥ 1 if at every time step the agent requests
a link. The quantity E[F˜(t)] = E[X(t) fM(t)(ρ0)] by definition incorporates the trade-off between
the link value and the link fidelity, and therefore it is a better figure of merit for elementary link
generation.
Having justified the use of E[F˜(t)] as the objective function for policy optimization, let us
discuss one simple policy optimization strategy, which is intuitive but not necessarily optimal,
before getting to our main result in Theorem 4.1. Since the agent, at each time step, has to decide
whether to keep the current link or to discard it and request a new one, a simple policy is for the
agent to deterministically pick the action at at time t that maximizes the quantity E[F˜(t + 1)] at the
next time step. Recalling that the classical-quantum state of the link at time t + 1 is
σ̂(t + 1) =
∑
ht+1
|ht+1〉〈ht+1| ⊗ σ˜(t + 1; ht+1) (4.5)
=
∑
ht ,at ,xt+1
|ht, at, xt+1〉〈ht, at, xt+1| ⊗ dt(ht)(at)Txt ,at ,xt+1(σ˜(t; ht)), (4.6)
and that
E[F˜(t + 1;ψ)] = Tr[(|1〉〈1|Xt+1 ⊗ ψ)σ̂(t + 1)], (4.7)
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using (2.33) we have two possibilities for every history ht (assuming both actions are taken deter-
ministically):
at = 0⇒ E[F˜(t + 1;ψ)] = 〈ψ|TX(t)(ht),0,1(σ˜(t; ht))|ψ〉
= Pr[H(t) = ht]X(t)(ht)〈ψ|N̂(ρ(M(t)(ht)))|ψ〉
= Pr[H(t) = ht]X(t)(ht) fM(t)(ht)+1(ρ0), (4.8)
at = 1⇒ E[F˜(t + 1;ψ)] = Pr[H(t) = ht]p f0(ρ0) (4.9)
So the task is to determine which of the two quantities, X(t)(ht) fM(t)(ht)+1(ρ0) and p f0(ρ0), is higher.
If the link is not active at time t, meaning that X(t)(ht) = 0, then requesting a link, i.e., selecting
at = 1, is higher than selecting at = 0 (since the latter leads to a value of E[F˜(t + 1;ψ)] = 0 for
p > 0). On the other hand, if the link is active at time t, then the task is to compare
fM(t)(ht)+1(ρ0) (at = 0) and p f0(ρ0) (at = 1) (4.10)
for every history ht. Which of these two quantities is higher (and thus which action is taken)
depends on the success probability p ∈ (0, 1), the noise model of the quantum memory, and on the
target pure state ψ.
The policy discussed above is an example of a so-called “forward greedy” policy: at each time
step, we take the action that maximizes the expected value of F˜ at the next time step. As it turns out,
however, this policy is in general not optimal among all possible policies. In fact, as we now show,
the global optimal policy is a “reverse greedy” policy, which is defined by first deterministically
picking the action that maximizes the expected value of F˜ at the final time step, then proceeding
backwards in time, optimizing the actions recursively until we reach the first time step.
Theorem 4.1. For all t ≥ 1, and for any pure state ψ,
max
pi
E[F˜(t + 1;ψ)] =
1∑
x1=0
max
a1∈{0,1}
v∗1(t; x1, a1), (4.11)
where for all 1 ≤ j ≤ t − 2,
v∗j(t; h
j, a j) =
1∑
x j+1=0
max
a j+1∈{0,1}
v∗j+1(t; h
j+1, a j+1) ∀ h j ∈ {0, 1}2 j−1, a j ∈ {0, 1}, (4.12)
and
v∗t−1(t; h
t−1, at−1) =
1∑
xt=0
max
at∈{0,1}
〈ψ|σ˜′(t + 1; ht, at, 1)|ψ〉 ∀ ht−1 ∈ {0, 1}2t−3, at−1 ∈ {0, 1}. (4.13)
Furthermore, the optimal policy is deterministic and given by pi∗ = (d∗j : 1 ≤ j ≤ t), where
d∗j(h
j) = arg max
a j∈{0,1}
v∗j(t; h
j, a j) ∀ 1 ≤ j ≤ t − 1 ∀ h j ∈ {0, 1}2 j−1, (4.14)
d∗t (h
t) = arg max
at∈{0,1}
〈ψ|σ˜′(t + 1; ht, at, 1)|ψ〉 ∀ ht ∈ {0, 1}2t−1. (4.15)
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Proof. We start by using the definition of E[F˜(t + 1;ψ)] and the expression in (4.3) to write
E[F˜(t + 1;ψ)] =
∑
ht+1:xt+1=1
〈ψ|σ˜(t + 1; ht+1)|ψ〉 (4.16)
=
1∑
ht ,at
 t∏
j=1
Tr[pi( j; ht+1j )|a j〉〈a j|]
 〈ψ|σ˜′(t + 1; ht, at, 1)|ψ〉 (4.17)
=
1∑
x1,a1=0
Tr[pi(1; x1)|a1〉〈a1|]v1(t; x1, a1) (4.18)
=
1∑
x1=0
Tr

 1∑
a1=0
|a1〉〈a1|v1(t; x1, a1)
 pi(1; x1)
 , (4.19)
where we have let
v1(t; x1, a1) B
1∑
x2,...,xt=0
a2,...,at=0
 t∏
j=2
Tr[pi( j; ht+1j )|a j〉〈a j|]
 〈ψ|σ˜′(t + 1; ht, at, 1)|ψ〉. (4.20)
Notice that v1(t; x1, a1) does not depend on the decision variables in pi(1; x1) for the first time step.
Therefore,
max
pi
E[F˜(t + 1;ψ)] =
1∑
x1=0
max
pi(1;x1)
Tr

 1∑
a1=0
|a1〉〈a1|v∗1(t; x1, a1)
 pi(1; x1)
 , (4.21)
where
v∗1(t; x1, a1) B max{pi( j;ht+1j ):2≤ j≤t}
v1(t; x1, a1) (4.22)
= max
{pi( j;ht+1j ):2≤ j≤t}
1∑
x2,...,xt=0
a2,...,at=0
 t∏
j=2
Tr[pi( j; ht+1j )|a j〉〈a j|]
 〈ψ|σ˜′(t + 1; ht, at, 1)|ψ〉. (4.23)
The optimization in (4.21) is of the form maxρ:ρ≥0,Tr[ρ]=1 Tr[ρH] for some Hermitian operator H,
and it is known (see, e.g., [167]) that this is equal to the maximum eigenvalue λmax(H) of H.
The operator H here is simply
∑1
a1=0 |a1〉〈a1|v∗1(t; x1, a1), which is diagonal in the basis {|a1〉}1a1=0;
therefore, its maximum eigenvalue is maxa1∈{0,1} v
∗
1(t; x1, a1). Consequently,
max
pi
E[F˜(t + 1;ψ)] =
1∑
x1=0
max
a1∈{0,1}
v∗1(t; x1, a1). (4.24)
The optimal decision at the first time step is therefore given by pi∗(1; x1) B |d∗1(x1)〉〈d∗1(x1)|, where
the optimal decision function d∗1 is deterministic and given by
d∗1(x1) B arg max
a1∈{0,1}
v∗1(t; x1, a1) ∀ x1 ∈ {0, 1}. (4.25)
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Now, in order to determine v∗1(t; x1, a1), we can write v1(t; x1, a1) as follows:
v1(t; x1, a1) =
1∑
x2,a2=0
Tr[pi(2; ht+12 )|a2〉〈a2|]v2(t; ht+12 , a2) (4.26)
=
1∑
x2=0
Tr

 1∑
a2=0
|a2〉〈a2|v2(t; ht+12 , a2)
 pi(2; ht+12 )
 , (4.27)
where
v2(t; ht+12 , a2) B
1∑
x3,...,xt=0
a3,...,at=0
 t∏
j=3
Tr[pi( j; ht+1j )|a j〉〈a j|]
 〈ψ|σ˜′(t + 1; ht, at, 1)|ψ〉. (4.28)
Then, observing that v2(t; ht+12 , a2) does not depend on the decision variables in pi(2; h
t+1
2 ), we apply
the same reasoning as above to conclude that
v∗1(t; x1, a1) =
1∑
x2=0
max
a2∈{0,1}
v∗2(t; h
t+1
2 , a2). (4.29)
Then, in a similar manner to above, we find that the optimal decision is given by pi∗(2; ht+12 ) B|d∗2(ht+12 )〉〈d∗2(ht+12 )|, where the optimal decision function d∗2 is again deterministic and given by
d∗2(h
t+1
2 ) B arg max
a2∈{0,1}
v∗2(t; h
t+1
2 , a2) ∀ ht+12 ∈ {0, 1}3. (4.30)
In general, we have that
v j(t; ht+1j , a j) B
1∑
x j+1,...,xt=0
a j+1,...,at=0
 t∏
k= j+1
Tr[pi(k; ht+1k )|ak〉〈ak|]
 〈ψ|σ˜(t + 1; ht, at, 1)|ψ〉 (4.31)
=
1∑
x j+1,a j+1=0
Tr[pi( j + 1; ht+1j+1)|a j+1〉〈a j+1|]v j+1(t; ht+1j+1, a j+1) (4.32)
=
1∑
x j+1=0
Tr

 1∑
a j+1=0
|a j+1〉〈a j+1|v j+1(t; ht+1j+1, a j+1)
 pi( j + 1; ht+1j+1)
 (4.33)
for all 1 ≤ j ≤ t − 2. We recursively optimize each v j, leading to
v∗j(t; h
t+1
j , a j) B max{pi(k;ht+1k ): j+1≤k≤t}
v j(t; ht+1j , a j) (4.34)
=
1∑
x j+1=0
max
a j+1∈{0,1}
v∗j+1(t; h
t+1
j+1, a j+1). (4.35)
45
Then, the optimal action d∗j(h
t+1
j ) to be performed deterministically at the j
th time step is given by
d∗j(h
t+1
j ) = arg max
a j∈{0,1}
v∗j(t; h
t+1
j , a j), ∀ 1 ≤ j ≤ t − 2 ∀ ht+1j ∈ {0, 1}2 j−1. (4.36)
For time step t − 1, we have
vt−1(t; ht+1t−1, at−1) B
1∑
xt=0
Tr

 1∑
at=0
|at〉〈at|〈ψ|σ˜′(t + 1; ht, at, 1)|ψ〉
 pi(t; ht+1t )
 , (4.37)
so that the optimal action at time t − 1, to be performed deterministically, is given by
d∗t−1(h
t+1
t−1) = arg max
at−1∈{0,1}
v∗t−1(t; h
t+1
t−1, at−1) ∀ ht+1t−1 ∈ {0, 1}2t−3, (4.38)
where
v∗t−1(t; h
t+1
t−1, at−1) B
1∑
xt=0
max
at∈{0,1}
〈ψ|σ˜′(t + 1; ht, at, 1)|ψ〉. (4.39)
For the final action at at time t, we have
d∗t (h
t) = arg max
at∈{0,1}
〈ψ|σ˜′(t + 1; ht, at, 1)|ψ〉 ∀ ht ∈ {0, 1}2t−1. (4.40)
This completes the proof. 
5 Summary and outlook
In this work, we have cast elementary link generation in a quantum network within the framework
of quantum partially observable Markov decision processes, as defined in [85]. At each stage in the
elementary link generation procedure, an agent decides whether to request a new link or to keep
the link currently in the quantum memories at the nodes. We defined the transition maps acting on
the quantum state of the link corresponding to these two actions, and we determined expressions
for the expected quantum state and expected fidelity of the link at any time for any policy and any
noise model for the quantum memories. We then looked at the special memory cutoff policy. Using
the framework of decision processes allowed us to determine both the finite-horizon and infinite-
horizon behavior of the link under the memory cutoff policy, in terms of the expected quantum
state, expected fidelity, and expected rates. We then showed how dynamic programming can be
used to obtain optimal policies in the finite-horizon setting.
One direction for future work is to go beyond the elementary link level and use quantum deci-
sion processes as a general technique to develop policies for full-fledged entanglement distribution
protocols in quantum networks that incorporate entanglement distillation and joining measure-
ments. Such a development would involve multiple interacting agents (for the different sets of
nodes) and multiple environments (for the different edges).
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