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A. Darwiche, Recursive conditioning
We introduce an any-space algorithm for exact inference in Bayesian networks, called recursive
conditioning. On one extreme, recursive conditioning takes O(n) space and O(n exp(w logn)) time—
where n is the size of a Bayesian network and w is the width of a given elimination order—therefore,
establishing a new complexity result for linear-space inference in Bayesian networks. On the other
extreme, recursive conditioning takes O(n exp(w)) space and O(n exp(w)) time, therefore, matching
the complexity of state-of-the-art algorithms based on clustering and elimination. In between linear
and exponential space, recursive conditioning can utilize memory at increments of X-bytes, whereX
is the number of bytes needed to store a floating point number in a cache. Moreover, the algorithm is
equipped with a formula for computing its average running time under any amount of space, hence,
providing a valuable tool for time–space tradeoffs in demanding applications. Recursive conditioning
is therefore the first algorithm for exact inference in Bayesian networks to offer a smooth tradeoff
between time and space, and to explicate a smooth, quantitative relationship between these two
important resources. Ó 2001 Elsevier Science B.V. All rights reserved.
C.P. Gomes and B. Selman, Algorithm portfolios
Stochastic algorithms are among the best methods for solving computationally hard search and
reasoning problems. The run time of such procedures can vary significantly from instance to
instance and, when using different random seeds, on the same instance. One can take advantage
of such differences by combining several algorithms into a portfolio, and running them in parallel
or interleaving them on a single processor. We provide an evaluation of the portfolio approach on
distributions of hard combinatorial search problems. We show under what conditions the portfolio
approach can have a dramatic computational advantage over the best traditional methods. In
particular, we will see how, in a portfolio setting, it can be advantageous to use a more “risk-seeking”
strategy with a high variance in run time, such as a randomized depth-first search approach in
mixed integer programming versus the more traditional best-bound approach. We hope these insights
will stimulate the development of novel randomized combinatorial search methods. Ó 2001 Elsevier
Science B.V. All rights reserved.
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L. Finkelstein and S. Markovitch, Optimal schedules for monitoring anytime
algorithms
Monitoring anytime algorithms can significantly improve their performance. This work deals with
the problem of off-line construction of monitoring schedules. We study a model where queries are
submitted to the monitored process in order to detect satisfaction of a given goal predicate. The
queries consume time from the monitored process, thus delaying the time of satisfying the goal
condition. We present a formal model for this class of problems and provide a theoretical analysis of
the class of optimal schedules. We then introduce an algorithm for constructing optimal monitoring
schedules and prove its correctness. We continue with distribution-based analysis for common
distributions, accompanied by experimental results. We also provide a theoretical comparison of
our methodology with existing monitoring techniques. Ó 2001 Elsevier Science B.V. All rights
reserved.
W. Zhang, Iterative state-space reduction for flexible computation
Flexible computation is a general framework for decision making under limited computational
resources. It enables an agent to allocate limited computational resources to maximize its overall
performance or utility. In this paper, we present a strategy for flexible computation, which we call
iterative state-space reduction. The main ideas are to reduce a problem space that is difficult to
search to one that is relatively easy to explore, to use the optimal solution from the reduced space
as an approximate solution to the original problem, and to iteratively apply multiple reductions to
progressively find better solutions. The basic operation for state-space reduction is heuristic node
pruning, which excludes the nodes that do not seem to lead to high-quality solutions from further
examination. Iterative state-space reduction can be combined with a state-space search, such as
best-first search or depth-first branch-and-bound (DFBnB). The resulting algorithm can run as an
anytime algorithm, which provides a tradeoff between solution quality and computation. Based on an
analytical modal, we analyze the probability that one iteration of the iterative process finds a solution.
Furthermore, by combining it within DFBnB we apply iterative state-space reduction to three
combinatorial problems, the maximum Boolean satisfiability, the symmetric TSP and asymmetric
TSP. Our experimental results show that iterative state-space reduction is effective and efficient,
making DFBnB find better solutions with less computation. Ó 2001 Elsevier Science B.V. All rights
reserved.
E.A. Hansen and S. Zilberstein, Monitoring and control of anytime algorithms:
A dynamic programming approach
Anytime algorithms offer a tradeoff between solution quality and computation time that has proved
useful in solving time-critical problems such as planning and scheduling, belief network evaluation,
and information gathering. To exploit this tradeoff, a system must be able to decide when to stop
deliberation and act on the currently available solution. This paper analyzes the characteristics of
existing techniques for meta-level control of anytime algorithms and develops a new framework for
monitoring and control. The new framework handles effectively the uncertainty associated with the
algorithm’s performance profile, the uncertainty associated with the domain of operation, and the
cost of monitoring progress. The result is an efficient non-myopic solution to the meta-level control
problem for anytime algorithms. Ó 2001 Elsevier Science B.V. All rights reserved.
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E. Horvitz, Principles and applications of continual computation
Automated problem solving is viewed typically as the allocation of computational resources to solve
one or more problems passed to a reasoning system. In response to each problem received, effort is
applied in real time to generate a solution and problem solving ends when a solution is rendered. We
examine continual computation, reasoning policies that capture a broader conception of problem by
considering the proactive allocation of computational resources to potential future challenges. We
explore policies for allocating idle time for several settings and present applications that highlight
opportunities for harnessing continual computation in real-world tasks. Ó 2001 Elsevier Science B.V.
All rights reserved.
J. Dix, S. Kraus and V.S. Subrahmanian, Temporal agent programs
