On the Weyl matrix balls associated with J-Potapov sequences in both nondegenerate and degenerate cases  by Fritzsche, Bernd et al.
Linear Algebra and its Applications 436 (2012) 1028–1060
Contents lists available at SciVerse ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
On the Weyl matrix balls associated with J-Potapov sequences
in both nondegenerate and degenerate cases
Bernd Fritzsche, Bernd Kirstein∗, Uwe Raabe
Mathematisches Institut, Universität Leipzig, Augustusplatz 10/11, 04109 Leipzig, Germany
A R T I C L E I N F O A B S T R A C T
Article history:
Received 31 March 2011
Accepted 13 June 2011
Available online 14 October 2011
Submitted by H. Bart
AMS classification:
Primary: 47A57
30E05
Secondary: 47A56
Keywords:
J-Potapov functions
J-Potapov sequences
Weyl matrix balls
Central J-Potapov functions
In this paper, we discuss the Weyl matrix balls corresponding to
an interpolation problem for J-Potapov functions in the open unit
disk D, which was studied in [10]. In particular, we derive explicit
expressions for the parameters of the Weyl matrix balls in terms
of the given data. Furthermore, we examine the monotonicity of
the sequences of the Weyl semi-radii. Finally, we discuss central J-
Potapov functions, using their associated Weyl matrix balls.
© 2011 Elsevier Inc. All rights reserved.
0. Introduction
In the papers [8–10,12], the authors embarked on a systematic studyof an interpolationproblem for
J-Potapov functions in the open unit disk and related questions and problems.Maintaining this theme,
the present paper deals with certain other aspects of these problems. In [10], the authors were able to
find a parametrization of the aforementioned interpolation problem’s solution set in the general case.
We now consider solutions to this interpolation problem at a given fixed pointw in a neighborhood
of the origin. Our parametrization for the solution set will prove to be a most useful tool in examining
the values of the solutions at this point. We will show that these values fill a (closed) matrix ball.
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Furthermore, we will construct explicit expressions for the center and semi-radii of this matrix ball,
often referred to as the Weyl matrix ball associated with this J-Potapov problem at the given point w.
Following the classical monograph [1] the terminology “Weyl circles” or later “Weyl matrix balls”
was consequently used in the Russian-language literature (see, e.g., [18,15,14,2,16]). As detailed in [1,
Chapter 1] or in [5], the history of the scalar case is closely tied to the early and very influential papers
[21,13,17].
The Weyl matrix balls associated with a nondegenerate J-Potapov problem were studied in [10,
Sections 6–8]. The first to consider Weyl matrix balls associated with degenerate interpolation prob-
lems was Zinenko [22], who was interested in the matricial Schur problem. An alternate approach for
determining the Weyl matrix balls in the general case can be found in [4,7]. There, the focus was on
matricial versions of the Schur and Carathéodory interpolation problems. The methods of [4] and [7]
were later further developed in [11]. Our approach here is modeled on those of [4,7,11].
An additional and particularly noteworthy aspect of our work is that we are now concerned with
an interpolation problem for meromorphic matrix functions. This means that we are no longer able to
consider an arbitrary single point of the open unit disk, but now must restrict our focus to points in
special sets of holomorphicity.
This paper is organized as follows. In Section 1, we first go over some notation and settle some
preliminaries. Afterwards, we provide a quick review on the parametrization of the solution set of a
J-Potapov problem obtained in [10] (see Theorem 1.2). Section 1 also includes our firstmain result (see
Theorem 1.4). We will see that a particular rational matrix-valued function θn,J , built from the data,
contains much of the information on the Weyl matrix balls associated with a J-Potapov problem. The
function θn,J is thus one of our major focuses of interest.
In Section 2, we take our first steps in examining θn,J .
Section 3 is dedicated to the proof of Theorem 1.4.
Section 4 focuses on nondegenerate J-Potapov problems. A description of the Weyl matrix balls
for this case can be found in [10, Theorem 6.5]. Using Theorem 1.4, we offer an alternate approach to
deriving this description of the Weyl matrix balls. We also describe an extremal property of a Weyl
matrix ball’s center (see Proposition 4.1).
In Section 5, we resume our examination of the matrix function θn,J of Section 2. In particular, we
derive very useful recursion formulas for θn,J (see Theorem 5.7).
Section 6 is mainly devoted to an examination of the monotonicity of the semi-radii of the Weyl
matrix balls. Our approach is based on the one used in [11], where our problem’s counterparts for
Carathéodory and Schur matrix functions were discussed.
In Section 7, we discuss central J-Potapov functions, using their associated Weyl matrix balls.
In our final Section 8, we give some remarks on the aforementioned sets of holomorphicity in
connection with central J-Potapov functions.
1. Preliminaries
Throughout this paper, let m be a positive integer. We will use the notations N, N0, and C for the
set of all positive integers, the set of all nonnegative integers, and the set of all complex numbers,
respectively. If s ∈ N0 and κ ∈ N0 ∪ {∞}, then Ns,κ denotes the set of all integers n satisfying
s ≤ n ≤ κ . Further, letD := {z ∈ C : |z| < 1} and T := {z ∈ C : |z| = 1}.
Let p, q ∈ N. ThenCp×q designates the set of all complex p× qmatrices. The notation 0p×q stands
for the null matrix which belongs to Cp×q, and the identity matrix which belongs to Cq×q will be
designated by Iq. In cases where the size of a null matrix or the size of an identity matrix is obvious,
we will omit the indices. Furthermore, for each A ∈ Cp×q, let R(A) be the range of A, let N (A) be the
null space of A, and let ‖A‖ denote the operator norm of A. A complex p × q matrix A is said to be
contractive (respectively, strictly contractive) if ‖A‖ ≤ 1 (respectively, ‖A‖ < 1) holds. Observe that a
matrix A ∈ Cp×q is contractive (respectively, strictly contractive) if and only if I − A∗A is nonnegative
Hermitian (respectively, positive Hermitian), where A∗ stands for the adjoint matrix of A. In the set
of all Hermitian q × q matrices we will use the Löwner semi-ordering, i.e., we will write A ≤ B or
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B ≥ A to indicate that A and B are Hermitian matrices of the same size such that B − A is nonnegative
Hermitian.
If n and p1, . . . , pn are positive integers and Aj ∈ Cpj×pj for each j ∈ N1,n, then diag(A1, . . . , An)
denotes the block diagonal matrix with diagonal blocks A1, . . . , An.
If A ∈ Cp×q, then A+ stands for theMoore–Penrose inverse of A, i.e., the uniquematrix A+ ∈ Cq×p
which satisfies the four conditions AA+A = A, A+AA+ = A+, (AA+)∗ = AA+, and (A+A)∗ = A+A
(see, e.g., [3, Section 1.1]).
If J is an m × m signature matrix (i.e., J = J∗ and J2 = Im), then a matrix A ∈ Cm×m is called
J-contractive (respectively, strictly J-contractive) if the matrix J − A∗JA is nonnegative Hermitian (re-
spectively, positive Hermitian).
Let G be a domain (i.e., a nonempty open connected subset) of C. If f is an m × m matrix-valued
function which is meromorphic in G, then letHf be the set of all points at which f is holomorphic.
Now let J be anm×m signaturematrix, and let f be aCm×m-valued functionwhich ismeromorphic
in the open unit diskD. Then f is called a J-Potapov function inD if for eachw ∈ Hf the matrix f (w) is
J-contractive. We will use the notation PJ(D) for the set of all J-Potapov functions in D. We will turn
particular attention to a distinguished subclass of PJ(D), namely the class
PJ,0(D) := {f ∈ PJ(D) : 0 ∈ Hf }.
The sequences (Aj)
∞
j=0 of Taylor coefficients of thematrix-valued functions belonging toPJ,0(D) can
be characterized in a clear way. In order to recall this characterization we introduce some notations.
Observe that, for every nonnegative integer n, the complex (n + 1)m × (n + 1)mmatrix
J[n] := diag(J, . . . , J) (1.1)
is an (n + 1)m × (n + 1)m signature matrix. If n ∈ N0, then a sequence (Aj)nj=0 of complex m × m
matrices is called a J-Potapov sequence (respectively, a strict J-Potapov sequence) if the block Toeplitz
matrix
Sn :=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
A0 0 . . . 0
A1 A0 . . . 0
...
...
...
An An−1 . . . A0
⎞⎟⎟⎟⎟⎟⎟⎟⎠ (1.2)
is J[n]-contractive (respectively, strictly J[n]-contractive). If necessary, we will write S(A)n instead of Sn
to indicate the sequence (Aj)
n
j=0 from which the matrix is built.
From [9, Lemma 3.2] it follows that, if (Aj)
n
j=0 is a J-Potapov sequence, then (Aj)kj=0 is a J-Potapov
sequence for each k ∈ N0,n as well. A sequence (Aj)∞j=0 of complex m × m matrices is said to be a
J-Potapov sequence (respectively, a strict J-Potapov sequence) if for each n ∈ N0 the sequence (Aj)nj=0 is
a J-Potapov sequence (respectively, a strict J-Potapov sequence).
Now recall that, if f ∈ PJ,0(D) and if
f (w) =
∞∑
j=0
Ajw
j (1.3)
is the Taylor series representation of f in some neighborhood of 0, then (Aj)
∞
j=0 is a J-Potapov sequence.
Conversely, if (Aj)
∞
j=0 is a J-Potapov sequence, then there is a unique f ∈ PJ,0(D) such that (1.3) holds
for all w belonging to some neighborhood of 0 (see [8, Theorem 6.2]).
Observe that the concept of J-Potapov functions and J-Potapov sequences is a generalization of
the well-known concept of matricial Schur functions and matricial Schur sequences of quadratic size.
Indeed, PIm(D) is exactly the set Sm×m(D) of all m × m Schur functions in D, i.e., the set of all
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matrix-valued functions f : D → Cm×m which are holomorphic in D and the values of which are
contractive complex matrices.
The following interpolation problem can be considered as the analog of the well-known matricial
Schur problem for functions belonging to the class PJ,0(D).
Potapov problem (P): Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a sequence of
complex m × m matrices. Describe the set PJ,0
[
D, (Aj)
n
j=0
]
of all matrix-valued functions f ∈ PJ,0(D)
such that
f (j)(0)
j! = Aj (1.4)
for each j ∈ N0,n, where the notation f (j) stands for the jth derivative of f .
If J is anm×m signaturematrix, if n ∈ N0, and if (Aj)nj=0 is a sequence of complexm×mmatrices,
then the setPJ,0
[
D, (Aj)
n
j=0
]
is nonempty if andonly if (Aj)
n
j=0 is a J-Potapov sequence (see [8, Theorem
7.2]).
Now assume that an arbitrary J-Potapov sequence (Aj)
n
j=0 is given and thatw is some fixed point in
the open unit diskD such that every f ∈ PJ,0
[
D, (Aj)
n
j=0
]
is holomorphic atw. Then amain goal of this
paper is to present a description of the set {f (w) : f ∈ PJ,0
[
D, (Aj)
n
j=0
]
}. In order to state explicitely
this result (see Theorem 1.4), we will introduce some further notations.
For each n ∈ N0, let the matrix polynomials en,m and εn,m for each w ∈ C be defined by
en,m(w) := (Im,wIm, . . . ,wnIm) and εn,m(w) := (wnIm,wn−1Im, . . . , Im)∗. (1.5)
In this paper, we will frequently use the notion of the reciprocal matrix polynomial. Let p, q ∈ N,
and let b be a p× qmatrix polynomial, i.e., there are an n ∈ N0 and a matrix B ∈ C(n+1)p×q such that
b(w) = en,p(w)B holds for each w ∈ C. Then the reciprocal matrix polynomial b˜[n] of b with respect to
the unit circle T and the formal degree n is given by b˜[n](w) := B∗εn,p(w) for each w ∈ C.
Let J be anm×m signaturematrix, and let κ ∈ N0∪{∞}.Whenever a sequence (Aj)κj=0 of complex
m × m matrices is given, then the following notations will be used throughout this paper. For each
n ∈ N0,κ , let Sn be the block Toeplitz matrix given by (1.2), and let
Pn,J := J[n] − SnJ[n]S∗n and Qn,J := J[n] − S∗n J[n]Sn. (1.6)
In the case n ∈ N1,κ we will use the block matrices
yn := (A∗1, A∗2, . . . , A∗n)∗ and zn := (An, An−1, . . . , A1). (1.7)
Moreover, for each n ∈ N0,κ , we will work with the matrices
Ln+1,J :=
⎧⎨⎩ J − A0JA
∗
0, if n = 0
J − A0JA∗0 − znQ+n−1,J z∗n , if n ≥ 1
(1.8)
and
Rn+1,J :=
⎧⎨⎩ J − A
∗
0 JA0, if n = 0
J − A∗0 JA0 − y∗nP+n−1,Jyn, if n ≥ 1.
(1.9)
Observe that if (Aj)
κ
j=0 is a J-Potapov sequence, then for each n ∈ N0,κ the matrices Ln+1,J and
Rn+1,J are both nonnegative Hermitian (see [9, Lemma 3.7]).
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Now let κ ∈ N0 ∪ {∞} and let (Aj)κj=0 be a J-Potapov sequence. If κ ≥ 1, then for every n ∈ N1,κ
we will use the sets
Yn,J := {V ∈ Cnm×m : Qn−1,JV = S∗n−1J[n−1]yn}
and
Zn,J := {W ∈ Cm×nm : WPn−1,J = znJ[n−1]S∗n−1}.
If n ∈ N1,κ and if we put
Vn := Q+n−1,JS∗n−1J[n−1]yn and Wn := znJ[n−1]S∗n−1P+n−1,J, (1.10)
then Vn ∈ Yn,J andWn ∈ Zn,J (see [12, Remark 2.5]).
We will now assign some matrix polynomials with the J-Potapov sequence (Aj)
κ
j=0. These matrix
polynomials were used in [10] for the description of the solution set of the interpolation problem (P),
and they will play a crucial role in the present paper as well. Let n ∈ N0,κ . In the case n ≥ 1, let
Vn ∈ Yn,J andWn ∈ Zn,J . We define the matrix polynomials πn,J , ρn,J , σn,J , and τn,J by
πn,J(w) :=
⎧⎨⎩ A0, if n = 0A0 + wen−1,m(w)(yn + Sn−1Vn), if n ≥ 1, (1.11)
ρn,J(w) :=
⎧⎨⎩ Im, if n = 0Im + wen−1,m(w)Vn, if n ≥ 1, (1.12)
σn,J(w) :=
⎧⎨⎩ A0, if n = 0(WnSn−1 + zn)wεn−1,m(w) + A0, if n ≥ 1, (1.13)
and
τn,J(w) :=
⎧⎨⎩ Im, if n = 0Wnwεn−1,m(w) + Im, if n ≥ 1 (1.14)
for eachw ∈ C. Obviously, we have ρn,J(0) = Im and τn,J(0) = Im. In particular, the functions det ρn,J
and det τn,J do not vanish identically in C. From now on, in the case n ≥ 1, we denote by Y˜n,J the set
of all Vn ∈ Yn,J such that, for each w ∈ D, the polynomials πn,J and ρn,J defined by (1.11) and (1.12),
respectively, satisfy the condition
N (πn,J(w)) ∩ N (ρn,J(w)) = {0m×1}.
Similarly, if n ≥ 1, then let Z˜n,J be the set of allWn ∈ Zn,J such that
N ([σn,J(w)]∗) ∩ N ([τn,J(w)]∗) = {0m×1}
holds for each w ∈ D.
Remark 1.1. Let κ ∈ N ∪ {∞}, let (Aj)κj=0 be a J-Potapov sequence, and let n ∈ N1,κ . Further, let Vn
andWn be defined by (1.10). Then V

n ∈ Y˜n,J andWn ∈ Z˜n,J (see [12, Lemmas 2.16 and 2.17]).
The following theorem is taken from [10, Theorems 3.2, 3.3 and Proposition 3.6]. It contains a
complete description of the solution set PJ,0
[
D, (Aj)
n
j=0
]
of the Potapov problem, where (Aj)
n
j=0 is an
arbitrarily given J-Potapov sequence. Here we use the notationsπn,J,D, ρn,J,D, σn,J,D, and τn,J,D for the
restriction of πn,J , ρn,J , σn,J , and τn,J , respectively, onto the unit diskD. Similarly, π˜
[n]
n,J,D, ρ˜
[n]
n,J,D, σ˜
[n]
n,J,D,
and τ˜
[n]
n,J,D stand for the restriction of π˜
[n]
n,J , ρ˜
[n]
n,J , σ˜
[n]
n,J , and τ˜
[n]
n,J , respectively, ontoD.
B. Fritzsche et al. / Linear Algebra and its Applications 436 (2012) 1028–1060 1033
Theorem 1.2. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence. If
n ≥ 1, then let Vn ∈ Y˜n,J and let Wn ∈ Z˜n,J . Further, let the matrix polynomials πn,J , ρn,J , σn,J , and τn,J
be given by (1.11)–(1.14). Let E : D → D be defined by w → w. For each S belonging to the m × m Schur
class Sm×m(D), let GS := √Ln+1,J +S√Rn+1,J and let
fS :=
(
EJτ˜ [n]n,J,DGS + πn,J,D
) (
EJσ˜ [n]n,J,DGS + ρn,J,D
)−1
. (1.15)
Then
PJ,0
[
D, (Aj)
n
j=0
]
= {fS : S ∈ Sm×m(D)}
holds true. Furthermore, for each S ∈ Sm×m(D), the matrix-valued function fS admits the representation
fS =
(
EHSπ˜ [n]n,J,DJ + τn,J,D
)−1 (EHSρ˜[n]n,J,DJ + σn,J,D) ,
where HS := √Ln+1,J S√Rn+1,J +. Moreover, for each S ∈ Sm×m(D), the setHfS of all points at which fS
is holomorphic fulfills
HfS =
{
w ∈ D : det
(
wJσ˜
[n]
n,J (w)GS(w) + ρn,J(w)
)
= 0
}
=
{
w ∈ D : det
(
wHS(w)π˜
[n]
n,J (w)J + τn,J(w)
)
= 0
}
. (1.16)
Remark 1.3. Let κ ∈ N0 ∪ {∞}, let (Aj)κj=0 be a J-Potapov sequence, and let n ∈ N0,κ . If n ≥ 1, then
let Vn ∈ Y˜n,J and let Wn ∈ Z˜n,J . Furthermore, let the matrix polynomials ρn,J and τn,J be given by
(1.12) and (1.14), respectively. Let w ∈ D. Then (1.16) implies in particular that the matrix ρn,J(w) is
nonsingular if and only if τn,J(w) is nonsingular.
Let us now recall the notion of amatrix ball. Let p, q ∈ N. Furthermore, letM ∈ Cp×q, let L ∈ Cp×p,
and let R ∈ Cq×q. Then the setK(M; L, R) of all X ∈ Cp×q which admit a representation X = M+ LKR
with some contractive (complex) p × qmatrix K is called thematrix ballwith center M, left semi-radius
L, and right semi-radius R (see Šmuljan [20], see also, e.g., [3, Section 1.5]).
In the sequel, whenever some κ ∈ N0 ∪ {∞} and a J-Potapov sequence (Aj)κj=0 are given, then let
H
(n) := ⋂
f∈PJ,0
[
D,(Aj)
n
j=0
]Hf
for each n ∈ N0,κ .
Wewill nowgive the announceddescription of the set {f (w) : f ∈ PJ,0
[
D, (Aj)
n
j=0
]
}, where (Aj)nj=0
is an arbitrarily given finite J-Potapov sequence and where w is some fixed point belonging to H(n).
The set
{
f (w) : f ∈ PJ,0
[
D, (Aj)
n
j=0
]}
turns out to be a matrix ball. Here and in the sequel, if G is a
nonempty subset of C, if z ∈ G, and if e is a matrix-valued function defined on G, then the notation
e∗(z) stands shortly for (e(z))∗.
Theorem 1.4. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence. If
n ≥ 1, then let Vn ∈ Y˜n,J and let Wn ∈ Z˜n,J . Further, let the matrix polynomials πn,J , ρn,J , σn,J , and τn,J
be given by (1.11)–(1.14), and let
θn,J :=
√
Rn+1,J ρ−1n,J Jσ˜
[n]
n,J
√
Ln+1,J
+
.
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Then:
(a) The setH(n) satisfies
H
(n) = {w ∈ D : det ρn,J(w) = 0 and ‖wθn,J(w)‖ < 1} . (1.17)
In particular,H(n) is an open subset ofD (and 0 ∈ H(n)).
(b) Let w ∈ H(n). Then, by setting gn(w) := √Ln+1,J +θ∗n,J(w)
√
Rn+1,J , the identity{
f (w) : f ∈ PJ,0
[
D, (Aj)
n
j=0
]}
= K
(
Mn+1,J(w); |w|n+1An+1,J(w), Bn+1,J(w)
)
holds true, where
Mn+1,J(w) :=
(
|w|2Jτ˜ [n]n,J (w)gn(w) − πn,J(w)
) (
|w|2Jσ˜ [n]n,J (w)gn(w) − ρn,J(w)
)−1
,
(1.18)
An+1,J(w) := τ−1n,J (w)
√
Ln+1,J
√
I − |w|2θ∗n,J(w)θn,J(w)
−1
, (1.19)
and
Bn+1,J(w) :=
√
I − |w|2θn,J(w)θ∗n,J(w)
−1√
Rn+1,J ρ−1n,J (w). (1.20)
Furthermore, the matrixMn+1,J(w) admits the representation
Mn+1,J(w) =
(
|w|2hn(w)π˜ [n]n,J (w)J − τn,J(w)
)−1 (|w|2hn(w)ρ˜[n]n,J (w)J − σn,J(w)) ,
(1.21)
where hn(w) := √Ln+1,J θ∗n,J(w)
√
Rn+1,J +.
A proof of Theorem 1.4 will be given in Section 3. Observe that the above description of the Weyl
matrixballs entails immediatelyacorrespondingdescriptionof thesamematrixballswithnonnegative
Hermitian semi-radii, which will be presented in Section 3 as well. We will also see that in the special
case of a given strict J-Potapov sequence the parameters of the last-mentioned description of theWeyl
matrix balls coincide with the corresponding parameters obtained in [10, Theorem 5.8] (see Section
4). Note that the indexing of the parameters of the Weyl matrix balls chosen in the present paper is
slightly different from the one used in [10] in the nondegenerate case.
2. Particular rational matrix-valued functions associated with J-Potapov sequences
The rational matrix-valued function θn,J used in Theorem 1.4 plays a key role in our description
of the Weyl matrix balls associated with a given J-Potapov sequence. This section is devoted to a first
discussion of this function.
In the sequel, we will use the following notation: for each j ∈ N, let Ej : C → C be defined by
w → wj .
Lemma 2.1. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence. If
n ≥ 1, then let Vn ∈ Yn,J and let Wn ∈ Zn,J . Further, let the matrix polynomials πn,J , ρn,J , σn,J , and τn,J
be given by (1.11)–(1.14). Then the identity
Rn+1,Jρ−1n,J Jσ˜
[n]
n,J = π˜ [n]n,J Jτ−1n,J Ln+1,J (2.1)
holds true.
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Proof. From [12, Theorems 2.7 and 2.8] and [3, Lemma 1.2.1] we obtain
τn,Jπn,J = σn,Jρn,J and π˜ [n]n,J τ˜ [n]n,J = ρ˜[n]n,J σ˜ [n]n,J . (2.2)
Furthermore, [12, Proposition 2.11] yields the equations
ρ˜
[n]
n,J Jρn,J − π˜ [n]n,J Jπn,J = EnRn+1,J and τn,J Jτ˜ [n]n,J − σn,J Jσ˜ [n]n,J = EnLn+1,J . (2.3)
Consequently,
EnRn+1,Jρ−1n,J Jσ˜
[n]
n,J =
(
ρ˜
[n]
n,J Jρn,J − π˜ [n]n,J Jπn,J
)
ρ−1n,J Jσ˜
[n]
n,J
= ρ˜[n]n,J σ˜ [n]n,J − π˜ [n]n,J Jπn,Jρ−1n,J Jσ˜ [n]n,J
= π˜ [n]n,J Jτ−1n,J
(
τn,J Jτ˜
[n]
n,J − σn,J Jσ˜ [n]n,J
)
= Enπ˜ [n]n,J Jτ−1n,J Ln+1,J .
This implies the asserted identity. 
Proposition 2.2. Let the assumptions of Lemma 2.1 be satisfied. Then the matrix-valued function
θn,J :=
√
Rn+1,J ρ−1n,J Jσ˜
[n]
n,J
√
Ln+1,J
+
(2.4)
admits the representation
θn,J =
√
Rn+1,J
+
π˜
[n]
n,J Jτ
−1
n,J
√
Ln+1,J . (2.5)
Proof. The assertion follows immediately from Lemma 2.1 by multiplying Eq. (2.1) from the left by√
Rn+1,J + and from the right by
√
Ln+1,J +. 
Remark 2.3. Let the assumptions of Lemma 2.1 be satisfied. Further, let θn,J be given by (2.4). Then,
having in mind [3, Lemma 1.1.8] we obtain
det
(
E1Jσ˜ [n]n,J
√
Ln+1,J
+
K
√
Rn+1,J + ρn,J
)
= det ρn,J det
(
I + E1ρ−1n,J Jσ˜ [n]n,J
√
Ln+1,J
+
K
√
Rn+1,J
)
= det ρn,J det(I + E1θn,JK)
for each K ∈ Cm×m. Similarly, taking into account additionally Proposition 2.2, we get
det
(
E1
√
Ln+1,J K
√
Rn+1,J
+
π˜
[n]
n,J J + τn,J
)
= det τn,J det(I + E1Kθn,J)
= det τn,J det(I + E1θn,JK)
for each K ∈ Cm×m.
3. Weyl matrix balls associated with J-Potapov sequences
The main goal of this section is to prove Theorem 1.4, which describes the Weyl matrix balls asso-
ciated with a given J-Potapov sequence (Aj)
n
j=0. Furthermore, we discuss some aspects concerning the
semi-radii in question. First of all, we note the following.
Remark 3.1. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov se-
quence. If n ≥ 1, then let Vn ∈ Y˜n,J and let Wn ∈ Z˜n,J . Further, let the matrix polynomials πn,J , ρn,J ,
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σn,J , and τn,J be given by (1.11)–(1.14), and let the matrix-valued function θn,J be defined by (2.4). Let
w ∈ D, and suppose that det ρn,J(w) = 0 and ‖wθn,J(w)‖ < 1 hold. Then I−|w|2θ∗n,J(w)θn,J(w) and
I − |w|2θn,J(w)θ∗n,J(w) are both positive Hermitian, and Remark 1.3 yields det τn,J(w) = 0. Further-
more, using Remark 2.3 (with K := −w θ∗n,J(w)) we infer that the matrices
|w|2Jσ˜ [n]n,J (w)
√
Ln+1,J
+
θ∗n,J(w)
√
Rn+1,J − ρn,J(w)
and
|w|2
√
Ln+1,J θ∗n,J(w)
√
Rn+1,J
+
π˜
[n]
n,J (w)J − τn,J(w)
are both nonsingular.
In the following, for p, q ∈ N the notationKp×q stands for the set of all contractive complex p × q
matrices.
Remark 3.2. Let p, q ∈ N, and let E ∈ Cq×p. Then, using [3, Remark 1.1.2 and Lemma 1.1.13] and the
singular value decomposition of E, it is readily checked that det(I + EK) = 0 holds for each K ∈ Kp×q
if and only if E is strictly contractive.
Nowwewill prove Theorem 1.4. In part (b) we will follow the idea of the proofs of [4, Theorem 2.3]
and [7, Theorem 1.1].
Proof of Theorem 1.4.
(a) First suppose that w ∈ H(n). Then Theorem 1.2 implies
det
(
wJσ˜
[n]
n,J (w)
√
Ln+1,J
+
K
√
Rn+1,J + ρn,J(w)
)
= 0 (3.1)
for each K ∈ Km×m. In particular, we have det ρn,J(w) = 0. Consequently, from Remark 2.3
it follows that det(I + wθn,J(w)K) = 0 holds for each K ∈ Km×m. Thus, Remark 3.2 yields‖wθn,J(w)‖ < 1. Conversely, now letw ∈ D be such that det ρn,J(w) = 0 and ‖wθn,J(w)‖ < 1
hold. Then from Remark 3.2 we infer that det(I + wθn,J(w)K) = 0 holds for each K ∈ Km×m.
Hence Remark 2.3 implies that (3.1) is valid for each K ∈ Km×m. An application of Theorem 1.2
provides us thenw ∈ H(n). Thus, (1.17) is verified. Furthermore, 0 ∈ H(n) is trivial, and because
of (1.17) a continuity argument yields thatH(n) is an open subset ofD.
(b) Let w ∈ H(n). First we notice that, in view of part (a) and Remark 3.1, the matricesMn+1,J(w),
An+1,J(w), andBn+1,J(w)arewell-defined. Furthermore, the representation (1.21)ofMn+1,J(w)
is an immediate consequence of part (a), Remark 3.1, and [10, Corollary 2.5]. For each S ∈
Sm×m(D), let GS := √Ln+1,J +S√Rn+1,J and let the matrix-valued function fS be defined by
(1.15). Then Theorem 1.2 yields{
f (w) : f ∈ PJ,0
[
D, (Aj)
n
j=0
]}
= {fS(w) : S ∈ Sm×m(D)} . (3.2)
Let u ∈ T be such that w = |w|u holds, let E := w θ∗n,J(w), and let
φ := |w|2hn(w)π˜ [n]n,J (w)J − τn,J(w),
where hn(w) := √Ln+1,J θ∗n,J(w)
√
Rn+1,J +. Because of part (a), the matrix E is strictly contrac-
tive, and a combination of part (a) and Remark 3.1 provides us that the matrix φ is nonsingular.
Taking into account the representation (2.5) of θn,J , a straightforward calculation yields√
Ln+1,J (I − EE∗) = −φτ−1n,J (w)
√
Ln+1,J
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and hence
φ−1
√
Ln+1,J = −τ−1n,J (w)
√
Ln+1,J (I − EE∗)−1. (3.3)
Furthermore, according to [12, Theorems 2.7 and 2.8] and [3, Lemma 1.2.1] we have (2.2), whereas [12,
Proposition 2.11] yields the identities (2.3). The following considerations of the proof are divided into
three steps.
Step A. In the first step we consider an arbitrary S ∈ Sm×m(D). We are going to prove that
fS(w) −Mn+1,J(w)
= wn+1An+1,J(w)
√
I − EE∗ −1 (S(w) + E) (I + E∗S(w))−1 √I − E∗E Bn+1,J(w). (3.4)
Theorem 1.2 implies that the matrixψS defined by
ψS := wJσ˜ [n]n,J (w)GS(w) + ρn,J(w) (3.5)
is nonsingular. Using (1.15), (1.21), and the identities (2.2) and (2.3) we obtain then
φ
(
fS(w) −Mn+1,J(w))ψS
=
(
|w|2hn(w)π˜ [n]n,J (w)J − τn,J(w)
) (
wJτ˜
[n]
n,J (w)GS(w) + πn,J(w)
)
−
(
|w|2hn(w)ρ˜[n]n,J (w)J − σn,J(w)
) (
wJσ˜
[n]
n,J (w)GS(w) + ρn,J(w)
)
= w|w|2hn(w)π˜ [n]n,J (w)τ˜ [n]n,J (w)GS(w) − τn,J(w)πn,J(w)
+ |w|2hn(w)π˜ [n]n,J (w)Jπn,J(w) − wτn,J(w)Jτ˜ [n]n,J (w)GS(w)
− w|w|2hn(w)ρ˜[n]n,J (w)σ˜ [n]n,J (w)GS(w) + σn,J(w)ρn,J(w)
− |w|2hn(w)ρ˜[n]n,J (w)Jρn,J(w) + wσn,J(w)Jσ˜ [n]n,J (w)GS(w)
= −wn|w|2hn(w)Rn+1,J − wn+1Ln+1,JGS(w)
= −wn+1
(√
Ln+1,J E
√
Rn+1,J
+
Rn+1,J + Ln+1,J
√
Ln+1,J
+
S(w)
√
Rn+1,J
)
= −wn+1
√
Ln+1,J (E + S(w))
√
Rn+1,J
and consequently
fS(w) −Mn+1,J(w) = −wn+1φ−1
√
Ln+1,J (E + S(w))
√
Rn+1,J ψ−1S . (3.6)
Furthermore,(
I + E∗S(w)) √Rn+1,J = √Rn+1,J + wθn,J(w)S(w)√Rn+1,J
=
√
Rn+1,J ρ−1n,J (w)ρn,J(w) + w
√
Rn+1,J ρ−1n,J (w)Jσ˜
[n]
n,J (w)GS(w)
=
√
Rn+1,J ρ−1n,J (w)ψS (3.7)
holds true. Since the matrix E is strictly contractive, Remark 3.2 yields that the matrix I + E∗S(w) is
nonsingular. Therefore, from (3.7) we get the identity√
Rn+1,J ψ−1S =
(
I + E∗S(w))−1 √Rn+1,J ρ−1n,J (w). (3.8)
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Combining (3.6), (3.3), (3.8), (1.19), and (1.20) we obtain
fS(w) −Mn+1,J(w)
= wn+1τ−1n,J (w)
√
Ln+1,J (I − EE∗)−1 (S(w) + E) (I + E∗S(w))−1 √Rn+1,J ρ−1n,J (w)
= wn+1An+1,J(w)
√
I − EE∗ −1 (S(w) + E) (I + E∗S(w))−1 √I − E∗E Bn+1,J(w).
Thus, (3.4) is verified.
Step B.We are going to check that{
f (w) : f ∈ PJ,0
[
D, (Aj)
n
j=0
]}
⊆ K
(
Mn+1,J(w); |w|n+1An+1,J(w), Bn+1,J(w)
)
(3.9)
holds. Let X ∈
{
f (w) : f ∈ PJ,0
[
D, (Aj)
n
j=0
]}
. According to (3.2) there is an S ∈ Sm×m(D) such that
X = fS(w). Because of Step A we have (3.4). Let
jmm := diag(Im,−Im). (3.10)
Since the matrix
H(E) :=
⎛⎝ √I − EE∗ −1 √I − EE∗ −1E√
I − E∗E−1E∗ √I − E∗E−1
⎞⎠
fulfills the identity
[H(E)]∗jmmH(E) = jmm (3.11)
(see, e.g., [3, Lemmas 1.1.12 (c) and 3.6.32]), an application of [3, part (a) of Theorem 1.6.1] provides us
that the matrix
√
I − EE∗ −1 (S(w) + E) (I + E∗S(w))−1 √I − E∗E
is contractive. Since u belongs to T, the matrix
K := un+1√I − EE∗ −1 (S(w) + E) (I + E∗S(w))−1 √I − E∗E
is also contractive, and because of (3.4) we have finally
X −Mn+1,J(w) = fS(w) −Mn+1,J(w) = |w|n+1An+1,J(w)KBn+1,J(w).
Thus, (3.9) is proved.
Step C.We will now verify that
K
(
Mn+1,J(w); |w|n+1An+1,J(w), Bn+1,J(w)
)
⊆
{
f (w) : f ∈ PJ,0
[
D, (Aj)
n
j=0
]}
. (3.12)
Let X ∈ K
(
Mn+1,J(w); |w|n+1An+1,J(w), Bn+1,J(w)
)
. Then there is a contractive complex m × m
matrix C such that
X −Mn+1,J(w) = wn+1An+1,J(w)(u n+1C)Bn+1,J(w)
holds true. According to (3.11) and [3, part (a) of Theorem 1.6.2], there is a contractive complexm × m
matrix F such that
un+1C = √I − EE∗ −1 (F + E) (I + E∗F)−1 √I − E∗E .
Let S be the constant matrix-valued function defined on D with value F . Then S belongs to Sm×m(D)
and fulfills
X −Mn+1,J(w)
= wn+1An+1,J(w)
√
I − EE∗ −1 (S(w) + E) (I + E∗S(w))−1 √I − E∗E Bn+1,J(w).
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On the other hand, Step A shows that (3.4) is satisfied. Comparing both relations we get X = fS(w).
Because of (3.2) it follows X ∈
{
f (w) : f ∈ PJ,0
[
D, (Aj)
n
j=0
]}
. Thus, (3.12) holds true. In view of (3.9)
and (3.12), the proof is complete. 
Corollary 3.3. Let the assumptions of Theorem 1.4 be satisfied. Then, for each w ∈ H(n),{
f (w) : f ∈ PJ,0
[
D, (Aj)
n
j=0
]}
= K
(
Mn+1,J(w); |w|n+1
√
Ln+1,J(w),
√
Rn+1,J(w)
)
holds true, whereMn+1,J(w) is given by (1.18) and where
Ln+1,J(w) := τ−1n,J (w)
√
Ln+1,J
(
I − |w|2θ∗n,J(w)θn,J(w)
)−1 √
Ln+1,J τ−∗n,J (w) (3.13)
and
Rn+1,J(w) := ρ−∗n,J (w)
√
Rn+1,J
(
I − |w|2θn,J(w)θ∗n,J(w)
)−1 √
Rn+1,J ρ−1n,J (w). (3.14)
Proof. The assertion follows immediately from Theorem 1.4 and a well-known result on matrix balls
(see [20] or [3, Corollary 1.5.3]). 
Remark 3.4. Let the assumptions of Theorem 1.4 be satisfied. Then we have 0 ∈ H(n) and, in view of
(3.13) and (3.14), the identities Ln+1,J(0) = Ln+1,J andRn+1,J(0) = Rn+1,J hold true.
Remark 3.5. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov se-
quence. Then (Aj)
0
j=0 is a J-Potapov sequence aswell, and in view of Proposition 2.2we have θ0,J(w) =√
R1,J JA
∗
0
√
L1,J
+ = √R1,J +A∗0 J
√
L1,J for each w ∈ C. Thus, taking into account part (a) of Theorem
1.4 we see that the setH(0) coincides with the set of allw ∈ D for which thematrixwθ0,J(0) is strictly
contractive. Consequently,
{w ∈ C : |w| < r0} = H(0) ⊆ H(n)
holds, where r0 := 1/max{‖θ0,J(0)‖, 1}.
Remark 3.6. Let the assumptions of Theorem 1.4 be fulfilled. Taking into account (1.19), (1.20), (3.13),
(3.14), and [9, Lemma 3.11 (f)], one can then see that for each w ∈ H(n) the equations
rank Ln+1,J(w) = rankAn+1,J(w) = rank Ln+1,J = rank Rn+1,J = rank Bn+1,J(w) = rankRn+1,J(w)
hold true. In particular, rank Ln+1,J , rankRn+1,J , rankAn+1,J , and rank Bn+1,J are constant inH(n).
Remark 3.7. Let the assumptions of Theorem 1.4 be fulfilled. Then it follows from Remark 3.6 and [9,
Lemma 3.11 (d), Lemma 3.7 and Proposition 3.8] that the following statements are equivalent:
(i) The sequence (Aj)
n
j=0 is a strict J-Potapov sequence.
(ii) For each w ∈ H(n), the matrices Ln+1,J(w) andRn+1,J(w) are positive Hermitian.
(iii) There is some w ∈ H(n) such that Ln+1,J(w) orRn+1,J(w) is nonsingular.
At this point it seems to be useful to give some more notations that will be used in the remaining
sections of this paper. Let J be anm × m signaturematrix and let κ ∈ N0∪{∞}.Whenever a sequence
(Aj)
κ
j=0 fromCm×m is given, then we define
Mn+1,J :=
⎧⎨⎩ 0m×m, if n = 0−znJ[n−1]S∗n−1P+n−1,Jyn, if n ≥ 1 (3.15)
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for each n ∈ N0,κ . Now assume κ ≥ 1. If (Aj)κj=0 is a J-Potapov sequence, then, for each n ∈ N1,κ , let
Kn,J :=
√
Ln,J
+
(An − Mn,J)
√
Rn,J
+
. (3.16)
In this case, [9, Proposition 4.1] shows that, for each n ∈ N1,κ , thematrix Kn,J is contractive and fulfills
An − Mn,J =
√
Ln,J Kn,J
√
Rn,J . (3.17)
In [9, Theorem 3.9] it was shown that, if an n ∈ N, a J-Potapov sequence (Aj)n−1j=0 , and a matrix
An ∈ Cm×m are given, then the sequence (Aj)nj=0 is a J-Potapov sequence if and only if An belongs to
the matrix ball K(Mn,J;√Ln,J,√Rn,J ). Now let n ∈ N, let (Aj)n−1j=0 be a J-Potapov sequence, and let
An ∈ Cm×m. Then (Aj)nj=0 will becalleda canonical extensionof (Aj)n−1j=0 if (Aj)nj=0 is a J-Potapovsequence
such that rank Pn−1,J = rank Pn,J . Obviously, the condition rank Pn−1,J = rank Pn,J is equivalent to
rank Qn−1,J = rank Qn,J (see, e.g., [9, Remark 3.10]).
Remark 3.8. Let the assumptions of Theorem 1.4 be fulfilled. Then, in view of [10, Lemma 4.1] and
Remark 3.6 one gets that the following statements are equivalent:
(i) There is one and only one f ∈ PJ,0(D) such that (1.4) holds for each j ∈ N0,n.
(ii) Ln+1,J = 0.
(iii) Rn+1,J = 0.
(iv) For each w ∈ H(n), the identities Ln+1,J(w) = 0 andRn+1,J(w) = 0 are satisfied.
(v) There is some w ∈ H(n) such that Ln+1,J(w) = 0 orRn+1,J(w) = 0 holds.
Furthermore, if n ≥ 1, then [9, Lemma 3.11] shows that each of the statements (i)–(v) is equivalent to:
(vi) (Aj)
n
j=0 is a canonical extension of (Aj)
n−1
j=0 .
In the following, we give an easy principle for constructing canonical extensions of a J-Potapov
sequence (Aj)
n−1
j=0 . Hereafter, we show that all canonical extensions can be obtained in this way.
Remark 3.9. Let J be anm × m signature matrix, let n ∈ N, and let (Aj)n−1j=0 be a J-Potapov sequence.
Since Ln,JL
+
n,J and Rn,JR
+
n,J are orthoprojection matrices (onto R(Ln,J) and R(Rn,J), respectively), from
Remark 3.6 we can conclude that there are m × m unitary matrices U and V and an m × m diagonal
matrix D such that ULn,JL
+
n,JU
∗ = D = VRn,JR+n,JV∗ is satisfied. Obviously, the matrix K := U∗V is
contractive. Let
An := Mn,J +
√
Ln,J K
√
Rn,J .
Then [9, Theorem 3.9] implies that (Aj)
n
j=0 is a J-Potapov sequence. Clearly, Kn,J = Ln,JL+n,JKRn,JR+n,J
holds. Hence a straightforward calculation yields Kn,JK
∗
n,J = Ln,JL+n,J . Thus, from [9, part (a) of Proposi-
tion 4.1] we infer Ln+1,J = 0. Hence, Remark 3.8 shows that (Aj)nj=0 is a canonical extension of (Aj)n−1j=0 .
Conversely, now let an arbitrary canonical extension (Aj)
n
j=0 of (Aj)
n−1
j=0 be given. Then, in view of
the singular value decomposition of Kn,J , there exist m × m unitary matrices U and V and an m × m
nonnegative Hermitian diagonal matrix D such that Kn,J = U∗DV is satisfied. Using [9, part (a) of
Proposition 4.1] and Remark 3.8, we then obtain
Ln,JL
+
n,J − Kn,JK∗n,J =
√
Ln,J
+√
Ln,J (I − Kn,JK∗n,J)
√
Ln,J
√
Ln,J
+ =
√
Ln,J
+
Ln+1,J
√
Ln,J
+ = 0
and hence Ln,JL
+
n,J = U∗D2U. Since ULn,JL+n,JU∗ is an orthoprojection matrix, this implies D = D2 and,
consequently, ULn,JL
+
n,JU
∗ = D. Analogously, we obtain VRn,JR+n,JV∗ = D. Thus, the matrix K := U∗V
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fulfillsKn,J = Ln,JL+n,JKRn,JR+n,J and therefore, because of (3.17),An = Mn,J+√Ln,J K√Rn,J . In particular,
every canonical extension (Aj)
n
j=0 of (Aj)
n−1
j=0 can be constructed as shown above.
4. Some remarks on the nondegenerate case
TheWeylmatrix balls in the nondegenerate case have already been discussed in [10]. In the present
section we will make some additional observations concerning this case. Let J be anm × m signature
matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov sequence. Then, for each k ∈ N0,n, thematrices
Pk,J and Qk,J given by (1.6) are positive Hermitian. Hence, in view of Remark 1.1, we have (in the case
n ≥ 1)
Y˜n,J = {Vn } and Z˜n,J = {Wn }, (4.1)
where Vn and W

n are defined by (1.10). Let the matrix polynomials πn,J , ρn,J , σn,J , and τn,J be given
by (1.11)–(1.14) (with Vn := Vn andWn := Wn ), and, for everyw ∈ H(n), let the matrices Ln+1,J(w),
Rn+1,J(w), and Mn+1,J(w) be defined by (3.13), (3.14), and (1.18), respectively. Taking into account
that thematrices Ln+1,J andRn+1,J are bothnonsingular (see [9, Lemma3.11]), it is then readily checked
that the identities
Ln+1,J(w) =
(
[τn,J(w)]∗L−1n+1,Jτn,J(w) − |w|2J[π˜ [n]n,J (w)]∗R−1n+1,Jπ˜ [n]n,J (w)J
)−1
, (4.2)
Rn+1,J(w) =
(
ρn,J(w)R
−1
n+1,J[ρn,J(w)]∗ − |w|2Jσ˜ [n]n,J (w)L−1n+1,J[σ˜ [n]n,J (w)]∗J
)−1
, (4.3)
Mn+1,J(w) = Ln+1,J(w)
(
[τn,J(w)]∗L−1n+1,Jσn,J(w) − |w|2J[π˜ [n]n,J (w)]∗R−1n+1,J ρ˜[n]n,J (w)J
)
, (4.4)
and
Mn+1,J(w) =
(
πn,J(w)R
−1
n+1,J[ρn,J(w)]∗ − |w|2Jτ˜ [n]n,J (w)L−1n+1,J[σ˜ [n]n,J (w)]∗J
)
Rn+1,J(w) (4.5)
hold true for every w ∈ H(n). In particular, the representation of the Weyl matrix balls given in
Corollary 3.3 coincides with the one obtained in [10, Theorem 6.5] in the nondegenerate case.
In [10, Theorem 5.1], the matrix polynomials Cn,J andDn,J , which are given by
Cn,J(w) :=
⎛⎝wJτ˜ [n]n,J (w) πn,J(w)
wJσ˜
[n]
n,J (w) ρn,J(w)
⎞⎠⎛⎝√Ln+1,J −1 0
0
√
Rn+1,J −1
⎞⎠
and
Dn,J(w) :=
⎛⎝√Rn+1,J −1 0
0
√
Ln+1,J −1
⎞⎠⎛⎝wρ˜[n]n,J (w)J wπ˜ [n]n,J (w)J
σn,J(w) τn,J(w)
⎞⎠
for each w ∈ C, are used for the description of the set PJ,0[D, (Aj)nj=0] via some linear fractional
transformations. According to [12, Lemma 5.4], the identity
Dn,J(w)UmmCn,J(w) = wn+1Umm (4.6)
holds for eachw ∈ C, whereUmm :=
⎛⎝0m×m Im
−Im 0m×m
⎞⎠. In particular, for eachw ∈ C\{0}, thematrices
Cn,J(w) andDn,J(w) are nonsingular. In the following, we consider the matrix-valued functionsWn,J :
C \ {0} → C2m×2m andWn,J : C \ {0} → C2m×2m defined by
Wn,J(w) := C−∗n,J (w)jmmC−1n,J (w) and Wn,J(w) := D−1n,J (w)jmmD−∗n,J (w)
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for eachw ∈ C\{0},where jmm is givenby (3.10).WecallWn,J andWn,J the right and the leftWeylmatrix
function associated with (Aj)
n
j=0. In the following two results, we present an analog to [3, Proposition
5.6.3], where the case of a given nondegenerate matricial Schur sequence (Aj)
n
j=0 was treated.
Proposition 4.1. Let J be anm × msignaturematrix, let n ∈ N0, let (Aj)nj=0 be a strict J-Potapov sequence,
and let f ∈ PJ,0[D, (Aj)nj=0]. Let w ∈ H(n) \ {0}. In view of Corollary 3.3 and Remark 3.7, let K(w) be the
contractive complex m × mmatrix satisfying
f (w) = Mn+1,J(w) + |w|n+1
√
Ln+1,J(w) K(w)
√
Rn+1,J(w) . (4.7)
Then
− (f ∗(w), I)Wn,J(w) (f ∗(w), I)∗ = √Rn+1,J(w) (I − K∗(w)K(w)) √Rn+1,J(w) (4.8)
and
− (f (w), I)Wn,J(w) (f (w), I)∗ =
√
Ln+1,J(w)
(
I − K(w)K∗(w)) √Ln+1,J(w) (4.9)
hold true. In particular, the inequalities
− (f ∗(w), I)Wn,J(w) (f ∗(w), I)∗ ≤ Rn+1,J(w) (4.10)
and
− (f (w), I)Wn,J(w) (f (w), I)∗ ≤ Ln+1,J(w) (4.11)
are satisfied. Furthermore, the following statements are equivalent:
(i) Equality holds true in (4.10).
(ii) Equality holds true in (4.11).
(iii) f (w) = Mn+1,J(w).
Proof. Let them × m block partitions ofWn,J(w) and [Wn,J(w)]−1 be given by
Wn,J(w) =
⎛⎝W11 W12
W21 W22
⎞⎠ and [Wn,J(w)]−1 =
⎛⎝V11 V12
V21 V22
⎞⎠ .
Taking into account formulas (4.2)–(4.4), the proof of [10, Theorem 6.5] shows in particular that the
matricesW11 and V22 are nonsingular and that the identities
Mn+1,J(w) = −W−111 W12, |w|2(n+1)Ln+1,J(w) = W−111 , and Rn+1,J(w) = −V−122
hold true (see Eq. (6.22) in [10]). Furthermore, [3, Lemma1.1.7] provides usV
−1
22 = W22−W21W−111 W12
and, therefore,
Wn,J(w) =
⎛⎝ I −Mn+1,J(w)
0 I
⎞⎠∗⎛⎝|w|−2(n+1)[Ln+1,J(w)]−1 0
0 −Rn+1,J(w)
⎞⎠⎛⎝ I −Mn+1,J(w)
0 I
⎞⎠ .
(4.12)
Because of (4.6) we have Wn,J(w) = −|w|−2(n+1)Umm[Wn,J(w)]−1U∗mm. Using (4.12), it is therefore
readily checked that
Wn,J(w) =
⎛⎝ I 0
−Mn+1,J(w) I
⎞⎠⎛⎝|w|−2(n+1)[Rn+1,J(w)]−1 0
0 −Ln+1,J(w)
⎞⎠⎛⎝ I 0
−Mn+1,J(w) I
⎞⎠∗ .
(4.13)
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Having in mind (4.7) and (4.12), we obtain (4.8), whereas (4.7) and (4.13) yield (4.9). Therefore, the
inequalities (4.10) and (4.11) are obvious. Furthermore, since the matrices Ln+1,J(w) and Rn+1,J(w)
are nonsingular, the equivalence of (i), (ii), and (iii) follows immediately from (4.7) to (4.9). 
Corollary 4.2. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov
sequence. Then, for each w ∈ H(n), the inequalities
Ln+1,J(w) ≤ J−Mn+1,J(w)J (Mn+1,J(w))∗ and Rn+1,J(w) ≤ J− (Mn+1,J(w))∗JMn+1,J(w)
hold true.
Proof. In the case w = 0, the assertion follows easily by direct calculation. If w = 0, then apply
Proposition 4.1 and [12, part (a) of Proposition 5.7]. 
5. Further observations on the matrix-valued function θn,J and on the Weyl semi-radii
Theorem 1.4 shows that thematrix-valued function θn,J plays a crucial role in the description of the
Weyl matrix balls associated with a J-Potapov sequence (Aj)
n
j=0. In the present section, we will verify
that this function θn,J does not depend on the concrete choice of the underlyingmatrices Vn ∈ Yn,J and
Wn ∈ Zn,J (i.e., it depends only on the given J-Potapov sequence). Moreover, we will see that theWeyl
semi-radii occurring in Theorem 1.4 and Corollary 3.3 are independent of the special choice of the
matrices Vn ∈ Y˜n,J andWn ∈ Z˜n,J . Furthermore, wewill state a possibility for a recursive construction
of the function θn,J .
For every j ∈ N, we will again use the notation Ej from Section 2.
Proposition 5.1. Let J be anm × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
If n ≥ 1, then let Vn,Vn ∈ Yn,J and let Wn,Wn ∈ Zn,J . Further, let the matrix polynomials πn,J , ρn,J , σn,J ,
and τn,J be given by (1.11)–(1.14), and let πn,J , ρn,J , σ n,J , and τ n,J be the matrix polynomials which are
defined analogously to πn,J , ρn,J , σn,J , and τn,J , respectively, using (in the case n ≥ 1) the matrices Vn and
Wn instead of Vn and Wn, respectively. Then√
Rn+1,J ρ−1n,J =
√
Rn+1,J ρ−1n,J and τ−1n,J
√
Ln+1,J = τ−1n,J
√
Ln+1,J
hold true.
Proof. We prove the first of the asserted identities. From [9, Lemma 3.11] we know that rank Ln+1,J =
rank Rn+1,J holds true. Hence there exists a unitary matrix U ∈ Cm×m such that U∗Ln+1,JL+n+1,JU =
Rn+1,JR+n+1,J . Since U is, in particular, contractive, [10, Corollary 2.5] and (1.11)–(1.14) imply
(
E1Jτ˜ [n]n,J G + πn,J
) (
E1Jσ˜ [n]n,J G + ρn,J
)−1 = (E1Hπ˜ [n]n,J J + τn,J)−1 (E1Hρ˜[n]n,J J + σn,J) , (5.1)
where G := √Ln+1,J +U√Rn+1,J and H := √Ln+1,J U√Rn+1,J +. Furthermore, [12, Theorem 2.7]
provides us πn,Jρ
−1
n,J = πn,Jρ−1n,J . Having this in mind, we obtain(
E1Jτ˜ [n]n,J G + πn,J
) (
E1Jσ˜ [n]n,J G + ρn,J
)−1 = (E1Jτ˜ [n]n,J Gρ−1n,J + πn,Jρ−1n,J ) (E1Jσ˜ [n]n,J Gρ−1n,J + I)−1
=
(
E1Jτ˜ [n]n,J Gρ−1n,J + πn,Jρ−1n,J
) (
E1Jσ˜ [n]n,J Gρ−1n,J + I
)−1
.
(5.2)
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According to [12, Theorems 2.7 and 2.8] and [3, Lemma 1.2.1], Eq. (2.2) hold true. Furthermore, [12,
Proposition 2.11] yields (2.3). Taking into account (5.1), (5.2), and the identities (2.2) and (2.3), we get
0 =
(
E1Hπ˜ [n]n,J J + τn,J
) (
E1Jτ˜ [n]n,J Gρ−1n,J + πn,Jρ−1n,J
)
−
(
E1Hρ˜[n]n,J J + σn,J
) (
E1Jσ˜ [n]n,J Gρ−1n,J + I
)
= E2H
(
π˜
[n]
n,J τ˜
[n]
n,J − ρ˜[n]n,J σ˜ [n]n,J
)
Gρ−1n,J + E1H
(
π˜
[n]
n,J Jπn,J − ρ˜[n]n,J Jρn,J
)
ρ−1n,J
+ E1
(
τn,J Jτ˜
[n]
n,J − σn,J Jσ˜ [n]n,J
)
Gρ−1n,J +
(
τn,Jπn,J − σn,Jρn,J) ρ−1n,J
= En+1
(
Ln+1,JGρ−1n,J − HRn+1,Jρ−1n,J
)
= En+1
√
Ln+1,J U
√
Rn+1,J
(
ρ−1n,J − ρ−1n,J
)
.
and, therefore,
0 = U∗
√
Ln+1,J
+√
Ln+1,J U
√
Rn+1,J
(
ρ−1n,J − ρ−1n,J
)
= U∗Ln+1,JL+n+1,JU
√
Rn+1,J
(
ρ−1n,J − ρ−1n,J
)
= Rn+1,JR+n+1,J
√
Rn+1,J
(
ρ−1n,J − ρ−1n,J
)
=
√
Rn+1,J
(
ρ−1n,J − ρ−1n,J
)
.
Thus, the first of the asserted identities is true. The second one can be proved analogously. 
Corollary 5.2. Let the assumptions of Proposition 5.1 be satisfied. Then the matrix-valued function θn,J
given by (2.4) coincides with
θn,J :=
√
Rn+1,J ρ−1n,J Jσ˜
[n]
n,J
√
Ln+1,J
+
.
Proof. Using Propositions 5.1 and 2.2, we get
θn,J =
√
Rn+1,J ρ−1n,J Jσ˜
[n]
n,J
√
Ln+1,J
+ =
√
Rn+1,J ρ−1n,J Jσ˜
[n]
n,J
√
Ln+1,J
+
=
√
Rn+1,J
+
π˜
[n]
n,J Jτ
−1
n,J
√
Ln+1,J =
√
Rn+1,J
+
π˜
[n]
n,J Jτ
−1
n,J
√
Ln+1,J = θn,J . 
Corollary 5.3. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence. If
n ≥ 1, then let Vn,Vn ∈ Y˜n,J and let Wn,Wn ∈ Z˜n,J . Let w ∈ H(n). Further, let the matricesMn+1,J(w),
An+1,J(w), Bn+1,J(w), Ln+1,J(w), and Rn+1,J(w) be defined as in Theorem 1.4 and Corollary 3.3, and let
the matricesMn+1,J(w), An+1,J(w), Bn+1,J(w), Ln+1,J(w), and Rn+1,J(w) be defined analogously to
Mn+1,J(w),An+1,J(w), Bn+1,J(w), Ln+1,J(w), andRn+1,J(w), respectively, using (in the case n ≥ 1) the
matrices Vn andWn instead of Vn and Wn, respectively. Then the identities
Mn+1,J(w) =Mn+1,J(w),
An+1,J(w) = An+1,J(w), Bn+1,J(w) = Bn+1,J(w),
Ln+1,J(w) = Ln+1,J(w), and Rn+1,J(w) = Rn+1,J(w)
hold true.
Proof. In view of Theorem 1.4, the first identity is obvious, since the center of a given matrix ball is
uniquelydetermined (see [20] or, e.g., [3, Corollary1.5.1]). The remainingequations follow immediately
from Proposition 5.1 and Corollary 5.2. 
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In view of Corollaries 5.2 and 5.3, the following convention is correct:
Notation: In the sequel, whenever some κ ∈ N0∪{∞}, a J-Potapov sequence (Aj)κj=0 and an n ∈ N0,κ
are given, let θn,J be the matrix-valued function defined by (2.4), and let the matrix-valued functions
Mn+1,J,An+1,J, Bn+1,J,Ln+1,J,Rn+1,J : H(n) → Cm×m
be defined by (1.18), (1.19), (1.20), (3.13), and (3.14), respectively.
Let J be an m × m signature matrix, let κ ∈ N0 ∪ {∞}, and let (Aj)κj=0 be a J-Potapov sequence.
Then [8, Lemma 5.3] shows that (A∗j )κj=0 is a J-Potapov sequence as well. At this point it seems to be
useful to give some remarks on the interrelations between the sequences (Aj)
κ
j=0 and (A∗j )κj=0. For this
purpose, for each n ∈ N0,κ , we use the following notations: Let Sn,∗ := S(A∗)n (where S(A∗)n is given via
(1.2) with the sequence (A∗j )nj=0 instead of (Aj)nj=0), let (analogously to (1.6)) Pn,J,∗ := J[n] −Sn,∗J[n]S∗n,∗
and Qn,J,∗ := J[n] − S∗n,∗J[n]Sn,∗. Similarly, let Ln+1,J,∗, Rk+1,J,∗, θn,J,∗,An+1,J,∗, Bn+1,J,∗, etc. be defined
in the same way as Ln+1,J , Rn+1,J , θn,J , An+1,J , Bn+1,J , etc., respectively, using the J-Potapov sequence
(A∗j )κj=0 insteadof (Aj)κj=0. Furthermore, forn ∈ N0, let the (Hermitianandunitary) (n+1)m×(n+1)m
matrix J[n,m] be given by
J[n,m] :=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Im, if n = 0⎛⎜⎜⎜⎜⎝
0m×m . . . Im
... . .
. ...
Im . . . 0m×m
⎞⎟⎟⎟⎟⎠ , if n ≥ 1.
(5.3)
If G is a nonempty subset of C, then for any f : G → Cm×m let the function f∨ : G∗ → Cm×m be
defined by w → f ∗(w), where G∗ := {w ∈ C : w ∈ G}.
Remark 5.4. Let J be an m × m signature matrix, let κ ∈ N0 ∪ {∞}, and let (Aj)κj=0 be a J-Potapov
sequence. Let n ∈ N0,κ . Then Sn,∗ = J[n,m]S∗n J[n,m] holds. This implies Pn,J,∗ = J[n,m]Qn,J J[n,m] and
Qn,J,∗ = J[n,m]Pn,J J[n,m]. Thus, straightforward calculations yield the identities
Ln+1,J,∗ = Rn+1,J and Rn+1,J,∗ = Ln+1,J . (5.4)
Furthermore, taking intoaccount (3.15)and [9,part (c)of Lemma3.6andLemma3.7],wegetMn+1,J,∗ =
M∗n+1,J . Hence, in view of (3.16) we have in the case n ≥ 1 the identity
Kn,J,∗ = K∗n,J . (5.5)
Furthermore, taking intoaccountCorollary5.2, (1.11)–(1.14), andProposition2.2, it canbeeasilyverified
that
θn,J,∗ = θ∨n,J . (5.6)
Because ofPJ,0
[
D, (A∗j )nj=0
]
=
{
f∨ : f ∈ PJ,0
[
D, (Aj)
n
j=0
]}
, the setH
(n)∗ := ⋂f∈PJ,0[D,(A∗j )nj=0]Hf sat-
isfiesH
(n)∗ = {w ∈ C : w ∈ H(n)}, and for each w ∈ H(n)∗ we have {f (w) : f ∈ PJ,0
[
D, (A∗j )nj=0
]
} =
{f ∗(w) : f ∈ PJ,0
[
D, (Aj)
n
j=0
]
}. Therefore, having in mind Theorem 1.4 and the uniqueness of the
center of a matrix ball (see [20]), we obtain
Mn+1,J,∗ = M∨n+1,J .
1046 B. Fritzsche et al. / Linear Algebra and its Applications 436 (2012) 1028–1060
Moreover, taking into account (1.19), (1.20), Remark 1.1, (1.12), (1.14), (5.4), (5.6), and Corollary 5.3,
straightforward calculations yield the equations
An+1,J,∗(w) = Bn+1,J(w) and Bn+1,J,∗(w) = An+1,J(w)
and, consequently,
Ln+1,J,∗(w) = Rn+1,J(w) and Rn+1,J,∗(w) = Ln+1,J(w) (5.7)
for each w ∈ H(n)∗ .
Our next goal is to derive some recursion formulas for the matrix-valued function θn,J . For the
reader’s convenience, let us first recall a possibility of a recursive construction of matrix polynomials
of the kind used in Theorem 1.2 for the parametrization of the solution set PJ,0[D, (Aj)nj=0] and in
Theorem 1.4 for the description of the corresponding Weyl matrix balls. Here we will follow [12,
Section 4].
Remark 5.5. Let J be an m × m signature matrix, let κ ∈ N0 ∪ {∞}, and let (Aj)κj=0 be a J-Potapov
sequence. Let π0,J , ρ0,J , σ 0,J , and τ 0,J be the constant matrix polynomials given by
π0,J(w) := A0, ρ0,J(w) := Im, σ 0,J(w) := A0, τ 0,J(w) := Im
for each w ∈ C. Furthermore, if κ ≥ 1, then let, for each n ∈ N1,κ , the matrix polynomials πn,J , ρn,J ,
σ n,J , and τ n,J be recursively defined by
πn,J(w) := πn−1,J(w) + wJτ˜ [n−1]n−1,J (w)tn,J, ρn,J(w) := ρn−1,J(w) + wJσ˜ [n−1]n−1,J (w)tn,J,
σ n,J(w) := σ n−1,J(w) + un,Jwρ˜[n−1]n−1,J (w)J, τ n,J(w) := τ n−1,J(w) + un,Jwπ˜ [n−1]n−1,J (w)J
for each w ∈ C, where tn,J := L+n,J(An − Mn,J) and un,J := (An − Mn,J)R+n,J . If κ ≥ 1, then, for every
n ∈ N1,κ , there are matrices Vn ∈ Y˜n,J and Wn ∈ Z˜n,J such that πn,J , ρn,J , σ n,J , and τ n,J can be
represented via
πn,J(w) = A0 + wen−1,m(w)(yn + Sn−1Vn), ρn,J(w) = Im + wen−1,m(w)Vn,
σ n,J(w) = (WnSn−1 + zn)wεn−1,m(w) + A0, τ n,J(w) = Wnwεn−1,m(w) + Im
for eachw ∈ C (see [12, Remark 4.2, Proposition 3.6]). Furthermore, taking into account (3.17), we see
that (in the case κ ≥ 1)
tn,J =
√
Ln,J
+
Kn,J
√
Rn,J and un,J =
√
Ln,J Kn,J
√
Rn,J
+
(5.8)
hold for each n ∈ N1,κ (where Kn,J is given by (3.16)).
Remark 5.6. Let J be an m × m signature matrix, let κ ∈ N ∪ {∞}, and let (Aj)κj=0 be a J-Potapov
sequence. For each n ∈ N0,κ , let thematrix polynomialsπn,J ,ρn,J ,σ n,J , and τ n,J be recursively defined
as in Remark 5.5. Then, because of Remark 5.5, (2.4), and Corollary 5.2, we have√
Rn,J ρ
−1
n−1,Jρn,J =
√
Rn,J ρ
−1
n−1,J
(
ρn−1,J + E1Jσ˜ [n−1]n−1,J
√
Ln,J
+
Kn,J
√
Rn,J
)
= (I + E1θn−1,JKn,J)
√
Rn,J
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and hence√
Rn,J ρ
−1
n,J =
(
I + E1θn−1,JKn,J)−1 √Rn,J ρ−1n−1,J (5.9)
for each n ∈ N1,κ .
Nowwe obtain the desired recursion formulas for thematrix-valued function θn,J . In the context of
thematricial Schur andCarathéodory problems, such recursion formulaswere obtained in [4, Theorem
5.7] and [7, Theorem 6.8].
Theorem 5.7. Let J be an m × m signature matrix, let κ ∈ N0 ∪ {∞}, and let (Aj)κj=0 be a J-Potapov
sequence. Then:
(a) θ0,J is the constant matrix-valued function defined onC with value
√
R1,J JA
∗
0
√
L1,J
+
, where
√
R1,J JA
∗
0
√
L1,J
+ = √R1,J +A∗0 J
√
L1,J .
(b) Suppose that κ ≥ 1. Then, for each n ∈ N1,κ , the recurrence formulas
θn,J =
√
Rn+1,J
√
Rn,J
+ (
I + E1θn−1,JKn,J)−1 (E1θn−1,J + K∗n,J)√Ln,J√Ln+1,J + (5.10)
and
θn,J =
√
Rn+1,J
+√
Rn,J
(
E1θn−1,J + K∗n,J
) (
I + E1Kn,Jθn−1,J)−1 √Ln,J +√Ln+1,J (5.11)
hold true.
Proof. Part (a) is an immediate consequence of Proposition 2.2. Now suppose that κ ≥ 1, and let
n ∈ N1,κ . For each k ∈ N0,n, let thematrix polynomialsπ k,J , ρk,J , σ k,J , and τ k,J be recursively defined
as in Remark 5.5. Because of Remark 5.5 and Corollary 5.2, for each k ∈ N0,n, the matrix-valued
function θk,J admits the representation
θk,J =
√
Rk+1,J ρ−1k,J Jσ˜
[k]
k,J
√
Lk+1,J
+
. (5.12)
Furthermore, using Remark 5.5 and [3, Lemma 1.2.1], we get
σ˜
[n]
n,J = E1σ˜ [n−1]n−1,J + Jρn−1,J
√
Rn,J
+
K∗n,J
√
Ln,J . (5.13)
From [9, Proposition 4.1] it followsR(Ln+1,J) ⊆ R(Ln,J) andR(Rn+1,J) ⊆ R(Rn,J) and, therefore,√
Ln,J
+√
Ln,J
√
Ln+1,J
+ =
√
Ln+1,J
+
(5.14)
and √
Rn+1,J
√
Rn,J
+√
Rn,J =
√
Rn+1,J . (5.15)
Taking into account (5.12), (5.14), (5.15), (5.9), (5.13), and the identities K∗n,J
√
Ln,J
√
Ln,J
+ = K∗n,J and√
Rn,J
√
Rn,J
+
K∗n,J = K∗n,J , we obtain
θn,J =
√
Rn+1,J
√
Rn,J
+√
Rn,J ρ
−1
n,J Jσ˜
[n]
n,J
√
Ln,J
+√
Ln,J
√
Ln+1,J
+
=
√
Rn+1,J
√
Rn,J
+ (
I + E1θn−1,JKn,J)−1 √Rn,Jρ−1n−1,J J
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·
(
E1σ˜ [n−1]n−1,J
√
Ln,J
+ + Jρn−1,J
√
Rn,J
+
K∗n,J
)√
Ln,J
√
Ln+1,J
+
=
√
Rn+1,J
√
Rn,J
+ (
I + E1θn−1,JKn,J)−1 (E1θn−1,J + K∗n,J)√Ln,J√Ln+1,J +.
Thus, (5.10) is verified. Applying (5.10) to the J-Potapov sequence (A∗j )κj=0 (see [8, Lemma 5.3]) and
using Remark 5.4, we obtain (5.11). 
Nowwe shortly consider a case inwhich the recursion formulas (5.10) and (5.11) have a very simple
shape (see also [4, Corollary 5.9] and [7, Corollary 6.10] for the case of a given Schur and Carathéodory
sequence, respectively).
Corollary 5.8. Let J be an m × m signature matrix, let n ∈ N0, let (Aj)nj=0 be a J-Potapov sequence, and
let An+1 := Mn+1,J . Then (Aj)n+1j=0 is a J-Potapov sequence and θn+1,J = E1θn,J holds true.
Proof. Because of [9, Theorem 3.9], (Aj)
n+1
j=0 is a J-Potapov sequence. By (3.16) and [9, Proposition 4.1],
we get Kn+1,J = 0m×m and the identities Ln+2,J = Ln+1,J and Rn+2,J = Rn+1,J . Thus, Theorem 5.7 and
(2.4) yield
θn+1,J = E1Rn+1,JR+n+1,Jθn,JLn+1,JL+n+1,J = E1θn,J . 
Lemma 5.9. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Furthermore, for each k ∈ N0,n, let the matrix polynomials π k,J , ρk,J , σ k,J , and τ k,J be recursively defined
as in Remark 5.5. Then det ρn,J = det τ n,J and detπn,J = det σ n,J hold true.
Proof. Obviously, det ρ0,J = det τ 0,J holds. Suppose now that n ≥ 1, let k ∈ N1,n, and assume that
det ρk−1,J = det τ k−1,J . Then, taking into account Remarks 5.5 and 2.3, we obtain
det ρk,J = det
(
ρk−1,J + E1Jσ˜ [k−1]k−1,J
√
Lk,J
+
Kk,J
√
Rk,J
)
= det
(
τ k−1,J + E1
√
Lk,J Kk,J
√
Rk,J
+
π˜
[k−1]
k−1,J J
)
= det τ k,J .
Thus, we get the first of the asserted identities. The second one follows from the first by applying [12,
Theorems 2.7 and 2.8]. 
We finish this section with a note on the determinants of theWeyl semi-radii obtained in Theorem
1.4 and Corollary 3.3.
Remark 5.10. Let the assumptions of Theorem 1.4 be satisfied. Then
detAn+1,J(w) = det Bn+1,J(w) and det Ln+1,J(w) = detRn+1,J(w)
hold for each w ∈ H(n). Indeed, if (Aj)nj=0 is a strict J-Potapov sequence, then this follows using
det Ln+1,J = det Rn+1,J (see [9, Lemma 3.11]), det τn,J(w) = det ρn,J(w) (see (4.1), Remark 5.5 and
Lemma 5.9), and [3, Lemma 1.1.8]. If (Aj)
n
j=0 is not a strict J-Potapov sequence, then it suffices to apply
Remark 3.7.
6. On the monotonicity of the sequences of the Weyl semi-radii
Let (Aj)
κ
j=0 be a J-Potapov sequence (where κ ∈ N∪ {∞}), and let n ∈ N1,κ . The main goal of this
section is to show that, for each w ∈ H(n−1), the sequences (Lk+1,J(w))κk=n−1 and (Rk+1,J(w))κk=n−1
are monotonously nonincreasing. Moreover, for k ∈ Nn,κ , we will give some characterization of the
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cases Lk,J(w) = Lk+1,J(w) andRk,J(w) = Rk+1,J(w). The key instrument for our considerations will
be Lemma 6.2 in combination with the recurrence formulas given in Theorem 5.7.
Remark 6.1. Let J be an m × m signature matrix, let κ ∈ N ∪ {∞}, and let (Aj)κj=0 be a J-Potapov
sequence. Then, obviously,H(n−1) ⊆ H(n) holds for every n ∈ N1,κ .
In the sequel, for p, q ∈ N and an arbitrary matrix E ∈ Cp×q, we use the notation
DE := I − EE∗.
Lemma 6.2. Let p, q ∈ N. Let L ∈ Cp×p, let R ∈ Cq×q, let K ∈ Cp×q, and let  ∈ Cq×p. Assume that
the conditions L ≥ 0, R ≥ 0, ‖K‖ ≤ 1, and ‖‖ < 1 hold and that the inclusions
R(K) ⊆ R(L), R(K∗) ⊆ R(R), R(∗) ⊆ R(L), and R() ⊆ R(R) (6.1)
are fulfilled. Furthermore, let
L̂ := √L DK
√
L, R̂ := √RDK∗
√
R , (6.2)
and (in view of Remark 3.2)
̂ :=
√
R̂
√
R
+
(I − K)−1( − K∗)√L
√
L̂
+
. (6.3)
Then the matrix ̂ is contractive and, for each w ∈ D, the inequality
√
R̂D
−1
w̂
√
R̂ ≤ √R (I − K)∗D−1 (I − K)
√
R (6.4)
is satisfied. Moreover, if w ∈ D, then equality holds in (6.4) if and only if  = K∗.
A proof of Lemma 6.2 is given in [11, Lemma 3.4].
Lemma 6.3. Let J be an m × m signature matrix, let n ∈ N, let (Aj)nj=0 be a J-Potapov sequence, and let
w ∈ H(n−1). Then the matrices wθn−1,J(w) and wθn,J(w) are strictly contractive, and the inequality√
Rn+1,J D−1wθn,J(w)
√
Rn+1,J ≤
√
Rn,J
(
I + wθn−1,J(w)Kn,J)∗ D−1wθn−1,J(w) (I + wθn−1,J(w)Kn,J) √Rn,J
(6.5)
is satisfied. Moreover, equality holds in (6.5) if and only if wθn−1,J(w) = −K∗n,J .
Proof. From part (a) of Theorem 1.4 we infer ‖wθn−1,J(w)‖ < 1. Furthermore, [9, Proposition 4.1]
yields that‖Kn,J‖ ≤ 1.Hence, because of (3.16) and (2.4), thematrices L := Ln,J ,R := Rn,J ,K := −Kn,J ,
and  := wθn−1,J(w) fulfill all the assumptions of Lemma 6.2. Let L̂, R̂, and ̂ be given by (6.2) and
(6.3). Then [9, Proposition 4.1] and Theorem 5.7 provide us L̂ = Ln+1,J , R̂ = Rn+1,J , and ̂ = θn,J(w).
Thus an application of Lemma 6.2 yields the assertions. 
Theorem 6.4. Let J be an m × m signature matrix, let κ ∈ N ∪ {∞}, and let (Aj)κj=0 be a J-Potapov
sequence. Furthermore, let n ∈ N1,κ and let w ∈ H(n−1). Then:
(a) For each k ∈ Nn,κ , the inequalities
Lk+1,J(w) ≤ Lk,J(w) and Rk+1,J(w) ≤ Rk,J(w)
hold true.
(b) For each k ∈ Nn,κ , the following statements are equivalent:
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(i) Lk+1,J(w) = Lk,J(w).
(ii) Rk+1,J(w) = Rk,J(w).
(iii) Kk,J = −w θ∗k−1,J(w).
Proof. For each k ∈ N0,κ , let thematrix polynomials ρk,J and σ k,J be recursively defined as in Remark
5.5. Because ofw ∈ H(n−1), part (a) of Theorem 1.4 (in combination with Remarks 5.5 and 6.1) shows
that, for every k ∈ Nn,κ , the matrix ρk−1,J(w) is nonsingular. Furthermore, (3.14), Remarks 5.5 and
6.1, and Corollary 5.3 provide us for each k ∈ Nn,κ the identity
Rk,J(w) = ρ−∗k−1,J(w)
√
Rk,J D
−1
wθk−1,J(w)
√
Rk,J ρ
−1
k−1,J(w). (6.6)
Now let k ∈ Nn,κ . From Remark 5.6 we get(
I + wθk−1,J(w)Kk,J) √Rk,J ρ−1k,J (w) = √Rk,J ρ−1k−1,J(w). (6.7)
Taking into account (6.6), Lemma 6.3, and (6.7), we infer
Rk+1,J(w) ≤ ρ−∗k,J (w)
√
Rk,J
(
I+wθk−1,J(w)Kk,J)∗ D−1wθk−1,J(w) (I+wθk−1,J(w)Kk,J) √Rk,J ρ−1k,J (w)
= ρ−∗k−1,J(w)
√
Rk,J D
−1
wθk−1,J(w)
√
Rk,J ρ
−1
k−1,J(w)
= Rk,J(w)
and, because of Lemma 6.3, conditions (ii) and (iii) are equivalent. Applying this to the J-Potapov
sequence (A∗j )κj=0 (see [8, Lemma5.3]) and to the pointw instead ofw, Remark 5.4 yields the inequality
Lk+1,J(w) ≤ Lk,J(w) and the equivalence of (i) and (iii). 
Let J be anm×m signature matrix and let f ∈ PJ,0(D). Let (1.3) be the Taylor series representation
of f in some neighborhood of 0. Having in mind that (Aj)
∞
j=0 is a J-Potapov sequence, for every n ∈ N0
we define
H
(n)
f :=
⋂
ϕ∈PJ,0[D,(Aj)nj=0]
Hϕ.
For each n ∈ N0, let thematrix-valued functionsM[f ]n+1,J , L[f ]n+1,J ,R[f ]n+1,J : H(n)f → Cm×m be given by
M[f ]n+1,J := Mn+1,J, L[f ]n+1,J := Ln+1,J, and R[f ]n+1,J := Rn+1,J
(whereMn+1,J , Ln+1,J , and Rn+1,J are defined with respect to (Aj)∞j=0). Furthermore, f will be called
nondegenerate if (Aj)
∞
j=0 is a strict J-Potapov sequence.
Lemma 6.5. Let J be an m×m signature matrix, and let f ∈ PJ,0(D). Then, for each n ∈ N0, the setH(n)f
is open inD with 0 ∈ H(n)f andH(n)f ⊆ H(n+1)f . Furthermore,Hf =
∞⋃
n=0
H
(n)
f holds true.
Proof. This can be shown in the same way as [10, Lemma 8.1] using part (a) of Theorem 1.4 and [10,
Proposition 2.2]. 
For a nondegenerate J-Potapov function f , the following result was shown in [10, Proposition 8.2].
Proposition 6.6. Let J be an m × m signature matrix, and let f ∈ PJ,0(D). Further, let w ∈ Hf . In view
of Lemma 6.5, let n0 ∈ N0 be such that w ∈ H(n)f for each n ∈ Nn0,∞. Then:
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(a) The sequences
(
L[f ]n+1,J(w)
)∞
n=n0 and
(
R[f ]n+1,J(w)
)∞
n=n0 are both monotonously nonincreasing. In
particular, the limits
L[f ]J (w) := limn→∞L
[f ]
n+1,J(w) and R
[f ]
J (w) := limn→∞R
[f ]
n+1,J(w)
exist and are both nonnegative Hermitian. Furthermore, the equation det L[f ]J (w) = detR[f ]J (w) is
satisfied.
(b) The sequence
(
M[f ]n+1,J(w)
)∞
n=n0 converges and limn→∞M
[f ]
n+1,J(w) = f (w) holds.
Proof. The assertion of (a) follows immediately from part (a) of Theorem 6.4 and Remark 5.10. Part (b)
can be shown in the same way as [10, Proposition 8.2 (b)] using part (a) in combination with Theorem
1.4 andawell-knownresult onmatrixballs ([20, Theorems2.1, 2.2], see also, e.g., [3, Theorem1.5.3]). 
In the nondegenerate case we get immediately the following corollary, which is an analog to [3,
Theorem 5.6.4], where nondegenerate matricial Schur functions are considered.
Corollary 6.7. Let J be an m × m signature matrix and let f ∈ PJ,0(D). If f is nondegenerate, then, for
each w ∈ Hf , the inequalities
L[f ]J (w) ≤ J − f (w)Jf ∗(w) and R[f ]J (w) ≤ J − f ∗(w)Jf (w)
hold true.
Proof. Apply Corollary 4.2 and Proposition 6.6. 
7. Some remarks on central J-Potapov functions
In thepresent section,wearegoing todescribe the situation that, starting froma J-Potapov sequence
(Aj)
n
j=0 and a point w belonging to the set H(n), the value fc,n(w) of the central J-Potapov function
corresponding to (Aj)
n
j=0 coincides with the center Mn+1,J(w) of the associated Weyl matrix ball.
Moreover, wewill obtain certain characterizations of the casesLn+1,J(w) = Ln,J(w) andRn+1,J(w) =
Rn,J(w).
Let n ∈ N0, and let us consider an arbitrary J-Potapov sequence (Aj)nj=0. For every k ∈ N0, let the
matrix An+1+k be recursively defined by
An+1+k := Mn+1+k,J
(whereMn+1+k,J is given by (3.15)). Then [9, Theorem3.9] implies that (Aj)∞j=0 is a J-Potapov sequence.
Hence there is a (unique) J-Potapov function fc,n which admits the Taylor series representation
fc,n(w) =
∞∑
j=0
Ajw
j
in some neighborhood of 0. In particular, fc,n ∈ PJ,0[D, (Aj)nj=0]. This function fc,n is called the cen-
tral J-Potapov function corresponding to (Aj)
n
j=0. Under the assumptions of Theorem 1.2 (and with the
notations used there), it can be represented by
fc,n = πn,J,Dρ−1n,J,D and fc,n = τ−1n,J,Dσn,J,D (7.1)
(see [12, Theorems 2.7 and 2.8]).
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Lemma 7.1. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence. If
n ≥ 1, then let Vn ∈ Y˜n,J and let Wn ∈ Z˜n,J . Further, let the matrix polynomials πn,J , ρn,J , σn,J , and τn,J
be given by (1.11)–(1.14). For each S ∈ Sm×m(D), let fS be defined by (1.15). Let S1, S2 ∈ Sm×m(D), and
let w ∈ (HfS1 ∩HfS2 ) \ {0}. Then the following statements are equivalent:
(i) Ln+1,JL+n+1,JS1(w)Rn+1,JR+n+1,J = Ln+1,JL+n+1,JS2(w)Rn+1,JR+n+1,J .
(ii) fS1(w) = fS2(w).
Proof. For every S ∈ Sm×m(D), we will use the settings GS := √Ln+1,J +S√Rn+1,J and HS :=√
Ln+1,J S
√
Rn+1,J +. First we notice that Theorem 1.2 yields in particular that, for each j ∈ {1, 2}, the
matrices
wJσ˜
[n]
n,J (w)GSj(w) + ρn,J(w) and wHSj(w)π˜ [n]n,J (w)J + τn,J(w)
are both nonsingular.
“(i)⇒ (ii)”. If (i) holds, then we obtain GS1(w) = GS2(w), and hence (ii) follows.
“(ii)⇒ (i)”. Now suppose that (ii) holds. Because of [12, Theorems 2.7 and 2.8] and [3, Lemma 1.2.1]
we have (2.2), whereas [12, Proposition 2.11] yields the identities (2.3). Theorem 1.2 provides us(
wHS1(w)π˜
[n]
n,J (w)J + τn,J(w)
)−1 (
wHS1(w)ρ˜
[n]
n,J (w)J + σn,J(w)
)
=
(
wJτ˜
[n]
n,J (w)GS1(w) + πn,J(w)
) (
wJσ˜
[n]
n,J (w)GS1(w) + ρn,J(w)
)−1
=
(
wJτ˜
[n]
n,J (w)GS2(w) + πn,J(w)
) (
wJσ˜
[n]
n,J (w)GS2(w) + ρn,J(w)
)−1
.
Therefore, taking into account additionally formulas (2.2) and (2.3), we obtain
0=
(
wHS1(w)π˜
[n]
n,J (w)J + τn,J(w)
) (
wJτ˜
[n]
n,J (w)GS2(w) + πn,J(w)
)
−
(
wHS1(w)ρ˜
[n]
n,J (w)J + σn,J(w)
) (
wJσ˜
[n]
n,J (w)GS2(w) + ρn,J(w)
)
=w2HS1(w)
(
π˜
[n]
n,J (w)τ˜
[n]
n,J (w) − ρ˜[n]n,J (w)σ˜ [n]n,J (w)
)
GS2(w)
+wHS1(w)
(
π˜
[n]
n,J (w)Jπn,J(w) − ρ˜[n]n,J (w)Jρn,J(w)
)
+w
(
τn,J(w)Jτ˜
[n]
n,J (w) − σn,J(w)Jσ˜ [n]n,J (w)
)
GS2(w)
+τn,J(w)πn,J(w) − σn,J(w)ρn,J(w)
=wn+1 (Ln+1,JGS2(w) − HS1(w)Rn+1,J)
and hence HS1(w)Rn+1,J = Ln+1,JGS2(w). Multiplying this equation from the left by
√
Ln+1,J + and
from the right by
√
Rn+1,J +, we get the identity stated in (i). 
Proposition 7.2. Let J be anm × m signature matrix, let n ∈ N0, let (Aj)nj=0 be a J-Potapov sequence, and
denote by fc,n the central J-Potapov function corresponding to (Aj)
n
j=0. If n ≥ 1, then let Vn ∈ Y˜n,J and let
Wn ∈ Z˜n,J . Further, let the matrix polynomials ρn,J and τn,J be given by (1.12) and (1.14), respectively. Let
w ∈ H(n). Then the following statements are equivalent:
(i) fc,n(w) = Mn+1,J(w).
(ii) wθn,J(w) = 0.
(iii) An+1,J(w) = τ−1n,J (w)√Ln+1,J .
(iv) Bn+1,J(w) = √Rn+1,J σ−1n,J (w).
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(v) Ln+1,J(w) = τ−1n,J (w)Ln+1,Jτ−∗n,J (w).
(vi) Rn+1,J(w) = ρ−∗n,J (w)Rn+1,Jρ−1n,J (w).
Proof. Let thematrix polynomialsπn,J andσn,J be given by (1.11) and (1.13), respectively. Furthermore,
we notice that part (a) of Theorem 1.4 and Remark 1.3 imply that the matrices ρn,J(w) and τn,J(w) are
both nonsingular.
“(i)⇔(ii)”. The case w = 0 is obvious. Now we supposew = 0. Part (a) of Theorem 1.4 yields that the
matrix K := −wθ∗n,J(w) is strictly contractive and, in view of Remark 3.1, the matrix
wJσ˜
[n]
n,J (w)
√
Ln+1,J
+
K
√
Rn+1,J + ρn,J(w)
is nonsingular. Because of (7.1) we have on the one hand
fc,n(w) =
(
wJτ˜
[n]
n,J (w)
√
Ln+1,J
+
0m×m
√
Rn+1,J + πn,J(w)
)
·
(
wJσ˜
[n]
n,J (w)
√
Ln+1,J
+
0m×m
√
Rn+1,J + ρn,J(w)
)−1
,
whereas (1.18) implies on the other hand
Mn+1,J(w) =
(
wJτ˜
[n]
n,J (w)
√
Ln+1,J
+
K
√
Rn+1,J + πn,J(w)
)
·
(
wJσ˜
[n]
n,J (w)
√
Ln+1,J
+
K
√
Rn+1,J + ρn,J(w)
)−1
.
Because ofw = 0, an application of Lemma 7.1 (where S1 and S2 are chosen to be the constantm × m
Schur functions inDwith value 0 and K , respectively) yields therefore, that (i) is equivalent to
Ln+1,JL+n+1,JKRn+1,JR+n+1,J = 0.
From (2.4) we get Ln+1,JL+n+1,JKRn+1,JR+n+1,J = K . Consequently, (i) and (ii) are equivalent.
“(ii)⇒ (iii)”. This is an immediate consequence of (1.19).
“ (iii)⇒ (v)”. This follows from (1.19) and (3.13).
“ (v)⇒ (ii)”. Because of (v) and (3.13) we have√
Ln+1,J
(
I − |w|2θ∗n,J(w)θn,J(w)
)−1 √
Ln+1,J = Ln+1,J .
Hence, using (2.4) and [4, Remark 5.5], we obtain
Ln+1,J =
√
Ln+1,J
(
I − |w|2θ∗n,J(w)θn,J(w)
√
Ln+1,J
+√
Ln+1,J
)−1 √
Ln+1,J
=
(
I − |w|2
√
Ln+1,J θ∗n,J(w)θn,J(w)
√
Ln+1,J
+)−1
Ln+1,J
and, consequently,
Ln+1,J =
(
I − |w|2
√
Ln+1,J θ∗n,J(w)θn,J(w)
√
Ln+1,J
+)
Ln+1,J
= Ln+1,J − |w|2
√
Ln+1,J θ∗n,J(w)θn,J(w)
√
Ln+1,J ,
i.e., |w|2√Ln+1,J θ∗n,J(w)θn,J(w)
√
Ln+1,J = 0 holds true. Because of (2.4), this implies(
wθn,J(w)
)∗ (
wθn,J(w)
) = |w|2√Ln+1,J +√Ln+1,J θ∗n,J(w)θn,J(w)√Ln+1,J√Ln+1,J + = 0.
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Thus, (ii) follows.
“(ii)⇒ (iv)”. This is an immediate consequence of (1.20).
“(iv)⇒ (vi)”. This follows from (1.20) and (3.14).
“(vi)⇒ (ii)”. This can be proved analogously as “(v)⇒ (ii)”. 
Proposition 7.3. Let J be an m × m signature matrix, let n ∈ N, let (Aj)nj=0 be a J-Potapov sequence, and
denote by fc,n the central J-Potapov function corresponding to (Aj)
n
j=0. Let w ∈ H(n−1) \ {0}. Then the
following statements are equivalent:
(i) Ln+1,J(w) = Ln,J(w).
(ii) Rn+1,J(w) = Rn,J(w).
(iii) Mn,J(w) = fc,n(w).
If (i) is satisfied, then
(iv) Mn+1(w) = fc,n(w)
holds true. Moreover, if the matrix Kn,J given by (3.16) is strictly contractive, then (i) and (iv) are equivalent.
Proof. The equivalence of (i) and (ii) follows from part (b) of Theorem 6.4. Now we will prove that
(i) and (iii) are equivalent. If n ≥ 2, then let Vn−1 ∈ Y˜n−1,J and let Wn−1 ∈ Z˜n−1,J . Let the matrix
polynomials πn−1,J , ρn−1,J , σn−1,J , and τn−1,J be given via (1.11)–(1.14). In view of [9, Proposition 4.1],
the matrix Kn,J is contractive. Furthermore, part (a) of Theorem 1.4 yields that the matrix ρn−1,J(w)
is nonsingular and that K := −w θ∗n−1,J(w) is strictly contractive. From [3, Lemma 1.1.13] we get
therefore that the matrices I + wθn−1,J(w)Kn,J and I + wθn−1,J(w)K are nonsingular. Hence, taking
into account Remark 2.3, we infer that the matrices
wJσ˜
[n−1]
n−1,J (w)
√
Ln,J
+
Kn,J
√
Rn,J + ρn−1,J(w) and wJσ˜ [n−1]n−1,J (w)
√
Ln,J
+
K
√
Rn,J + ρn−1,J(w)
are both nonsingular as well. Consequently, [10, Corollary 2.5] and (3.17) imply on the one hand
fc,n(w) =
(
wJτ˜
[n−1]
n−1,J (w)
√
Ln,J
+
Kn,J
√
Rn,J + πn−1(w)
)
·
(
wJσ˜
[n−1]
n−1,J (w)
√
Ln,J
+
Kn,J
√
Rn,J + ρn−1,J(w)
)−1
,
whereas (1.18) yields on the other hand
Mn,J(w) =
(
wJτ˜
[n−1]
n−1,J (w)
√
Ln,J
+
K
√
Rn,J + πn−1,J(w)
)
·
(
wJσ˜
[n−1]
n−1,J (w)
√
Ln,J
+
K
√
Rn,J + ρn−1,J(w)
)−1
.
Because ofw = 0, an application of Lemma 7.1 (where S1 and S2 are chosen to be the constantm × m
Schur functions inDwith value Kn,J and K , respectively) yields therefore, that (iii) is equivalent to
Ln,JL
+
n,JKn,JRn,JR
+
n,J = Ln,JL+n,JKRn,JR+n,J .
Taking into consideration the equations
Ln,JL
+
n,JKn,JRn,JR
+
n,J = Kn,J and Ln,JL+n,JKRn,JR+n,J = K (7.2)
(which follow from (3.16) and (2.4)), part (b) of Theorem 6.4 implies the equivalence of (i) and (iii).
Now assume that (i) is satisfied. Then Theorems 6.4 and 5.7 provide us θn,J(w) = 0. Hence Proposition
7.2 implies (iv). Now suppose that (iv) holds and that the matrix Kn,J is strictly contractive. Because of
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w = 0, Proposition 7.2 yields then θn,J(w) = 0 and therefore, in view of Theorem 5.7,√
Rn+1,J
√
Rn,J
+ (
I + wθn−1,J(w)Kn,J)−1 (wθn−1,J(w) + K∗n,J)√Ln,J√Ln+1,J + = 0. (7.3)
Since Kn,J is strictly contractive, from [9, Proposition 4.1 (a)] we can concludeR(Rn+1,J) = R(Rn,J), i.e.,
Rn+1,JR+n+1,J=Rn,JR+n,J and hence√Rn,J√Rn+1,J +√Rn+1,J√Rn,J +=Rn,JR+n,J . Similarly,√Ln,J√Ln+1,J +
· √Ln+1,J√Ln,J + = Ln,JL+n,J holds true. Further, from (7.2) we infer that the matrix Rn,JR+n,J commutes
with
(
I + wθn−1,J(w)Kn,J)−1. Therefore, multiplying (7.3) from the left by √Rn,J√Rn+1,J + and from
the right by
√
Ln+1,J
√
Ln,J
+
and using again (7.2), we obtain
0 = Rn,JR+n,J
(
I + wθn−1,J(w)Kn,J)−1 (wθn−1,J(w) + K∗n,J) Ln,JL+n,J
= (I + wθn−1,J(w)Kn,J)−1 (wθn−1,J(w) + K∗n,J)
and hence wθn−1,J(w) = −K∗n,J . An application of part (b) of Theorem 6.4 yields finally (i). 
The following example illustrates that conditions (i) and (iv) in Proposition 7.3 need not be equiv-
alent.
Example 7.4. Let J be an m × m signature matrix, let n ∈ N and let (Aj)n−1j=0 be a J-Potapov sequence
such that Ln,J = 0. Furthermore, let (Aj)nj=0 be a canonical extension of (Aj)n−1j=0 . (According to Remark
3.9, there exist such canonical extensions.) Then Remark 3.8 provides us PJ,0[D, (Aj)nj=0] = {fc,n},
where fc,n denotes the central J-Potapov function corresponding to (Aj)
n
j=0. Thus, H(n−1) ⊆ H(n) =
Hfc,n and, because of Theorem 1.4, we haveMn+1,J(w) = fc,n(w) for each w ∈ Hfc,n . On the other
hand, Remark 3.8 yields Ln,J(w) = 0 for each w ∈ H(n−1) and Ln+1,J(w) = 0 for each w ∈ Hfc,n .
Let J be an m × m signature matrix, let n ∈ N0, let (Aj)nj=0 be a J-Potapov sequence, and let
w ∈ H(n). In view of part (a) of Theorem 1.4, the matrix −w θ∗n,J(w) is contractive. Let gn(w) :=√
Ln+1,J +θ∗n,J(w)
√
Rn+1,J . If n ≥ 1, then let Vn ∈ Y˜n,J and let Wn ∈ Z˜n,J . Furthermore, we use the
notations of Theorem 1.2. In the following, we consider the matrix-valued function
fw :=
(
−w E τ˜ [n]n,J,Dgn(w) + πn,J,D
) (
−w E σ˜ [n]n,J,Dgn(w) + ρn,J,D
)−1
. (7.4)
In view of Corollary 5.2 and [10, Corollary 2.5], fw depends only on the J-Potapov sequence (Aj)
n
j=0 and
on the point w ∈ H(n) (and not on the particular choice of the matrices Vn ∈ Y˜n andWn ∈ Z˜n).
Remark 7.5. Let J be anm × m signature matrix, let n ∈ N0, let (Aj)nj=0 be a J-Potapov sequence, and
let w ∈ H(n). Let
An+1 := Mn+1,J − w
√
Ln+1,J θ∗n,J(w)
√
Rn+1,J .
Since wθ∗n,J(w) is contractive, [9, Theorem 3.9] shows that the sequence (Aj)n+1j=0 is then a J-Potapov
sequence. Furthermore, [10, Corollary 2.5] implies that the matrix-valued function fw given by (7.4)
coincides with the central J-Potapov function corresponding to (Aj)
n+1
j=0 .
The following results were inspired by [6, Theorem 7.3, Corollary 7.4], where the case of nondegen-
erate Carathéodory sequences was considered.
Proposition 7.6. Let J be anm × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Let f ∈ PJ,0
[
D, (Aj)
n
j=0
]
, and let (1.3) be the Taylor series representation of f in some neighborhood of 0.
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For each k ∈ Nn+1,∞, let the matrix-valued functionsMk,J , Lk,J ,Rk,J , and the matrix Kk,J be defined with
respect to the J-Potapov sequence (Aj)
∞
j=0. Furthermore, let w ∈ H(n). Then:
(a) The following statements are equivalent:
(i) f coincides with the matrix-valued function fw defined by (7.4).
(ii) Lk+1,J(w) = Lk,J(w) for each k ∈ Nn+1,∞.
(iii) Rk+1,J(w) = Rk,J(w) for each k ∈ Nn+1,∞.
(b) Suppose that w = 0. Then (i) holds if and only if
(iv) Mk,J(w) = fc,k(w) for each k ∈ Nn+1,∞,
where fc,k denotes the central J-Potapov function corresponding to (Aj)
k
j=0.
(c) Suppose that w = 0 and that, for each k ∈ Nn+1,∞, the matrix Kk,J is strictly contractive. Then (i)
holds if and only if
(v) Mk+1,J(w) = fc,k(w) for each k ∈ Nn+1,∞.
Proof. For each k ∈ Nn+1,∞, let Lk,J , Rk,J , and Mk,J be defined by (1.8), (1.9), and (3.15) with respect
to the J-Potapov sequence (Aj)
∞
j=0. Then, because of Remark 7.5, condition (i) holds if and only if
An+1 = Mn+1,J − w√Ln+1,J θ∗n,J(w)
√
Rn+1,J
and Ak = Mk,J for each k ∈ Nn+2,∞
⎫⎪⎬⎪⎭ (7.5)
are satisfied. Taking into account (3.16), (3.17), and the identity Rn+1,JR+n+1,Jθn,JLn+1,JL+n+1,J = θn,J , we
see that (7.5) is equivalent to
Kn+1,J = −w θ∗n,J(w) and Kk,J = 0 for each k ∈ Nn+2,∞. (7.6)
Furthermore, from Theorem 5.7, we can conclude that (7.6) holds if and only if
Kk,J = −w θ∗k−1,J(w) for each k ∈ Nn+1,∞. (7.7)
In viewof Theorem6.4, condition (7.7) is equivalent to (ii). Thus, (i) and (ii) are equivalent. Furthermore,
Theorem 6.4 provides us the equivalence of (ii) and (iii), whereas parts (b) and (c) follow immediately
from (a) and Proposition 7.3. 
Corollary 7.7. Let J be anm × m signature matrix, let n ∈ N0, let (Aj)nj=0 be a J-Potapov sequence, and let
w ∈ H(n). Let fw be defined by (7.4). Having inmind fw ∈ PJ,0
[
D, (Aj)
n
j=0
]
(see Remark 7.5), let the Taylor
series representation of fw be given by fw(z) = ∑∞j=0 Ajzj for each z belonging to some neighborhood of 0.
Furthermore, for each k ∈ Nn,∞, letMk+1,J(w) be defined with respect to the J-Potapov sequence (Aj)∞j=0.
For each k ∈ Nn,∞, then
Mk+1,J(w) = fw(w).
Proof. The casew = 0 is obvious. Ifw = 0, then the assertion follows from part (b) of Proposition 7.6
and Remark 7.5. 
8. Some remarks on the setH(n)
Now let a J-Potapov sequence (Aj)
n
j=0 be given. We finish this paper with some characterization of
the conditionH(n) = Hfc,n in terms of the matrix-valued function θn,J , where fc,n denotes the central
J-Potapov function corresponding to (Aj)
n
j=0. Note that in the special case J = Im, the matrix function
θn,J is holomorphic in D and, moreover, the restriction θn,J
∣∣
D
of θn,J onto D belongs to the Schur
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class Sm×m(D). This fact follows immediately from [4, Proposition 3.3], where such a matrix-valued
function was considered in the context of the matricial Schur problem.
Proposition 8.1. Let J be anm × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Denote by fc,n the central J-Potapov function corresponding to (Aj)
n
j=0. Then the following statements are
equivalent:
(i) H(n) = Hfc,n .
(ii) The function θn,J is holomorphic inD, and the restriction of θn,J ontoD belongs to Sm×m(D).
Proof. If n ≥ 1, then let Vn ∈ Y˜n,J . Furthermore, let the matrix polynomial ρn,J be given by (1.12).
Then a combination of (7.1) and Theorem 1.2 (see (1.16)) provides us
Hfc,n = {w ∈ D : det ρn,J(w) = 0}. (8.1)
If (ii) holds, then, by part (a) of Theorem 1.4 and (8.1), we obtain H(n) = Hfc,n . Conversely, assume
now that H(n) = Hfc,n is satisfied. Then (8.1), (2.4), and part (a) of Theorem 1.4 imply Hfc,n ⊆ Hθn,J
and ‖wθn,J(w)‖ < 1 for each w ∈ Hfc,n . Since D \ Hfc,n is a discrete subset of D, a matrix version of
Riemann’s theorem on removable singularities yields that the matrix-valued function E1θn,J is holo-
morphic in D. By continuity we get E1θn,J
∣∣
D
∈ Sm×m(D). Hence, the assertion follows from a matrix
version of the classical Schwarz lemma (see, e.g., [3, Lemma 2.3.1]). 
Corollary 8.2. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Then the following statements are equivalent:
(i) H(n) = D.
(ii) The central J-Potapov function fc,n corresponding to (Aj)
n
j=0 and the function θn,J are both holomor-
phic inD, and the restriction of θn,J ontoD belongs to Sm×m(D).
Proof. Apply Proposition 8.1. 
Corollary 8.3. Let J be an m × m signature matrix, let n ∈ N0, let (Aj)nj=0 be a J-Potapov sequence, and
let An+1 := Mn+1,J . Denote by fc,n the central J-Potapov function corresponding to (Aj)nj=0. Then (Aj)n+1j=0
is a J-Potapov sequence. Furthermore, if H(n+1) = Hfc,n , then H(n) = Hfc,n holds true. In particular, if
H
(n+1) = D, thenH(n) = D is satisfied.
Proof. By [9, Theorem 3.9], (Aj)
n+1
j=0 is a J-Potapov sequence. Now supposeH(n+1) = Hfc,n . Because of
An+1 = Mn+1,J , Proposition 8.1 yields then D ⊆ Hθn+1,J and θn+1,J
∣∣
D
∈ Sm×m(D). Hence, Corollary
5.8 and [3, Lemma 2.3.1] imply D ⊆ Hθn,J and θn,J
∣∣
D
∈ Sm×m(D). Thus, Proposition 8.1 provides
us H(n) = Hfc,n . Therefore, the remaining assertion follows by using the fact that the conditions
H
(n+1) = D and An+1 = Mn+1,J imply in particularHfc,n = D. 
The following example shows in particular that the caseH(n) = Hfc,n = D can actually occur.
Example 8.4. Let J := diag(1,−1), A0 := diag(0, 2), and A1 := diag( 12 , 3). It is readily checked that
(Aj)
1
j=0 is a J-Potapov sequence. Straightforward calculations yield
L1,J = R1,J = diag(1, 3) and L2,J = R2,J = diag( 34 , 0).
Furthermore, V1 = W1 = diag(0,−2) holds true, where V1 andW1 are given by (1.10). Therefore,
the matrix polynomials π1,J , ρ1,J , σ1,J , and τ1,J given by (1.11)–(1.14) (with V := V1 and W := W1 )
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can be represented by
π1,J(w) = σ1,J(w) = diag( 12 w, 2 − w) and ρ1,J(w) = τ1,J(w) = diag(1, 1 − 2w)
for each w ∈ C. Taking into account (7.1), the central J-Potapov function fc,1 corresponding to (Aj)1j=0
satisfies
fc,1(w) = diag
(
1
2
w, 2−w
1−2w
)
for each w ∈ D \ { 1
2
}. Furthermore, a short calculation shows θ1,J(w) = diag
(
1
2
, 0
)
for each w ∈ C.
Hence, Proposition 8.1 implies
H
(1) = Hfc,1 = D \ { 12 }.
Moreover, using Theorem 1.2, it can be easily verified that PJ,0
[
D, (Aj)
1
j=0
]
= {fS : S ∈ S1×1(D)}
holds true, where, for every S ∈ S1×1(D), the J-Potapov function fS (inD) is given by
fS(w) := diag
(
2w2S(w)+ w
wS(w)+ 2 ,
2 − w
1 − 2w
)
for each w ∈ D \ { 1
2
}.
Remark 8.5. Let J be anm × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Assume that there is a unique f ∈ PJ,0(D) such that (1.4) holds for each j ∈ N0,n. Then, trivially,
H
(n) = Hf holds true, and Remark 3.8 and (2.4) show that θn,J is the constant function defined on C
with value 0m×m.
Now let an m × m signature matrix J be given. In the following, we consider Blaschke–Potapov
J-elementary factors (see Potapov’s landmark paper [19]). These are special rational matrix-valued
functions B with exactly one pole in the extended complex planeC0 := C ∪ {∞}, whose restriction
B|D∩HB onto D ∩HB belongs to PJ(D). In the example below we will adopt the terms and notations
used in [10, Example 4.6]. Furthermore, wewill make use of the following observation: Let P ∈ Cm×m.
If JP ≥ 0, then we have PJ = JJPJ ≥ 0 and hence
(
J
√
PJ J
) (
J
√
PJ J
)
= JP, i.e., J√PJ J = √JP and,
consequently,
J
√
PJ = √JP J.
Example 8.6. Let J be anm × m signature matrix.
(a) Let α ∈ D, and let P ∈ Cm×m \ {0m×m} such that JP ≥ 0 and P2 = P are satisfied. Let
Bα,P : C \ { 1α } → Cm×m (where 10 := ∞) be the Blaschke-Potapov J-elementary factor of
first kind associated with α and P (see [10, Example 4.6 (a)]), and let
A0 := Bα,P(0),
i.e., we have A0 = I + (|α| − 1)P. Then [10, Example 4.6 (a)] shows in particular that (Aj)0j=0 is
a J-Potapov sequence. Straightforward calculations yield
L1,J = (1 − |α|2)PJ and R1,J = (1 − |α|2)JP.
Furthermore,
√
JP JP∗ = √JP PJ = √JP+(JP)PJ = √JP+JPJ = √JP J holds true. Taking into
account part (a) of Theorem 5.7, we obtain therefore
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θ0,J(w) = √JP J (I + (|α| − 1)P∗)√PJ+ = |α|√JP J√PJ+ = |α|J√PJ√PJ+
= |α|J(PJ)(PJ)+
for each w ∈ C, i.e., θ0,J ∣∣D ∈ Sm×m(D). Furthermore, (7.1) shows that the central J-Potapov
function corresponding to (Aj)
0
j=0 is the constant function defined on D with value A0. Thus,
Corollary 8.2 impliesH(0) = D.
(b) Let α ∈ D \ {0}, and let Q ∈ Cm×m \ {0m×m} such that−JQ ≥ 0 and Q2 = Q are satisfied. Let
Cα,Q : C\{α} → Cm×m be theBlaschke–Potapov J-elementary factor of secondkind associated
with α and Q (see [10, Example 4.6 (b)]), and let
A0 := Cα,Q (0),
i.e., we have A0 = I +
(
1
|α| − 1
)
Q . Then [10, Example 4.6 (b)] shows in particular that (Aj)
0
j=0
is a J-Potapov sequence. Similarly as in the case (a), we then obtain
θ0,J(w) = 1|α| J(QJ)(QJ)+
and hence ‖θ0,J(w)‖ = 1|α| for each w ∈ C. Thus, Remark 3.5 provides us H(0) = {w ∈ C :|w| < |α|}.
(c) Let u ∈ T, and let R ∈ Cm×m \ {0m×m} such that JR ≥ 0 and R2 = 0 are satisfied. Let
Du,R : C \ {u} → Cm×m be the Blaschke-Potapov J-elementary factor of third kind associated
with u and R (see [10, Example 4.6 (c)]), and let
A0 := Du,R(0),
i.e., we have A0 = I−R. Then [10, Example 4.6 (c)] shows in particular that (Aj)0j=0 is a J-Potapov
sequence. It is readily checked that L1,J = 2RJ andR1,J = 2JR. Furthermore,√JR JR∗ = √JR RJ =√
JR
+
(JR)RJ = 0 holds true. Thus, taking into account part (a) of Theorem 5.7, we obtain
θ0,J(w) = √JR J(I − R∗)√RJ+ = √JR J√RJ+ = J(RJ)(RJ)+
for each w ∈ C, i.e., θ0,J ∣∣D ∈ Sm×m(D). Since the central J-Potapov function corresponding
to (Aj)
0
j=0 is the constant function defined on D with value A0, Corollary 8.2 implies therefore
H
(0) = D.
The above cases (a), (b), and (c) show in particular the following fact: ifβ ∈ C0 \{0}, if B is a Blaschke–
Potapov J-elementary factor with pole in β , and if f ∈ PJ,0(D) such that f (0) = B(0), then f is
holomorphic in the disk {w ∈ D : |w| < |β|}.
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