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Abstract In this paper, a new and novel Automatic Speaker
Recognition (ASR) system is presented. The new ASR sys-
tem includes novel feature extraction and vector classi-
fication steps utilizing distributed Discrete Cosine Trans-
form (DCT-II) based Mel Frequency Cepstral Coefficients
(MFCC) and Fuzzy Vector Quantization (FVQ). The ASR
algorithm utilizes an approach based on MFCC to iden-
tify dynamic features that are used for Speaker Recogni-
tion (SR). A series of experiments were performed utilizing
three different feature extraction methods: (1) conventional
MFCC; (2) Delta-Delta MFCC (DDMFCC); and (3) DCT-
II based DDMFCC. The experiments were then expanded to
include four classifiers: (1) FVQ; (2) K-means Vector Quan-
tization (VQ); (3) Linde, Buzo and Gray VQ; and (4) Gaus-
sian Mixed Model (GMM). The combination of DCT-II
based MFCC, DMFCC and DDMFCC with FVQ was found
to have the lowest Equal Error Rate for the VQ based clas-
sifiers. The results found were an improvement over pre-
viously reported non-GMM methods and approached the
results achieved for the computationally expensive GMM
based method. Speaker verification tests carried out high-
lighted the overall performance improvement for the new
ASR system. The National Institute of Standards and Tech-
nology Speaker Recognition Evaluation corpora was used to
provide speaker source data for the experiments.
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1 Introduction
Speaker Recognition (SR) is the identification of a speaker
using properties that are extracted from an utterance. A typ-
ical Automatic Speaker Recognition (ASR) system consists
of a feature extractor followed by a robust speaker model-
ing technique for generalized representation of the extracted
features (Sahidullah and Saha 2009). Vocal tract information
like formant frequency, bandwidth of formant frequency and
other values may be linked to an individual person.
Conventionally SR can be classified into two categories:
speaker identification and speaker verification. Speaker
identification is defined as the process of determining which
speaker makes an utterance. The speaker is registered into
a database of speakers and utterances are added to the
database that may be used at a later time during the speaker
identification process. The acceptance or rejection of an
identity claimed by a speaker is known as speaker ver-
ification. SR techniques can be organized into two cat-
egories: text-dependent and text-independent SR. A text-
independent SR system is where the key feature of the sys-
tem is speaker identification utilizing random utterance in-
put speech. A text-dependent SR system is where recog-
nition of the speaker’s identity is based on a match with
utterances made by the speaker previously and stored for
later comparison. Phrases like passwords, card numbers,
PIN codes, etc. made be used. In this research, the focus
is on a series of text-independent speaker verification tests
of a proposed feature extraction method and classification
algorithm.
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The goal of a feature extraction block technique is to
characterize the information (Keshet and Bengio 2009;
Sahidullah and Saha 2009). A wide range of approaches
may be used to parametrically represent the speech sig-
nal to be used in the SR activity (Saeidi et al. 2007;
Zilca et al. 2003). Some of the techniques include: Lin-
ear Prediction Coding (LPC); Mel-Frequency Cepstral Co-
efficients (MFCC); Linear Predictive Cepstral Coefficients
(LPCC); Perceptual Linear Prediction (PLP); and Neural
Predictive Coding (NPC) (Salman et al. 2007; Paul et al.
2009; Charbuillet et al. 2007). MFCC is a popular tech-
nique because it is based on the known variation of the
human ear’s critical frequency bandwidth. MFCC coeffi-
cients can be obtained by de-correlating the output log
energies of a filter bank which consists of triangular fil-
ters that are linearly spaced on the Mel frequency scale.
Sahidullah and Saha (2009) introduced an implementa-
tion of Discrete Cosine Transform (DCT) known as Dis-
tributed DCT (DCT-II) to de-correlate speech. Sahidullah
and Saha showed that DCT-II is a good approximation of
the Karhunen-Loève Transform (KLT). MFCC data sets
represent a melodic cepstral acoustic vector (Barbu 2009;
Wang et al. 2006). The acoustic vectors can be used as fea-
ture vectors. It is possible to obtain more speech features by
using a derivation of the MFCC acoustic vectors. The first
order derivatives of the MFCC acoustic vectors are known
as the delta MFCC (DMFCC). The second order derivatives
of the MFCC values are known as the delta-delta MFCC
(DDMFCC) and can be derived from the DMFCC. The re-
search reported in this paper includes work carried out to
incorporate DCT-II based MFCC with DMFCC and DDM-
FCC to identify speech features.
Pattern recognition is an important activity carried out
in most SR systems. In the SR verification stage, a pattern
recognition algorithm is applied to carry out the recogni-
tion step. Hidden Markov Method (HMM), Gaussian Mix-
ture Model (GMM) and Vector Quantization (VQ) are well
known algorithms used in the speaker verification step. In
the research into SR VQ was used as a classifier, because
VQ is computationally efficient and less complex than other
algorithms. There are several clustering algorithms based on
VQ, such as Linde, Buzo and Gray (LBG), K-means and
Fuzzy C-means. Fuzzy Vector Quantization (FVQ) was se-
lected as an improved VQ based technique that can be used
for speaker modeling. Fuzzy clustering methods allow ob-
jects to belong to several clusters simultaneously, with dif-
ferent degrees of membership (Atal and Hanauer 1971). In
many situations, fuzzy clustering is more natural than hard
clustering, as objects on the boundaries between several
clusters are not forced to fully belong to one of the clusters,
but may be assigned membership degrees between 0 and 1
indicating partial membership of more than one cluster.
A set of SR tests were performed utilizing the NIST SR
database (2004) and the results are presented. The perfor-
mance of the feature extraction methods and classifiers were
evaluated by comparing the SR test results.
The rest of this paper is organized as follows. Section 2
presents a review of recent research into feature extraction
utilizing DCT-II and MFCC. In Sect. 3 the MFCC analy-
sis methodology is reviewed followed by the proposed fea-
ture extraction technique. Section 4 presents the use of VQ
based on different clustering algorithms. In Sect. 5, the ex-
perimental arrangements for the proposed experiments and
outcomes are provided. Finally the conclusion is provided in
Sect. 6.
2 Recent developments in speaker recognition
ASR is an important machine human interface process
and considerable research has occurred over the past three
decades. Feature extraction is a very important step in the SR
process and important incremental improvements in feature
extraction outcomes has occurred over time. Historically,
the following spectrum-related speech feature extraction
techniques have dominated the SR process: (1) Real Cep-
stral Coefficients (RCC) introduced by Oppenheim (1969);
(2) LPC proposed by Atal and Hanauer (1971); (3) LPCC
derived by Atal; and (4) MFCC introduced by Davis and
Mermelstein (1980). Other speech feature extraction tech-
niques were also developed including: (1) PLP coefficients
by Hermansky (1990); (2) Adaptive Component Weight-
ing (ACW) cepstral coefficients by Assaleh and Mammone
(1994); and (3) various wavelet-based feature extraction
techniques that, whilst presenting reasonable solutions for
the same task, did not gain widespread practical use. The
reasons why some of the approaches developed were not
utilized in practice include computation requirements or the
failure of an approach to provide a significant advantage
when compared to MFCC (Ganchev 2005). Among the fea-
ture extraction techniques, MFCC was found to be very effi-
cient because MFCC follows auditory perception (Wei-Guo
et al. 2008). Recent contributions to the further develop-
ment of the MFCC feature extraction technique include the
work by Chen et al. (2008) who derived differential MFCCs,
which improved the performance of SR, and Sahidullah and
Saha (2009) who proposed extracting the MFCC features by
using DCT-II, which significantly improved feature extrac-
tion performance. Jayanna and Prasanna (2008) and Memon
et al. (2009b), used the first order and second order deriva-
tives of MFCC to capture transitional characteristics.
Feature matching is a very importation stage in speech
based pattern recognition. The classification algorithm used
is critical to the development of effective and efficient
speaker models. VQ is a classical technique used for pat-
tern recognition because it is computationally very efficient
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and the performance results achieved are satisfactory. To de-
rive the speaker models and carry out classification there are
several clustering techniques used that were described in the
previous section. Among the techniques presented Fuzzy C-
means clustering is very effective and efficient (Jayanna and
Prasanna 2008), yet not as good as GMM. The GMM clas-
sification algorithm is now a widely used classification tech-
nique and the performance of the GMM classification al-
gorithm is better than other classification algorithms (Wang
et al. 2009; Memon et al. 2009b). However, GMM is very
complex and computationally intensive and this is the moti-
vation for research into a less computationally intensive VQ
based classification algorithm that might more closely ap-
proximate outcomes achieved when using GMM.
3 MFCC feature extraction method
3.1 Conventional method
Psychophysical studies have shown that human perception
of speech signal sound frequency contents follows a non-
linear scale known as the ‘Mel’ scale (Memon et al. 2009a;
Sahidullah and Saha 2009). Speech signal tones are repre-
sented as a frequency measured in Hz as defined in (1).
fmel = 2595 log10
(
1 + f
700
)
(1)
where fmel is the subjective pitch in Mels corresponding to
a frequency in Hz.
MFCC provides a baseline acoustic feature set for speech
and SR applications (Sahidullah and Saha 2009; Kim and
Eriksson 2004). MFCC coefficients are a set of DCT de-
correlated parameters, which are computed through a trans-
formation of the logarithmically compressed filter-output
energies (Ganchev 2005), derived through a perceptually
spaced triangular filter bank that processes the Discrete
Fourier Transformed (DFT) speech signal.
An N -point DFT of the discrete input signal y(n) is de-
fined in (2).
Y(k) =
M∑
n=1
y(n)e(
−j2πnk
M
) (2)
where 1 ≤ k ≤ M . Next, the filter bank, which has linearly
spaced filters in the Mel scale, is imposed on the spectrum.
The filter response ψi(k) of filter i in the filter bank is de-
fined in (3).
ψi(k) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0 for k ≤ kbi+1
k−kbi−1
kbi −kbi−1 for kbi−1 ≤ k ≤ kbb
kbi+1−k
kbi+1−kbi for kbi−1 ≤ k ≤ kbi+1
0 for k < kbi−1
(3)
If Q denotes the number of filters in the filter bank, then
{kbi }Q+1i=0 are the boundary points of the filters and k denotes
the coefficient index in the Ms-point DFT. The boundary
points for each filter i (i = 1,2, . . . ,Q) are calculated as
equally spaced points in the Mel scale using (4).
Kbi =
(
M
fs
)
f −1mel
[
fmel(flow) + {fmel(fhigh) − fmel(flow)}
Q + 1
]
(4)
where fs is the sampling frequency in Hz and flow and fhigh
are the low and high frequency boundaries of the filter bank,
respectively. f −1mel is the inverse of the transformation shown
in (1) and is defined in (5).
f −1mel(fmel) = 700
[
10
fmel
2595 − 1] (5)
In the next step, the output energies e(i) (i = 1,2, . . . ,Q)
of the Mel-scaled band-pass filters are calculated as a sum
of the signal energies |Y(k)|2 falling into a given Mel fre-
quency band weighted by the corresponding frequency re-
sponse ψi(k) as shown in (6).
e(i) =
M∑
K
∣∣y(k)∣∣2ψi(k) (6)
Finally, the DCT-II is applied to the log filter bank ener-
gies {log[e(i)]}Qi=0 to de-correlate the energies and the final
MFCC coefficients Cm are provided in (7).
Cm =
√
2
N
(Q−1)∑
l=0
log
[
e(l + 1)] cos
[
m
(
2l + 1
2
)
π
Q
]
(7)
where m = 0,1,2, . . . ,R − 1, and R is the desired number
of MFCCs.
3.2 Dynamic speech features
The speech features, which are the time derivatives of the
spectrum-based speech features, are known as dynamic
speech features. Memon et al. (2009b) showed that system
performance may be enhanced by adding time derivatives to
the static speech parameters (Jayanna and Prasanna 2008).
The first order derivatives, referred to as delta features, can
be calculated as shown in (8).
dt =
∑Θ
θ=1 θ(ci+θ − ci−θ )
2
∑Θ
θ=1 θ2
(8)
where dt is the delta coefficient at time t , computed in terms
of the corresponding static coefficients ct−θ to ct+θ and Θ
is the delta window size. The delta and delta-delta cepstra
are evaluated based on MFCC (Chen et al. 2001a, 2001b,
2008).
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3.3 DCT-II
In Sect. 3.1, DCT is used which is an optimal transformation
for de-correlating the speech features (Sahidullah and Saha
2009). This transformation is an approximation of KLT for
the first order Markov process.
The correlation matrix for a first order Markov source is
defined in (9).
C =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 ρ ρ2 . . ρN−1
ρ 1 ρ ρ2 . .
ρ2 ρ 1 ρ ρ2 .
. ρ2 ρ 1 ρ ρ2
. . ρ2 ρ 1 .
ρN−1 . . ρ2 ρ 1
⎤
⎥⎥⎥⎥⎥⎥⎦
(9)
where ρ is the inter element correlation (0 ≤ ρ ≤ 1).
Sahidullah and Saha showed that for the limiting case where
ρ → 1, the Eigen vector of (8) can be approximated as
shown in (10) (Sahidullah and Saha 2009).
k(nt) =
√
2
N
cos
[
nπ(2t + 1)
N
]
(10)
where 0 ≤ t ≤ N − 1 and 0 ≤ n ≤ N − 1. Equation (9) is
the DCT Eigen function. DCT is used rather than the signal
dependent optimal KLT transformation because it is possi-
ble to closely approximate the DCT Eigen function. But in
reality the value of ρ is not 1. In the filter bank structure
of the MFCC, filters are placed along the Mel-frequency
scale. As the adjacent filters have an overlapping region,
the neighboring filters contain more correlated information
than filters further away. Filter energies have various degrees
of correlation (not holding to a first order Markov correla-
tion). Applying a DCT to the entire log-energy vector is not
suitable as there is non-uniform correlation among the filter
bank outputs (Kanade and Hall 2007). It is proposed to use
DCT in a distributed manner to follow the Markov property
more closely. The array {log[e(i)]}Qi=1 is subdivided into
two parts (analytically this is optimum) which are SEG#1
{log[e(i)]}[Q/2]i=1 and SEG#2 {log[e(i)]}Qi=[Q/2]+1.
3.4 Algorithm for DCT-II based DDMFCC
Unlike conventional methods, during this research DCT was
applied in a distributed manner to compute MFCCs, which
are then concatenated to present the final set of MFCCs.
Based on the final set of MFCCs the dynamic features were
computed. By utilizing this novel and new feature extraction
technique it is possible to identify de-correlated features that
provide a more distinct set of features for a given speech ut-
terance and the result is a significant improvement in the SR
system performance.
The algorithm steps include:
1: if Q = EVEN then
2: P = Q/2;
3: PERFORM DCT of {log[e(i)]}[Q/2]i=1 to get {Cm}P−1m=0;
4: PERFORM DCT of {log[e(i)]}[Q]i=P+1 to get {Cm}Q−1m=P ;
5: else
6: P = [Q2 ];
7: PERFORM DCT of {log[e(i)]}[Q/2]i=1 to get {Cm}P−1m=0;
8: PERFORM DC of {log[e(i)]}[Q]i=P+1 to get {Cm}Q−1m=P ;
9: end if
10: DISCARD C0 and CP ;
11: CONCATENATE {Cm}P−1m=1&{Cm}Q−1m=P+1 to form fea-
ture vector {Cep(i)}P−2i=1 ;
12: CALCULATE DMFCC;
13: CALCULATE DDMFCC;
14: CONCATENATE {Cep(i)}P−2i=1 , DMFCC and
DDMFCC to form final feature vector.
In the proposed algorithm the number of feature vectors
is reduced by 1 for the same number of filters when com-
pared to conventional MFCC. For example if 20 filters are
used to extract MFCC features, then 19 coefficients are used
and the first coefficient is discarded. In the proposed method
18 coefficients are sufficient to represent the 20 filter bank
energies as the other two coefficients represent the signal
energy. A window size of 12 is used and the delta and ac-
celeration (double delta) features are evaluated utilizing the
MFCC.
4 Classifiers
4.1 Vector quantization
In brief, VQ is a process of mapping vectors from a large
vector space to a finite number of regions in that space. Each
region is called a cluster and can be represented by the clus-
ter’s center. The cluster’s center may be represented by the
coordinates of the center in the vector space and this repre-
sentation is known as a codeword. The collection of all code-
words is called a codebook and each codeword has an index
in the codebook. Clustering applications cover several fields
such as audio and video data compression, pattern recogni-
tion, computer vision, medical image recognition, etc.
The objective of VQ is the representation of a set of fea-
ture vectors x ∈ X ⊆ k by a set y = {y1, y2, . . . , yNc }, of
NC reference vectors in k . Y is called the codebook and
its elements codewords. The vectors of X are called also in-
put patterns or input vectors. So, VQ can be represented as
a function: q : X → Y . The knowledge of q permits us to
obtain a partition S of X constituted by the NC subsets Si
(called cells) as shown in (11).
Si =
{
x ∈ X : q(x) = yi
}
, where i = 1,2, . . . ,Nc (11)
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4.2 Clustering techniques
4.2.1 Linde, Buzo and Gray clustering technique
The acoustic vectors extracted from a speaker utterance pro-
vide a set of training vectors. The next step is to build a
speaker-specific VQ codebook using the training vectors.
The LBG algorithm is a suitable starting point for this ac-
tivity, clustering a set of L training vectors into a set of M
codebook vectors. The LBG VQ algorithm is an iterative
algorithm which alternatively solves the two optimality cri-
teria. The algorithm requires an initial codebook c(0). This
initial codebook is obtained by the splitting method. In this
method, an initial codevector is set as the average of the en-
tire training sequence. This codevector is then split into two
codevectors. The iterative algorithm is run with these two
vectors as the initial codebook. The two codevectors are split
into four and the process is repeated until the desired number
of codevectors is obtained.
4.2.2 K-Means clustering technique
The standard K-means algorithm is a clustering algorithm
used in data mining and which is widely used for cluster-
ing large sets of data. In 1967, MacQueen proposed the K-
means algorithm and it was a simple, non-supervised learn-
ing algorithm, which was applied to solve the problem of the
well-known cluster (Shi et al. 2010). It is a partitioning clus-
tering algorithm and this method is used to classify the given
date objects into k different clusters iteratively, converging
to a local minimum. So the results of generated clusters are
compact and independent.
The algorithm consists of two separate phases. The first
phase selects k centers randomly, where the value k is fixed
in advance. The next phase is to arrange each data object
with the nearest center. Euclidean distance is generally used
to determine the distance between each data object and the
cluster centers. When all the data objects are included in a
cluster, the first step is completed and an early grouping is
done. This process is repeated continues repeatedly until the
criterion function becomes the minimum. Supposing that the
target object is x, xi indicates the average of cluster Ci . The
criterion function is defined in (12).
E =
K∑
i=1
∑
x∈Ci
|x − xi |2 (12)
E is the sum of the squared error of all objects in database.
The distance of the criterion function is Euclidean distance,
which is used for determining the nearest distance between
each data object and cluster center. The Euclidean distance
between one vector x = (x1, x2, . . . , xn) and another vec-
tor y = (y1, y2, . . . , yn). The Euclidean distance d = (xi, yi)
can be obtained as shown in (13).
d(xi, yi) =
[
n∑
i=1
(xi − yi)2
]1/2
(13)
4.2.3 Fuzzy C-means clustering
In speech-based pattern recognition, VQ is a widely used
feature modeling and classification algorithm, since it is
simple and computationally very efficient technique. FVQ
reduces disadvantages of classical VQ. Unlike LBG and K-
means algorithms, the FVQ technique follows the princi-
ple that a feature vector located between the clusters should
not be assigned to only one cluster. Therefore, in FVQ each
feature vector has an association with all clusters (Jayanna
and Prasanna 2008). The discrete nature of hard partitioning
also causes analytical and algorithmic intractability of algo-
rithms based on analytic function values, since the function
values are not differentiable (Atal and Hanauer 1971).
Fuzzy c-means is a clustering technique that permits one
piece of data to belong to more than one cluster at the same
time. It aims at minimizing the objective function defined
by (14) (Abida 2007).
J =
N∑
i=1
C∑
i=1
umij
(∥∥x(j)i − cj∥∥)2, 1 < m < ∞ (14)
uij where C is the number of clusters, N is the number of
data elements, xi is an column vector of X, and is defined
as the centroid of the ith cluster. uij is an element of U ,
and denotes the membership of data element j to cluster i
is subject to the constraints uij ∈ [0,1] and ∑Ci=1 uij = 1
for all j . m is a free parameter which plays a central role in
adjusting the blending degree of different clusters. If m is set
to 0, J is a sum-of-squared error criterion, and uij becomes
a Boolean membership value (either 0 or 1). ‖∗‖ can be any
norm expressing similarity (Wang et al. 2009).
Fuzzy partitioning is carried out using an iterative opti-
mization of the objective function shown in (11), with the
update of membership function uij , an element of U , which
denotes the membership of data element j to cluster i. The
cluster center cj is derived using (15) and (16).
uij = 1∑C
k=1(
‖x(j)i −cj ‖
‖x(j)i −cjk‖
)
2
m−1
(15)
cj =
∑N
i u
m
ij xi∑N
i u
m
ij
(16)
This iteration will stop when maxij {|uk+1ij −ukij |} < , where
 is the termination criterion.
The algorithm for Fuzzy c-means clustering includes the
steps (Abida 2007):
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1. Initialize C, N , m, U
2. repeat
3. minimize j , by computing:
uij = 1∑C
k=1(
‖x(j)i −cj ‖
‖x(j)i −cjk‖
)
2
m−1
4. normalize uij by
∑C
i=1 uij = 1
5. compute centroid cj
cj =
∑N
i u
m
ij xi∑N
i u
m
ij
6. until slightly change in U and V
7. end
4.3 Gaussian mixture model (GMM)
The GMM with expectation maximization is a feature mod-
eling and classification algorithm widely used in the speech
based pattern recognition, since it can smoothly approxi-
mate a wide variety of density distributions (Memon et al.
2009a; Chen et al. 2001a, 2001b). Adapted GMMs known
as UBM-GMM and MAP-GMM have further enhanced
speaker verification outcomes (Memon et al. 2009b; Wang
et al. 2009). The introduction of the adapted GMM algo-
rithms has increased computational efficiency and strength-
ened the speaker verification optimization process.
The Probability Density Function (PDF) drawn from the
GMM is a weighted sum of M component densities as de-
scribed in (17).
p(x|y) =
M∑
i=1
pibi(x) (17)
where x is a D-dimensional random vector, bi(x), the com-
ponent densities are i = 1,2,3, . . . ,M and the mixture
weights are pi , for i = 1,2,3, . . . ,M . Each component den-
sity is a D-variate Gaussian function of the form shown
in (18).
bi(x) = 1
(2π)D/2|Σi |1/2 exp
{
−1
2
(x − μi)Σ−1i (x − μi)
}
(18)
where μi is the mean vector and Σ is the covariance matrix.
The mixture weights satisfy the constraint that
∑M
i=1 pi = 1.
The complete Gaussian mixture density is the collection of
the mean vectors, covariance matrices and mixture weights
from all components densities as shown in (19).
λ = {pi,μi,Σi}, i = 1,2, . . . ,M (19)
Each class is represented by a mixture model and is re-
ferred to by the class model λ. The Expectation Maximiza-
tion (EM) algorithm is most commonly used to iteratively
derive optimal class models.
5 Proposed feature extraction method
In this SR method, a VQ algorithm along with Fuzzy C-
means clustering technique was used and the performance
found was compared with GMM, the state of the art tech-
nique for SR systems. The principle reason to select VQ
and Fuzzy C-means was to identify a mathematically sim-
ple and computationally efficient algorithm when compared
to traditional approaches that include the computationally
expensive GMM. The research objective was to identify a
new, novel and computationally efficient SR method that ap-
proached the performance achieved when utilizing GMM.
5.1 Pre-processing
The pre-processing stage includes speech normalization,
pre-emphasis filtering and removal of silence intervals. The
dynamic range of the speech amplitude is mapped into the
interval from −1 to +1. A high-pass pre-emphasis filter can
then be applied to equalize the energy between the low and
high frequency speech components. The filter is given by the
equation: y(k) = x(k) − 0.95x(k − 1), where x(k) denotes
the input speech and y(k) is the output speech. The silence
intervals can be removed using a logarithmic technique for
separating and segmenting speech from noisy background
environments.
5.2 Experiment speech databases
The annually produced NIST speaker recognition evaluation
(SRE) database has become the state of the art corpora for
evaluating methods used or proposed for use in the field of
speaker recognition. VQ-based systems have been widely
tested on NIST SRE. The research evaluated the proposed
algorithm utilizing two datasets: a subset of the NIST SRE-
02 (Switchboard-II phase 2 and 3) data set and the NIST
SRE-04 data (Linguistic data consortium’s Mixer project).
The background training set consisted of 1225 conversation
sides from Switchboard-II and Fisher. For the purpose of
the research the data in the background model did not occur
in the test sets and did not share speakers with any of the
test sets. Data sets that have duplicate speakers have been
removed. The speaker recognition experiment test setup also
included a check to ensure that the test or background data
sets were used in training or tuning the speaker recognition
system.
5.3 System architecture
The SR system used in the research is presented in Fig. 1.
The training and testing steps are shown and how the clas-
sifier utilizes the trained data set. The training and test-
ing steps include signal pre-processing to remove noise and
Author's personal copy
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Fig. 1 Speaker Recognition System
clean up the signal prior to the next stage of training and
testing. The next stage includes the classifier which involves
the feature extraction and classification utilizing VQ. The
resulting vectors are models within the training steps and
in the test steps the resulting vector is compared with the
trained codebook to identify if there is a match or not.
5.4 Speaker recognition experiments and results
5.4.1 Equal Error Rate (EER)
The error rates for a SR system were initially measured us-
ing Receiver Operating Characteristic (ROC) curves. How-
ever in the more recent studies of SR systems, the nonlin-
ear ROC curves are replaced by Detection Error Trade-off
(DET) plots, which are believed to provide a more efficient
representation of the system performance because of their
linear behavior in the logarithmic coordinate system. In this
research DET plots were used to evaluate the performance
of SR systems. The DET plots are related to the EER param-
eter representing a normalized measure of the system error
rates (Hossan 2011).
The DET plot is a curve representing the percentage of
the false rejection probability as a function of the percentage
of the false acceptance probability. An example of a DET
plot is shown in Fig. 2. As illustrated in Fig. 2, the false
Fig. 2 An example of the Detection Error Trade off curve and the
Process of determining the Equal Error Rates
rejection probability is an inverse proportion to the false ac-
ceptance probability. Which means that, by decreasing the
false rejection probability the false acceptance probability
will be increased and vice versa. Since the ultimate goal of
all speaker verification is to simultaneously minimize both
errors (false rejection and false acceptance), the best com-
promise can be achieved when both errors are equal. The
value of the percentage of the false rejection (or false ac-
ceptance) at the point when these two errors are equal is the
EER. As illustrated in Fig. 2, the EER can be determined
graphically as the percentage of false rejection (or false ac-
ceptance) at the intersection point between a 45◦ line and the
DET curve. The smaller the EER for a given speaker verifi-
cation system, the better is the overall system performance.
So small change in the EER value carries a significant value.
In an ASV system, the EER is a measure calculated
to evaluate the system performance. The EER was defined
for each system using the Detection Error Trade-off (DET)
curve. Usually a large number of test samples are required
to calculate the EER accurately. The ASV stage is the task
of verifying the speaker’s identity from the speaker’s voice.
In a conventional ASV system the decision rule for ac-
ceptance or rejection is based on the score of a test utter-
ance and a predefined threshold (Cheng and Wang 2004).
There are two phases for an ASV system to accomplish
this task. In the training phase, the ASV learns each client’s
voice features from the training utterances to generate a sta-
tistical model. Also, a single speaker independent model
called the world model or the Universal Background Model
(UBM) is generated. In the test phase, the ASV system an-
alyzes an incoming utterance, and then uses the claimed
speaker model and the UBM to compute a LLR score. The
score is then compared with a pre-set threshold to deter-
mine whether the speaker is accepted or rejected. Cheng
and Wang (2004), proposed an EER estimation method to
manipulate the speaker models of the client speakers and
the imposters so that the distribution of the computed likeli-
hood scores is closer to the distribution of likelihood scores
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Fig. 3 Classifier performance
obtained from test samples. A more reliable EER can then
be calculated by the speaker models. In this research the
method presented by Cheng and Wang was used to compute
the EER for the GMM classifier.
5.4.2 Experimental results
Matlab R2008b (2012) was used to simulate the new ASV
system. The NIST SRE (2004) provided a data set that could
be used to evaluate the proposed ASV system performance.
In the new algorithm presented in this paper the number of
feature vectors is reduced by 1 for the same number of fil-
ters when compared to conventional MFCC. For example
if 20 filters are used to extract MFCC features, then 19 co-
efficients are used and the first coefficient is discarded. In
the proposed method 18 coefficients are sufficient to repre-
sent the 20 filter bank energies as the other two coefficients
represent the signal energy (Hossan et al. 2010). A window
size of 12 is used and the delta and acceleration (double
delta) features are evaluated utilizing the MFCC methodol-
ogy. The proposed method has concatenated DCT-II based
MFCC (12), DMFCC (12) and DDMFCC (12). In this re-
search, VQ is used for verification and classification. To per-
form the verification task the VQ needs to be trained. In this
experiment 120 and 60 second utterances of 128 speakers
were used for training and testing respectively. For FVQ, K-
means VQ and LBG VQ, a codebook of size 256 was used
for MFCCs, DCT-II based MFCCs, DMFCCs and DDM-
FCCs to build speaker models. The feature vectors of the
test speech data were then compared with the codebooks for
the different speakers to identify the most likely speaker of
the test speech signal.
The EER experimental results for five feature extraction
methods and four classifiers are shown in Fig. 3. The result
of proposed feature extraction method, with different clas-
sifiers, is presented in Fig. 4. The results show the overall
performance for the new and novel DCT-II based MFCC
(12) + DMFCC (12) + DDMFCC (12) feature extraction
method is an improvement over the methods reported in the
literature and used within this study. Figure 4 provides DET
plots for the five feature extraction methods studied and used
with the four classier approaches. The overall results high-
light that the performance of the new algorithm presented in
this research, DCT-II based MFCC (12) + DMFCC (12) +
DDMFCC (12) coupled with a FVQ classifier provides bet-
ter results than that found for the other VQ classifiers and
the performance results found for the new algorithm cou-
pled with a GMM classifier were the best overall.
In the experiments carrier out, the performance of SR
is evaluated based on different MFCC feature extraction
methods using GMM and VQ classifiers based on differ-
ent clustering algorithms. For the experiments 128 speak-
ers were used with 120 and 60 second utterances of each
speaker used for training and testing respectively. For FVQ,
K-means VQ and LBG VQ, a codebook of size 256 was
used for each of MFCC, DCT-II based MFCC, DMFCC and
DDMFCC to build speaker models. The feature vectors of
the test speech data were then compared with the codebooks
for the different speakers to identify the most likely speaker
of the test speech signal. GMM models with 128 mixtures
and features of various sizes and types including individual
and fused were used (Shi et al. 2010). The delta and dou-
ble delta features are derived based on MFCC coefficients
since it was found that they have a performance supremacy
over MFCC. In the proposed algorithm concatenated DCT-
II based MFCC (12), DMFCC (12) and DDMFCC (12) was
used and this stage was incorporated into a complete ASR
system. The results based on various combinations of fea-
ture extraction techniques and classifiers are listed in Ta-
ble 1.
The results obtained can be summarized as follows:
• The performance of the MFCC feature extraction method
improved when used with DCT-II.
• The fusion of MFCC and DMFCC didn’t enhance the per-
formance significantly.
• The fusion of DCT-II based DDMFCC outperformed the
other feature extraction techniques.
• The performance of FVQ is superior to other VQ tech-
niques.
• It is proved that the performance of widely used GMM is
better than any other classification algorithm.
From Fig. 4, the performance of the proposed SR sys-
tem is shown to be an improvement over the other systems
studied. The proposed feature extraction algorithm outper-
formed the feature extraction methods reported in the litera-
ture.
The proposed technique used the DCT in distributed
manner to get more de-correlated features and derived dy-
namic features to capture the transitional characteristics.
This is a new and novel step and the performance results
Author's personal copy
Int J Speech Technol (2013) 16:103–113 111
Table 1 The EER (%) values
of different feature extraction
methods based on different VQ
techniques
No. Feature extraction method K-Means VQ LBG VQ FVQ
1 MFCC 12.68 12.17 11.28
2 DCT-II based MFCC 12.11 11.70 10.76
3 MFCC + DMFCC 11.18 10.97 10.24
4 MFCC + DMFCC + DDMFCC 10.94 10.57 9.96
5 DCT-II based MFCC + DMFCC + DDMFCC 10.35 9.97 8.94
highlight the value of the research carried out. The concate-
nation of DCT-II based MFCCs and dynamic feature ex-
traction has enhanced the overall performance outcomes be-
cause the algorithm captured more specific information from
the speech utterance than other feature extraction techniques
currently do.
In this research, fuzzy c-means clustering algorithm is
used. The working principle of FVQ is different from K-
means VQ and LBG VQ, in the sense that the soft decision
making process is used while designing the codebooks in
FVQ (Jayanna and Prasanna 2008), whereas in K-means VQ
and LBG VQ the hard decision process is used. Moreover,
in K-means VQ and LBG VQ each feature vector has an as-
sociation with only one of the clusters. It may be difficult
to come to a conclusion that the feature vector belongs to a
particular cluster. Whereas, in FVQ each feature vector has
an association with all of the clusters with certain degrees of
association, dictated by the membership function. In FVQ
all of the feature vectors are associated with all of the clus-
ters and therefore there are relatively more feature vectors
within each cluster and hence the representative vectors i.e.
the code vectors may be more reliable than for the other VQ
techniques. Therefore, clustering may be found to be im-
proved when using FVQ in some situations and the use of
FVQ in ASR systems has been shown to be an improvement
over other VQ techniques. Even though the GMM approach
performed better than FVQ at the verification stage, FVQ is
a simple and computationally very efficient technique and
therefore has advantages over using GMM in a commercial
system (Fig. 4).
6 Conclusion
The research objective was to carry out a detailed study of
current ASR implementations and to identify an approach
that could be implemented in one of the ASR steps that
would provide an overall improvement in the system perfor-
mance without significantly increasing complexity. The re-
search carried out identified a new and novel algorithm for
the feature extraction step utilizing DCT-II and DDMFCC
and an improvement in the classifier operation by utilizing
FVQ rather than other VQ techniques. The use of FVQ was
Fig. 4 DET plots of (a) MFCC (12) (b) DCT-II based MFCC (12)
(c) MFCC (12) + DMFCC (12) (d) MFCC (12) + DMFCC (12)
+ DDMFCC (12) (e) DCT-II based MFCC (12) + DMFCC (12) +
DDMFCC (12)
compared with GMM and FVQ was found to be an improve-
ment over other VQ techniques when compared to the use of
GMM. The research objectives were successfully achieved.
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Fig. 4 (Continued)
In this paper, a new approach for speech feature extrac-
tion and classification utilizing DCT-II based DDMFCC and
FVQ has been presented. The outcomes achieved by utiliz-
ing the ASR system with the NIST speech database were
an improved SR performance for VQ based classification
systems. The research outcomes were compared with pre-
vious MFCC feature extraction techniques and the results
presented.
Initially the research concentrated on comparison with
the performance of conventional MFCC. The test system
was refined with the use of DCT-II in the de-correlation pro-
cess and additional simulation results have been presented.
The research highlighted that correlation among the filter
bank outputs can’t effectively be removed by applying con-
ventional DCT to all of the signal energies at the same time.
It was found that the use of DCT-II and DDMFCC in the
new approach improved performance in terms of identifica-
tion accuracy together with a lower number of features being
used and as a consequence the new approach reduced com-
putational time.
The MFCC feature vectors that were extracted did not ac-
curately capture the transitional characteristics of the speech
signal which contains the speaker specific information
(Jayanna and Prasanna 2008). The transitional speech char-
acteristics were found by computing DMFCC and DDM-
FCC, respectively the first-order and second-order time-
derivative of the MFCC.
The new approach presented in this paper includes fea-
ture extraction utilizing DCT-II for de-correlation prior to
utilizing the FVQ technique for the classification step in the
speaker modeling. The results presented for the FVQ tech-
nique were an improvement over previous VQ techniques
found in the literature and the results showed the proposed
system performance was approaching that achieved by uti-
lizing the computationally expensive GMM in the speaker
modeling.
This new approach for feature extraction and classifi-
cation utilizing DCT-II and DDMFCC with a FVQ classi-
fier is promising and provided an overall improvement in
SR performance for VQ based speaker modeling. In future
research, evaluating the performance of DCT-II based dy-
namic feature extraction should be carried out and compared
with other speech feature classifiers at the SR stage.
In this paper, the new and novel feature extraction algo-
rithm was presented and simulated. A comparative analy-
sis was carried out by comparing the new algorithm with
algorithms mentioned in the literature. The simulation re-
sults highlighted the performance advantage achieved using
the new algorithm and the option of using FVQ rather than
GMM in the data clustering classifier stage was discussed.
The experimental methodology was presented and dis-
cussed. The steps in the ASR system presented in this thesis
are consistent with the standard approach presented in the
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literature. The innovative and new algorithm that utilizes
DCT-II and DDMFCC to carry out the feature extraction
step provides an improvement in overall performance.
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