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The mitial value adjusting method for the solution of nonlinear multipoint 
boundary value problems in whrch the system dimensions vary over subintervals is 
proposed. To reduce the computer storage requirements and the excessrve amount 
of computer time, an algorithm based on a digraph and its associated Boolean 
matrices is also proposed. The effectiveness of these algorithms is illustrated by an 
application to a tive compartment model from pharmacokinetms. 
I. INTRODUCTION 
Multipoint boundary value problems (MPBVP’s) occur in all branches of 
applied mathematics, applied physics, optimization theory, engineering, and 
pharmacokinetics. Some methods, including quasilinearization [ 11 and 
invariant imbedding 121, have been proposed for such problems and recently 
the initial value adjusting method has also been proposed by the authors 
13-71. 
In this paper we first extend the initial value adjusting method by giving 
an algorithm to solve nonlinear MPBVP’s in which increases or decreases in 
the number of system equations are permitted. The dynamics for such 
problems can be described by ordinary differential equations of the form 
1, = j-,(-x, 1 Q, t,<t<t,, (l.la) 
1, = f*(x, 3 -v*, t), tz < t < t3 3 t, < t, < t, < t,, (l.lb) 
where X, and x2 are n,- and n,-dimensional vectors, respectively. In the 
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following the system composed of two subsystems is considered for 
simplicity. Generalization to an arbitrary number of subsystems with 
different intervals is straightforward. The corresponding (n, + nz)- 
dimensional boundary conditions are given by 
&,(f,), -x,(Q. -Q2)r -x,(t,), “*@.1). -K,(fj!) = 0. (1.2) 
The algorithm proposed for the MPBVP given by (1.1) and (1.2) in the next 
section is an iterative method that adjusts initial values at each boundary 
point and contains features similar to those 13-71 which overcome some 
difficulties of quasilinearization. 
The intervals [f,, f4] and [I,, f3 1 for the first and second subsystem are 
considered to be given explicitly. However. it is possible to determine 
intervals from the ordinary differential equations (1.1) and the boundary 
conditions (1.2) for which the system can be integrated. In general, analysis 
of equations before a solution is attempted can often reduce the computer 
storage requirements and the excessive amount of computer time needed to 
solve the entire system of equations simultaneously. In Section 3 a graph and 
its associated Boolean matrices [8-121 are introduced for the analysis of the 
MPBVP and an algorithm is proposed to determine the minimum interval for 
each subsystem in ( 1.1) which satisfies the given boundary condition (1.2) 
[ 13, 141. It is also possible to apply the algorithm to usual MPBVP’s in 
order to reduce the computer time. In the last section the present algorithms 
are applied to a typical five compartment model from pharmacokinetics 
[ 151. The example shows the effectiveness as well as the quadratic 
convergence property of the present methods. 
II. INITIAL VALUE ADJUSTING METHOD 
In the following suppose that, instead of solving the original MPBVP 
given by (1.1) and (1.2), we decompose the entire interval If,, f, 1 into three 
subintervals, i.e., [t:, t;], [tl, t;] and [t:, t;], where t* indicates the usual 
right and left limits at t. For convenience let us introduce the notations 
,y”’ =x 
f’” q-;: 
xa’ = (xl 3 x;)‘, -y(3) = ,y 
f”’ = cl”;, f:)‘l j-“‘=J;: (2.1) 
n”’ = n I’ n ‘2’ = n, + n2, n(3) = n I’ 
where ’ denotes transposition. 
We now solve a set of no-dimensional initial value subproblems given by 
$“’ = f(“(X(“. t), x”‘(f:) = k+‘X”‘(f:), t,‘<t<t,;,, I= 1.2.3 
(2.2) 
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with solution denoted by x(t) = kt lx”), where the superscripts k + 1 and 1 
refer to the (k + 1)st iteration and the Ith subinterval, respectively. The 
corresponding boundary condition (1.2) can be rewritten as 
k+‘g= g( k+‘x(l)(t:), k+‘~(2)(f;), k+1X;2)(f;), k+‘$3)@:), k+‘X(3)(f;)) =o, 
(2.3) 
where xi*‘@;) = ,~(t;). In addition, at the boundary point between a subin- 
terval and the next, the following continuity condition for x, must be 
satisfied: 
k+‘X’/)(t:) - k+y-“(q) = 0, I= 2, 3. (2.4) 
Consequently the original problem of finding the solutions x,(t), t E [t,, t, ] 
and x2(t), t E [t2, t3] which solve (1.1) and (1.2) can be replaced by the 
problem of finding the initial conditions kt’,~(“(f:) (I = I, 2, 3) which solve 
(2.2~(2.4). 
For the Ith subinterval at the kth iteration, consider the perturbed initial 
value subproblem 
.p, = j-yxw, t), x(“(f:) = kX(“(f/+) + &fy, 
t: < t < t,-+, j = 1, 2 ,..., n”‘; 1 = 1, 2, 3; k = 0, 1, 2 ,.... (2.5) 
and denote the solution x”‘(t) = :]“‘)(t), where 4”” denotes an n”‘- 
dimensional vector such that y”’ = y, , J’*’ = (,,I, yi)’ and y”’ = y, , E is a 
small parameter, called the perturbation parameter, such that 0 < E < 1, and 
ej” denotes thejth unit vector of n”’ dimension given by ej’) = (O,..., l,..., 0)‘. 
From the solutions k~(l)(t) of (2.2) and :y”’ of (2.5) at the kth iteration, 
let us now define an n, x n,-dimensional matrix “!P(t, t,?; E) whose jth 
column vector jv/(t, t:; E) at t = I,, , (1= 1, 2) is given by 
,“v/(f,,, t:; E) = (w[;.Y:vL,) - kx’,“(~lr ,113 j=l,2 ,..., n,, l= 1,2, 
k = 0, 1, 2 ,... . 
(2.6) 
From the boundary condition, let us define an (n, + n2) x n”‘-dimensional 
matrix kQ(l)(~) whose jth column vector Tqtl’(c) (j = 1, 2,..., n”‘; I= 1, 2, 3: 
k = 0, 1, 2,...) is given by 
jkq”‘(&) = (l/&)[;g”’ - kg], (2.7) 
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where 
fg”’ =g(;p(f:). kX’*‘(f;), kX;*‘(tJ), kx’3’(f:). v’(t; )), 
k Ig (*) = g(kx”J(f :),;p’(f;). ,“y’,“(f;,, w(f~;), k.P’(f; )). 
k 13’ = g(V”(f:), “x’yf;). y(f.;), my’, yyf;)). 
(2.8) 
jg 
j = 1. 2 ,.... 11”). 
Using (2.4) and (2.6)-(2.8), we form the algorithm 
ks(&)(k+ ‘x - “X) = -k/3. k = 0. 1. 2 ,..., (2.9) 
where the (3n, + nz) x (3n, + n,)-dimensional matrix kS(~), termed here the 
adjusting matrix for the initial value adjusting method, is given by 
[ 
kQy&) kQ(2’(~) kQ(3’(,) 
kS(&) = -“Y(t;, t:: E) II. 01 0 1 , (2.10a) 0 ~-kY(f;,tf;E),O~ I 
and the (3n, + n,)-dimensional vectors ‘X and “/3 are given by 
where I denotes the n, x n,-dimensional identity matrix. As to the properties 
of the adjusting matrix kS(~) and the vector “/?, see [ 3-71. The convergence 
criterion is defined by 
k+‘G= [“+‘/Pk+‘/?/(3n, + n2)l”‘, (2.11) 
and the iteration is terminated if k+ ‘G < 0. a prescribed tolerance. 
It can be easily seen from the above discussion that all the elements of the 
adjusting matrix can be obtained from (2.6) and (2.7). Thus. the present 
algorithm does not require that the partial derivatives are calculated 
analytically, and furthermore the only quantity which must be stored for the 
next iteration is a set of initial conditions from the previous iteration. 
Moreover, because of its relationship to the quasilinearization, the present 
method is expected to have a nearly quadratic convergence property 161. 
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III. AN ALGORITHM FOR THE MINIMUM SUBINTERVALS 
In order to satisfy the given multipoint boundary conditions, a large 
system of ordinary differential equations that represent a physical process 
need not always be solved over the entire interval but can be broken up into 
subsystems with reduced subintervals in which only smaller set of equations 
need be solved simultaneously [ 13). Therefore a systematic strategy to 
identify such subsystems and their minimum subintervals would give rise to 
considerable reduction in the computer time for the solution. For this 
purpose the digraph and its associated Boolean matrices will be convenient. 
3.1. Digraph and Its Associated Boolean Matrices 
A graph, G, is a collection of points, V and lines joining the points (or 
vertices) called paths, P. A digraph D is a graph in which the paths are 
directed 18-12). It is very convenient to relate the ordinary differential 
equations and the boundary conditions to a digraph and its associated 
Boolean matrices, which represent the structure of the information flow in 
the equations [ 13, 141. 
The Boolean matrix for the ordinary differential equations is called here 
equation matrix E and is defined as follows, 
(i) each row of the equation matrix corresponds to .?, and each 
column corresponds to a system uariabie xj, 
(ii) an entry of the n x n matrix, e,,, is either a Boolean 1 or 0 
according to the rule 
elj = 1, if variable j appears in fi, i, j = 1, 2 ,,.., n, 
= 0. otherwise. 
This matrix then indicates the occurrence of the system variables in each of 
the ordinary differential equations. 
For example, consider the ordinary differential equations 
Figure 3.1 shows the digraph and the equation matrix correspond to (3.1). It 
is easily seen from the figure that the equations that are descendents are 
indicated by nonzero entries in the columns and the equations that are 
predecessors by the nonzero entries in the rows. If eij = 1, then we say that .<, 
is reachable from ij. 
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XI x2 x3 
il r. 1 1 
E=ic: 0 10 
k3 
1 
1 0 1 
FIG. 3.1. The digraph and its equation matrix E for Eq. (3.1). 
The Boolean matrix for the boundary conditions is called here boundary 
matrix and is defined as follows, 
(i) each row of the n x n . m matrix B = [B, i B, i ,..., i B,] corre- 
sponds to a boundary condition g,, 
(ii) an entry of the n x n submatrix B,, bij,, is either Boolean 1 or 0 
according to the rule 
b,j, = 1, 
= 0, 
if system variable at t = t,, xj(t,), appears in the 
boundary condition gj, 
otherwise. 
Suppose that the boundary conditions for (3.1) are given by 
g,Mt,), x3@,), xz(t3)r -x&3)) = 0. 
g2(x,(t,), “z(t2)3 x,0,)* -v3@3)) = 0. (3.2) 
g,(x,(tz), -dt,), -vJtdr -I* = 03 I, < t, < t, < t,. 
Then the boundary matrix for (3.2) is given by 
B= [B, : B, i B, : B,] 
In the subsequent discussions. we also require some rules of Boolean 
algebra [S-lo]. 
Boolean multiplication: If a, b, c,... are propositions, their logical product 
is one if all propositions are true and zero if any proposition is false. Briefly 
a . b . c . . = min(a, 6, c . . . . ). 
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Boolean union: If a, b, c,... are propositions, their logical sum is zero if 
every proposition is false, and one if any addend is one. Briefly 
a+b+c... = max(a, b, c ,... ). 
An important property of the equation matrix E is that the kth power 
matrix gives the k step paths between points and a nonzero entry et of the 
power matrix Ek indicates that there is a path going through k steps from ,fj 
to ,fi (length k). The following theorem for the power matrix is useful. 
THEOREM 3.1. The i, j entry eb of Ek is one if and only if there exists in 
D at least one sequence of length k from .ij to ii. 
As to the theorem, see [ 10, 111. 
For example, the i, j entry, ei, of the second power of the matrix E are 
formed according to the formula 
efj = e,, - e,, + e,, . e,, + ... + f?in . e,,, i, j = 1, 2 ,..., n, 
where n is the order of the matrix E, i.e., the dimension of x. The second 
power for Fig. 3.1 is 
and the rows of E* still correspond to fi to which the flows are directed and 
the columns correspond to x1 from which the flows are directed. 
We now consider the reachability matrix R whose entries are denoted by 
rij and defined as 
rl, = 4 
= 0, 
ifa, is reachable from iji, 
otherwise. 
In other words, if the digraph D contains a sequence from i, to ii, then 
rij = 1. The following theorem interrelates the reachability matrix R with the 
power matrix Ek. 
THEOREM 3.2. For the digraph D with n points 
R=I+E+E*+ . . . +E”-’ = (I+E)“-‘, (3.5) 
where I is the n x n-dimensional identity matrix. 
As to the theorem, see [ 10, 121. 
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The reachability matrix for Fig. 3.1 is 
3.2. Finding the Minimum Subintercals 
We have shown thus far how a system of equations representing a 
MPBVP can be related to a digraph and its associated Boolean matrices. 
Let us now consider the algorithm to find the minimum subinterval for 
each subsystem. It can easily be seen from (3.3) that, for example, there are 
two flows from x2 at t, to g, and gz, and two flows from .x2 at tz to g, and 
g,. This shows that ,x!~ must be solved at least for the subinterval it,, t, I. In 
order to determine the subinterval, one must check the jth column with 
nonzero entry of the boundary matrix B,. Taking this fact into account. we 
then form a new Boolean vector termed here condensed boundary vector c by 
adding all of the rows (boundary conditions) in the boundary matrix B. The 
jth entry ci, at t, of the condensed subvector c, is either 1 or 0 according to 
the rule. 
Cj, = 1, if b,,! + b,,, + ... + bnJ, = 1, j = 1. 2 ,..., n: I = 1, 2 ,.,.. m. 
= 0, otherwise, 
where b,j, is the i. j entry of the boundary submatrix B,. m is the number of 
the boundary points. The vector c for (3.3) is given by 
c= [C,,CZ,Cj, CJI 
t, t, t, t4 
-Y, -Yz -yj s, x, xi .Y, x, sj 
io11 - il 11 :o 101. (3.7) 
Transposing the vector c, we then form the II X n Boolean matrix C by 
I, tz...t, 
c=.u [c;,c; .‘. c-:,1, (3.8) 
which shows the relation between x, and t,. The matrix C for the example is 
obtained from (3.7): 
t, tz t.1 t, 
-y1 
c=x, (3.9) 
-v.l 
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From (3.9), it is easily seen that the subinterval for i, cannot be determined 
explicitly, and the apparent subintervals for i, and f, denoted by INT iz and 
INT 1, are [t,, r,\ and [f2, tj], respectively. However, by inspection of 
Fig. 3.1, it can be seen that A!, feeds information to 1, and -tz also feeds 
information to i, constituting a loop of information flow. Thus the intervals 
for .t, and A!~ must be the same. On the other hand, since .& feeds infor- 
mation to the loop, one can see intuitively that the interval for ,x!~ must 
contain the interval of the loop. 
Let us now interrelate the ordinary differential equations and the boundary 
conditions by the Boolean multiplication 
‘ 
T= ,f [R’Cl, 1 = (x, , Xl ).... x,)‘. r = (t,, fz ,..., t,), (3.10) 
where the n x m matrix T is termed here as the interval matrix. It is obvious 
that, from the definitions of the reachability matrix R and the matrix C, the 
interval matrix T shows the reachability from tj to the boundary point 1,. 
From (3.10), the minimum subinterval for ii can now be obtained 
according to the following rules, 
(i) if row i of the interval matrix T has nonzero entries more than or 
equal to two, and the least and the greatest numbers of the columns with 
nonzero entries are j and k, respectively. then the minimum subinterval for li 
is given by INT ,21 = [tj, tk], j # k, 
(ii) if row i of T has onl.~ one nonzero entry in column j 
(1 < j<m- 1) then INTii= [tJ,fj+,], 
(iii) if row i of T has only one nonzero entry in the last column m, 
then INT .ti = [t,-, , tm], 
(iv) if row i of T has all zero entries, then the original MPBVP cannot 
be solved [ 141. 
The interval matrix T for the example is obtained from (3.7) and (3.8) as 
It is easily seen from (3.11) that since the first and the third rows 
corresponding to i, and 1,, respectively, have l’s in the second and the third 
columns, the minimum subintervals for 1, and i, are given by INT -<, = 
INT i.3 = [tz, t3]. Similarly the minimum subinterval for iz is INT 1, = 
It,- 41. 
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IV. FIVE COMPARTMENT MODEL 
As a practical example, let us consider a live compartment model related 
to the study of the absorption, distribution, metabolism, and excretion of 
drugs [IS]. If we let xi(t) denote the amount of drug in the ith compartment, 
then the equations describing this model are 
50x, 
&=- 500+x, 
- 0.24x, + 0.1~~ + 2x, + 2, 
i2 = 0.24x, - 0. Ix,, 
50x, 
x3= 500+x, 
- 2.9x, + 0.4x,, (4.1) 
1, = 0.9x, - 0.4x, ) 
is = -2x,. 
We assume that the boundary conditions are given by 
g, = x,(0.5) + x,( 1) - 9.1092306630581 = 0, 
g, = x2( 1) - ~~(1.5) + 0.46990799725533 = 0, 
g, =x3( l.5)2 - 0.2293187399725533 = 0, (4.2) 
g, = x4( 1) -x,( 1.5) - 1.7756744232812 = 0, 
g, = x,(O) + x,(2) - 5.091578 1944456 = 0, 
where the values are obtained from the solutions of (4.1) with the initial con- 
ditions 
x,(O) = 0, x,(O) = 1, x3(0) = 0, x4(0) = 3, x,(O) = 5. (4.3) 
Let us first determine the minimum subinterval for each equation of (4.1). 
It can be seen that the equation matrix E for (4.1) and its reachability matrix 
R are given by 
Xl 
x2 
E = i3 
x4 
x5 
Xl x2 x3 x4 xs 
11001 
11000 
1 0 1 1 0 
00110 
-0 0 0 0 1 
I :I 
) R=Z: 
x4 
x5 
Xl x2 x3 J-4 x5 
11001 
11001 
1 1 1 1 1 
1 1 1 1 1 
-0 0 0 0 1 I 1 (4.4) 
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respectively. On the other hand, the boundary matrix of (4.2) is given by 
r, =o I, = 0.5 
x, x2 X) xq x5 x, x2 X) x4 x5 
g1 0 0 0 0 0:1-o 0 0 0 
g2 ooooo:ooooo 
B= g, ooooofooooo 
g4 ooooo:ooooo 
g5 oooo1:ooooo 
I, = 1 
x, Xl x, x4 x5 
10000 
01000 
00000 
00010 
00000 
I, = 1.5 t, = 2 
x, x> x, x1 x5 x, Xl l-3 x1 I, 
00000.00000 
o1ooo:ooooo 
0 0 10 of0 0 0 0 0 . 
oo1oo:ooooo 
00000.00001 I 
(4.5) 
From (4.4) and (4.5), we now have the matrix C and the interval matrix 
T: 
0 0.5 1 1.5 2 
1 1 1 1 1 
(4.6) 
From (4.6), we have the minimum subintervals 
INT R, = INT 1, = [0.5, 1.51, INT & = INT & = [ 1, 1.5 1, 
INT 1, = [0,2]. 
(4.7) 
By way of a numerical example, let the perturbation parameter E = 10P8, 
the convergence criterion cr = 10-13, and the step size h = 2.5 x 10P3. The 
problems are solved by two different procedures. 
Procedure A. Each equation in (4.1) was solved for the minimum subin- 
terval given by (4.7). The initial guesses used for the unknown conditions 
were taken as 
x,(0.5) =x,(l) = 4.0, x,(0.5) =x2( 1) = 2.0, 
x3(1)=x4(1) = 1.0, x,(O) = 4.0, x,(0.5) = 2.0, (4.8) 
x5( 1) = 1.0, x5(1.5) = 0.5. 
Procedure B. All equations in (4.1) were solved simultaneously for the 
entire interval [0, 21. The initial guesses were taken as 
x,(O) = 0.5, x,(O) = 1.5, x,(O) = 0.5, x,(O) = 3.5, x,(O) = 5.5. (4.9) 
134 OJIKA .4ND WELSH 
TABLE 4.1 
Computer Times and Convergence Rates 
CPU time 
Iteration @I 
0 0.097 
I 0.405 
2 0.713 
3 1.020 
4 
CPU time 
G (Procedure A) l=cl 
0.8070898824876 x 10’ 0.114 
0.2016957019920 x lo- 0.714 
0.4682513481420 x 10m9 1.314 
0.1326036967519 x IO-~” 1.915 
2.516 
G (Procedure B) 
0.3626013737100 x IO” 
0.1718317495311 x 10 J 
0.1392666725219 x lo-’ 
0.9455691290827 x IO ~’ 
0.7309195 146685 x 10 “ 
The convergencies of G defined by (2.11) are shown in Table 4.1. As 
would be expected, Procedure A required half as much computer time per 
iteration as Procedure B. From the table, it can also be seen that G’s are 
converging quadratically. The solutions obtained from Procedure A are 
shown in Fig. 4.1. 
Note that once the multipoint boundary value problems in the subintervals 
are solved, one can easily obtain the solutions in the remaining subintervals 
by computing the original differential equations (4.1) forwards or backwards 
from the known boundary conditions. 
All numerical calculations were done in.double precision on a FACOM- 
M200. 
FIG. 4.1. Solutions of x,, x,. and x5. 
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V. CONCLUDING REMARKS 
In this paper, the initial value adjusting method for the solution of 
nonlinear multipoint boundary value problems with varying system 
dimensions has been proposed first. The resulting algorithm. in which only 
the equations and the boundary conditions need be prescribed, adjusts initial 
approximations at all of the boundary points in the subintervals. The general 
subroutine, labelled MPJUND. was developed for this type of problem. 
In order to reduce the computer storage requirements and the excessive 
amount of computer time needed to solve the entire system of equations. an 
algorithm has also been proposed. The resulting algorithm, in which the 
digraph and its associated Boolean matrices are employed. determines the 
minimum subinterval for each subsystem. 
The present algorithms were applied to a five compartment mode1 from 
pharmacokinetics. Together with the quadratic convergence rate of the 
former algorithm and the reduction of computer time by the latter algorithm, 
the present methods appear to be very practical for the solution of nonlinear 
multipoint boundary value problems. 
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