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Abstract
Graph neural networks denote a group of neural network models introduced for the
representation learning tasks on graph data specifically. Graph neural networks have been
demonstrated to be effective for capturing network structure information, and the learned
representations can achieve the state-of-the-art performance on node and graph classifica-
tion tasks. Besides the different application scenarios, the architectures of graph neural
network models also depend on the studied graph types a lot. Graph data studied in
research can be generally categorized into two main types, i.e., small graphs vs. giant
networks, which differ from each other a lot in the size, instance number and label anno-
tation. Several different types of graph neural network models have been introduced for
learning the representations from such different types of graphs already. In this paper, for
these two different types of graph data, we will introduce the graph neural networks intro-
duced in recent years. To be more specific, the graph neural networks introduced in this
paper include IsoNN [4], SDBN [7], LF&ER [6], GCN [3], GAT [5], DifNN [8], GNL
[1], GraphSage [2] and seGEN [9]. Among these graph neural network models, IsoNN,
SDBN and LF&ER are initially proposed for small graphs and the remaining ones are
initially proposed for giant networks instead. The readers are also suggested to refer to
these papers for detailed information when reading this tutorial paper.
Keywords: Graph Neural Network; Representation Learning; Graph Mining; Deep
Learning
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1. Introduction
In the era of big data, graph provides a generalized representation of many different types
of inter-connected data collected from various disciplines. Besides the unique attributes
possessed by individual nodes, the extensive connections among the nodes can convey very
complex yet important information. Graph data are very difficult to deal with because of
their various shapes (e.g., small brain graphs vs. giant online social networks), complex
structures (containing various kinds of nodes and extensive connections) and diverse at-
tributes (attached to the nodes and links). Great challenges exist in handling the graph
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data with traditional machine learning algorithms directly, which usually take feature vec-
tors as the input. Viewed in such a perspective, learning the feature vector representations
of graph data will be an important problem.
The graph data studied in research can be generally categorized into two main types,
i.e., small graphs vs. giant networks, which differ from each other a lot in the size, instance
number and label annotation.
• The small graphs we study are generally of a much smaller size, but with a large
number of instances, and each graph instance is annotated with certain labels. The
representative examples include the human brain graph, molecular graph, and real-
estate community graph, whose nodes (usually only in hundreds) represent the brain
regions, atoms and POIs, respectively.
• On the contrary, giant networks in research usually involve a large number of nodes/links,
but with only one single network instance, and individual nodes are labeled instead
of the network. Examples of giant networks include social network (e.g., Facebook),
eCommerce network (e.g., Amazon) and bibliographic network (e.g., DBLP), which
all contain millions even billions of nodes.
Due to these property distinctions, the representation learning algorithms proposed for
small graphs and giant networks are very different. To solve the small graph oriented
problems, the existing graph neural networks focus on learning a representation of the
whole graph (not the individual nodes) based on the graph structure and attribute in-
formation. Several different graph neural network models have been introduced already,
including IsoNN (Isomorphic Neural Network) [4], SDBN (Structural Deep Brain Net-
work) [7] and LF&ER (Deep Autoencoder based Latent Feature Extraction) [6]. These
models are proposed for different small graph oriented application scenarios, covering both
brain graphs and community POI graphs, which can also be applied to other application
settings with minor extensions.
Meanwhile, for the giant network studies, in recent years, many research works propose
to apply graph neural networks to learn their low-dimensional feature representations, where
each node is represented as a feature vector. With these learned node representations, the
graph neural network model can directly infer the potential labels of the nodes/links. To
achieve such objectives, several different type of graph neural network models have been
introduced, including GCN (Graph Convolutional Network) [3], GAT (Graph Attention
Network) [5], DifNN (Deep Diffusive Neural Network) [8], GNL (Graph Neural Lasso),
GraphSage (Graph Sample and Aggregate) [2] and seGEN (Sample and Ensemble Ge-
netic Evolutionary Network) [9].
In this paper, we will introduce the aforementioned graph neural networks proposed
for small graphs and giant networks, respectively. This tutorial paper will be updated
accordingly as we observe the latest developments on this topic.
2. Graph Neural Networks for Small Graphs
In this section, we will introduce the graph neural networks proposed for the representation
learning tasks on small graphs. Formally, we can represent the set of small graphs to be
3
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P1
<latexit sha1_base64="OJUO7dk7ABZeQrrK9frFyfFm7mM=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cI9gPaUDbbSbt0s4m7G6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhh uBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbq9MIo96d9r1+tuXV3DrJKvILUoIDfr371BgnLYpSGCap113NTE+RUGc4ETiu9TGNK2ZgOsWuppDHqIJ/fOyVnVhmQKFG2pCFz9fdETmOtJ3FoO2NqRnrZm4n/ed3MRNdBzmWaGZRssSjKBDEJmT1PBlwhM2JiCWWK21sJG1FFmbERVWwI3vLLq6R1Uffcund/WWvcFHGU4QRO4Rw8uIIG3IEPTWAg4Ble4c15dF6cd+dj0Vpyiplj+APn8wfD/Y/G</latexit><latexit sha1_base64="OJUO7dk7ABZeQrrK9frFyfFm7mM=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cI9gPaUDbbSbt0s4m7G6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhh uBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbq9MIo96d9r1+tuXV3DrJKvILUoIDfr371BgnLYpSGCap113NTE+RUGc4ETiu9TGNK2ZgOsWuppDHqIJ/fOyVnVhmQKFG2pCFz9fdETmOtJ3FoO2NqRnrZm4n/ed3MRNdBzmWaGZRssSjKBDEJmT1PBlwhM2JiCWWK21sJG1FFmbERVWwI3vLLq6R1Uffcund/WWvcFHGU4QRO4Rw8uIIG3IEPTWAg4Ble4c15dF6cd+dj0Vpyiplj+APn8wfD/Y/G</latexit><latexit sha1_base64="OJUO7dk7ABZeQrrK9frFyfFm7mM=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cI9gPaUDbbSbt0s4m7G6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhh uBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbq9MIo96d9r1+tuXV3DrJKvILUoIDfr371BgnLYpSGCap113NTE+RUGc4ETiu9TGNK2ZgOsWuppDHqIJ/fOyVnVhmQKFG2pCFz9fdETmOtJ3FoO2NqRnrZm4n/ed3MRNdBzmWaGZRssSjKBDEJmT1PBlwhM2JiCWWK21sJG1FFmbERVWwI3vLLq6R1Uffcund/WWvcFHGU4QRO4Rw8uIIG3IEPTWAg4Ble4c15dF6cd+dj0Vpyiplj+APn8wfD/Y/G</latexit><latexit sha1_base64="OJUO7dk7ABZeQrrK9frFyfFm7mM=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cI9gPaUDbbSbt0s4m7G6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhh uBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbq9MIo96d9r1+tuXV3DrJKvILUoIDfr371BgnLYpSGCap113NTE+RUGc4ETiu9TGNK2ZgOsWuppDHqIJ/fOyVnVhmQKFG2pCFz9fdETmOtJ3FoO2NqRnrZm4n/ed3MRNdBzmWaGZRssSjKBDEJmT1PBlwhM2JiCWWK21sJG1FFmbERVWwI3vLLq6R1Uffcund/WWvcFHGU4QRO4Rw8uIIG3IEPTWAg4Ble4c15dF6cd+dj0Vpyiplj+APn8wfD/Y/G</latexit>
P2
<latexit sha1_base64="8PGm3jQ+ZwaMwLGwvHxJaepEQTM=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7yS a0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4QZo1Zv9YvV9yquwBZJ15OKpCj0S9/9QYxSyOukElqTNdzE/QzqlEwyWelXmp4QtmYDnnXUkUjbvxsce+MXFhlQMJY21JIFurviYxGxkyjwHZGFEdm1ZuL/3ndFMMbPxMqSZErtlwUppJgTObPk4HQnKGcWkKZFvZWwkZUU4Y2opINwVt9eZ20alXPrXoPV5X6bR5HEc7gHC7Bg2uowz00oAkMJDzDK7w5E+fFeXc+lq0FJ585hT9wPn8AxYGPxw==</latexit><latexit sha1_base64="8PGm3jQ+ZwaMwLGwvHxJaepEQTM=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7yS a0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4QZo1Zv9YvV9yquwBZJ15OKpCj0S9/9QYxSyOukElqTNdzE/QzqlEwyWelXmp4QtmYDnnXUkUjbvxsce+MXFhlQMJY21JIFurviYxGxkyjwHZGFEdm1ZuL/3ndFMMbPxMqSZErtlwUppJgTObPk4HQnKGcWkKZFvZWwkZUU4Y2opINwVt9eZ20alXPrXoPV5X6bR5HEc7gHC7Bg2uowz00oAkMJDzDK7w5E+fFeXc+lq0FJ585hT9wPn8AxYGPxw==</latexit><latexit sha1_base64="8PGm3jQ+ZwaMwLGwvHxJaepEQTM=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7yS a0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4QZo1Zv9YvV9yquwBZJ15OKpCj0S9/9QYxSyOukElqTNdzE/QzqlEwyWelXmp4QtmYDnnXUkUjbvxsce+MXFhlQMJY21JIFurviYxGxkyjwHZGFEdm1ZuL/3ndFMMbPxMqSZErtlwUppJgTObPk4HQnKGcWkKZFvZWwkZUU4Y2opINwVt9eZ20alXPrXoPV5X6bR5HEc7gHC7Bg2uowz00oAkMJDzDK7w5E+fFeXc+lq0FJ585hT9wPn8AxYGPxw==</latexit><latexit sha1_base64="8PGm3jQ+ZwaMwLGwvHxJaepEQTM=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7yS a0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4QZo1Zv9YvV9yquwBZJ15OKpCj0S9/9QYxSyOukElqTNdzE/QzqlEwyWelXmp4QtmYDnnXUkUjbvxsce+MXFhlQMJY21JIFurviYxGxkyjwHZGFEdm1ZuL/3ndFMMbPxMqSZErtlwUppJgTObPk4HQnKGcWkKZFvZWwkZUU4Y2opINwVt9eZ20alXPrXoPV5X6bR5HEc7gHC7Bg2uowz00oAkMJDzDK7w5E+fFeXc+lq0FJ585hT9wPn8AxYGPxw==</latexit>
Fully Connected  
Layers
Reshape
A<latexit sha1_base64="7pSb5DJD4r0lADigPKUObeURr04=">AAAB83icbVDLSsNAFL2pr1pfVZduBlvBVUm60WXVjcsK9gFNKJPp pB06mYR5CCX0N9y4UMStP+POv3HSZqGtBwYO59zLPXPClDOlXffbKW1sbm3vlHcre/sHh0fV45OuSowktEMSnsh+iBXlTNCOZprTfiopjkNOe+H0Lvd7T1QqlohHPUtpEOOxYBEjWFvJr/sx1pMwym7m9WG15jbcBdA68QpSgwLtYfXLHyXExFRowrFSA89NdZBhqRnhdF7xja IpJlM8pgNLBY6pCrJF5jm6sMoIRYm0T2i0UH9vZDhWahaHdjKPqFa9XPzPGxgdXQcZE6nRVJDlochwpBOUF4BGTFKi+cwSTCSzWRGZYImJtjVVbAne6pfXSbfZ8NyG99CstW6LOspwBudwCR5cQQvuoQ0dIJDCM7zCm2OcF+fd+ViOlpxi5xT+wPn8AWW2kT8=</latexit><latexit sha1_base64="7pSb5DJD4r0lADigPKUObeURr04=">AAAB83icbVDLSsNAFL2pr1pfVZduBlvBVUm60WXVjcsK9gFNKJPp pB06mYR5CCX0N9y4UMStP+POv3HSZqGtBwYO59zLPXPClDOlXffbKW1sbm3vlHcre/sHh0fV45OuSowktEMSnsh+iBXlTNCOZprTfiopjkNOe+H0Lvd7T1QqlohHPUtpEOOxYBEjWFvJr/sx1pMwym7m9WG15jbcBdA68QpSgwLtYfXLHyXExFRowrFSA89NdZBhqRnhdF7xja IpJlM8pgNLBY6pCrJF5jm6sMoIRYm0T2i0UH9vZDhWahaHdjKPqFa9XPzPGxgdXQcZE6nRVJDlochwpBOUF4BGTFKi+cwSTCSzWRGZYImJtjVVbAne6pfXSbfZ8NyG99CstW6LOspwBudwCR5cQQvuoQ0dIJDCM7zCm2OcF+fd+ViOlpxi5xT+wPn8AWW2kT8=</latexit><latexit sha1_base64="7pSb5DJD4r0lADigPKUObeURr04=">AAAB83icbVDLSsNAFL2pr1pfVZduBlvBVUm60WXVjcsK9gFNKJPp pB06mYR5CCX0N9y4UMStP+POv3HSZqGtBwYO59zLPXPClDOlXffbKW1sbm3vlHcre/sHh0fV45OuSowktEMSnsh+iBXlTNCOZprTfiopjkNOe+H0Lvd7T1QqlohHPUtpEOOxYBEjWFvJr/sx1pMwym7m9WG15jbcBdA68QpSgwLtYfXLHyXExFRowrFSA89NdZBhqRnhdF7xja IpJlM8pgNLBY6pCrJF5jm6sMoIRYm0T2i0UH9vZDhWahaHdjKPqFa9XPzPGxgdXQcZE6nRVJDlochwpBOUF4BGTFKi+cwSTCSzWRGZYImJtjVVbAne6pfXSbfZ8NyG99CstW6LOspwBudwCR5cQQvuoQ0dIJDCM7zCm2OcF+fd+ViOlpxi5xT+wPn8AWW2kT8=</latexit><latexit sha1_base64="7pSb5DJD4r0lADigPKUObeURr04=">AAAB83icbVDLSsNAFL2pr1pfVZduBlvBVUm60WXVjcsK9gFNKJPp pB06mYR5CCX0N9y4UMStP+POv3HSZqGtBwYO59zLPXPClDOlXffbKW1sbm3vlHcre/sHh0fV45OuSowktEMSnsh+iBXlTNCOZprTfiopjkNOe+H0Lvd7T1QqlohHPUtpEOOxYBEjWFvJr/sx1pMwym7m9WG15jbcBdA68QpSgwLtYfXLHyXExFRowrFSA89NdZBhqRnhdF7xja IpJlM8pgNLBY6pCrJF5jm6sMoIRYm0T2i0UH9vZDhWahaHdjKPqFa9XPzPGxgdXQcZE6nRVJDlochwpBOUF4BGTFKi+cwSTCSzWRGZYImJtjVVbAne6pfXSbfZ8NyG99CstW6LOspwBudwCR5cQQvuoQ0dIJDCM7zCm2OcF+fd+ViOlpxi5xT+wPn8AWW2kT8=</latexit>
yˆ
<latexit sha1_base64="S3zHk9EzcTNq3pPPDLHB2g1dOJg=">AAAB+3icbVA9T8MwFHwpX6V8hTKyWLRITFXSBcYKFsYi0RapiSrHdVqrjhPZDqKK8ldYGECIlT/Cxr/BaTNAy0mWTnfv6Z0vSDhT2nG+rcrG5tb2TnW3trd/cHhkH9f7Kk4loT0S81g+BFhRzgTtaaY5fUg kxVHA6SCY3RT+4JFKxWJxr+cJ9SM8ESxkBGsjjex605tinXkR1tMgzOZ53hzZDaflLIDWiVuSBpTojuwvbxyTNKJCE46VGrpOov0MS80Ip3nNSxVNMJnhCR0aKnBElZ8tsufo3ChjFMbSPKHRQv29keFIqXkUmMkio1r1CvE/b5jq8MrPmEhSTQVZHgpTjnSMiiLQmElKNJ8bgolkJisiUywx0aauminBXf3yOum3W67Tcu/ajc51WUcVTuEMLsCFS+jALXShBwSe4Ble4c3KrRfr3fpYjlascucE/sD6/AEXkpR1</latexit><latexit sha1_base64="S3zHk9EzcTNq3pPPDLHB2g1dOJg=">AAAB+3icbVA9T8MwFHwpX6V8hTKyWLRITFXSBcYKFsYi0RapiSrHdVqrjhPZDqKK8ldYGECIlT/Cxr/BaTNAy0mWTnfv6Z0vSDhT2nG+rcrG5tb2TnW3trd/cHhkH9f7Kk4loT0S81g+BFhRzgTtaaY5fUg kxVHA6SCY3RT+4JFKxWJxr+cJ9SM8ESxkBGsjjex605tinXkR1tMgzOZ53hzZDaflLIDWiVuSBpTojuwvbxyTNKJCE46VGrpOov0MS80Ip3nNSxVNMJnhCR0aKnBElZ8tsufo3ChjFMbSPKHRQv29keFIqXkUmMkio1r1CvE/b5jq8MrPmEhSTQVZHgpTjnSMiiLQmElKNJ8bgolkJisiUywx0aauminBXf3yOum3W67Tcu/ajc51WUcVTuEMLsCFS+jALXShBwSe4Ble4c3KrRfr3fpYjlascucE/sD6/AEXkpR1</latexit><latexit sha1_base64="S3zHk9EzcTNq3pPPDLHB2g1dOJg=">AAAB+3icbVA9T8MwFHwpX6V8hTKyWLRITFXSBcYKFsYi0RapiSrHdVqrjhPZDqKK8ldYGECIlT/Cxr/BaTNAy0mWTnfv6Z0vSDhT2nG+rcrG5tb2TnW3trd/cHhkH9f7Kk4loT0S81g+BFhRzgTtaaY5fUg kxVHA6SCY3RT+4JFKxWJxr+cJ9SM8ESxkBGsjjex605tinXkR1tMgzOZ53hzZDaflLIDWiVuSBpTojuwvbxyTNKJCE46VGrpOov0MS80Ip3nNSxVNMJnhCR0aKnBElZ8tsufo3ChjFMbSPKHRQv29keFIqXkUmMkio1r1CvE/b5jq8MrPmEhSTQVZHgpTjnSMiiLQmElKNJ8bgolkJisiUywx0aauminBXf3yOum3W67Tcu/ajc51WUcVTuEMLsCFS+jALXShBwSe4Ble4c3KrRfr3fpYjlascucE/sD6/AEXkpR1</latexit><latexit sha1_base64="S3zHk9EzcTNq3pPPDLHB2g1dOJg=">AAAB+3icbVA9T8MwFHwpX6V8hTKyWLRITFXSBcYKFsYi0RapiSrHdVqrjhPZDqKK8ldYGECIlT/Cxr/BaTNAy0mWTnfv6Z0vSDhT2nG+rcrG5tb2TnW3trd/cHhkH9f7Kk4loT0S81g+BFhRzgTtaaY5fUg kxVHA6SCY3RT+4JFKxWJxr+cJ9SM8ESxkBGsjjex605tinXkR1tMgzOZ53hzZDaflLIDWiVuSBpTojuwvbxyTNKJCE46VGrpOov0MS80Ip3nNSxVNMJnhCR0aKnBElZ8tsufo3ChjFMbSPKHRQv29keFIqXkUmMkio1r1CvE/b5jq8MrPmEhSTQVZHgpTjnSMiiLQmElKNJ8bgolkJisiUywx0aauminBXf3yOum3W67Tcu/ajc51WUcVTuEMLsCFS+jALXShBwSe4Ble4c3KrRfr3fpYjlascucE/sD6/AEXkpR1</latexit>
K1
<latexit sha1_base64="qWn0yhzf64AFWS/H+YYyhie4+VY=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNTTJDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbR0litAWiXikugHWlDNJW4YZTruxolgEnHaCyXXmdx6p0iyS92YaU1/gkWQhI9hY6aHaF9iMgzC9nQ286qBccWvuHGiVeDmpQI7moPzVH0YkEVQawrHWPc+NjZ9iZRjhdFbqJ5rGmEzwiPYslVhQ7afz1DN0ZpUhCiNlnzRorv7eSLHQeioCO5mF1MteJv7n9RITXvopk3FiqCSLQ2HCkYlQVgEaMkWJ4VNLMFHMZkVkjBUmxhZVsiV4y19eJe16zXNr3l290rjK6yjCCZzCOXhwAQ24gSa0gICCZ3iFN+fJeXHenY /FaMHJd47hD5zPH6KQke0=</latexit><latexit sha1_base64="qWn0yhzf64AFWS/H+YYyhie4+VY=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNTTJDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbR0litAWiXikugHWlDNJW4YZTruxolgEnHaCyXXmdx6p0iyS92YaU1/gkWQhI9hY6aHaF9iMgzC9nQ286qBccWvuHGiVeDmpQI7moPzVH0YkEVQawrHWPc+NjZ9iZRjhdFbqJ5rGmEzwiPYslVhQ7afz1DN0ZpUhCiNlnzRorv7eSLHQeioCO5mF1MteJv7n9RITXvopk3FiqCSLQ2HCkYlQVgEaMkWJ4VNLMFHMZkVkjBUmxhZVsiV4y19eJe16zXNr3l290rjK6yjCCZzCOXhwAQ24gSa0gICCZ3iFN+fJeXHenY /FaMHJd47hD5zPH6KQke0=</latexit><latexit sha1_base64="qWn0yhzf64AFWS/H+YYyhie4+VY=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNTTJDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbR0litAWiXikugHWlDNJW4YZTruxolgEnHaCyXXmdx6p0iyS92YaU1/gkWQhI9hY6aHaF9iMgzC9nQ286qBccWvuHGiVeDmpQI7moPzVH0YkEVQawrHWPc+NjZ9iZRjhdFbqJ5rGmEzwiPYslVhQ7afz1DN0ZpUhCiNlnzRorv7eSLHQeioCO5mF1MteJv7n9RITXvopk3FiqCSLQ2HCkYlQVgEaMkWJ4VNLMFHMZkVkjBUmxhZVsiV4y19eJe16zXNr3l290rjK6yjCCZzCOXhwAQ24gSa0gICCZ3iFN+fJeXHenY /FaMHJd47hD5zPH6KQke0=</latexit><latexit sha1_base64="qWn0yhzf64AFWS/H+YYyhie4+VY=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNTTJDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbR0litAWiXikugHWlDNJW4YZTruxolgEnHaCyXXmdx6p0iyS92YaU1/gkWQhI9hY6aHaF9iMgzC9nQ286qBccWvuHGiVeDmpQI7moPzVH0YkEVQawrHWPc+NjZ9iZRjhdFbqJ5rGmEzwiPYslVhQ7afz1DN0ZpUhCiNlnzRorv7eSLHQeioCO5mF1MteJv7n9RITXvopk3FiqCSLQ2HCkYlQVgEaMkWJ4VNLMFHMZkVkjBUmxhZVsiV4y19eJe16zXNr3l290rjK6yjCCZzCOXhwAQ24gSa0gICCZ3iFN+fJeXHenY /FaMHJd47hD5zPH6KQke0=</latexit>
K2
<latexit sha1_base64="PcYMyNBZrmPWYe8yvoK+9zpNz5U=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNzSRDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbS0TRWiLSC5VN8CaciZoyzDDaTdWFEcBp51gcp35nUeqNJPi3kxj6kd4JFjICDZWeqj2I2zGQZjezgb16qBccWvuHGiVeDmpQI7moPzVH0qSRFQYwrHWPc+NjZ9iZRjhdFbqJ5rGmEzwiPYsFTii2k/nqWfozCpDFEplnzBorv7eSHGk9TQK7GQWUi97mfif10tMeOmnTMSJoYIsDoUJR0airAI0ZIoSw6eWYKKYzYrIGCtMjC2qZEvwlr+8Str1mufWvLt6pXGV11GEEziFc/DgAhpwA01oAQEFz/AKb86T8+K8Ox +L0YKT7xzDHzifP6QVke4=</latexit><latexit sha1_base64="PcYMyNBZrmPWYe8yvoK+9zpNz5U=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNzSRDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbS0TRWiLSC5VN8CaciZoyzDDaTdWFEcBp51gcp35nUeqNJPi3kxj6kd4JFjICDZWeqj2I2zGQZjezgb16qBccWvuHGiVeDmpQI7moPzVH0qSRFQYwrHWPc+NjZ9iZRjhdFbqJ5rGmEzwiPYsFTii2k/nqWfozCpDFEplnzBorv7eSHGk9TQK7GQWUi97mfif10tMeOmnTMSJoYIsDoUJR0airAI0ZIoSw6eWYKKYzYrIGCtMjC2qZEvwlr+8Str1mufWvLt6pXGV11GEEziFc/DgAhpwA01oAQEFz/AKb86T8+K8Ox +L0YKT7xzDHzifP6QVke4=</latexit><latexit sha1_base64="PcYMyNBZrmPWYe8yvoK+9zpNz5U=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNzSRDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbS0TRWiLSC5VN8CaciZoyzDDaTdWFEcBp51gcp35nUeqNJPi3kxj6kd4JFjICDZWeqj2I2zGQZjezgb16qBccWvuHGiVeDmpQI7moPzVH0qSRFQYwrHWPc+NjZ9iZRjhdFbqJ5rGmEzwiPYsFTii2k/nqWfozCpDFEplnzBorv7eSHGk9TQK7GQWUi97mfif10tMeOmnTMSJoYIsDoUJR0airAI0ZIoSw6eWYKKYzYrIGCtMjC2qZEvwlr+8Str1mufWvLt6pXGV11GEEziFc/DgAhpwA01oAQEFz/AKb86T8+K8Ox +L0YKT7xzDHzifP6QVke4=</latexit><latexit sha1_base64="PcYMyNBZrmPWYe8yvoK+9zpNz5U=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNzSRDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbS0TRWiLSC5VN8CaciZoyzDDaTdWFEcBp51gcp35nUeqNJPi3kxj6kd4JFjICDZWeqj2I2zGQZjezgb16qBccWvuHGiVeDmpQI7moPzVH0qSRFQYwrHWPc+NjZ9iZRjhdFbqJ5rGmEzwiPYsFTii2k/nqWfozCpDFEplnzBorv7eSHGk9TQK7GQWUi97mfif10tMeOmnTMSJoYIsDoUJR0airAI0ZIoSw6eWYKKYzYrIGCtMjC2qZEvwlr+8Str1mufWvLt6pXGV11GEEziFc/DgAhpwA01oAQEFz/AKb86T8+K8Ox +L0YKT7xzDHzifP6QVke4=</latexit>
Kc
<latexit sha1_base64="Lm95Z0cnanfqSzLbH3HhhlYo/xM=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNTTJDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbR0litAWiXikugHWlDNJW4YZTruxolgEnHaCyXXmdx6p0iyS92YaU1/gkWQhI9hY6aHaF9iMgzC9nQ1IdVCuuDV3DrRKvJxUIEdzUP7qDyOSCCoN4VjrnufGxk+xMoxwOiv1E01jTCZ4RHuWSiyo9tN56hk6s8oQhZGyTxo0V39vpFhoPRWBncxC6mUvE//zeokJL/2UyTgxVJLFoTDhyEQoqwANmaLE8KklmChmsyIyxgoTY4sq2RK85S+vkna95rk1765eaVzldRThBE7hHDy4gAbcQBNaQEDBM7zCm/PkvDjvzs ditODkO8fwB87nD+6Kkh8=</latexit><latexit sha1_base64="Lm95Z0cnanfqSzLbH3HhhlYo/xM=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNTTJDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbR0litAWiXikugHWlDNJW4YZTruxolgEnHaCyXXmdx6p0iyS92YaU1/gkWQhI9hY6aHaF9iMgzC9nQ1IdVCuuDV3DrRKvJxUIEdzUP7qDyOSCCoN4VjrnufGxk+xMoxwOiv1E01jTCZ4RHuWSiyo9tN56hk6s8oQhZGyTxo0V39vpFhoPRWBncxC6mUvE//zeokJL/2UyTgxVJLFoTDhyEQoqwANmaLE8KklmChmsyIyxgoTY4sq2RK85S+vkna95rk1765eaVzldRThBE7hHDy4gAbcQBNaQEDBM7zCm/PkvDjvzs ditODkO8fwB87nD+6Kkh8=</latexit><latexit sha1_base64="Lm95Z0cnanfqSzLbH3HhhlYo/xM=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNTTJDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbR0litAWiXikugHWlDNJW4YZTruxolgEnHaCyXXmdx6p0iyS92YaU1/gkWQhI9hY6aHaF9iMgzC9nQ1IdVCuuDV3DrRKvJxUIEdzUP7qDyOSCCoN4VjrnufGxk+xMoxwOiv1E01jTCZ4RHuWSiyo9tN56hk6s8oQhZGyTxo0V39vpFhoPRWBncxC6mUvE//zeokJL/2UyTgxVJLFoTDhyEQoqwANmaLE8KklmChmsyIyxgoTY4sq2RK85S+vkna95rk1765eaVzldRThBE7hHDy4gAbcQBNaQEDBM7zCm/PkvDjvzs ditODkO8fwB87nD+6Kkh8=</latexit><latexit sha1_base64="Lm95Z0cnanfqSzLbH3HhhlYo/xM=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBFvBVZnpRpdFN4KbCvYB7VgyaaYNTTJDklHK0P9w40IRt/6LO//GTDsLbT0QOJxzL/fkBDFn2rjut1NYW9 /Y3Cpul3Z29/YPyodHbR0litAWiXikugHWlDNJW4YZTruxolgEnHaCyXXmdx6p0iyS92YaU1/gkWQhI9hY6aHaF9iMgzC9nQ1IdVCuuDV3DrRKvJxUIEdzUP7qDyOSCCoN4VjrnufGxk+xMoxwOiv1E01jTCZ4RHuWSiyo9tN56hk6s8oQhZGyTxo0V39vpFhoPRWBncxC6mUvE//zeokJL/2UyTgxVJLFoTDhyEQoqwANmaLE8KklmChmsyIyxgoTY4sq2RK85S+vkna95rk1765eaVzldRThBE7hHDy4gAbcQBNaQEDBM7zCm/PkvDjvzs ditODkO8fwB87nD+6Kkh8=</latexit>
Pk!<latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit><latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit><latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit><latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit>
Pk!<latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit><latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit><latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit><latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit>
Pk!<latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit><latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit><latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit><latexit sha1_base64="09G3NCB7ypIrTUbgVboX9zY/IbI=">AAAB+nicbVC7TsMwFL3hWcorhZHF0CIxVUkXGCtYGItEH1IbRY7rtFYdJ7IdUBX6KSwMIMTKl7DxNzhtBmg5kqWjc+7VPT5BwpnSjvNtra1vbG5tl3bKu3v7B4d25aij4lQS2iYxj2UvwIpyJmhbM81pL5EUR wGn3WByk/vdByoVi8W9nibUi/BIsJARrI3k25XaIMJ6HIRZa+Znk9NZzberTt2ZA60StyBVKNDy7a/BMCZpRIUmHCvVd51EexmWmhFOZ+VBqmiCyQSPaN9QgSOqvGwefYbOjTJEYSzNExrN1d8bGY6UmkaBmcxzqmUvF//z+qkOr7yMiSTVVJDFoTDlSMco7wENmaRE86khmEhmsiIyxhITbdoqmxLc5S+vkk6j7jp1965RbV4XdZTgBM7gAly4hCbcQgvaQOARnuEV3qwn68V6tz4Wo2tWsXMMf2B9/gCkqpOU</latexit>
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G
<latexit sha1_base64="/Vt+ 0RdSS5A/sbViRuabh3HoiBU=">AAAB6nicbVA9TwJBEJ3DL8Qv1N JmI5hYkTsaLYkWWmIUJIEL2VvmYMPe3mV3z4Rc+Ak2Fhpj6y+y8 9+4wBUKvmSSl/dmMjMvSATXxnW/ncLa+sbmVnG7tLO7t39QPjxq6 zhVDFssFrHqBFSj4BJbhhuBnUQhjQKBj8H4euY/PqHSPJYPZpKg H9Gh5CFn1FjpvnpT7Zcrbs2dg6wSLycVyNHsl796g5ilEUrDBNW6 67mJ8TOqDGcCp6VeqjGhbEyH2LVU0gi1n81PnZIzqwxIGCtb0pC 5+nsio5HWkyiwnRE1I73szcT/vG5qwks/4zJJDUq2WBSmgpiYzP4 mA66QGTGxhDLF7a2EjaiizNh0SjYEb/nlVdKu1zy35t3VK42rPI 4inMApnIMHF9CAW2hCCxgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/g BS3Y0l</latexit><latexit sha1_base64="/Vt+ 0RdSS5A/sbViRuabh3HoiBU=">AAAB6nicbVA9TwJBEJ3DL8Qv1N JmI5hYkTsaLYkWWmIUJIEL2VvmYMPe3mV3z4Rc+Ak2Fhpj6y+y8 9+4wBUKvmSSl/dmMjMvSATXxnW/ncLa+sbmVnG7tLO7t39QPjxq6 zhVDFssFrHqBFSj4BJbhhuBnUQhjQKBj8H4euY/PqHSPJYPZpKg H9Gh5CFn1FjpvnpT7Zcrbs2dg6wSLycVyNHsl796g5ilEUrDBNW6 67mJ8TOqDGcCp6VeqjGhbEyH2LVU0gi1n81PnZIzqwxIGCtb0pC 5+nsio5HWkyiwnRE1I73szcT/vG5qwks/4zJJDUq2WBSmgpiYzP4 mA66QGTGxhDLF7a2EjaiizNh0SjYEb/nlVdKu1zy35t3VK42rPI 4inMApnIMHF9CAW2hCCxgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/g BS3Y0l</latexit><latexit sha1_base64="/Vt+ 0RdSS5A/sbViRuabh3HoiBU=">AAAB6nicbVA9TwJBEJ3DL8Qv1N JmI5hYkTsaLYkWWmIUJIEL2VvmYMPe3mV3z4Rc+Ak2Fhpj6y+y8 9+4wBUKvmSSl/dmMjMvSATXxnW/ncLa+sbmVnG7tLO7t39QPjxq6 zhVDFssFrHqBFSj4BJbhhuBnUQhjQKBj8H4euY/PqHSPJYPZpKg H9Gh5CFn1FjpvnpT7Zcrbs2dg6wSLycVyNHsl796g5ilEUrDBNW6 67mJ8TOqDGcCp6VeqjGhbEyH2LVU0gi1n81PnZIzqwxIGCtb0pC 5+nsio5HWkyiwnRE1I73szcT/vG5qwks/4zJJDUq2WBSmgpiYzP4 mA66QGTGxhDLF7a2EjaiizNh0SjYEb/nlVdKu1zy35t3VK42rPI 4inMApnIMHF9CAW2hCCxgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/g BS3Y0l</latexit><latexit sha1_base64="/Vt+ 0RdSS5A/sbViRuabh3HoiBU=">AAAB6nicbVA9TwJBEJ3DL8Qv1N JmI5hYkTsaLYkWWmIUJIEL2VvmYMPe3mV3z4Rc+Ak2Fhpj6y+y8 9+4wBUKvmSSl/dmMjMvSATXxnW/ncLa+sbmVnG7tLO7t39QPjxq6 zhVDFssFrHqBFSj4BJbhhuBnUQhjQKBj8H4euY/PqHSPJYPZpKg H9Gh5CFn1FjpvnpT7Zcrbs2dg6wSLycVyNHsl796g5ilEUrDBNW6 67mJ8TOqDGcCp6VeqjGhbEyH2LVU0gi1n81PnZIzqwxIGCtb0pC 5+nsio5HWkyiwnRE1I73szcT/vG5qwks/4zJJDUq2WBSmgpiYzP4 mA66QGTGxhDLF7a2EjaiizNh0SjYEb/nlVdKu1zy35t3VK42rPI 4inMApnIMHF9CAW2hCCxgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/g BS3Y0l</latexit>
Figure 1: IsoNN Model Architecture [4]. (The left plot provides the outline of IsoNN,
including the graph isomorphic feature extraction and classification components.
The right plot illustrates the detailed architecture of the proposed model, where
the graph isomorphic features are extracted with the graph isomorphic layer and
two min-pooling layers, and the graphs are further classified with three fully-
connected layers.)
studied in this section as G = (G1,y1), (G2,y2), · · · , (Gn,yn), where Gi = (Vi, Ei) denotes
a small graph instance and yi ∈ Rdy denotes its label vector. Given a graph Gi ∈ G,
we can denote its network size as the number of involved nodes, i.e., |Vi|. Normally, the
small graphs to be studied in set G are of the same size. Meanwhile, depending on the
application scenarios, the objective labels of the graph instances can be binary-class/multi-
class vectors. The small graph oriented graph neural networks aim at learning a mapping,
i.e., f : G → Rdh , to project the graph instances to their feature vector representations,
which will be further utilized to infer their corresponding labels. Specifically, the graph
neural network models to be introduced in this section include IsoNN [4], SDBN [7] and
LF&ER [6]. The readers are also suggested to refer to these papers for detailed information
when reading this tutorial paper.
2.1 IsoNN: Isomorphic Neural Network
Graph isomorphic neural network (IsoNN) proposed in [4] recently aims at extracting
meaningful sub-graph patterns from the input graph for representation learning. Sub-
graph mining techniques have been demonstrated to be effective for feature extraction
in the existing works. Instead of designing the sub-graph templates manually, IsoNN
proposes to integrate the sub-graph based feature extraction approaches into the neural
network framework for automatic feature representation learning. As illustrated in Figure 1,
IsoNN includes two main components: graph Isomorphic feature extraction component and
classification component. IsoNN can be in a deeper architecture by involving multiple
graph isomorphic feature extraction components so that the model will learn more complex
sub-graph patterns.
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The graph isomorphic feature extraction component in IsoNN targets at the automatic
sub-graph pattern learning and brain graph feature extraction with the following three
layers:graph isomorphic layer, min-pooling layer 1 and min-pooling layer 2, which will be
introduced as follows, respectively. Meanwhile, the classification component used in IsoNN
involves several fully connected layers, which project the learned isomorphic features to the
corresponding graph labels.
2.1.1 Graph Isomorphic Layer
In IsoNN, the sub-graph based feature extraction process is achieved by a novel graph
isomorphic layer. Formally, given a brain graph G = (V, E), its adjacency matrix can be
represented as A ∈ R|V|×|V|. In order to find the existence of specific sub-graph patterns
in the input graph, IsoNN matches the input graph with a set of sub-graph templates.
Instead of defining these sub-graph templates manually as the existing works, each template
is denoted as a kernel variable Ki ∈ Rk×k,∀i ∈ {1, 2, · · · , c} and IsoNN will learn these
kernel variables automatically. Here, k denotes the node number in the templates and c is
the channel number. Meanwhile, to match one template (i.e., the kernel variable matrix Ki)
with regions in the input graph (i.e., sub-matrices in A), IsoNN uses a set of permutation
matrices, which map both rows and columns of the kernel matrix to the sub-matrices in A
effectively. The permutation matrix can be represented as P ∈ {0, 1}k×k that shares the
same dimensions with the kernel matrix. Given a kernel variable matrix Ki and a regional
sub-matrix M(s,t) ∈ Rk×k in A (where M(s,t)(1 : k, 1 : k) = A(s : s + k − 1, t : t + k − 1)
and index pair s, t ∈ {1, 2, · · · , (|V|−k+1)}), there may exist k! different such permutation
matrices and the optimal one can be denoted as P∗:
P∗ = arg min
P∈P
∥∥∥PKiP> −M(s,t)∥∥∥2
F
, (1)
where P = {P1,P2, · · · ,Pk!} covers all the potential permutation matrices. The F-norm
term measures the mapping loss, which is also used as the graph isomorphic feature in
IsoNN. Formally, the isomorphic feature extracted based on the kernel Ki for the regional
sub-matrix M(s,t) in A can be represented as
zi,(s,t) =
∥∥∥P∗Ki(P∗)> −M(s,t)∥∥∥2
F
= min
{∥∥∥PKiP> −M(s,t)∥∥∥2
F
}
P∈P
= min(z¯i,(s,t)(1 : k!)),
(2)
where vector z¯i,(s,t) ∈ Rk! with z¯i,(s,t)(j) =
∥∥∥PjKiP>j −M(s,t)∥∥∥2
F
, ∀j ∈ {1, 2, · · · , k!} denot-
ing the features computed on the permutation matrix Pj ∈ P. Furthermore, by shifting
the kernel matrix Ki on regional sub-matrices in A, the isomorphic features extracted by
IsoNN from the input graph can be denoted as a 3-way tensor Zi ∈ Rk!×(|V|−k+1)×(|V|−k+1),
where Zi(1 : k!, s, t) = z¯i,(s,t)(1 : k!).
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2.1.2 Min-pooling Layers
• Min-pooling Layer 1: As indicated by the Figure 1, IsoNN computes the final iso-
morphic features with the optimal permutation matrix for the kernel Ki via two steps: (1)
computing all the potential isomorphic features via different permutation matrices with the
graph isomorphic layer, and (2) identifying the optimal features with the min-pooling layer
1 and layer 2. Formally, given the tensor Zi computed by Ki in the graph isomorphic layer,
IsoNN will identify the optimal permutation matrices via the min-pooling layer 1. From
tensor Zi, the features computed with the optimal permutation matrices can be denoted as
Zi, where
Zi(s, t) = min{Zi(1 : k!, s, t)}, ∀s, t ∈ {1, 2, · · · , (|V| − k + 1)}. (3)
The min-pooling layer 1 learns the optimal feature matrix Zi for kernel Ki along the first
dimension of tensor Zi, which are computed by the optimal permutation matrices. In
a similar way, for the remaining kernels, their optimal graph isomorphic features can be
obtained and denoted as matrices Z1, Z2, · · · , Zc, respectively.
• Min-pooling Layer 2: For the same region in the input graph, different kernels can
be applied to match the regional sub-matrix. Inspired by this, IsoNN incorporates the
min-pooling layer 2, so that the model can find the best kernels that match the regions in
A. With inputs Z1,Z2, · · · ,Zc, the min-pooling layer 2 in IsoNN can identify the optimal
features across all the kernels, which can be denoted as matrix Q with
Q(s, t) = min{Z1(s, t),Z2(s, t), · · · ,Zc(s, t)},∀s, t ∈ {1, 2, · · · , (|V| − k + 1)}. (4)
Entry Q(s, t) denotes the graph isomorphic feature computed by the best sub-graph ker-
nel on the regional matrix M(s,t) in A. Thus, via min-pooling layer 2, let Q be the final
isomorphic feature matrix, which preserves the best sub-graph patterns contributing to the
classification result. In addition, min-pooling layer 2 also effectively shrinks the feature
length and greatly reduces the number of variables to be learned in the following classifica-
tion component.
2.1.3 Classification Component
Given a brain graph instance Gg ∈ B (B ⊂ T denotes the training batch), its extracted
isomorphic feature matrix can be denoted as Qg. By feeding its flat vectorized repre-
sentation vector qg = vec(Qg) as the input into the classification component (with three
fully-connected layers), the predicted label vector by IsoNN on the instance can be rep-
resented as yˆg. Several frequently used loss functions, e.g., cross-entropy, can be used to
measure the introduced loss between yˆg and the ground-truth label vector yg. Formally,
the fully-connected (FC) layers and the loss function used in IsoNN can be represented as
follows:
FC Layers:

d1 = σ(W1qg + b1),
d2 = σ(W2d1 + b2),
yˆg = softmax(W3d2 + b3);
(5)
and
Loss Function: `(Θ) = −
∑
g∈B
∑
j
yg(j) log yˆg(j), (6)
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Figure 2: SDBN Model Architecture [7].
where Wi and bi are the weight and biase in ith layer, σ(·) denotes the sigmoid activation
function and softmax(·) is the softmax function for output normalization. Variables Θ =
({K}ki=1, {Wi,bi}3i=1) (including the kernel matrices and weight/bias terms) involved in the
model can be effectively learned with the error back propagation algorithm by minimizing
the above loss function. For more information about IsoNN, the readers are suggested to
refer to [4] for detailed descriptions.
2.2 SDBN: Structural Deep Brain Network
Structural Deep Brain Network (SDBN) initially proposed [7] applies the deep convolutional
neural network to the brain graph mining problem, which can be viewed as an integration of
convolutional neural network and autoencoder. Similar to IsoNN, SDBN also observes the
order-less property with the brain graph data, and introduce a graph reordering approach
to resolve the problem.
As illustrated in Figure 2, besides the necessary graph data processing and representa-
tion, SDBN involves three main steps to learn the final representations and labels fo the
graph instances, i.e., graph reordering, structural augmentation and convolutional feature
learning, which will be introduced as follows, respectively.
2.2.1 Graph Reordering
Given the graph set G = {G1, G2, · · · , Gn}, the goal of graph reordering is to find a node
labeling `n such that for any two graphs Gi, Gj ∈ G randomly draw from G, the expected
differences between the distance of the graph connectivity adjacency matrices based on `n
and the distance of the graphs in the graph space is minimized. Formally, for each graph
instance Gi ∈ G, its connectivity adjacency matrix can be denoted as Ai. Let dA and
dG denote the distance metrics on the adjacency matrix domain A and graph domain G
respectively, the graph reordering problem can be formulated as the following optimization
problem:
arg min
`n
EGi,Gj∈G (‖dA(Ai,Aj)− dG(Gi, Gj)‖) . (7)
Graph reordering is a combinatorial optimization problem, which has also be demon-
strated to be NP-hard and is computationally infeasible to address in polynomial time.
SDBN proposes to apply the spectral clustering to help reorder the nodes and brain graph
connectivity instead. Formally, based on the brain graph adjacency matrix Ai of Gi, its
corresponding Laplacian matrix can be represented as Li. The spectral clustering algorithm
7
JIAWEI ZHANG, IFM LAB DIRECTOR
aims at partitioning the brain graph Gi into K modules, where the node-module belonging
relationships are denoted by matrix F ∈ R|V|×K . The optimal F can be effectively learned
with the following objective function:
min
F
tr
(
F>LiF
)
s.t.F>F = I, (8)
where I ∈ {0, 1}K×K denotes an identity matrix and the constraint is added to ensure one
node is assigned to one module only. From the learned optimal F, SDBN can assign the
nodes in graph Gi to their modules M = {M1,M2, · · · ,MK}, where V =
⋃K
i=1Mi and
Mi∩Mj = ∅, ∀i 6= j and i, j ∈ {1, 2, · · · ,K}. Such learned modulesM can help reorder the
nodes in the graph into relatively compact regions, and the graph connectivity adjacency
matrix Ai after reordering can be denoted as A˜i. Similar operations will be performed on
the other graph instances in the set G.
2.2.2 Structural Augmentation
Prior to feeding the reordered graph adjacency matrix to the deep convolutional neural net-
work for representation learning, SDBN proposes to augment the network structure by both
refining the connectivity adjacency matrix and creating an additional module identification
channel.
• Reordered Adjacency Matrix Refinement: Formally, for graph Gi ∈ G, based on
its reordered adjacency matrix A˜i obtained from the previous step, SDBN proposes
to refine its entry values with the following equation:
A˜i(p, q) =
{
1 for vp, vq ∈Mk, ∃Mk ∈M;
 otherwise.
(9)
In the equation, term  denotes a small constant.
• Module Identification Channel Creation: From the reordered adjacency matrix
A˜i for graphGi ∈ G, the learned module identity information is actually not preserved.
To effectively incorporate such information in the model, SDBN proposes to create
one more channel Mi ∈ R|V|×|V| for graph Gi, whose entry values can be denoted as
follows:
Mi(p, q) =
{
k for vp, vq ∈Mk,∃Mk ∈M;
0 otherwise.
(10)
Formally, based on the above operations, the inputs for the representation learning compo-
nent on graph Gi will be Xi =
[
A˜i; Mi
]
, which encodes much more information and can
help learn more useful representations.
2.2.3 Learning of the SDBN Model
As illustrated in Figure 3, based on the input matrix X for the graphs in G (here, the
subscript of X is not indicated and it can represent any graphs in G), SDBN proposes
to apply the convolutional neural network for the graph representation learning. To be
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Figure 3: SDBN architecture with three types of unsupervised learning augmentation [7].
specific, the convolutional neural network used in SDBN involves two operators: conv and
pool, which can be stacked together multiple times to form a deep architecture.
Formally, according to Figure 3, the intermediate representations of the input graphs
as well as the corresponding labels in the SDBN can be represented with the following
equations: 
X(1) = pool (conv (X; Θ)) ;
X(2) = pool
(
conv
(
X(1); Θ
))
;
x = reshape(X(2));
yˆ = FC (x; Θ) ,
(11)
where reshape(·) flattens the matrix to a matrix and FC(·) denotes the fully-connected
layers in the model. In the above equations, Θ denotes the involved variables in the model,
which will be optimized.
Based on the above model, for all the graph instances Gi ∈ G, we can represent the
introduced loss terms by the model as
`(Θ) =
∑
Gi∈G
`(Gi; Θ) =
∑
Gi∈G
`(yi, yˆi), (12)
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Figure 4: The LF&ER Framework for Latent Feature Extraction [6].
where yi and yˆi represent the ground-truth label vector and the inferred label vector of
graph Gi, respectively.
Meanwhile, in addition to the above loss term, SDBN also incorporates the autoen-
coder into the model learning process via the depool and deconv operations. The conv and
pool operators mentioned above compose the encoder part, whereas the deconv and depool
operators will form the decoder part. Formally, based on the learned intermediate repre-
sentation X(2) of the input graph matrix X, SDBN computes the recovered representations
as follows:
Xˆ(1) = deconv
(
depool
(
X(2)
)
; Θ
)
;
Xˆ = deconv
(
depool
(
Xˆ(1)
)
; Θ
)
.
(13)
By minimizing the difference between Xˆ(1) and X(1), as well as the difference between Xˆ
and X, i.e.,
`(Xˆ(1),X(1)) =
∥∥∥Xˆ(1) −X(1)∥∥∥2
2
; and `(Xˆ,X) =
∥∥∥Xˆ−X∥∥∥2
2
(14)
SDBN can effectively learn the involved variables in the model. As illustrated in Figure 3,
the decoder step can work in different manner, which will lead to different regularization
terms on the intermediate representations. The performance comparison between IsoNN
and SDBN is also reported in [4], and the readers may refer to [4, 7] for more detailed
information of the models and the experimental evaluation results.
2.3 LF&ER: Deep Autoencoder based Latent Feature Extraction
Deep Autoencoder based Latent Feature Extraction (LF&ER) initially proposed in [6]
serves an a latent feature extraction component in the final model introduced in that paper.
Based on the input community real-estate POI graphs, LF&ER aims to learn the latent
representations of the POI graphs, which will be used to infer the community vibrancy
scores.
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2.3.1 Deep Autoencoder Model
The LF&ER model works based on the deep autoencoder actually. Autoencoder is an
unsupervised neural network model, which projects the instances in original feature rep-
resentations into a lower-dimensional feature space via a series of non-linear mappings.
Figure 4 shows that autoencoder model involves two steps: encode and decode. The encode
part projects the original feature vector to the objective feature space, while the decode step
recovers the latent feature representation to a reconstruction space. In autoencoder model,
we generally need to ensure that the original feature representation of instances should be
as similar to the reconstructed feature representation as possible.
Formally, let x represent the original feature representation of instance i, and y(1),y(2), · · · ,y(o)
be the latent feature representations of the instance at hidden layers 1, 2, · · · , o in the en-
code step respectively, the encoding result in the objective lower-dimension feature space
can be represented as z ∈ Rdz with dimension dz. Formally, the relationship between these
vector variables can be represented with the following equations:
y(1) = σ(W(1)x + b(1)),
y(k) = σ(W(k)y(k−1) + b(k)), ∀k ∈ {2, 3, · · · , o},
z = σ(W(o+1)y(o) + b(o+1)).
(15)
Meanwhile, in the decode step, the input will be the latent feature vector z (i.e., the
output of the encode step), and the final output will be the reconstructed vector xˆ. The
latent feature vectors at each hidden layers can be represented as yˆ(o), yˆ(o−1), · · · , yˆ(1). The
relationship between these vector variables can be denoted as
yˆ(o) = σ(Wˆ(o+1)z + bˆ(o+1)),
yˆ(k−1) = σ(Wˆ(k)yˆ(k) + bˆ(k)), ∀k ∈ {2, 3, · · · , o},
xˆ = σ(Wˆ(1)yˆ(1) + bˆ(1)).
(16)
In the above equations, W and b with different subscripts denote the weight matrices
and bias terms to be learned in the model. The objective of the autoencoder model is to
minimize the loss between the original feature vector x and the reconstructed feature vector
xˆ. Formally, the loss term can be represented as
`(Θ) = `(x, xˆ; Θ) = ‖x− xˆ‖22 , (17)
where Θ denotes the variables involved in the autoencoder model.
2.3.2 Latent Representation Learning
LF&ER proposes to learn the community allocation information for the vibrancy infer-
ence and ranking. Formally, spatial structure denotes the distribution of POIs inside the
community, e.g., a grocery store lies between two residential buildings; a school is next to
the police office. The Spatial structure can hardly be represented with explicit features ex-
tracted before, and LF&ER proposes to represent them with a set of latent feature vectors
extracted from the geographic distance graph and the mobility connectivity graph defined
in the previous subsection. The autoencoder model is applied here for the latent feature
extraction.
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Autoencoder model has been applied to embed the graph data into lower-dimensional
spaces in many of the research works, which will obtain a latent feature representation for the
nodes inside the graph. Different from these works, instead of calculating the latent feature
for the POI categories inside the communities, LF&ER aims at obtaining the latent feature
vector for the whole community, i.e., embedding the graph as one latent feature vector.
As shown in Figure 4, LF&ER transforms the matrix of the graphical distance graph
(involving the POI categories) D into a vector, which can be denoted as
d = reshape(D) ∈ R|V|2×1. (18)
Vector d will be used as the input feeding into the autoencoder model. The latent em-
bedding feature vector of d can be represented as zD (i.e., the vector z as introduced in
the autoencoder model in the previous section), which depicts the layout information of
POI categories in the community in terms of the geographical distance. Besides the static
layout based on geographic distance graph, the spatial structure of the POIs in the com-
munities can also be revealed indirectly through the human mobility. For a pair of POI
categories which are far away geographically, if people like to go between them frequently, it
can display another type of structure of the POIs in terms of their functional correlations.
Via the multiple fully connected layers, LF&ER will project such learned features to the
objective vibrancy scores of the community. We will not introduce the model learning part
here, since it also involves the ranking models and explicit feature engineering works, which
is not closely related to the topic of this paper. The readers may refer to [6] for detailed
description about the model and its learning process. In addition, autoencoder (i.e., the
base model of LF&ER) is also compared against IsoNN, whose results are reported in [4].
3. Graph Neural Networks for Giant Networks
In this section, we will introduce the graph neural networks proposed for the representation
learning tasks on giant networks instead. Formally, we can represent the giant network in-
stance to be studied in this section as G = (V, E), where V and E denote the sets of nodes and
links in the network, respectively. Different from the small graph data studied in Section 2,
the nodes in the giant network G are partially annotated with labels instead. Formally,
we can represent the set of labeled nodes as Vl = {(vl,1,yl,1), (vl,2,yl,2), · · · , (vl,m,yl,m)},
where vl,i ∈ V,∀i ∈ {1, 2, · · · ,m} and yl,i denotes its label vector; whereas the remaining
unlabeled nodes can be represented as Vu = V \ Vl. In the case where all the involved
network nodes are labeled, we will have Vl = V and Vu = ∅, which will be a special learning
scenario of the general partial-labeled learning setting as studied in this paper. The giant
network oriented graph neural networks aim at learning a mapping, i.e., f : V → Rdh , to
obtain the feature vector representations of the nodes in the network, which can be utilized
to infer their labels. To be more specific, the models to be introduced in this section include
GCN [3], GAT [5], DifNN [8], GNL [1], GraphSage [2] and seGEN [9].
3.1 GCN: Graph Convolutional Network
Graph convolutional network (GCN) initially proposed in [3] introduces a spectral graph
convolution operator for the graph data representation learning, which also provides several
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different approximations of the operator to encode both the graph structure and features of
the nodes. GCN works well for the partially labeled giant networks, and the learned node
representations can be effectively applied for the node classification task.
3.1.1 Spectral Graph Convolution
Formally, given an input network G = (V, E), its network structure information can be
denoted as an adjacency matrix A = {0, 1}|V|×|V|. The corresponding normalized graph
Laplacian matrix can be denoted as L = I−D− 12 AD− 12 = UΛU>, where D is a diagonal
matrix with entries D(i, i) =
∑
j A(i, j) on its diagonal and I = diag(1) ∈ {0, 1}|V|×|V| is
an identity matrix with ones on its diagonal. The eigen-decomposition of matrix L can be
denoted as L = UΛU>, where U denotes the eigen-vector matrix and diagonal matrix Λ
has eigen-values on its diagonal.
The spectral convolution operator defined on network G in GCN is denoted as a mul-
tiplication of an input signal vector x ∈ Rdx with a filter gθ = diag(θ) (parameterized by
variable vector θ ∈ Rdθ) in the Fourier domain as follows:
gθ ∗ x = UgθU>x, (19)
where notation U>x is defined as the graph Fourier transform of x and gθ can be understood
as a function on the eigen-values, i.e., gθ(Λ).
According to Equ. (19), the computation cost of the term on the right-hand-side will be
O(|V|2). For the giant networks involving millions even billions of nodes, the computation of
the graph convolution term will become infeasible, not to mention the eigen-decomposition
of the Laplacian matrix L defined before. Therefore, to resolve such a problem, [3] introduces
an approximation of the filter function gθ(Λ) by a truncated expansion in terms of the
Chebyshev polynomial Tk(·) up to the Kth order as follows:
gθ ∗ x ≈
K∑
k=0
θ(k)Tk(L˜)x, (20)
where L˜ = 2λmaxL− I and λmax is the largest eigen-value in matrix Λ. Vector θ ∈ Rk is a
vector of Chebyshev coefficients. Noticing that the computational complexity of the term
on the right-hand-side is O(|E|), i.e., linear in terms of the edge numbers, which will be
lower than that of Equ. (19) introduced before.
3.1.2 Graph Convolution Approximation
As proposed in [3], Equ. (20) can be further simplified by setting K = 1, λmax = 2,
θ(0) = −θ(1) = θ, which will reduce the right hand-term of Equ. (20) approximately as
follows:
gθ ∗ x ≈ θ(0)x + θ(1)L˜x = θ(I + D−
1
2 AD−
1
2 )x
= θ(D˜−
1
2 A˜D˜−
1
2 )x,
(21)
where A˜ = A + I and D˜ is the diagonal matrix defined on A˜ instead.
As illustrated in Figure 5, in the case when there exist C input channels, i.e., the input
will be a matrix X ∈ R|V|×C , and F different filters defined above, the learned graph
13
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Figure 5: Schematic depiction of multi-layer GCN for semisupervised learning with C input
channels and F feature maps in the output layer [3].
convolution feature representations will be
Z = (D˜−
1
2 A˜D˜−
1
2 )XW,
= AˆXW.
(22)
where matrix Aˆ = D˜−
1
2 A˜D˜−
1
2 can be pre-computed in advance. Matrix W ∈ RC×F is the
filter parameter matrix and Z ∈ R|V|×F will be the learned convolved representations of all
the nodes. The computational time complexity of the operation will be O(|E|FC).
3.1.3 Deep Graph Convolutional Network Learning
The GCN model can have a deeper architecture by involving multiple graph convolution
operators defined in the previous sections. For instance, the GCN model with two layers
can be represented with the following equations: Layer 1: Z = ReLU
(
AˆXW1
)
;
Output Layer: Yˆ = softmax
(
AˆZW2
)
.
⇒ Yˆ = softmax
(
AˆReLU
(
AˆXW1
)
W2
)
.
(23)
In the above equation, matrices W1 and W2 are the involved variables in the model. ReLU
is used as the activation function for the hidden layer 1, and softmax function is used for
the output result normalization. By comparing the inferred labels, i.e., Yˆ, of the labeled
instances against their ground-truth labels, i.e., Y, the model variables can be effectively
learned by minimizing the following loss function:
`(Θ) = −
∑
vi∈VL
dy∑
j=1
Y(i, j) log Yˆ(i, j), (24)
where Θ covers all the variables in the model.
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Figure 6: Schematic depiction of GAT with multi-head attention for the node representa-
tion update [5].
For representation simplicity, node subscript is used as its corresponding index in the
label matrix Y. Notation dy denotes the number of labels in the studied problem, and
dy = 2 for the traditional binary classification tasks. The readers can also refer to [3] for
detailed information of the GCN model.
3.2 GAT: Graph Attention Network
Graph attention network (GAT) initially proposed in [5] can be viewed as an extension of
GCN. In updating the nodes’ representations, instead of assigning the neighbors with fixed
weights, i.e., values in matrix Aˆ in Equ. (22) and Equ. (23), GAT introduces an attention
mechanism to compute the weights based on the representations of the target node as well
as its neighbors.
3.2.1 Graph Attention Coefficient Computation
Formally, given an input network G = (V, E) and the raw features of the nodes, the node
features can be denoted as a matrix X ∈ R|V|×dx , where dx denotes the dimension of the
node feature vectors. Furthermore, for node vi ∈ V, its feature vector can also be represented
as xi = X(i, :) for simplicity. Without considerations about the network structures, via a
mapping matrix W ∈ Rdx×dh , the nodes can be projected to their representations in the
hidden layer. Meanwhile, to further incorporate the network structure information into
the model, based on the network structure, the neighbor set of node vi can be denoted
as Γ(vi) = {vj |vj ∈ V ∧ (vi, vj) ∈ E} ∪ {vi}, where {vi} is also added and treated as the
self-neighbor. As illustrated in Figure 6, GAT proposes to compute the attention coefficient
between nodes vi and vj (if vj ∈ Γ(vi)) as follows:
ei,j = LeakyReLU
(
a> (Wxi unionsqWxj)
)
, (25)
15
JIAWEI ZHANG, IFM LAB DIRECTOR
where a ∈ R2dh is a variable vector for weighted sum of the entries in vector Wxi unionsqWxj
and unionsq denotes the concatenation operator of two vectors. LeakyReLU function is added
here mainly for the model learning considerations.
To further normalize the coefficients among all the neighbors, GAT further adopts the
softmax function based on the coefficients defined above. Formally, the final computed
weight between nodes vi and vj can be denoted as
αi,j = softmax(ei,j)
=
exp(ei,j)∑
vk∈Γ(vi) exp(ei,k)
=
exp
(
LeakyReLU
(
a> (Wxi unionsqWxj)
))∑
vk∈Γ(vi) exp (LeakyReLU (a
> (Wxi unionsqWxk))) .
(26)
3.2.2 Representation Update via Neighborhood Aggregation
GAT effectively update the nodes’ representations by aggregating the information from
their neighbors (including the self-neighbor). Formally, the learned hidden representation
of node vi can be represented as
hi = σ
 ∑
vj∈Γ(vi)
αi,jWxj
 . (27)
GAT can be in a deeper architecture by involving multiple attentive node representation
updating. In the deep architecture, for the upper layers, the representation vector hi will
be treated as the inputs feature vector instead, and we will not over-elaborate that here.
3.2.3 Multi-Head Attention Aggregation
As introduced in [5], to stabilize the learning process of the model, GAT can be further
extended to include the multi-head attention as illustrated in Figure 6. Specifically, let K
denote the number of involved attention mechanisms. Based on each attention mechanism,
the learned representations of node vi based on the above descriptions (i.e., Equ. (27))
can be denoted as h
(1)
i , h
(2)
i , · · · , h(K)i , respectively. By further aggregating such learned
representations together, the ultimate learned representation of node vi can be denoted as
h′i = Aggregate(h
(1)
i ,h
(2)
i , · · · ,h(K)i ). (28)
Several different aggregation function is tried in [5], including concatenation and average:
• Concatenation:
h′i =
K⊔
k=1
σ
 ∑
vj∈Γ(vi)
α
(k)
i,j W
(k)xj
 . (29)
• Average:
h′i = σ
 1
K
K∑
k=1
∑
vj∈Γ(vi)
α
(k)
i,j W
(k)xj
 . (30)
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The learning process of the GAT model is very similar to that of GCN introduced in
Section 3.1.3, and we will not introduce that part again here. The readers can also refer to
[5] for more detailed descriptions about the model as well as its experimental performance.
3.3 DifNN: Deep Diffusive Neural Network
Deep diffusive network (DifNN) model initially introduced in [8] aims at modeling the
diverse connections in heterogeneous information networks, which contains multiple types
of nodes and links. DifNN is based on a new type of neuron, namely gated diffusive unit
(GDU), which can be extended to incorporate the inputs from various groups of neighbors.
3.3.1 Model Architecture
Given a heterogeneous input network G = (V, E), the node set V in the network can be
divided into multiple subsets depending on their node types. It is similar for the links in set
E . Here, for the representation simplicity, we will follow the news augmented heterogeneous
social network example illustrated in [8] when introducing the model. As illustrated in
Figure 7, there exist three different types of nodes (i.e., creator, news article and subject)
and two different types of links (i.e., the creator-article link and article-subject link) in the
network. Formally, the node set can be categories into three subsets, i.e., V = U ∪ N ∪ S,
and the link set can be categorized into two subsets, i.e., E = Eu,n ∪ En,s.
For each node in the network, e.g., vi ∈ V, its extracted raw feature vector can be denoted
as xi. As introduced at the beginning of Section 3, in many cases, the network is partially
labeled. Formally, the label vector of node vi is represented as yi. For each nodes in the input
network, DifNN utilizes one GDU (which will be introduced in the following subsection) to
model its representations and the connections with other neighboring nodes. For instance,
based on the input network in Figure 7, its corresponding DifNN model architecture can
be represented in Figure 8. Via the gdu neuron unit, DifNN can effectively project the
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Figure 9: An illustration of the gated diffusive unit (GDU).
node inputs to their corresponding labels. The parameters involved in the DifNN model
can be effectively trained based on the labeled nodes via the back propagation algorithm.
In the following two subsections, we will introduce the detailed information about GDU as
well as the DifNN model training.
3.3.2 Gated Diffusive Unit
To introduce the GDU neuron, we can take news article nodes as an example here. For-
mally, among all the inputs of the GDU model, xi denotes the extracted feature vector for
news articles, zi represents the input from other GDUs corresponding to subjects, and ti
represents the input from other GDUs about creators. Considering that the GDU for each
news article may be connected to multiple GDUs of subjects and creators, the mean(·) of
the outputs from the GDUs corresponding to these subjects and creators will be computed
as the inputs zi and ti instead respectively, which is also indicated by the GDU architecture
illustrated in Figure 9. For the inputs from the subjects, GDU has a gate called the “forget
gate”, which may update some content of zi to forget. The forget gate is important, since
in the real world, different news articles may focus on different aspects about the subjects
and “forgetting” part of the input from the subjects is necessary in modeling. Formally,
the “forget gate” together with the updated input can be represented as
z˜i = fi ⊗ zi, where fi = σ
(
Wf
[
x>i , z
>
i , t
>
i
]>)
. (31)
Here, operator ⊗ denotes the entry-wise product of vectors and Wf represents the variable
of the forget gate in GDU.
Meanwhile, for the input from the creator nodes, a new node-type “adjust gate” is
introduced in GDU. Here, the term “adjust” models the necessary changes of information
between different node categories (e.g., from creators to articles). Formally, the “adjust
gate” as well as the updated input can be denoted as
t˜i = ei ⊗ ti, where ei = σ
(
We
[
x>i , z
>
i , t
>
i
]>)
, (32)
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where We denotes the variable matrix in the adjust gate.
GDU allows different combinations of these input/state vectors, which are controlled
by the selection gates gi and ri respectively. Formally, the final output of GDU will be
hi = gi ⊗ ri ⊗ tanh
(
Wu[x
>
i , z˜
>
i , t˜
>
i ]
>
)
+ (1− gi)⊗ ri ⊗ tanh
(
Wu[x
>
i , z
>
i , t˜
>
i ]
>
)
+ gi ⊗ (1− ri)⊗ tanh
(
Wu[x
>
i , z˜
>
i , t
>
i ]
>
)
+ (1− gi)⊗ (1− ri)⊗ tanh
(
Wu[x
>
i , z
>
i , t
>
i ]
>
)
,
(33)
where gi = σ(Wg
[
x>i , z
>
i , t
>
i
]>
), and ri = σ(Wr
[
x>i , z
>
i , t
>
i
]>
), and term 1 denotes a
vector filled with value 1. Operators ⊕ and 	 denote the entry-wise addition and mi-
nus operation of vectors. Matrices Wu, Wg, Wr represent the variables involved in the
components. Vector hi will be the output of the GDU model.
The introduced GDU model also works for both the news subjects and creator nodes
in the network. When applying the GDU to model the states of the subject/creator nodes
with two input only, the remaining input port can be assigned with a default value (usually
vector 0). In the following section, we will introduce how to learn the parameters involved
in the DifNN model for concurrent inference of multiple nodes.
3.3.3 DifNN Model Learning
In the DifNN model as shown in Figure 8, based on the output state vectors of news articles,
news creators and news subjects, the framework will project the feature vectors to their
labels. Formally, given the state vectors hn,i of news article ni, hu,j of news creator uj , and
hs,l of news subject sl, their inferred labels can be denoted as vectors yn,i,yu,j ,ys,l ∈ R|Y|
respectively, which can be represented as
yn,i = softmax (Wnhn,i) ,
yu,j = softmax (Wuhu,j) ,
ys,l = softmax (Wshs,l) .
(34)
where Wu, Wn and Ws define the weight variables projecting state vectors to the output
vectors.
Meanwhile, based on the news articles in the training set Tn ⊂ N with the ground-truth
label vectors {yˆn,i}ni∈Tn , the loss function of the framework for news article label learning
are defined as the cross-entropy between the prediction results and the ground truth:
`(Tn; Θ) = −
∑
ni∈Tn
|Y|∑
k=1
yˆn,i(k) log yn,i(k). (35)
Similarly, the loss terms introduced by news creators and subjects based on training sets
Tu ⊂ U and Ts ⊂ S can be denoted as
`(Tu; Θ) = −
∑
uj∈Tu
|Y|∑
k=1
yˆu,j(k) log yu,j(k), (36)
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`(Ts; Θ) = −
∑
sl∈Ts
|Y|∑
k=1
yˆs,l(k) log ys,l(k), (37)
where yu,j and yˆu,j (and ys,l and yˆs,l) denote the prediction result vector and ground-truth
vector of creator (and subject) respectively.
Formally, the main objective function of the DifNN model can be represented as follows:
min
Θ
`(Tn; Θ) + `(Tu; Θ) + `(Ts; Θ) + α · reg(Θ), (38)
where Θ denotes all the involved variables to be learned, term reg(Θ) represents the reg-
ularization term (i.e., the sum of L2 norm on the variable vectors and matrices), and α
denotes the regularization term weight. By resolving the optimization functions, variables
in the model can be effectively learned with the back-propagation algorithm. For the news
articles, creators and subjects in the testing set, their predicted labels will be outputted as
the final result.
3.4 GNL: Graph Neural Lasso
Graph neural lasso (GNL) initially proposed in [1] is a graph neural regression model
and it can effectively incorporate the historical time-series data of multiple instances for
addressing the dynamic network regression problem. GNL extends the GDU neuron [8]
(also introduced in Section 3.3.2) for incorporating both the network internal relationships
and the network dynamic relationships between sequential network snapshots.
3.4.1 Dynamic Gated Diffusive Unit
GNL also adopts GDU as the basic neuron unit and extends it to the dynamic network
regression problem settings, which can model both the network snapshot internal connec-
tions and the temporal dependency relationships between sequential network snapshots for
the nodes.
Formally, given the time series data about a set of connected entities, such data can
be represented as a dynamic network set G = {G(1), G(2), · · · , G(t)}, where t denotes the
maximum timestamp. For each network G(τ) ∈ G, it can be denoted as G(τ) = (V(τ), E(τ))
involving the node set V(τ) and link set E(τ), respectively. Given a node vi in network
G(τ), its in-neighbors and out-neighbors in the network can be denoted as sets Γin(vi) =
{vj |vj ∈ V(τ) ∧ (vj , vi) ∈ E(τ)} and Γout(vi) = {vj |vj ∈ V(τ) ∧ (vi, vj) ∈ E(τ)}. Here, the link
direction denotes the influences among the nodes. If the influences in the studied networks
are bi-directional, the in/out neighbor sets will be identical, i.e., Γin(vi) = Γout(vi).
For node vi in network G
(τ) of the τth timestamp, the input attribute values of vi can
be denoted as an input feature vector x
(τ)
i ∈ Rdx . GDU maintains a hidden state vector
for each node, and the vector of node vi at timestamp τ can be denoted as h
(τ)
i ∈ Rdh .
As illustrated in Figure 10, besides the feature vector x
(τ)
i and hidden state vector h
(τ)
i
inputs, the GDU neuron of vi will also accept the inputs from vi’s input neighbor nodes,
i.e., {h(τ)j }vj∈Γin(vi), which will be integrated via certain aggregation operators:
z
(τ)
i = Aggregate
(
{h(τ)j }vj∈Γin(vi)
)
. (39)
20
IFM LAB TUTORIAL SERIES # 7, COPYRIGHT c©IFM LAB
+
tanh
tanh
tanh
tanh
 
 
 
 
X
X
1-
X
X
X
X
1-
GDU
fi
ei ri
Aggregate
gi
t˜i
z˜i
…
x
(⌧)
i
<latexit sha1_base64="JFmirxIPMXW1nxH TItlZafegumQ=">AAACAHicbVC7TsNAEDzzDOFloKCgsUiQQhPZaaCMRANdkMhDSox1vpyTU 85n626NiCw3/AoNBQjR8hl0/A3nxAUkjLTSaGZXuzt+zJkC2/42VlbX1jc2S1vl7Z3dvX3z4 LCjokQS2iYRj2TPx4pyJmgbGHDaiyXFoc9p159c5X73gUrFInEH05i6IR4JFjCCQUueeVwdh BjGfpA+Zh67T2sDwMl5VvXMil23Z7CWiVOQCirQ8syvwTAiSUgFEI6V6jt2DG6KJTDCaVYeJ IrGmEzwiPY1FTikyk1nD2TWmVaGVhBJXQKsmfp7IsWhUtPQ1535tWrRy8X/vH4CwaWbMhEnQ AWZLwoSbkFk5WlYQyYpAT7VBBPJ9K0WGWOJCejMyjoEZ/HlZdJp1B277tw2Ks2bIo4SOkGnq IYcdIGa6Bq1UBsRlKFn9IrejCfjxXg3PuatK0Yxc4T+wPj8AUSQljE=</latexit><latexit sha1_base64="JFmirxIPMXW1nxH TItlZafegumQ=">AAACAHicbVC7TsNAEDzzDOFloKCgsUiQQhPZaaCMRANdkMhDSox1vpyTU 85n626NiCw3/AoNBQjR8hl0/A3nxAUkjLTSaGZXuzt+zJkC2/42VlbX1jc2S1vl7Z3dvX3z4 LCjokQS2iYRj2TPx4pyJmgbGHDaiyXFoc9p159c5X73gUrFInEH05i6IR4JFjCCQUueeVwdh BjGfpA+Zh67T2sDwMl5VvXMil23Z7CWiVOQCirQ8syvwTAiSUgFEI6V6jt2DG6KJTDCaVYeJ IrGmEzwiPY1FTikyk1nD2TWmVaGVhBJXQKsmfp7IsWhUtPQ1535tWrRy8X/vH4CwaWbMhEnQ AWZLwoSbkFk5WlYQyYpAT7VBBPJ9K0WGWOJCejMyjoEZ/HlZdJp1B277tw2Ks2bIo4SOkGnq IYcdIGa6Bq1UBsRlKFn9IrejCfjxXg3PuatK0Yxc4T+wPj8AUSQljE=</latexit><latexit sha1_base64="JFmirxIPMXW1nxH TItlZafegumQ=">AAACAHicbVC7TsNAEDzzDOFloKCgsUiQQhPZaaCMRANdkMhDSox1vpyTU 85n626NiCw3/AoNBQjR8hl0/A3nxAUkjLTSaGZXuzt+zJkC2/42VlbX1jc2S1vl7Z3dvX3z4 LCjokQS2iYRj2TPx4pyJmgbGHDaiyXFoc9p159c5X73gUrFInEH05i6IR4JFjCCQUueeVwdh BjGfpA+Zh67T2sDwMl5VvXMil23Z7CWiVOQCirQ8syvwTAiSUgFEI6V6jt2DG6KJTDCaVYeJ IrGmEzwiPY1FTikyk1nD2TWmVaGVhBJXQKsmfp7IsWhUtPQ1535tWrRy8X/vH4CwaWbMhEnQ AWZLwoSbkFk5WlYQyYpAT7VBBPJ9K0WGWOJCejMyjoEZ/HlZdJp1B277tw2Ks2bIo4SOkGnq IYcdIGa6Bq1UBsRlKFn9IrejCfjxXg3PuatK0Yxc4T+wPj8AUSQljE=</latexit><latexit sha1_base64="JFmirxIPMXW1nxH TItlZafegumQ=">AAACAHicbVC7TsNAEDzzDOFloKCgsUiQQhPZaaCMRANdkMhDSox1vpyTU 85n626NiCw3/AoNBQjR8hl0/A3nxAUkjLTSaGZXuzt+zJkC2/42VlbX1jc2S1vl7Z3dvX3z4 LCjokQS2iYRj2TPx4pyJmgbGHDaiyXFoc9p159c5X73gUrFInEH05i6IR4JFjCCQUueeVwdh BjGfpA+Zh67T2sDwMl5VvXMil23Z7CWiVOQCirQ8syvwTAiSUgFEI6V6jt2DG6KJTDCaVYeJ IrGmEzwiPY1FTikyk1nD2TWmVaGVhBJXQKsmfp7IsWhUtPQ1535tWrRy8X/vH4CwaWbMhEnQ AWZLwoSbkFk5WlYQyYpAT7VBBPJ9K0WGWOJCejMyjoEZ/HlZdJp1B277tw2Ks2bIo4SOkGnq IYcdIGa6Bq1UBsRlKFn9IrejCfjxXg3PuatK0Yxc4T+wPj8AUSQljE=</latexit>
{h(⌧+1)i }vj2 out(vi)
<latexit sha1_base64="Qbe3hfJiqged0h0l7JioXpw2yfg=">AAACInicbVDBThsxFPRCW2hK20CPvVhNkBJVina5FG5IPZTeQCKAlN2u3jpe4mJ7V/bbSJG139JLf4ULB6rCCakfUyfsgSYdydJo5j09z2SlFBbD8CFYW3/2/MXG5svWq63Xb962t3fObFEZxoeskIW5yMByKTQ fokDJL0rDQWWSn2dXn+f++ZQbKwp9irOSJwoutcgFA/RS2j7oxi5WgJMsd5M6Fd9cL0aoPkb9Oq5TN02/01hoGn8BpSB1RYV1b5qKft1N251wEC5AV0nUkA5pcJy27+JxwSrFNTIJ1o6isMTEgUHBJK9bcWV5CewKLvnIUw2K28QtItZ01ytjmhfGP410oT7dcKCsnanMT87T2GVvLv7PG1WY7ydO6LJCrtnjobySFAs674uOheEM5cwTYEb4v1I2AQMMfastX0K0HHmVnO0NonAQnex1Dr82dWyS9+QD6ZGIfCKH5IgckyFh5Ae5JrfkV/AzuAl+B/ePo2tBs/OO/IPgz18k6aQH</latexit><latexit sha1_base64="Qbe3hfJiqged0h0l7JioXpw2yfg=">AAACInicbVDBThsxFPRCW2hK20CPvVhNkBJVina5FG5IPZTeQCKAlN2u3jpe4mJ7V/bbSJG139JLf4ULB6rCCakfUyfsgSYdydJo5j09z2SlFBbD8CFYW3/2/MXG5svWq63Xb962t3fObFEZxoeskIW5yMByKTQ fokDJL0rDQWWSn2dXn+f++ZQbKwp9irOSJwoutcgFA/RS2j7oxi5WgJMsd5M6Fd9cL0aoPkb9Oq5TN02/01hoGn8BpSB1RYV1b5qKft1N251wEC5AV0nUkA5pcJy27+JxwSrFNTIJ1o6isMTEgUHBJK9bcWV5CewKLvnIUw2K28QtItZ01ytjmhfGP410oT7dcKCsnanMT87T2GVvLv7PG1WY7ydO6LJCrtnjobySFAs674uOheEM5cwTYEb4v1I2AQMMfastX0K0HHmVnO0NonAQnex1Dr82dWyS9+QD6ZGIfCKH5IgckyFh5Ae5JrfkV/AzuAl+B/ePo2tBs/OO/IPgz18k6aQH</latexit><latexit sha1_base64="Qbe3hfJiqged0h0l7JioXpw2yfg=">AAACInicbVDBThsxFPRCW2hK20CPvVhNkBJVina5FG5IPZTeQCKAlN2u3jpe4mJ7V/bbSJG139JLf4ULB6rCCakfUyfsgSYdydJo5j09z2SlFBbD8CFYW3/2/MXG5svWq63Xb962t3fObFEZxoeskIW5yMByKTQ fokDJL0rDQWWSn2dXn+f++ZQbKwp9irOSJwoutcgFA/RS2j7oxi5WgJMsd5M6Fd9cL0aoPkb9Oq5TN02/01hoGn8BpSB1RYV1b5qKft1N251wEC5AV0nUkA5pcJy27+JxwSrFNTIJ1o6isMTEgUHBJK9bcWV5CewKLvnIUw2K28QtItZ01ytjmhfGP410oT7dcKCsnanMT87T2GVvLv7PG1WY7ydO6LJCrtnjobySFAs674uOheEM5cwTYEb4v1I2AQMMfastX0K0HHmVnO0NonAQnex1Dr82dWyS9+QD6ZGIfCKH5IgckyFh5Ae5JrfkV/AzuAl+B/ePo2tBs/OO/IPgz18k6aQH</latexit><latexit sha1_base64="Qbe3hfJiqged0h0l7JioXpw2yfg=">AAACInicbVDBThsxFPRCW2hK20CPvVhNkBJVina5FG5IPZTeQCKAlN2u3jpe4mJ7V/bbSJG139JLf4ULB6rCCakfUyfsgSYdydJo5j09z2SlFBbD8CFYW3/2/MXG5svWq63Xb962t3fObFEZxoeskIW5yMByKTQ fokDJL0rDQWWSn2dXn+f++ZQbKwp9irOSJwoutcgFA/RS2j7oxi5WgJMsd5M6Fd9cL0aoPkb9Oq5TN02/01hoGn8BpSB1RYV1b5qKft1N251wEC5AV0nUkA5pcJy27+JxwSrFNTIJ1o6isMTEgUHBJK9bcWV5CewKLvnIUw2K28QtItZ01ytjmhfGP410oT7dcKCsnanMT87T2GVvLv7PG1WY7ydO6LJCrtnjobySFAs674uOheEM5cwTYEb4v1I2AQMMfastX0K0HHmVnO0NonAQnex1Dr82dWyS9+QD6ZGIfCKH5IgckyFh5Ae5JrfkV/AzuAl+B/ePo2tBs/OO/IPgz18k6aQH</latexit>
{h(⌧)j }vj2 in(vi)
<latexit sha1_base64="AOdfak8vQY7s1sUVR0mOHAMjhmA=">A AACH3icbVBNSwMxFMzW7/pV9eglWIX2UnZ7UI+CB/VWwdpCty5v06yNTbJLki2UZf+JF/+KFw+KiLf+G9Pag1YHAsPMe7zMhAln2rju2 CksLC4tr6yuFdc3Nre2Szu7tzpOFaFNEvNYtUPQlDNJm4YZTtuJoiBCTlvh4Hzit4ZUaRbLGzNKaFfAvWQRI2CsFJSOD/3MF2D6YZT18 +DhLqv4BtJq7udBNgwesM8k9i9ACAgyJvPKMGDV/DAold2aOwX+S7wZKaMZGkHp0+/FJBVUGsJB647nJqabgTKMcJoX/VTTBMgA7mnHU gmC6m42zZfjI6v0cBQr+6TBU/XnRgZC65EI7eQkip73JuJ/Xic10WnXxkpSQyX5PhSlHJsYT8rCPaYoMXxkCRDF7F8x6YMCYmylRVuCNx /5L7mt1zy35l3Xy2dXszpW0T46QBXkoRN0hi5RAzURQY/oGb2iN+fJeXHenY/v0YIz29lDv+CMvwA0UKMN</latexit><latexit sha1_base64="AOdfak8vQY7s1sUVR0mOHAMjhmA=">A AACH3icbVBNSwMxFMzW7/pV9eglWIX2UnZ7UI+CB/VWwdpCty5v06yNTbJLki2UZf+JF/+KFw+KiLf+G9Pag1YHAsPMe7zMhAln2rju2 CksLC4tr6yuFdc3Nre2Szu7tzpOFaFNEvNYtUPQlDNJm4YZTtuJoiBCTlvh4Hzit4ZUaRbLGzNKaFfAvWQRI2CsFJSOD/3MF2D6YZT18 +DhLqv4BtJq7udBNgwesM8k9i9ACAgyJvPKMGDV/DAold2aOwX+S7wZKaMZGkHp0+/FJBVUGsJB647nJqabgTKMcJoX/VTTBMgA7mnHU gmC6m42zZfjI6v0cBQr+6TBU/XnRgZC65EI7eQkip73JuJ/Xic10WnXxkpSQyX5PhSlHJsYT8rCPaYoMXxkCRDF7F8x6YMCYmylRVuCNx /5L7mt1zy35l3Xy2dXszpW0T46QBXkoRN0hi5RAzURQY/oGb2iN+fJeXHenY/v0YIz29lDv+CMvwA0UKMN</latexit><latexit sha1_base64="AOdfak8vQY7s1sUVR0mOHAMjhmA=">A AACH3icbVBNSwMxFMzW7/pV9eglWIX2UnZ7UI+CB/VWwdpCty5v06yNTbJLki2UZf+JF/+KFw+KiLf+G9Pag1YHAsPMe7zMhAln2rju2 CksLC4tr6yuFdc3Nre2Szu7tzpOFaFNEvNYtUPQlDNJm4YZTtuJoiBCTlvh4Hzit4ZUaRbLGzNKaFfAvWQRI2CsFJSOD/3MF2D6YZT18 +DhLqv4BtJq7udBNgwesM8k9i9ACAgyJvPKMGDV/DAold2aOwX+S7wZKaMZGkHp0+/FJBVUGsJB647nJqabgTKMcJoX/VTTBMgA7mnHU gmC6m42zZfjI6v0cBQr+6TBU/XnRgZC65EI7eQkip73JuJ/Xic10WnXxkpSQyX5PhSlHJsYT8rCPaYoMXxkCRDF7F8x6YMCYmylRVuCNx /5L7mt1zy35l3Xy2dXszpW0T46QBXkoRN0hi5RAzURQY/oGb2iN+fJeXHenY/v0YIz29lDv+CMvwA0UKMN</latexit><latexit sha1_base64="AOdfak8vQY7s1sUVR0mOHAMjhmA=">A AACH3icbVBNSwMxFMzW7/pV9eglWIX2UnZ7UI+CB/VWwdpCty5v06yNTbJLki2UZf+JF/+KFw+KiLf+G9Pag1YHAsPMe7zMhAln2rju2 CksLC4tr6yuFdc3Nre2Szu7tzpOFaFNEvNYtUPQlDNJm4YZTtuJoiBCTlvh4Hzit4ZUaRbLGzNKaFfAvWQRI2CsFJSOD/3MF2D6YZT18 +DhLqv4BtJq7udBNgwesM8k9i9ACAgyJvPKMGDV/DAold2aOwX+S7wZKaMZGkHp0+/FJBVUGsJB647nJqabgTKMcJoX/VTTBMgA7mnHU gmC6m42zZfjI6v0cBQr+6TBU/XnRgZC65EI7eQkip73JuJ/Xic10WnXxkpSQyX5PhSlHJsYT8rCPaYoMXxkCRDF7F8x6YMCYmylRVuCNx /5L7mt1zy35l3Xy2dXszpW0T46QBXkoRN0hi5RAzURQY/oGb2iN+fJeXHenY/v0YIz29lDv+CMvwA0UKMN</latexit>
h
(⌧)
i
<latexit sha1_base64="lWmeKh/tFAgSULg4telxKhWS+Ws=">AAACAHicbVC7TsNAEFyHV wgvAwUFjUWCFJrITgNlJBrogkQeUmyi8+WcnHI+W3dnpMhyw6/QUIAQLZ9Bx99wTlxAwkgrjWZ2tbvjx4xKZdvfRmltfWNzq7xd2dnd2z8wD4+6MkoEJh0csUj0fSQJo5x0FFWM9GNBUOgz0 vOn17nfeyRC0ojfq1lMvBCNOQ0oRkpLQ/Ok5oZITfwgnWRD+pDWXYWSi6w2NKt2w57DWiVOQapQoD00v9xRhJOQcIUZknLg2LHyUiQUxYxkFTeRJEZ4isZkoClHIZFeOn8gs861MrKCSOjiy pqrvydSFEo5C33dmV8rl71c/M8bJCq48lLK40QRjheLgoRZKrLyNKwRFQQrNtMEYUH1rRaeIIGw0plVdAjO8surpNtsOHbDuWtWW7dFHGU4hTOogwOX0IIbaEMHMGTwDK/wZjwZL8a78bFoL RnFzDH8gfH5AyuAliE=</latexit><latexit sha1_base64="lWmeKh/tFAgSULg4telxKhWS+Ws=">AAACAHicbVC7TsNAEFyHV wgvAwUFjUWCFJrITgNlJBrogkQeUmyi8+WcnHI+W3dnpMhyw6/QUIAQLZ9Bx99wTlxAwkgrjWZ2tbvjx4xKZdvfRmltfWNzq7xd2dnd2z8wD4+6MkoEJh0csUj0fSQJo5x0FFWM9GNBUOgz0 vOn17nfeyRC0ojfq1lMvBCNOQ0oRkpLQ/Ok5oZITfwgnWRD+pDWXYWSi6w2NKt2w57DWiVOQapQoD00v9xRhJOQcIUZknLg2LHyUiQUxYxkFTeRJEZ4isZkoClHIZFeOn8gs861MrKCSOjiy pqrvydSFEo5C33dmV8rl71c/M8bJCq48lLK40QRjheLgoRZKrLyNKwRFQQrNtMEYUH1rRaeIIGw0plVdAjO8surpNtsOHbDuWtWW7dFHGU4hTOogwOX0IIbaEMHMGTwDK/wZjwZL8a78bFoL RnFzDH8gfH5AyuAliE=</latexit><latexit sha1_base64="lWmeKh/tFAgSULg4telxKhWS+Ws=">AAACAHicbVC7TsNAEFyHV wgvAwUFjUWCFJrITgNlJBrogkQeUmyi8+WcnHI+W3dnpMhyw6/QUIAQLZ9Bx99wTlxAwkgrjWZ2tbvjx4xKZdvfRmltfWNzq7xd2dnd2z8wD4+6MkoEJh0csUj0fSQJo5x0FFWM9GNBUOgz0 vOn17nfeyRC0ojfq1lMvBCNOQ0oRkpLQ/Ok5oZITfwgnWRD+pDWXYWSi6w2NKt2w57DWiVOQapQoD00v9xRhJOQcIUZknLg2LHyUiQUxYxkFTeRJEZ4isZkoClHIZFeOn8gs861MrKCSOjiy pqrvydSFEo5C33dmV8rl71c/M8bJCq48lLK40QRjheLgoRZKrLyNKwRFQQrNtMEYUH1rRaeIIGw0plVdAjO8surpNtsOHbDuWtWW7dFHGU4hTOogwOX0IIbaEMHMGTwDK/wZjwZL8a78bFoL RnFzDH8gfH5AyuAliE=</latexit><latexit sha1_base64="lWmeKh/tFAgSULg4telxKhWS+Ws=">AAACAHicbVC7TsNAEFyHV wgvAwUFjUWCFJrITgNlJBrogkQeUmyi8+WcnHI+W3dnpMhyw6/QUIAQLZ9Bx99wTlxAwkgrjWZ2tbvjx4xKZdvfRmltfWNzq7xd2dnd2z8wD4+6MkoEJh0csUj0fSQJo5x0FFWM9GNBUOgz0 vOn17nfeyRC0ojfq1lMvBCNOQ0oRkpLQ/Ok5oZITfwgnWRD+pDWXYWSi6w2NKt2w57DWiVOQapQoD00v9xRhJOQcIUZknLg2LHyUiQUxYxkFTeRJEZ4isZkoClHIZFeOn8gs861MrKCSOjiy pqrvydSFEo5C33dmV8rl71c/M8bJCq48lLK40QRjheLgoRZKrLyNKwRFQQrNtMEYUH1rRaeIIGw0plVdAjO8surpNtsOHbDuWtWW7dFHGU4hTOogwOX0IIbaEMHMGTwDK/wZjwZL8a78bFoL RnFzDH8gfH5AyuAliE=</latexit>
z
(⌧)
i
<latexit sha1_base64="Fo6WXoJFyWtAp8KBX3XnmKRhLHw=">AAACAHicbVC7TsNAEDzzD OFloKCgsUiQQhPZaaCMRANdkMhDSox1vpyTU85n626NFCw3/AoNBQjR8hl0/A3nxAUkjLTSaGZXuzt+zJkC2/42VlbX1jc2S1vl7Z3dvX3z4LCjokQS2iYRj2TPx4pyJmgbGHDaiyXFoc9p1 59c5X73gUrFInEH05i6IR4JFjCCQUueeVwdhBjGfpA+Zh67T2sDwMl5VvXMil23Z7CWiVOQCirQ8syvwTAiSUgFEI6V6jt2DG6KJTDCaVYeJIrGmEzwiPY1FTikyk1nD2TWmVaGVhBJXQKsm fp7IsWhUtPQ1535tWrRy8X/vH4CwaWbMhEnQAWZLwoSbkFk5WlYQyYpAT7VBBPJ9K0WGWOJCejMyjoEZ/HlZdJp1B277tw2Ks2bIo4SOkGnqIYcdIGa6Bq1UBsRlKFn9IrejCfjxXg3PuatK 0Yxc4T+wPj8AUeyljM=</latexit><latexit sha1_base64="Fo6WXoJFyWtAp8KBX3XnmKRhLHw=">AAACAHicbVC7TsNAEDzzD OFloKCgsUiQQhPZaaCMRANdkMhDSox1vpyTU85n626NFCw3/AoNBQjR8hl0/A3nxAUkjLTSaGZXuzt+zJkC2/42VlbX1jc2S1vl7Z3dvX3z4LCjokQS2iYRj2TPx4pyJmgbGHDaiyXFoc9p1 59c5X73gUrFInEH05i6IR4JFjCCQUueeVwdhBjGfpA+Zh67T2sDwMl5VvXMil23Z7CWiVOQCirQ8syvwTAiSUgFEI6V6jt2DG6KJTDCaVYeJIrGmEzwiPY1FTikyk1nD2TWmVaGVhBJXQKsm fp7IsWhUtPQ1535tWrRy8X/vH4CwaWbMhEnQAWZLwoSbkFk5WlYQyYpAT7VBBPJ9K0WGWOJCejMyjoEZ/HlZdJp1B277tw2Ks2bIo4SOkGnqIYcdIGa6Bq1UBsRlKFn9IrejCfjxXg3PuatK 0Yxc4T+wPj8AUeyljM=</latexit><latexit sha1_base64="Fo6WXoJFyWtAp8KBX3XnmKRhLHw=">AAACAHicbVC7TsNAEDzzD OFloKCgsUiQQhPZaaCMRANdkMhDSox1vpyTU85n626NFCw3/AoNBQjR8hl0/A3nxAUkjLTSaGZXuzt+zJkC2/42VlbX1jc2S1vl7Z3dvX3z4LCjokQS2iYRj2TPx4pyJmgbGHDaiyXFoc9p1 59c5X73gUrFInEH05i6IR4JFjCCQUueeVwdhBjGfpA+Zh67T2sDwMl5VvXMil23Z7CWiVOQCirQ8syvwTAiSUgFEI6V6jt2DG6KJTDCaVYeJIrGmEzwiPY1FTikyk1nD2TWmVaGVhBJXQKsm fp7IsWhUtPQ1535tWrRy8X/vH4CwaWbMhEnQAWZLwoSbkFk5WlYQyYpAT7VBBPJ9K0WGWOJCejMyjoEZ/HlZdJp1B277tw2Ks2bIo4SOkGnqIYcdIGa6Bq1UBsRlKFn9IrejCfjxXg3PuatK 0Yxc4T+wPj8AUeyljM=</latexit><latexit sha1_base64="Fo6WXoJFyWtAp8KBX3XnmKRhLHw=">AAACAHicbVC7TsNAEDzzD OFloKCgsUiQQhPZaaCMRANdkMhDSox1vpyTU85n626NFCw3/AoNBQjR8hl0/A3nxAUkjLTSaGZXuzt+zJkC2/42VlbX1jc2S1vl7Z3dvX3z4LCjokQS2iYRj2TPx4pyJmgbGHDaiyXFoc9p1 59c5X73gUrFInEH05i6IR4JFjCCQUueeVwdhBjGfpA+Zh67T2sDwMl5VvXMil23Z7CWiVOQCirQ8syvwTAiSUgFEI6V6jt2DG6KJTDCaVYeJIrGmEzwiPY1FTikyk1nD2TWmVaGVhBJXQKsm fp7IsWhUtPQ1535tWrRy8X/vH4CwaWbMhEnQAWZLwoSbkFk5WlYQyYpAT7VBBPJ9K0WGWOJCejMyjoEZ/HlZdJp1B277tw2Ks2bIo4SOkGnqIYcdIGa6Bq1UBsRlKFn9IrejCfjxXg3PuatK 0Yxc4T+wPj8AUeyljM=</latexit>
h
(⌧+1)
i
<latexit sha1_base64="0o2/8lgqN6uEFvcI03Q52m8+K0E=">AAACAnicbVDLSsNAFJ3UV 62vqCtxM9gKFaEk3eiy4EZ3FewDmhgm00k7dDIJMxOhhODGX3HjQhG3foU7/8ZJm4W2HrhwOOde7r3HjxmVyrK+jdLK6tr6RnmzsrW9s7tn7h90ZZQITDo4YpHo+0gSRjnpKKoY6ceCoNBnp OdPrnK/90CEpBG/U9OYuCEacRpQjJSWPPOo5oRIjf0gHWcevU/rjkLJuX2W1TyzajWsGeAysQtSBQXanvnlDCOchIQrzJCUA9uKlZsioShmJKs4iSQxwhM0IgNNOQqJdNPZCxk81coQBpHQx RWcqb8nUhRKOQ193ZnfKxe9XPzPGyQquHRTyuNEEY7ni4KEQRXBPA84pIJgxaaaICyovhXiMRIIK51aRYdgL768TLrNhm017NtmtXVTxFEGx+AE1IENLkALXIM26AAMHsEzeAVvxpPxYrwbH /PWklHMHII/MD5/ABIglpE=</latexit><latexit sha1_base64="0o2/8lgqN6uEFvcI03Q52m8+K0E=">AAACAnicbVDLSsNAFJ3UV 62vqCtxM9gKFaEk3eiy4EZ3FewDmhgm00k7dDIJMxOhhODGX3HjQhG3foU7/8ZJm4W2HrhwOOde7r3HjxmVyrK+jdLK6tr6RnmzsrW9s7tn7h90ZZQITDo4YpHo+0gSRjnpKKoY6ceCoNBnp OdPrnK/90CEpBG/U9OYuCEacRpQjJSWPPOo5oRIjf0gHWcevU/rjkLJuX2W1TyzajWsGeAysQtSBQXanvnlDCOchIQrzJCUA9uKlZsioShmJKs4iSQxwhM0IgNNOQqJdNPZCxk81coQBpHQx RWcqb8nUhRKOQ193ZnfKxe9XPzPGyQquHRTyuNEEY7ni4KEQRXBPA84pIJgxaaaICyovhXiMRIIK51aRYdgL768TLrNhm017NtmtXVTxFEGx+AE1IENLkALXIM26AAMHsEzeAVvxpPxYrwbH /PWklHMHII/MD5/ABIglpE=</latexit><latexit sha1_base64="0o2/8lgqN6uEFvcI03Q52m8+K0E=">AAACAnicbVDLSsNAFJ3UV 62vqCtxM9gKFaEk3eiy4EZ3FewDmhgm00k7dDIJMxOhhODGX3HjQhG3foU7/8ZJm4W2HrhwOOde7r3HjxmVyrK+jdLK6tr6RnmzsrW9s7tn7h90ZZQITDo4YpHo+0gSRjnpKKoY6ceCoNBnp OdPrnK/90CEpBG/U9OYuCEacRpQjJSWPPOo5oRIjf0gHWcevU/rjkLJuX2W1TyzajWsGeAysQtSBQXanvnlDCOchIQrzJCUA9uKlZsioShmJKs4iSQxwhM0IgNNOQqJdNPZCxk81coQBpHQx RWcqb8nUhRKOQ193ZnfKxe9XPzPGyQquHRTyuNEEY7ni4KEQRXBPA84pIJgxaaaICyovhXiMRIIK51aRYdgL768TLrNhm017NtmtXVTxFEGx+AE1IENLkALXIM26AAMHsEzeAVvxpPxYrwbH /PWklHMHII/MD5/ABIglpE=</latexit><latexit sha1_base64="0o2/8lgqN6uEFvcI03Q52m8+K0E=">AAACAnicbVDLSsNAFJ3UV 62vqCtxM9gKFaEk3eiy4EZ3FewDmhgm00k7dDIJMxOhhODGX3HjQhG3foU7/8ZJm4W2HrhwOOde7r3HjxmVyrK+jdLK6tr6RnmzsrW9s7tn7h90ZZQITDo4YpHo+0gSRjnpKKoY6ceCoNBnp OdPrnK/90CEpBG/U9OYuCEacRpQjJSWPPOo5oRIjf0gHWcevU/rjkLJuX2W1TyzajWsGeAysQtSBQXanvnlDCOchIQrzJCUA9uKlZsioShmJKs4iSQxwhM0IgNNOQqJdNPZCxk81coQBpHQx RWcqb8nUhRKOQ193ZnfKxe9XPzPGyQquHRTyuNEEY7ni4KEQRXBPA84pIJgxaaaICyovhXiMRIIK51aRYdgL768TLrNhm017NtmtXVTxFEGx+AE1IENLkALXIM26AAMHsEzeAVvxpPxYrwbH /PWklHMHII/MD5/ABIglpE=</latexit>
Figure 10: The detailed architecture of the
GDU neuron of node vi at times-
tamp τ .
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x2<latexit sha1_base64="evQ3SGGzmXSVg57JvANbTSIQn8U=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrcssGFv77I7ZyQXfoONhcbY+oPs/DcucIWCL5nk5b2Z zMwLEykMuu63U9jY3NreKe6W9vYPDo/KxyctE6eacZ/FMtadkBouheI+CpS8k2hOo1Dydji5nfvtR66NiNUDThMeRHSkxFAwilbyq0/9erVfrrg1dwGyTrycVCBHs1/+6g1ilkZcIZPUmK7nJhhkVKNgks9KvdTwhLIJHfGupYpG3ATZ4tgZubDKgAxjbUshWai/JzIaGTONQtsZURybVW8u/ud1UxxeB5lQSYpcseWiYSoJxmT+ORkIzRnKqSWUaWFvJWxMNWVo8ynZELzVl9dJq17z3Jp 3X680bvI4inAG53AJHlxBA+6gCT4wEPAMr/DmKOfFeXc+lq0FJ585hT9wPn8AxR+N+w==</latexit><latexit sha1_base64="evQ3SGGzmXSVg57JvANbTSIQn8U=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrcssGFv77I7ZyQXfoONhcbY+oPs/DcucIWCL5nk5b2Z zMwLEykMuu63U9jY3NreKe6W9vYPDo/KxyctE6eacZ/FMtadkBouheI+CpS8k2hOo1Dydji5nfvtR66NiNUDThMeRHSkxFAwilbyq0/9erVfrrg1dwGyTrycVCBHs1/+6g1ilkZcIZPUmK7nJhhkVKNgks9KvdTwhLIJHfGupYpG3ATZ4tgZubDKgAxjbUshWai/JzIaGTONQtsZURybVW8u/ud1UxxeB5lQSYpcseWiYSoJxmT+ORkIzRnKqSWUaWFvJWxMNWVo8ynZELzVl9dJq17z3Jp 3X680bvI4inAG53AJHlxBA+6gCT4wEPAMr/DmKOfFeXc+lq0FJ585hT9wPn8AxR+N+w==</latexit><latexit sha1_base64="evQ3SGGzmXSVg57JvANbTSIQn8U=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrcssGFv77I7ZyQXfoONhcbY+oPs/DcucIWCL5nk5b2Z zMwLEykMuu63U9jY3NreKe6W9vYPDo/KxyctE6eacZ/FMtadkBouheI+CpS8k2hOo1Dydji5nfvtR66NiNUDThMeRHSkxFAwilbyq0/9erVfrrg1dwGyTrycVCBHs1/+6g1ilkZcIZPUmK7nJhhkVKNgks9KvdTwhLIJHfGupYpG3ATZ4tgZubDKgAxjbUshWai/JzIaGTONQtsZURybVW8u/ud1UxxeB5lQSYpcseWiYSoJxmT+ORkIzRnKqSWUaWFvJWxMNWVo8ynZELzVl9dJq17z3Jp 3X680bvI4inAG53AJHlxBA+6gCT4wEPAMr/DmKOfFeXc+lq0FJ585hT9wPn8AxR+N+w==</latexit><latexit sha1_base64="evQ3SGGzmXSVg57JvANbTSIQn8U=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrcssGFv77I7ZyQXfoONhcbY+oPs/DcucIWCL5nk5b2Z zMwLEykMuu63U9jY3NreKe6W9vYPDo/KxyctE6eacZ/FMtadkBouheI+CpS8k2hOo1Dydji5nfvtR66NiNUDThMeRHSkxFAwilbyq0/9erVfrrg1dwGyTrycVCBHs1/+6g1ilkZcIZPUmK7nJhhkVKNgks9KvdTwhLIJHfGupYpG3ATZ4tgZubDKgAxjbUshWai/JzIaGTONQtsZURybVW8u/ud1UxxeB5lQSYpcseWiYSoJxmT+ORkIzRnKqSWUaWFvJWxMNWVo8ynZELzVl9dJq17z3Jp 3X680bvI4inAG53AJHlxBA+6gCT4wEPAMr/DmKOfFeXc+lq0FJ585hT9wPn8AxR+N+w==</latexit>
x3
<latexit sha1_base64="TP63pdXdyAWKGUddl9+CuceqrG0=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsstCTaWGLigQlcyN4ywIa9vcvunpFc+A02Fhpj6w+y89+4wBUKvmSSl/dm MjMvTATXxnW/ncLa+sbmVnG7tLO7t39QPjxq6ThVDH0Wi1g9hFSj4BJ9w43Ah0QhjUKB7XB8M/Pbj6g0j+W9mSQYRHQo+YAzaqzkV596F9VeueLW3DnIKvFyUoEczV75q9uPWRqhNExQrTuem5ggo8pwJnBa6qYaE8rGdIgdSyWNUAfZ/NgpObNKnwxiZUsaMld/T2Q00noShbYzomakl72Z+J/XSc3gKsi4TFKDki0WDVJBTExmn5M+V8iMmFhCmeL2VsJGVFFmbD4lG4K3/PIqadVrnlv z7uqVxnUeRxFO4BTOwYNLaMAtNMEHBhye4RXeHOm8OO/Ox6K14OQzx/AHzucPxqSN/A==</latexit><latexit sha1_base64="TP63pdXdyAWKGUddl9+CuceqrG0=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsstCTaWGLigQlcyN4ywIa9vcvunpFc+A02Fhpj6w+y89+4wBUKvmSSl/dm MjMvTATXxnW/ncLa+sbmVnG7tLO7t39QPjxq6ThVDH0Wi1g9hFSj4BJ9w43Ah0QhjUKB7XB8M/Pbj6g0j+W9mSQYRHQo+YAzaqzkV596F9VeueLW3DnIKvFyUoEczV75q9uPWRqhNExQrTuem5ggo8pwJnBa6qYaE8rGdIgdSyWNUAfZ/NgpObNKnwxiZUsaMld/T2Q00noShbYzomakl72Z+J/XSc3gKsi4TFKDki0WDVJBTExmn5M+V8iMmFhCmeL2VsJGVFFmbD4lG4K3/PIqadVrnlv z7uqVxnUeRxFO4BTOwYNLaMAtNMEHBhye4RXeHOm8OO/Ox6K14OQzx/AHzucPxqSN/A==</latexit><latexit sha1_base64="TP63pdXdyAWKGUddl9+CuceqrG0=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsstCTaWGLigQlcyN4ywIa9vcvunpFc+A02Fhpj6w+y89+4wBUKvmSSl/dm MjMvTATXxnW/ncLa+sbmVnG7tLO7t39QPjxq6ThVDH0Wi1g9hFSj4BJ9w43Ah0QhjUKB7XB8M/Pbj6g0j+W9mSQYRHQo+YAzaqzkV596F9VeueLW3DnIKvFyUoEczV75q9uPWRqhNExQrTuem5ggo8pwJnBa6qYaE8rGdIgdSyWNUAfZ/NgpObNKnwxiZUsaMld/T2Q00noShbYzomakl72Z+J/XSc3gKsi4TFKDki0WDVJBTExmn5M+V8iMmFhCmeL2VsJGVFFmbD4lG4K3/PIqadVrnlv z7uqVxnUeRxFO4BTOwYNLaMAtNMEHBhye4RXeHOm8OO/Ox6K14OQzx/AHzucPxqSN/A==</latexit><latexit sha1_base64="TP63pdXdyAWKGUddl9+CuceqrG0=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsstCTaWGLigQlcyN4ywIa9vcvunpFc+A02Fhpj6w+y89+4wBUKvmSSl/dm MjMvTATXxnW/ncLa+sbmVnG7tLO7t39QPjxq6ThVDH0Wi1g9hFSj4BJ9w43Ah0QhjUKB7XB8M/Pbj6g0j+W9mSQYRHQo+YAzaqzkV596F9VeueLW3DnIKvFyUoEczV75q9uPWRqhNExQrTuem5ggo8pwJnBa6qYaE8rGdIgdSyWNUAfZ/NgpObNKnwxiZUsaMld/T2Q00noShbYzomakl72Z+J/XSc3gKsi4TFKDki0WDVJBTExmn5M+V8iMmFhCmeL2VsJGVFFmbD4lG4K3/PIqadVrnlv z7uqVxnUeRxFO4BTOwYNLaMAtNMEHBhye4RXeHOm8OO/Ox6K14OQzx/AHzucPxqSN/A==</latexit>
x4<latexit sha1_base64="ba0HICmxYqjGWtck9s4cGZcnOII=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmFZoQ9lsp+3SzSbsbsQS+hu8eFDEqz/Im//GbZuDtj4YeLw3 w8y8MBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCopeNUMfRZLGL1EFKNgkv0DTcCHxKFNAoFtsPxzcxvP6LSPJb3ZpJgENGh5APOqLGSX33qXVR75Ypbc+cgq8TLSQVyNHvlr24/ZmmE0jBBte54bmKCjCrDmcBpqZtqTCgb0yF2LJU0Qh1k82On5MwqfTKIlS1pyFz9PZHRSOtJFNrOiJqRXvZm4n9eJzWDqyDjMkkNSrZYNEgFMTGZfU76XCEzYmIJZYrbWwkbUUWZsfmUbAje8surpFWveW7 Nu6tXGtd5HEU4gVM4Bw8uoQG30AQfGHB4hld4c6Tz4rw7H4vWgpPPHMMfOJ8/yCmN/Q==</latexit><latexit sha1_base64="ba0HICmxYqjGWtck9s4cGZcnOII=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmFZoQ9lsp+3SzSbsbsQS+hu8eFDEqz/Im//GbZuDtj4YeLw3 w8y8MBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCopeNUMfRZLGL1EFKNgkv0DTcCHxKFNAoFtsPxzcxvP6LSPJb3ZpJgENGh5APOqLGSX33qXVR75Ypbc+cgq8TLSQVyNHvlr24/ZmmE0jBBte54bmKCjCrDmcBpqZtqTCgb0yF2LJU0Qh1k82On5MwqfTKIlS1pyFz9PZHRSOtJFNrOiJqRXvZm4n9eJzWDqyDjMkkNSrZYNEgFMTGZfU76XCEzYmIJZYrbWwkbUUWZsfmUbAje8surpFWveW7 Nu6tXGtd5HEU4gVM4Bw8uoQG30AQfGHB4hld4c6Tz4rw7H4vWgpPPHMMfOJ8/yCmN/Q==</latexit><latexit sha1_base64="ba0HICmxYqjGWtck9s4cGZcnOII=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmFZoQ9lsp+3SzSbsbsQS+hu8eFDEqz/Im//GbZuDtj4YeLw3 w8y8MBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCopeNUMfRZLGL1EFKNgkv0DTcCHxKFNAoFtsPxzcxvP6LSPJb3ZpJgENGh5APOqLGSX33qXVR75Ypbc+cgq8TLSQVyNHvlr24/ZmmE0jBBte54bmKCjCrDmcBpqZtqTCgb0yF2LJU0Qh1k82On5MwqfTKIlS1pyFz9PZHRSOtJFNrOiJqRXvZm4n9eJzWDqyDjMkkNSrZYNEgFMTGZfU76XCEzYmIJZYrbWwkbUUWZsfmUbAje8surpFWveW7 Nu6tXGtd5HEU4gVM4Bw8uoQG30AQfGHB4hld4c6Tz4rw7H4vWgpPPHMMfOJ8/yCmN/Q==</latexit><latexit sha1_base64="ba0HICmxYqjGWtck9s4cGZcnOII=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmFZoQ9lsp+3SzSbsbsQS+hu8eFDEqz/Im//GbZuDtj4YeLw3 w8y8MBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCopeNUMfRZLGL1EFKNgkv0DTcCHxKFNAoFtsPxzcxvP6LSPJb3ZpJgENGh5APOqLGSX33qXVR75Ypbc+cgq8TLSQVyNHvlr24/ZmmE0jBBte54bmKCjCrDmcBpqZtqTCgb0yF2LJU0Qh1k82On5MwqfTKIlS1pyFz9PZHRSOtJFNrOiJqRXvZm4n9eJzWDqyDjMkkNSrZYNEgFMTGZfU76XCEzYmIJZYrbWwkbUUWZsfmUbAje8surpFWveW7 Nu6tXGtd5HEU4gVM4Bw8uoQG30AQfGHB4hld4c6Tz4rw7H4vWgpPPHMMfOJ8/yCmN/Q==</latexit>
t1 t2 t3
v1<latexit sha1_base64="xOYiOwha2kOVAcw2qtbUvWCLq8g=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrfMwYa9vcvuHgkh/AYbC42x9QfZ+W9c4AoFXzLJy3sz mZkXpoJr47rfTmFre2d3r7hfOjg8Oj4pn561dJIphj5LRKI6IdUouETfcCOwkyqkcSiwHY7vF357gkrzRD6ZaYpBTIeSR5xRYyW/Oul71X654tbcJcgm8XJSgRzNfvmrN0hYFqM0TFCtu56bmmBGleFM4LzUyzSmlI3pELuWShqjDmbLY+fkyioDEiXKljRkqf6emNFY62kc2s6YmpFe9xbif143M9FtMOMyzQxKtloUZYKYhCw+JwOukBkxtYQyxe2thI2ooszYfEo2BG/95U3Sqtc8t+Y 91iuNuzyOIlzAJVyDBzfQgAdogg8MODzDK7w50nlx3p2PVWvByWfO4Q+czx/AjI34</latexit><latexit sha1_base64="xOYiOwha2kOVAcw2qtbUvWCLq8g=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrfMwYa9vcvuHgkh/AYbC42x9QfZ+W9c4AoFXzLJy3sz mZkXpoJr47rfTmFre2d3r7hfOjg8Oj4pn561dJIphj5LRKI6IdUouETfcCOwkyqkcSiwHY7vF357gkrzRD6ZaYpBTIeSR5xRYyW/Oul71X654tbcJcgm8XJSgRzNfvmrN0hYFqM0TFCtu56bmmBGleFM4LzUyzSmlI3pELuWShqjDmbLY+fkyioDEiXKljRkqf6emNFY62kc2s6YmpFe9xbif143M9FtMOMyzQxKtloUZYKYhCw+JwOukBkxtYQyxe2thI2ooszYfEo2BG/95U3Sqtc8t+Y 91iuNuzyOIlzAJVyDBzfQgAdogg8MODzDK7w50nlx3p2PVWvByWfO4Q+czx/AjI34</latexit><latexit sha1_base64="xOYiOwha2kOVAcw2qtbUvWCLq8g=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrfMwYa9vcvuHgkh/AYbC42x9QfZ+W9c4AoFXzLJy3sz mZkXpoJr47rfTmFre2d3r7hfOjg8Oj4pn561dJIphj5LRKI6IdUouETfcCOwkyqkcSiwHY7vF357gkrzRD6ZaYpBTIeSR5xRYyW/Oul71X654tbcJcgm8XJSgRzNfvmrN0hYFqM0TFCtu56bmmBGleFM4LzUyzSmlI3pELuWShqjDmbLY+fkyioDEiXKljRkqf6emNFY62kc2s6YmpFe9xbif143M9FtMOMyzQxKtloUZYKYhCw+JwOukBkxtYQyxe2thI2ooszYfEo2BG/95U3Sqtc8t+Y 91iuNuzyOIlzAJVyDBzfQgAdogg8MODzDK7w50nlx3p2PVWvByWfO4Q+czx/AjI34</latexit><latexit sha1_base64="xOYiOwha2kOVAcw2qtbUvWCLq8g=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrfMwYa9vcvuHgkh/AYbC42x9QfZ+W9c4AoFXzLJy3sz mZkXpoJr47rfTmFre2d3r7hfOjg8Oj4pn561dJIphj5LRKI6IdUouETfcCOwkyqkcSiwHY7vF357gkrzRD6ZaYpBTIeSR5xRYyW/Oul71X654tbcJcgm8XJSgRzNfvmrN0hYFqM0TFCtu56bmmBGleFM4LzUyzSmlI3pELuWShqjDmbLY+fkyioDEiXKljRkqf6emNFY62kc2s6YmpFe9xbif143M9FtMOMyzQxKtloUZYKYhCw+JwOukBkxtYQyxe2thI2ooszYfEo2BG/95U3Sqtc8t+Y 91iuNuzyOIlzAJVyDBzfQgAdogg8MODzDK7w50nlx3p2PVWvByWfO4Q+czx/AjI34</latexit>
v2<latexit sha1_base64="u7Mobe7k1813CeqxhjX9fe2d4kg=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrfMwYa9vcvuHgkh/AYbC42x9QfZ+W9c4AoFXzLJy3sz mZkXpoJr47rfTmFre2d3r7hfOjg8Oj4pn561dJIphj5LRKI6IdUouETfcCOwkyqkcSiwHY7vF357gkrzRD6ZaYpBTIeSR5xRYyW/OunXq/1yxa25S5BN4uWkAjma/fJXb5CwLEZpmKBadz03NcGMKsOZwHmpl2lMKRvTIXYtlTRGHcyWx87JlVUGJEqULWnIUv09MaOx1tM4tJ0xNSO97i3E/7xuZqLbYMZlmhmUbLUoygQxCVl8TgZcITNiagllittbCRtRRZmx+ZRsCN76y5ukVa95bs1 7rFcad3kcRbiAS7gGD26gAQ/QBB8YcHiGV3hzpPPivDsfq9aCk8+cwx84nz/CEY35</latexit><latexit sha1_base64="u7Mobe7k1813CeqxhjX9fe2d4kg=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrfMwYa9vcvuHgkh/AYbC42x9QfZ+W9c4AoFXzLJy3sz mZkXpoJr47rfTmFre2d3r7hfOjg8Oj4pn561dJIphj5LRKI6IdUouETfcCOwkyqkcSiwHY7vF357gkrzRD6ZaYpBTIeSR5xRYyW/OunXq/1yxa25S5BN4uWkAjma/fJXb5CwLEZpmKBadz03NcGMKsOZwHmpl2lMKRvTIXYtlTRGHcyWx87JlVUGJEqULWnIUv09MaOx1tM4tJ0xNSO97i3E/7xuZqLbYMZlmhmUbLUoygQxCVl8TgZcITNiagllittbCRtRRZmx+ZRsCN76y5ukVa95bs1 7rFcad3kcRbiAS7gGD26gAQ/QBB8YcHiGV3hzpPPivDsfq9aCk8+cwx84nz/CEY35</latexit><latexit sha1_base64="u7Mobe7k1813CeqxhjX9fe2d4kg=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrfMwYa9vcvuHgkh/AYbC42x9QfZ+W9c4AoFXzLJy3sz mZkXpoJr47rfTmFre2d3r7hfOjg8Oj4pn561dJIphj5LRKI6IdUouETfcCOwkyqkcSiwHY7vF357gkrzRD6ZaYpBTIeSR5xRYyW/OunXq/1yxa25S5BN4uWkAjma/fJXb5CwLEZpmKBadz03NcGMKsOZwHmpl2lMKRvTIXYtlTRGHcyWx87JlVUGJEqULWnIUv09MaOx1tM4tJ0xNSO97i3E/7xuZqLbYMZlmhmUbLUoygQxCVl8TgZcITNiagllittbCRtRRZmx+ZRsCN76y5ukVa95bs1 7rFcad3kcRbiAS7gGD26gAQ/QBB8YcHiGV3hzpPPivDsfq9aCk8+cwx84nz/CEY35</latexit><latexit sha1_base64="u7Mobe7k1813CeqxhjX9fe2d4kg=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lph4QAIXsrfMwYa9vcvuHgkh/AYbC42x9QfZ+W9c4AoFXzLJy3sz mZkXpoJr47rfTmFre2d3r7hfOjg8Oj4pn561dJIphj5LRKI6IdUouETfcCOwkyqkcSiwHY7vF357gkrzRD6ZaYpBTIeSR5xRYyW/OunXq/1yxa25S5BN4uWkAjma/fJXb5CwLEZpmKBadz03NcGMKsOZwHmpl2lMKRvTIXYtlTRGHcyWx87JlVUGJEqULWnIUv09MaOx1tM4tJ0xNSO97i3E/7xuZqLbYMZlmhmUbLUoygQxCVl8TgZcITNiagllittbCRtRRZmx+ZRsCN76y5ukVa95bs1 7rFcad3kcRbiAS7gGD26gAQ/QBB8YcHiGV3hzpPPivDsfq9aCk8+cwx84nz/CEY35</latexit>
v3
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Figure 11: The framework outline of
GNL based on GDU.
The Aggregate(·) operator used in GNL will be introduced in detail in the next subsection.
A common problem with existing graph neural network models is over-smoothing, which
will reduce all the nodes in the network to similar hidden representations. Such a problem
will be much more serious when the model involves a deep architecture with multiple layers.
To resolve such a problem, besides the attention mechanism to be introduced later, GDU
introduces several gates for the neural state adjustment as introduced in Section 3.3.2.
Formally, based on the input vectors x
(τ)
i , z
(τ)
i and h
(τ)
i , the representation of node vi in
the next timestamp τ + 1 can be represented as
h
(τ+1)
i = GDU
(
x
(τ)
i , z
(τ)
i ,h
(τ)
i ; Θ
)
. (40)
The concrete representation of the GDU(·) function is similar to Equ. (31)-(33) introduced
before, and Θ denotes the variables involved in the GDU neuron.
3.4.2 Attentive Neighborhood Influence Aggregation
In this part, we will introduce the Aggregate(·) operator used in Equ. (39) for node neigh-
borhood influence integration proposed in [1]. The GNL model defines such an operator
based on an attention mechanism. Formally, given the node vi and its in-neighbor set
Γin(vi), for any node vj ∈ Γin(vi), GNL quantifies the influence coefficient of vj on vi based
on their hidden state vectors h
(τ)
j and h
(τ)
i as follows:
α
(τ)
j,i = AttInf(e
(τ)
j,i ) =
exp(e
(τ)
j,i )∑
vk∈Γout(vj) exp(e
(τ)
j,k )
, where e(τ)j,i = Linear(Wah
(τ)
j unionsqWah
(τ)
i ;wa). (41)
In the above equation, operator Linear(·; wa) denotes a linear sum of the input vector
parameterized by weight vector wa. According to [5], out of the model learning concerns, the
above influence coefficient term can be slightly changed by adding the LeakyReLU function
into its definition. Formally, the final influence coefficient used in GNL is represented as
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follows:
α
(τ)
j,i = AttInf(h
(τ)
j ,h
(τ)
i ; Wa,wa) =
exp(LeakyReLU(Linear(Wah
(τ)
j unionsqWah(τ)i ; wa)))∑
vk∈Γout(vj) exp(LeakyReLU(Linear(Wah
(τ)
j unionsqWah(τ)k ; wa)))
. (42)
Considering that in our problem setting the links in the dynamic networks are unknown
and to be inferred, the above influence coefficient term αj,i actually quantifies the existence
probability of the influence link (vj , vi), i.e., the inference results of the links. Further-
more, based on the influence coefficient, the concrete representation of Equ. (39) will be
represented as follows:
z
(τ)
i = Aggregate
(
{h(τ)j }vj∈Γin(vi)
)
= σ
 ∑
vj∈Γin(vi)
α
(τ)
j,i Wah
(τ)
j
 . (43)
3.4.3 Graph Neural Lasso Model Learning
In this part, we will introduce the architecture of the GNL model together with its learn-
ing settings. Formally, given the input dynamic network set G = {G(1), G(2), · · · , G(t)},
GNL shifts a window of size τ along the networks in the order of their timestamps. The
network snapshots covered by the window, e.g., G(k), G(k+1), · · · , G(k+τ−1), will be taken
as the model input of GNL to infer the network G(k+τ) in following timestamp (where
k, k + 1, · · · , k + τ ∈ {1, 2, · · · , t}). According to the above descriptions, the inferred at-
tribute values of all the nodes and their potential influence links in network G(k+τ) can be
represented as
xˆ
(τ+1)
i = FC(h
(τ+1)
i ; Θ), ∀vi ∈ V(τ+1);
α
(τ)
j,i = AttInf(h
(τ+1)
j ,h
(τ+1)
i ; Θ), ∀vi, vj ∈ V(τ+1),
(44)
In the above equation, term h
(τ+1)
i is defined in Equ. (40) and Θ covers all the involved
variables used in the GNL model. By comparing the inferred node attribute values, e.g.,
xˆ
(τ+1)
i , against the ground truth values, e.g., x
(τ+1)
i , the quality of the inference results by
GNL can be effectively measured with some loss functions, e.g., mean square error:
`(Θ) =
1
|V(τ+1)|
∑
vi∈V(τ+1)
`(vi; Θ) =
1
|V(τ+1)|
∑
vi∈V(τ+1)
∥∥∥xˆ(τ+1)i − x(τ+1)i ∥∥∥2
2
. (45)
In addition, similar to Lasso, to avoid overfitting, GNL proposes to add a regularization
term in the objective function to maintain the sparsity of the variables. Formally, the final
objective function of the GNL model can be represented as follows:
min
Θ
`(Θ) + β · ‖Θ‖1 , (46)
where term ‖Θ‖1 denotes the sum of the L1-norm regularizer of all the involved variables in
the model and β is the hyper-parameter weight of the regularization term. More information
about the model learning as well as how to handle the non-derivable L1-norm regularization
term is available in [1].
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Algorithm 1 Algorithm GraphSage
Require: Network G = (V, E); Input Node Feature: {xi}vi∈V ; Model Depth: K.
Ensure: Learned Representations {zi}vi∈V .
1: Initialize h
(0)
i = xi,∀vi ∈ V
2: for k ∈ {1, 2, · · · ,K} do
3: for vi ∈ V do
4: N (vi) = Sample (Γ(vi))
5: h
(k)
Γ(vi)
= Aggregate
({
h
(k−1)
j |vj ∈ N (vi)
})
6: h
(k)
i = σ
(
W(k)
(
h
(k)
Γ(vi)
unionsq h(k−1)i
))
7: end for
8: h
(k)
i = Normalize
(
h
(k)
i
)
9: end for
10: zi = h
(K)
i ,∀vi ∈ V
3.5 GraphSage: Graph Sample and Aggregate
GraphSage introduced in [2] is an inductive model which focuses on leveraging node
feature information for effective network node embedding. Instead of training individual
embedding for each node, GraphSage learns a function that generate embeddings by
sampling and aggregating features from nearby neighbors.
3.5.1 Framework Descriptions
As illustrated in Algorithm 1, the GraphSage algorithm accepts the network structure
G = (V, E), input raw feature vectors {xi}vi∈V and model depth K as the inputs, which will
return the learned representations of nodes in the network as the output. Several functions
will be called in the algorithm, including Sample(·), Aggregate(·) and Normalize(·).
The forward computational process of GraphSage works iteratively layers by layers and
nodes by nodes. Formally, the representations of nodes at each layer can be represented
as vectors {h(k)i }vi∈V,k∈{1,2,··· ,K}, where h(k)i denotes the representation of vi at the kth
layer. For all the nodes, their representations at layer 0 are initialized with their raw
features, i.e., h
(0)
i = xi, ∀vi ∈ V. Given a node vi, its neighbors can be represented as
set Γ(vi) = {vj |vj ∈ V ∧ (vi, vj) ∈ E}. GraphSage calls an aggregation function to
effectively aggregate the neighbors’ representations. However, instead of directly working on
the complete neighbor set Γ(vi), GraphSage proposes to sample a subset of the neighbors
prior to information aggregation, which is denoted as
N (vi) = Sample (Γ(vi)) (47)
where N (vi) ⊂ Γ(vi) has a fixed size for all the nodes in the network and the sampling
process follows a uniform distribution.
At the kth layer, via aggregating all the representations of the nodes in N (vi) from the
(k − 1)th layer, GraphSage defines the a pseudo-representation for vi as follows:
h
(k)
Γ(vi)
= Aggregate
({
h
(k−1)
j |vj ∈ N (vi)
})
. (48)
The concrete representations of the Aggregate (·) function will be introduced later.
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By concatenating the computed pseudo-representation h
(k)
Γ(vi)
and its representation at
the (k − 1)th layer, GraphSage defines the node representation updating equation as
follows:
h
(k)
i = σ
(
W(k)
(
h
(k)
Γ(vi)
unionsq h(k−1)i
))
, (49)
h
(k)
i = Normalize
(
h
(k)
i
)
=
h
(k)
i∥∥∥h(k)i ∥∥∥
2
, (50)
where operator unionsq denotes the concatenation of two vectors and GraphSage normalizes
the vector h
(k)
i by dividing it with its modulus.
3.5.2 Aggregator Function
The “orderless” property of the the neighbor nodes poses more challenges on the aggregation
operator to be used in GraphSage. Besides the aggregate function used above, several
other aggregators can also be used for the information integration, which are provided as
follows:
• Mean Aggregator : The mean aggregator is very similar to the propagation rules used
in GCN introduced in Section 3.1, which replaces Equ. (48) and Equ. (49) with the
following equation instead:
h
(k)
i = σ
(
W(k)Mean
({
h
(k−1)
i
}
∪
{
h
(k−1)
j |vj ∈ N (vi)
}))
. (51)
• LSTM Aggregator : Much more complex aggregators, e.g., LSTM, can also be adopted
for the nodes representation aggregation and updating in GraphSage. By randomly
permuting the neighbors in set Γ(vi), LSTM can be applied on the unordered set,
where the output of the last unit can be obtained as the output. In other words,
Equ. (48) can be updated as follows:
h
(k)
Γ(vi)
= LSTM
({
h
(k−1)
j |vj ∈ N (vi)
})
(52)
• Pooling Aggregator : The pooling aggregator works with a max pooling layer to inte-
grate the information from the neighbors, and Equ. (48) can be replaced as follows:
h
(k)
Γ(vi)
= max
({
σ
(
W(k)h
(k−1)
j + b
(k)
)
|vj ∈ N (vi)
})
(53)
3.6 seGEN: Sample and Ensemble Genetic Evolutionary Network
Sample-Ensemble Genetic Evolutionary Network (seGEN) first proposed in [9] can serve as
an alternative approach to GNN models on giant networks. Instead of building one single
graph neural network, based on a set of sampled sub- graphs, seGEN adopts a genetic-
evolutionary learning strategy to build a group of unit models generations by generations.
The unit models incorporated in seGEN can be either traditional graph representation
learning models or the recent graph neural network models with a much “narrower” and
“shallower” architecture. The learning results of each instance at the final generation will be
effectively combined from each unit model via diffusive propagation and ensemble learning
strategies.
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Step 1: Graph Sampling Step 2: Sub-Graph Representation Learning Step 3: Result Ensemble
Figure 12: The seGEN Framework [9] with Three Main Steps (Step 1: graph sampling to
achieve a set of sub-graph instances; Step 2: sub-graph representation learning
to get the representation features of nodes; Step 3: result ensemble of the learned
node representations on each sub-graph by the unit models to get the final node
representation).
3.6.1 seGEN Architecture Description
In framework seGEN, instead of handling the input large-scale graph data directly, it
proposes to sample a subset (of set size s) of small-sized sub-graphs (of a pre-specified sub-
graph size k) instead and learn the representation feature vectors of nodes based on the
sub-graphs. To ensure the learned representations can effectively represent the characteris-
tics of nodes, seGEN need to ensure the sampled sub-graphs share similar properties as the
original large-sized input graph. As shown in Figure 12, five different types of graph sam-
pling strategies (indicated in five different colors) are adopted, and each strategy will lead
to a group of small-sized sub-graphs, which can capture both the local and global structures
of the original graph. According to [9], the sampled sub-graphs based on different sampling
strategies, e.g., BFS, DFS, BNS, BES and HS, can be represented as Gbfs, Gdfs, Ghs, Gns
or Ges, respectively.
Instead of fitting each unit model with all the sub-graphs in the pool G, in the unit
model, a set of sub-graph training batches T1, T2, · · · , Tm will be sampled for each unit
model respectively in the learning process, where |Ti| = b,∀i ∈ {1, 2, · · · ,m} are of the
pre-defined batch size b. These batches may share common sub-graphs as well, i.e., Ti ∩ Tj
may not necessary be ∅. In the model, the unit models learning process for each generation
involves two steps: (1) generating the batches Ti from the pool set G for each unit model
M1i ∈ M1, and (2) learning the variables of the unit model M1i based on sub-graphs in
batch Ti. Considering that the unit models have a much smaller number of hidden layers,
the learning time cost of each unit model will be much less than the deeper models on
larger-sized graphs.
In the following parts, we will first introduce the learning process of the model, which
accepts each sub-graph pool as the input and learns the representation feature vectors of
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nodes as the output. We can use G to represent the sampled pool set, which can be Gbfs,
Gdfs, Ghs, Gns or Ges respectively. The learned results can be further fused together with a
hierarchical ensemble process to be introduced at the last subsection.
3.6.2 Genetic Evolutionary Learning of seGEN
The training process of seGEN involves several key steps, including unit model evaluation
and selection, crossover and mutation, which will be introduced as follows:
• Evaluation and Selection: The unit models in the generation set M1 can have
different performance, due to (1) different initial variable values, and (2) different
training batches in the learning process. In framework seGEN, instead of applying
“deep” models with multiple hidden layers, it proposes to “deepen” the models in
another way: “evolve the unit model into ‘deeper’ generations”. For each unit model
M1k ∈ M1, based on the sub-graphs in a validation set V, seGEN measures the
introduced loss of the model as
`(M1k ;V) =
∑
g∈V
∑
vi,vj∈Vg ,vi 6=vj
si,j
∥∥z1k,i − z1k,j∥∥22 ,
where z1k,i and z
1
k,j denote the learned latent representation feature vectors of nodes
vi, vj in the sampled sub-graph g. Term si,j has value +1 if vi and vj are connected
in subgraph g, otherwise si,j will be assigned with value 0 instead.
The probability for each unit model to be picked as the parent model for the crossover
and mutation operations can be represented as
p(M1k ) =
exp−`(M1k ;V)∑
M1i ∈M1 exp
−`(M1i ;V)
.
In the real-world applications, a normalization of the loss terms among these unit
models is necessary. For the unit model introducing a smaller loss, it will have a
larger chance to be selected as the parent unit model. Considering that the crossover
is usually done based a pair of parent models, the pairs of parent models selected from
setM1 can be denoted as P1 = {(M1i ,M1j )k}k∈{1,2,··· ,m}, based on which seGEN will
be able to generate the next generation of unit models, i.e., M2.
• Crossover: For the kth pair of parent unit model (M1i ,M1j )k ∈ P1, their genes
can be denoted as their variables θ1i , θ
1
j respectively (since the differences among the
unit models mainly lie in their variables), which are actually their chromosomes for
crossover and mutation.
seGEN proposes to adopt the uniform crossover to get the chromosomes (i.e., the
variables) of their child model. Considering that the parent models M1i and M
1
j
can actually achieve different performance on the validation set V, in the crossover,
the unit model achieving better performance should have a larger chance to pass its
chromosomes to the child model.
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Formally, the chromosome inheritance probability for parent model M1i can be repre-
sented as
p(M1i ) =
exp−`(M1i ;V)
exp−`(M1i ;V) + exp−`(M
1
j ;V)
Meanwhile, the chromosome inheritance probability for model M1j can be denoted as
p(M1j ) = 1− p(M1i ).
In the uniform crossover method, based on parent model pair (M1i ,M
1
j )k ∈ P1, the
obtained child model chromosome vector can be denoted as θ2k ∈ R|θ
1| (the superscript
denotes the 2nd generation and |θ1| denotes the variable length), which is generated
from the chromosome vectors θ1i and θ
1
j of the parent models. Meanwhile, the crossover
choice at each position of the chromosomes vector can be represented as a vector
c ∈ {i, j}|θ1|. The entries in vector c are randomly selected from values in {i, j}
with a probability p(M1i ) to pick value i and a probability p(M
1
j ) to pick value j
respectively. The lth entry of vector θ
2
k before mutation can be represented as
θˆ2k(l) = 1 (c(l) = i) · θ1i (l) + 1 (c(l) = j) · θ1j (l),
where indicator function 1(·) returns value 1 if the condition is True; otherwise, it
returns value 0.
• Mutation: The variables in the chromosome vector θˆ2k(l) ∈ R|θ
1| are all real values,
and some of them can be altered, which is also called mutation in traditional genetic
algorithm. Mutation happens rarely, and the chromosome mutation probability is γ
in the model. Formally, the mutation indicator vector can be denoted as m ∈ {0, 1}d,
and the lth entry of vector θ
2
k after mutation can be represented as
θ2k(l) = 1 (m(l) = 0) · θˆ2k(l) + 1 (c(l) = 1) · rand(0, 1),
where rand(0, 1) denotes a random value selected from range [0, 1]. Formally, the
chromosome vector θ2k defines a new unit model with knowledge inherited form the
parent models, which can be denoted as M2k . Based on the parent model set P1, all
these newly generated models can be represented as M2 = {M2k}(M1i ,M1j )k∈P1 , which
will form the 2nd generation of unit models.
3.6.3 Result Ensemble
Based on the models introduced in the previous subsection, seGEN adopts a hierarchical
result ensemble method, which involves two steps: (1) local ensemble of results for the
sub-graphs on each sampling strategies, and (2) global ensemble of results obtained across
different sampling strategies.
• Local Ensemble: Based on the sub-graph pool G obtained via the sampling strategies
introduced before, we have learned the Kth generation of the unit model MK (or M
for simplicity), which contains m unit models. Formally, given a sub-graph g ∈ G with
node set Vg, by applying unit model Mj ∈M to g, the learned representation for node
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vq ∈ Vg can be denoted as vector zj,q, where q denotes the unique node index in the
original complete graph G before sampling. For the nodes vp /∈ Vg, its representation
vector will be zj,p = null, which denotes a dummy vector of length d. Formally, the
learned representation feature vector for node vq can be represented as
zq =
⊔
g∈G,Mj∈M,
zj,q, (54)
where operator unionsq denotes the concatenation operation of feature vectors. Considering
that in the graph sampling step, not all nodes will be selected in sub-graphs. For the
nodes vp /∈ Vg, ∀g ∈ G, seGEN introduces a local propagation approach to compute
its representations based on its neighbors instead.
Global Ensemble: Generally, these different graph sampling strategies can capture
different local/global structures of the graph, which will all be useful for the node
representation learning. In the global result ensemble step, seGEN proposes to group
these features together as the output. Formally, for node vq in the original network,
its fused representations can be denoted as
z¯q =
∑
i∈{bfs,dfs,hs,ns,es}
wi · ziq, (55)
where zbfsq , z
dfs
q , z
hs
q , z
ns
q and z
es
q are the vectors of vq obtained from the above local
ensemble based on different graph sampling strategies. In [9], seGEN will simply
assign them with equal weights, i.e., z¯q is an average of z
bfs
q , z
dfs
q , z
hs
q , z
ns
q and z
es
q .
4. Challenges and Opportunities
We have also observed many challenges with graph neural network studies, which provide
plenty of opportunities for researchers interested in this topic:
4.1 Over-Smoothing Problem
The existing graph neural networks on giant network representation learning problem suffer
from the over-smoothing problem a lot. For instance, if a GCN is deep with many convolu-
tional layers, the output features may be over-smoothed and vertices from different clusters
may become indistinguishable, which will render the GCN model fail to work. We have also
observed some approaches proposed to resolve such a problem. In [1, 8], both the DifNN
and GNL models introduce a set of gates (i.e., the GDU neuron unit) to ensure the nodes
can capture the raw inputs, neighbors’ influences and the temporal dynamic states in the
learning process, which can resolve the over-smoothing problem effectively.
4.2 Optimization Efficiency
The time complexity of the graph neural network learning, including those for small graphs
and giant networks, can be very high. For the small graph oriented graph neural networks,
e.g., IsoNN, the major time is spent on enumerating the permutation matrices for the
isomorphic feature calculation. Meanwhile, for the giant network oriented graph neural
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networks, e.g., GCN and GAT, most of the time is spent on the backpropagation along the
graph edges for the nodes, which grows almost quadratically as the network size increases
and exponentially as the model goes deeper. New optimization algorithms that can address
the high learning cost will be necessary and desired.
4.3 The Gap Between Small Graphs and Giant Networks
By this context so far, we haven’t witnessed any graph neural networks that can learn
effective representations for both the small graphs and the giant networks simultaneously
without any architecture modifications. Proposing a new unified graph neural network
model that can work for different types of networks will be desired.
4.4 Graph Neural Network for Dynamic Networks
Most of the network data in the real-world are not static, which keep changing with time.
We have observed the GNL model [1] as the first work focusing on the dynamic regression
scenario. Such kinds of model can be important, and it may also serve as the tool for
analyzing and understanding the brain activities, which is a dynamic network with both
structure and states changing all the time.
4.5 Graph Neural Network for Complex Networks
Most of the graph neural networks proposed so far mainly focus on the homogeneous net-
work, which over-simplify the learning setting, since most of the network data in the real
world are heterogeneous instead. Generally, in heterogeneous networks, different types of
nodes and links can convey different kinds of physical meanings. New models that can
effective incorporate such heterogeneous information in the learning process can be desired
for concrete real-world applications of graph neural networks.
5. Summary
In this paper, we have introduced the latest graph neural networks proposed for resolving
the small graph and giant network oriented research problems. The small graph oriented
graph neural network models introduced in this paper include IsoNN, SDBN and LF&ER;
whereas, the giant network oriented graph neural network models introduced in this paper
include GCN, GAT, DifNN, GNL, GraphSage and seGEN. In addition, we have also
introduced several challenges and opportunities on graph neural network studies. This
paper will be updated shortly as we observe the new development on this topic in the near
future.
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