Grade of membership models, also known as "admixture models", "topic models" or "Latent Dirichlet Allocation", are a generalization of cluster models that allow each sample to have membership in multiple clusters. These models are widely used in population genetics to model admixed individuals who have ancestry from multiple "populations", and in natural language processing to model documents having words from multiple "topics". Here we illustrate the potential for these models to cluster samples of RNA-seq gene expression data, measured on either bulk samples or single cells. We also provide methods to help interpret the clusters, by identifying genes that are distinctively expressed in each cluster. By applying these methods to several example RNA-seq applications we demonstrate their utility in identifying and summarizing structure and heterogeneity. Applied to data from the GTEx project on 53 human tissues, the approach highlights similarities among biologically-related tissues and identifies distinctively-expressed genes that recapitulate known biology. Applied to single-cell expression data from mouse preimplantation embryos, the approach highlights both discrete and continuous variation through early embryonic development stages, and highlights genes involved in a variety of relevant processes -from germ cell development, through compaction and morula formation, to the formation of inner cell mass and trophoblast at the blastocyst stage. The methods are implemented in the Bioconductor package CountClust.
Introduction

19
Ever since large-scale gene expression measurements have been possible, clustering -of 20 both genes and samples -has played a major role in their analysis [5] [6] [7] . For example, 21 clustering of genes can identify genes that are working together or are co-regulated, and 22 clustering of samples is useful for quality control as well as identifying 23 biologically-distinct subgroups. A wide range of clustering methods have therefore been 24 employed in this context, including distance-based hierarchical clustering, k-means 25 clustering, and self-organizing maps (SOMs); see for example [8, 9] for reviews.
26
Here we focus on cluster analysis of samples, rather than clustering of genes 27 (although our methods do highlight sets of genes that distinguish each cluster).
28
Traditional clustering methods for this problem attempt to partition samples into 29 distinct groups that show "similar" expression patterns. While partitioning samples in 30 this way has intuitive appeal, it seems likely that the structure of a typical gene 31 expression data set will be too complex to be fully captured by such a partitioning.
32
Motivated by this, here we analyse expression data using grade of membership (GoM) 33 models [10], which generalize clustering models to allow each sample to have partial 34 membership in multiple clusters. That is, they allow that each sample has a proportion, 35 or "grade" of membership in each cluster. Such models are widely used in population 36 genetics to model admixture, where individuals can have ancestry from multiple 37 populations [16] , and in document clustering [41, 42] where each document can have 38 membership in multiple topics. In these fields GoM models are often known as 39 "admixture models", and "topic models" or "Latent Dirichlet Allocation" [41] . GoM 40 models have also recently been applied to detect mutation signatures in cancer 41 samples [38] .
Methods Overview
64
We assume that the RNA-seq data on N samples has been summarized by a table of 65 counts C N ×G = (c ng ), where c ng is the number of reads from sample n mapped to gene 66 g (or other unit, such as transcript or exon) [14] . The GoM model is a generalization of 67 a cluster model, which allows that each sample has some proportion ("grade") of 68 membership, in each cluster. For RNA-seq data this corresponds to assuming that each 69 sample n has some proportion of its reads, q nk coming from cluster k. In addition, each 70 cluster k is characterized by a probability vector, θ k· , whose gth element represents the 71 relative expression of gene g in cluster k. The GoM model is then
72
(c n1 , c n2 , · · · , c nG ) ∼ Multinomial (c n+ , p n1 , p n2 , · · · , p nG ) ,
where
The number of clusters K is set by the analyst, and it can be helpful to explore multiple 74 values of K (see Discussion).
75
To fit this model to RNA-seq data, we exploit the fact that this GoM model is 76 commonly used for document clustering [41] . This is because, just as RNA-seq samples 77 can be summarized by counts of reads mapping to each possible gene in the genome,
78
document data can be summarized by counts of each possible word in a dictionary.
79
Recognizing this allows existing methods and software for document clustering to be 
90
To help biologically interpret the clusters inferred by the GoM model we also 91 implemented methods to identify, for each cluster, which genes are most distinctively 92 differentially expressed in that cluster; that is, which genes show the biggest difference 93 in expression compared with the other most similar cluster (see Methods). Functions for 94 fitting the GoM model, plotting the structure plots, and identifying the distinctive 
97
Results
98
Bulk RNA-seq data of human tissue samples 99 We begin by illustrating the GoM model on bulk RNA expression measurements from 100 the GTEx project (V6 dbGaP accession phs000424.v6.p1, release date: Oct 19, 2015,
These data present a challenge to visualization and clustering tools, because of both 117 the relatively large number of samples and the complex structure created by the 118 inclusion of many different tissues. Indeed, neither PCA nor MDS provide satisfactory 119 summaries of the structure in these data (Fig 2(a,b) hierarchical clustering provides perhaps better separation of tissues (Fig 2(d) ), but 123 producing a clear (static) visualization of the tree is difficult with this many samples.
124
By comparison t-SNE (Fig 2(b) ) and the GoM model (Fig 1(a) ) both show a much 125 clearer visual separation of samples by tissue, although they achieve this in very and skin samples (sun-exposed and un-exposed).
136
Although it is not surprising that samples cluster by tissue, other results could have 137 occurred. For example, samples could have clustered according to technical variables, 138 such as sequencing batch [34] or sample collection center. While our results do not 139 exclude the possibility that technical variables could have influenced these data, the 140 t-SNE and GoM results clearly demonstrate that tissue of origin is the primary source 141 of heterogeneity, and provide a useful initial assurance of data quality.
(cluster 4), which is common to the Gastroesophageal Junction, Esophagus Muscularis 159 and Colon Sigmoid, are related to smooth muscle. And the top genes in the red cluster, 160 highlighted above as common to Breast Mammary tissue, Adipose Subcutaneous and
161
Adipose Visceral, are all related to adipocytes and/or fatty acid synthesis.
162
A second advantage of the GoM model is that, because it allows partial membership 163 in each cluster, it is better able to highlight partial similarities among distinct tissues. 164 For example, in Figure 1(a) samples, but not testis or thyroid samples, have membership in the light purple cluster 170 (cluster 2) which is driven by genes related to neurons and synapsis. In the t-SNE 171 results these three tissues simply cluster separately into visually distinct groups, with no 172 indication that their expression profiles have something in common (Fig 2(b) ). Thus, although we find the t-SNE results visually attractive, this 2-dimensional projection 174 contains less information than the Structure plot from the GoM (Fig 1(a) ), which uses 175 color to represent the samples in a 20-dimensional space.
176
In addition to these qualitative comparisons with other methods, we also used the
177
GTEx data to quantitatively compare the accuracy of the GoM model with hierarchical 178 clustering. Specifically, for each pair of tissues in the GTEx data we assessed whether or 179 not each method correctly partitioned samples into the two tissue groups; see Methods. 180 (Other methods do not provide an explicit clustering of the samples -only a visual 
Sub-analysis of Brain tissues
185
Although the analysis of all tissues is useful for assessing global structure, it may miss 186 finer-scale structure within tissues or among similar tissues. For example, here the GoM 187 model applied to all tissues effectively allocated only three clusters to all brain tissues 188 (clusters 1,2 and 9 in Fig 1(a) ), and we suspected that additional substructure might be 189 uncovered by analyzing the brain samples separately and using more clusters . Fig 1(b has the promise to revolutionize understanding of intra-cellular variation in expression, 218 and regulation more generally [12] . Although it is traditional to describe and categorize 219 cells in terms of distinct cell-types, the actual architecture of cell heterogeneity may be 220 more complex, and in some cases perhaps better captured by the more "continuous"
221
GoM model. In this section we illustrate the potential for the GoM model to be applied 222 to single cell data.
223
To be applicable to single-cell RNA-seq data, methods must be able to deal with 224 lower sequencing depth than in bulk RNA experiments: single-cell RNA-seq data 225 typically involve substantially lower effective sequencing depth compared with bulk 226 experiments, due to the relatively small number of molecules available to sequence in a 227 single cell. Therefore, as a first step towards demonstrating its potential for single cell 228 analysis, we checked robustness of the GoM model to sequencing depth. Specifically, we 229 repeated the analyses above after thinning the GTEx data by a factor of 100 and that applying the GoM model to these data would identify, and perhaps refine, the 246 cluster structure evident in [27] (their Fig 2A and 2B) . However, the GoM model 247 yielded rather different results (Fig 3) , where most cells were assigned to have 248 membership in several clusters. Further, the cluster membership vectors showed 249 systematic differences among amplification batches (which in these data is also strongly 250 correlated with sequencing batch). For example, cells in batch 1 are characterized by 251 strong membership in the orange cluster (cluster 5) while those in batch 4 are 252 characterized by strong membership in both the blue and yellow clusters (2 and 6). are collectively more similar to one another than they are to the earlier batches (0-4).
256
The fact that batch effects are detectable in these data is not particularly surprising: 257 there is a growing recognition of the importance of batch effects in high-throughput 258 data generally [31, 32] and in single cell data specifically [33, 34] suggested perhaps 6-7 clusters, and we focus here on results with K = 6.
270
The results from the GoM model (Fig 4) S4 Table) . And the green cluster is enriched for cytoskeletal genes (e.g., 293 Fbxo15 ) and cytoplasm genes (e.g., Tceb1, Hsp90ab1 ), all of which are essential for 294 compaction at the 8-cell stage and morula formation at the 16-cell stage.
295
Finally, during the blastocyst stages two new clusters (purple and orange in Fig 4) three groups using PCA (their Figure 1) .
323
To better understand the differences between our results for RNA-seq data from [28] 324 and the qPCR results from [59] we applied the GoM model with K = 3 to a small 325 subset of the RNA-seq data: the blastocyst cell data at the 48 genes assayed by [59] .
326
These genes were specifically chosen by them to help elucidate cell-fate decisions during 327 early development of the mouse embryo. Still, the GoM model results (Supplemental normalize their qPCR data, and its prominence in the GoM results likely reflects its very 335 high expression levels relative to other genes. However, excluding Actb from the analysis 336 still does not lead to a clear separation into three groups (Supplemental Figure S8 Fig) . 337 Thus, although there are clear commonalities in the structure of these RNA-seq and 338 qPCR data sets, the structure of the single-cell RNA-seq data from [28] is fundamentally 339 more complex (or, perhaps, muddied), and consequently more difficult to interpret.
340
In addition to trends across development stages, the GoM results also highlight some 341 embryo-level effects in the early stages (Fig 4) . Specifically, cells from the same embryo 342 sometimes show greater similarity than cells from different embryos. For example, while 343 all cells from the 16-cell stage have high memberships in the green cluster, cells from 344 two of the embryos at this stage have memberships in both the purple and yellow 345 clusters, while the other two embryos have memberships only in the yellow cluster.
346
The GoM results also highlight a few single cells as outliers. For example, a cell from 347 a 16-cell embryo is represented by the blue cluster -a cluster that represents cells at the 348 zygote and early 2-cell stage. Also, a cell from an 8-stage embryo has strong membership 349 in the purple cluster -a cluster that represents cells from the blastocyst stage. This Our goal here is to highlight the potential for GoM models to elucidate structure in 354 RNA-seq data from both single cell sequencing and bulk sequencing of pooled cells. We 355 also provide tools to identify which genes are most distinctively expressed in each argued that the GoM model results sometimes raise more questions than they answer, 360 this is exactly the point of an exploratory analysis tool: to highlight issues for 361 investigation, identify anomalies, and generate hypotheses for future testing. A key feature of the GoM model is that it allows that each sample has a proportion 373 of membership in each cluster, rather than a discrete cluster structure. Consequently it 374 can provide insights into how well a particular dataset really fits a "discrete cluster" results are closer to "discrete" for the latter than the former. The GoM model is also 378 better able to represent the situation where there is not really a single clustering of the 379 samples, but where samples may cluster differently at different genes. For example, in 380 the GTEx data, the stomach samples share memberships in common with both the 381 pancreas (purple) and the adrenal gland (light green). This pattern can be seen in the 382 Structure plot (Fig 1) but not from other methods like PCA, t-SNE or hierarchical 383 clustering (Fig 2) .
384
Fitting GoM models can be computationally-intensive for large data sets. For the expressed genes, and we often use this strategy to get quick initial results for a dataset. 390 Because these methods are widely used for clustering very large document datasets 391 there is considerable ongoing interest in computational speed-ups for very large datasets, 392 with "on-line" (sequential) approaches capable of dealing with millions of 393 documents [56] that could be useful in the future for very large RNA-seq datasets.
394
A thorny issue that arises when fitting clustering models is how to select the number 395 of clusters, K. Like many software packages for fitting these models, the maptpx package 396 implements a measure of model fit that provides one useful guide. However, it is worth 397 remembering that in practice there is unlikely to be a "true" value of K, and results
398
from different values of K may complement one another rather than merely competing 399 with one another. For example, seeing how the fitted model evolves as K increases is 400 one way to capture some notion of hierarchy in the clusters identified [17] . More 401 generally it is often fruitful to analyse data in multiple ways using the same tool: for 402 example our GTEx analyses illustrate how analysis of subsets of the data (in this case 403 the brain samples) can complement analyses of the entire data. Finally, as a practical 404 matter, we note that Structure plots can be difficult to read for large K (e.g. K = 30) 405 because of the difficulties of choosing a palette with K distinguishable colors.
406
The version of the GoM model fitted here is relatively simple, and could certainly be 407 embellished. For example, the model allows the expression of each gene in each cluster 408 to be a free parameter, whereas we might expect expression of most genes to be incorporating this idea into the model, by using a correlated prior distribution on these 414 frequencies, can help improve identification of subtle structure [20] and we would expect 415 the same to happen here for RNA-seq data.
416
Finally, GoM models can be viewed as one of a larger class of "matrix factorization" 417 approaches to understanding structure in data, which also includes PCA, non-negative 418 matrix factorization (NMF), and sparse factor analysis (SFA); see [21] . This observation 419 raises the question of whether methods like SFA might be useful for the kinds of 420 analyses we performed here. (NMF is so closely related to the GoM model that we do 421 not discuss it further; indeed, the GoM model is a type of NMF, because both grades of 422 membership and expression levels within each cluster are required to be non-negative.) 423 Informally, SFA can be thought of as a generalization of the GoM model that allows 424 samples to have negative memberships in some "clusters" (actually, "factors"). This 
Methods and Materials
440
Model Fitting
441
We use the maptpx R package [15] to fit the GoM model (1,2), which is also known as 
Visualizing Results
446
In addition to the Structure plot, we have also found it useful to visualize results using 447 t-distributed Stochastic Neighbor Embedding (t-SNE), which is a method for visualizing 448 high dimensional datasets by placing them in a two dimensional space, attempting to Specifically, t-SNE tends to place samples with similar membership proportions together 453 in the two-dimensional plot, forming visual "clusters" that can be identified by eye (e.g. 454 http://stephenslab.github.io/count-clustering/project/src/tissues_tSNE_ 455 2.html). This may be particularly helpful in settings where no external information is 456 available to aid in making an informative Structure plot.
457
Cluster annotation
458
To help biologically interpret the clusters, we developed a method to identify which 459 genes are most distinctively differentially expressed in each cluster. (This is analogous 460 to identifying "ancestry informative markers" in population genetics applications [18] .) 461 Specifically, for each cluster k we measure the distinctiveness of gene g with respect to 462 any other cluster l using
which is the Kullback-Leibler divergence of the Poisson distribution with parameter θ kg 464 to the Poisson distribution with parameter θ lg . For each cluster k, we then define the
The higher We used "thinning" to simulate lower-coverage data from the original higher-coverage 494 data.. Specifically, if c ng is the counts of number of reads mapping to gene g for sample 495 n for the original data, we simulated thinned counts t ng using
where p thin is a specified thinning parameter. Each cluster is annotated by the genes that are most distinctively expressed in that cluster, and by the gene ontology categories for which these distinctive genes are most enriched (see Table 3 for more extensive annotation results). See text for discussion of biological processes driving these results. p thin = 0.0001. The structure in these two plots closely resemble the pattern observed 723 in Fig 1(a) , though there are a few differences from the unthinned version. Thinning deteriorates accuracy compared with the unthinned data (Fig 2) , but even 730 then the model-based method remains more successful than the hierarchical clustering 731 in separating the samples by tissue or origin. Brain (1259) Testis (172) Muscle Skeletal (430) Liver (119) Pituitary (103) Cell EBV lymphocytes (118) Whole Blood (393) Pancreas (171) Gastroesophageal Jct. (153) Vagina ( Fig 1(a) , though there are a few differences from the unthinned version.
Brain (1259) Testis (172) Cell Transformed Fibroblasts (284) Muscle Skeletal (430) Liver (119) Pituitary (103) Cell EBV lymphocytes (118) Whole Blood (393) Pancreas (171) Gastroesophageal Jct. (153) Vagina ( 2 Supplementary tables S1 Table. Cluster Annotations of GTEx V6 data with top driving gene summaries.
Cluster Top Driving Genes
Gene names Gene Summary
Royal purple
NEAT1
nuclear paraspeckle assembly transcript 1 produces a long non-coding RNA (lncRNA) transcribed from the multiple endocrine neoplasia locus, regulates genes involved in cancer progression.
CCNL2
cyclin L2 regulator of the pre-mRNA splicing process, as well as in inducing apoptosis by modulating the expression of apoptotic and antiapoptotic proteins.
SRSF5
serine/arginine-rich splicing factor 5 encodes proteins of serine/arginine (SR)-rich family, involved in mRNA export from the nucleus and in translation.
Light purple
SNAP25
synaptosomal-associated protein, 25kDa
this gene product is a presynaptic plasma membrane protein involved in the regulation of neurotransmitter release.
FBXL16
F-box and leucine-rich repeat protein 16 members of F-box protein family, which interact with SKP1 through the F box, and they interact with ubiquitination targets through other protein interaction domains.
SLC17A7
neurochondrin encodes proteins expressed in neuron-rich regions; associated with the membranes of synaptic vesicles and functions in glutamate transport.
Red
FABP4
fatty acid binding protein 4 encodes the fatty acid binding protein found in adipocytes, takes part in fatty acid uptake, transport, and metabolism.
PLIN1
perilipin 1 protein encoded by this gene coats lipid storage droplets in adipocytes, thereby protecting them until they can be broken down by hormone-sensitive lipase. 
MYH11
myosin, heavy chain 11, smooth muscle protein encoded by this gene is a smooth muscle myosin belonging to the myosin heavy chain family, functions as a major contractile protein, converting chemical energy into mechanical energy through the hydrolysis of ATP.
SYNM synemin protein has been found to form a linkage between desmin, which is a subunit of the IF network, and the extracellular matrix, and provides an important structural support in muscle.
Denim
RGS5
regulator of G-protein signaling 5 encodes a member of the regulators of G protein signaling (RGS) family, associated with retinal arterial macroaneurysm.
MFGE8
milk fat globule-EGF factor 8 protein encodes a preproprotein that is proteolytically processed to form multiple protein products, been implicated in wound healing, autoimmune disease, and cancer
ITGA8
synemin Proteins generated mediate numerous cellular processes including cell adhesion, cytoskeletal rearrangement, and activation of cell signaling pathways.
Light denim
KRT10
keratin 10 encodes a member of the type I (acidic) cytokeratin family, mutations associated with epidermolytic hyperkeratosis.
KRT1
keratin 1, type II specifically expressed in the spinous and granular layers of the epidermis with family member KRT10 and mutations in these genes have been associated with bullous congenital ichthyosiform erythroderma. 
KRT2
CARNS1
carnosine synthase 1 catalyzes the formation of carnosine and homocarnosine, which are found mainly in skeletal muscle and the central nervous system, respectively.
Light green
CYP17A1
cytochrome P450 family 17 subfamily A member 1 encodes a member of the cytochrome P450 superfamily of enzymes, mutations in this gene are associated with isolated steroid-17 alpha-hydroxylase deficiency,20-lyase deficiency, pseudohermaphroditism, and adrenal hyperplasia.
CYP11B1
cytochrome P450 family 11 subfamily B member 1
The protein encoded by this gene plays a key role in the acute regulation of steroid hormone synthesis by enhancing the conversion of cholesterol into pregnenolone, associated with congenital lipoid adrenal hyperplasia.
GKN1
gastrokine 1 protein encoded by this gene is found to be down-regulated in human gastric cancer tissue as compared to normal gastric mucosa.. 
Turquoise
MPZ
HBA2
hemoglobin, alpha 2 deletion of alpha genes may lead to alpha thalassemia.
HBA1
hemoglobin, alpha 1 deletion of alpha genes may lead to alpha thalassemia.
Dark gray
ALB albumin functions primarily as a carrier protein for steroids, fatty acids, and thyroid hormones and plays a role in stabilizing extracellular fluid volume.
HP haptoglobin encodes a preproprotein, which subsequently produces haptoglobin, linked to diabetic nephropathy, Crohn's disease, inflammatory disease behavior and reduced incidence of Plasmodium falciparum malaria.
FGB
fibrinogen beta chain protein encoded by this gene is the beta component of fibrinogen, mutations may lead to several disorders, including afibrinogenemia, dysfibrinogenemia, hypodysfibrinogenemia etc. OXT oxytocin/neurophysin I prepropeptide encodes a precursor protein that is processed to produce oxytocin and neurophysin I, involved in contraction of smooth muscle during parturition and lactation, cognition, tolerance, adaptation and complex sexual and maternal behaviour.
S2
GLUL glutamate-ammonia ligase catalyzes the synthesis of glutamine from glutamate and ammonia in an ATP-dependent reaction, associated with congenital glutamine deficiency, and overexpression of this gene was observed in some primary liver cancer samples.
2, Turquoise
ENC1
ectodermal-neural cortex 1 plays a role in the oxidative stress response as a regulator of the transcription factor Nrf2, may play role in malignant transformation.
NCALD
neurocalcin delta encodes a member of the neuronal calcium sensor (NCS), a regulator of G protein-coupled receptor signal transduction.
YWHAH tyrosine 3-monooxygenase/tryptophan 5-monooxygenase activation protein eta mediate signal transduction by binding to phosphoserine-containing proteins, associated with early-onset schizophrenia and psychotic bipolar disorder. 
3, Lime green
4, Red
PPP1R1B
protein phosphatase 1 regulatory inhibitor sub-unit 1B encodes a bifunctional signal transduction molecule, may serve as a therapeutic target for neurologic and psychiatric disorders.
RGS14
regulator of G-protein signaling 14
attenuates the signaling activity of G-proteins, increases the rate of conversion of the GTP to GDP. NCDN neurochondrin encodes a leucine-rich cytoplasmic protein, essential for spatial learning processes. TF transferrin transport iron from the intestine, reticuloendothelial system, and liver parenchymal cells to all proliferating cells in the body, involved in the removal of certain organic matter and allergens from serum.
5, Yellow orange
6, Yellow
IQGAP1
IQ motif containing GTPase activating protein 1 interacts with components of the cytoskeleton, with cell adhesion molecules, and with several signaling molecules to regulate cell morphology and motility.
A2M
alpha-2-macroglobulin inhibits many proteases, including trypsin, thrombin and collagenase. A2M is implicated in Alzheimer disease (AD) due to its ability to mediate the clearance and degradation of A-beta, the major component of beta-amyloid deposits.
C3
complement component 3 plays a central role in the activation of complement system, associated with atypical hemolytic uremic syndrome and age-related macular degeneration in human patients.
