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Abstrakt
Tato diplomova´ pra´ce se zaby´va´ problematikou spojite´ho optima´ln´ıho rˇ´ızen´ı, cozˇ je jedna
z nejvy´znamneˇjˇs´ıch aplikac´ı teorie diferencia´ln´ıch rovnic. C´ılem te´to pra´ce bylo jak nastu-
dova´n´ı matematicke´ teorie optima´ln´ıho rˇ´ızen´ı, tak prˇedevsˇ´ım uka´zat uzˇit´ı Pontrjaginova
principu maxima a Bellmanova principu optimality prˇi rˇesˇen´ı vybrany´ch u´loh optima´ln´ıho
rˇ´ızen´ı. Du˚raz byl kladen prˇedevsˇ´ım na problematiku cˇasoveˇ a energeticky optima´ln´ıho
rˇ´ızen´ı elektricke´ho vlaku, prˇi zahrnut´ı kvadraticke´ odporove´ funkce.
Summary
This master’s thesis deals with the continuous optimal control problem, which is one of
the most important applications of the differential equations theory. The aim of this work
was to study the mathematical theory of the optimal control and the significant part was
to show how Pontryagin’s maximum principle and Bellman’s principle of optimality can
be used in the particular optimal control problems. The emphasis was mainly put on the
time and energy efficient electrically powered train control problem, where the quadratic
resistant function has been involved.
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1 Introduction
The optimal control theory started about a half of a century ago. Its origin was
initiated by the development of automatic control and space engineering. In recent years,
it has been used in other fields such as chemical engineering, economics and ecology. From
the first sporadic results, it has become a systematic theory which is not closed so far.
The basic methods used in the optimal control theory are Pontryagin’s maximum
principle and Bellman’s principle of optimality. Bellman’s principle of optimality has
a more general nature. However, it is more convenient to use Pontryagin’s maximum
principle in some particular cases, especially when the dynamic of a controlled object is
described by differential equations.
A typical problem which can be solved by Pontryagin’s maximum principle but not
with Bellman’s principle of optimality is the time and energy efficient train control prob-
lem. Since the discussion of the solution to this problem is the main part of this thesis,
we mention the history of this problem.
Its beginning goes back to 1980’s, when Ian Milroy completed his Ph.D. thesis, which
included some new results on driving strategies of the electrically powered train. He
showed that for short journeys an energy-efficient driving strategy has three control
phases: maximum acceleration, coast and maximum brake.
The work on driving strategies was continued by his post-graduate student Kim Tyler.
They discovered a fourth optimal control mode - speed hold - applicable on longer jour-
neys.
In 1982 Ian Milroy formed the Transport Control Group. The aim of the project was
to determine whether the suggested driving strategies were efficient in practice and, if
so, to develop a system for achieving fuel savings. The first part of the project included
calculating efficient speed profiles for various sections of the track. The second part was to
board a train with a stopwatch and a pre-computed speed profile and advised the driver
when to change the control.
The next step of the project was to built a system that could compute an efficient
driving strategy in real time and display appropriate driving advice to the driver. The
resulting system is known as Metromiser. This device monitored the state of a journey
and advised the driver when to coast and break so the train arrived at each stop on time
and consumed as little energy as possible. The first Metromiser was evaluated in Adelaide
in South Australia in February 1985. It achieved a fuel saving of 15 % and significant
improvements in timekeeping.
During the period 1982-1985 the theoretical basis for the work was also extended.
Mainly at Melbourne University in 1984 Howlett gave a rigorous justification of the work
and at the same time produced the first theoretical confirmation that the speed-holding
should be used if the journey is relatively large and that an optimal driving strategy
used a control sequence: accelerate-hold-coast-brake. He also found a special relationship
between the holding speed and the speed at which braking should begin.
However, the strategy and algorithms used for the Metromiser were effective only when
the stops were less than about 10 km apart. So the group began planning a second project
to develop a fuel conservation system for long-haul freight trains. An appropriate model
was developed by Benjamin et al and in 1989 Howlett and Benjamin began a systematic
consideration of their new model. Total fuel consumption was used as the cost functional.
The first serious theoretical work with this model began Cheng Jiaxing.
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More recently a group, now led by Phil Howlett, has worked with the Aurora Vehicles
Association to determine energy-efficient driving strategies for a solar car. For more
details and alternative approaches we refer to [9] and references cited therein. In addition
to [9], this diploma work originates from the results derived in [16], [24] (the problem of
critical time) and [17] (the problem on a track with non-zero gradient).
The aim of this thesis is to introduce Pontryagin’s maximum principle and Bellman’s
principle of optimality and use them to develop the optimal control strategy for the
time and energy efficient train control problem in the case that a resistant function is a
quadratic function. This case has not been described yet. We also want to show that
the time and energy efficient train control problem is possible to solve by Pontryagin’s
maximum principle, where we may almost reach analytic solution, compared to Bellman’s
principle of optimality, where we will not be able to solve even the time optimal control
problem. Thus, we cannot derive any energy efficient train control using this principle.
Finally, we shortly mention the structure of the thesis. This introduction chapter is
followed by Chapter 2, where we introduce Lev Semenovich Pontryagin and in Chapter 3
we introduce Richard Ernest Bellman, their brief biography and work. In Chapter 4, one
can find the overview of the basic theoretical results that we will use in this thesis. Some
basic concepts and theorems of the optimal control theory are surveyed. In particular, we
emphasize Pontryagin’s maximum principle and Bellman’s principle of optimality. At the
end of this chapter, we show the relationship between these two principles. In Chapter
5, we introduce the general formulation of the optimal control problem. Then the next
chapter deals with the general time and energy efficient train control problem, and in
Chapter 7, we describe the time and energy efficient train control problem involving a
general quadratic resistant function. An illustrating example is involved as well. In
Chapter 8, we discuss Bellman’s principle of optimality and show that the use of this
principle is not convenient in our problem, even if we are searching for a solution of the
time optimal control problem. The penultimate chapter introduces an example which can
be solved by use of Bellman’s principle of optimality. The last chapter summarizes the
obtained results and outlines directions for future investigations.
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2 Lev Semenovich Pontryagin
Lev Semenovich Pontryagin (3 September, 1908 – 3 May, 1988 ) was a Russian
mathematician.
Figure 2.1: Lev Semenovich Pontryagin.
2.1 Biography
He was born in Moscow and he lost his eyesight when he was 14. Despite his blindness he
was able to become a mathematician due to the help of his mother Tatyana Andreevna
who read mathematical books and papers to him. He made major discoveries in a number
of fields of mathematics, including the geometric parts of topology.
2.2 Work
He worked on duality theory for homology while he was a student. He continued to
lay foundations for the abstract theory of the Fourier transform, now called Pontryagin
duality. In topology he posed the basic problem of cobordism theory. This led to the
introduction of a theory of characteristic classes around 1940, now called Pontryagin
classes. Moreover, in operator theory there are specific instances of Krein spaces called
Pontryagin spaces. Later in his career he worked in optimal control theory. His
maximum principle is fundamental to the modern theory of optimization. He
also introduced there the idea of a bang-bang principle, to describe situations where either
the maximum ’steer’ should be applied to a system, or none.
More information about this famous Russian mathematician can be found in [10].
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3 Richard Ernest Bellman
Richard Ernest Bellman (26 August, 1920 – 19 March, 1984 ) was an applied
mathematician, celebrated for his invention of dynamic programming in 1953, and
important contributions in other fields of mathematics.
Figure 3.1: Richard Ernest Bellman.
3.1 Biography
Richard Ernest Bellman was born in 1920 in New York City, where his father John
James Bellman ran a small food store on Bergen Street near Prospect Park in Brooklyn.
Bellman completed his studies at Abraham Lincoln High School in 1937, and studied
mathematics at Brooklyn College where he received a BA in 1941. He later earned an
MA from the University of Wisconsin–Madison. During World War II. he worked for
a Theoretical Physics Division group in Los Alamos. In 1946 he received his Ph.D. at
Princeton under the supervision of Solomon Lefschetz. From 1949 Bellman worked for
many years at RAND corporation and it was during this time that he developed dynamic
programming. He was a professor at the University of Southern California, a Fellow
in the American Academy of Arts and Sciences (1975), and a member of the National
Academy of Engineering (1977). He was awarded the IEEE Medal of Honor in 1979,
”for contributions to decision processes and control system theory, particularly the
creation and application of dynamic programming”. His key work is the Bellman’s
equation.
3.2 Work
3.2.1 Bellman’s equation
The Bellman’s equation, also known as a dynamic programming equation, is a necessary
condition for optimality associated with the mathematical optimization method known as
dynamic programming. But it is not true, that almost any problem which can be solved
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3.2 WORK
using optimal control theory can also be solved by analyzing the appropriate Bellman’s
equation. The Bellman’s equation was first applied to engineering control theory and
to other topics in applied mathematics, and subsequently became an important tool in
economic theory.
3.2.2 Hamilton–Jacobi–Bellman’s equation
The Hamilton–Jacobi–Bellman’s equation is a partial differential equation which is central
to optimal control theory. The solution of the Hamilton–Jacobi–Bellman’s equation gives
the optimal cost-to-go for a given dynamical system with an associated cost function.
Classical variational problems, for example the brachistochrone problem, can be solved
using this method as well. The equation is a result of the theory of dynamic programming
which was pioneered in the 1950s by Richard Bellman and co-workers. The corresponding
discrete-time equation is usually referred to as the Bellman’s equation. In continuous
time, the result can be seen as an extension of earlier work in classical physics on the
Hamilton-Jacobi equation by William Rowan Hamilton and Carl Gustav Jacob Jacobi.
3.2.3 Curse of dimensionality
The ”Curse of dimensionality”, is a term produced by Bellman to describe the problem
caused by the exponential increase in volume associated with adding extra dimensions to
a (mathematical) space. One implication of the curse of dimensionality is that some meth-
ods for numerical solution of the Bellman’s equation require enormously more computer
time when there are more state variables in the cost function.
3.2.4 Bellman–Ford algorithm
The Bellman–Ford algorithm sometimes referred to as the Label Correcting Algorithm,
computes single-source shortest paths in a weighted digraph (where some of the edge
weights may be negative). Dijkstra’s algorithm completes the same problem with a lower
running time, but requires edge weights to be non-negative. Thus, Bellman–Ford is usually
used only when there are negative edge weights.
More information about this famous American mathematician can be found in [21].
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4 Some preliminaries
In this chapter we introduce some principal statements of optimal control theory,
especially Pontryagin’s maximum principle, that we will use in the following chapters of
this thesis, and Bellman’s principle of optimality, which will be used at the end of this
work. Most of the theorems and the notions from this section can be found in [1] [3]÷[8],
[11]÷[14], [18]÷[19], [22]÷[25].
4.1 Control and feasible control
We will investigate the behaviour of an object whose specific state can be described by the
real numbers x1, x2, ..., xn in arbitrary point in time. The vector space X of an unknown
x = (x1, ..., xn) is the phase space of an investigated object. Movement of the object is
described by the change of the variables x1, ..., xn in time t. Further we suppose that
the movement of the object can be controlled by setting of certain parameters. From the
mathematical point of view is possible to describe this control by r real numbers u1, ..., ur
depending on time. This values belong to the given set U ⊂ Er, where Er denotes an
r-dimensional Euclidian space. The set U will be referred to as the control space.
Definition 4.1.1 (Control). Vector variable u(t) = (u1(t), ..., ur(t)), which is defined on
a certain interval [t0, t1] and whose values belong to the control space U ⊂ Er, is called
the control.
Suppose that the behaviour of the given object can be described by the following
system of the differential equations
x˙1 = f1(x1, x2,..., xn, u1, ..., ur),
x˙2 = f2(x1, x2,..., xn, u1, ..., ur),
...
x˙n = fn(x1, x2,..., xn, u1, ..., ur).
which we can rewrite in the vector form
x˙ = f(x,u), (4.1)
where the dot denotes the derivation with respect to time and f(x,u) is a vector consisting
of the elements f1(x,u), f2(x,u), ..., fn(x,u),x = (x1, x2, ..., xn) ∈ X,u = (u1, u2, ..., ur) ∈
U . The system (4.1) we denote as the controlled system. Let us further assume that the
functions f1, ..., fn are defined and continuous in all variables x1, x2, ..., xn, u1, u2, ..., ur
and continuously differentiable in x1, x2, ..., xn.
We will restrict our further considerations only on the following set of controls:
Definition 4.1.2 (Feasible control). The set of the controls u(t) will be called the set of
the feasible controls, if its elements satisfy the following properties:
1. If u(t), t ∈ I is a feasible control, then u(t), t ∈ I0 ⊂ I is a feasible control, too.
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4.2 BASIC OPTIMAL CONTROL PROBLEM
2. If u1(t), t ∈ [t0, t1] and u2(t), t ∈ [t1, t2] are the feasible controls, then
u(t) =
{
u1(t), t ∈ [t0, t1)
u2(t), t ∈ [t1, t2]
is a feasible control, too.
3. If u(t), t ∈ [t0, t1] is a feasible control, then for an arbitrary a ∈ X there exists
unique solution x(t) of the equation
x˙ = f(x,u(t))
satisfying the initial condition x(t0) = a.
Definition 4.1.3. Let a,b ∈ X. We say that u(t), t ∈ [t0, t1] is a feasible control
transferring a point from the position a to the position b, if the corresponding solution
x(t) of the equation x˙ = f(x,u(t)) satisfying the initial condition x(t0) = a, a ∈ X is
defined in the whole interval [t0, t1] and in the time t1 comes through the point b, i.e.
satisfies also the terminal condition x(t1) = b. The pair (x(t); u(t)), t ∈ [t0, t1] we call the
control process transferring the point from the position a to the position b.
4.2 Basic optimal control problem
In the phase space X are given the points a, b. Among all feasible controls u(t), which
transfer a point from the position a to the position b (if such controls exist), we should
find such a control u(t) that the value of the functional
J = J(T,u) =
∫ T
0
f0(x(t),u(t))dt (4.2)
is small as possible. Here x(t) is the solution of the equation x˙ = f(x,u(t)) with the
initial condition x(0) = a, corresponding to the control u(t), and T is the time, when the
solution crosses the point b.
Definition 4.2.1. The control uˆ(t), t ∈ [0, Tˆ ], which is the solution of the previous
problem, is called the optimal control and the corresponding trajectory xˆ(t) is called the
optimal trajectory. The pair (xˆ(t); uˆ(t)), t ∈ [0, Tˆ ] is called the optimal control process.
Remark. If f0(x,u) ≡ 1 in the basic optimal control problem, then J = T and our
problem becomes minimum time control problem.
4.3 Pontryagin’s maximum principle
For an easier formulation of this statement, we add to the the system (4.1) the equation
x˙0 = f0(x,u),
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where x = (x1, x2, ..., xn) and the function f0 was introduced in the definition of the
functional J (4.2). Then we obtain the following extended system of the control equations
x˙0 = f0(x1, x2, ..., xn,u),
x˙1 = f1(x1, x2, ..., xn,u),
...
x˙n = fn(x1, x2, ..., xn,u).
(4.3)
Furthermore, we will investigate the system of the equations for adjoint variables ψ0, ψ1, ..., ψn
in the form
ψ˙0 = −
n∑
k=0
∂fk
∂x0
(x,u)ψk,
ψ˙1 = −
n∑
k=0
∂fk
∂x1
(x,u)ψk,
...
ψ˙n = −
n∑
k=0
∂fk
∂xn
(x,u)ψk.
(4.4)
Now we denote ψ∗ = (ψ0, ψ1, ..., ψn), f
∗(x,u) = (f0(x,u), f1(x,u), ..., fn(x,u)) and further
we introduce the Hamilton function H∗ with the variables x1, ..., xn, u1, ..., ur, ψ0, ψ1, ..., ψn
in the form
H∗ = H∗(ψ∗,x,u) = (ψ∗, f∗(x,u)) =
n∑
k=0
ψkfk(x,u). (4.5)
Then the systems (4.3) and (4.4) can be rewritten using the function H∗ into the form of
the Hamiltonian system
x˙i =
∂H∗
∂ψi
, i = 0, 1, ..., n,
ψ˙i = −∂H
∗
∂xi
, i = 0, 1, ..., n.
The next theorem gives the solution of the general optimal control problem.
Theorem 4.3.1 (Pontryagin’s maximum principle). In the phase space X are given the
points a, b. Let us suppose that (xˆ(t); uˆ(t)), t ∈ [0, Tˆ ] is the optimal control process
converting a point from the position a to the position b. Then on the interval [0, Tˆ ] there
exists a continuous nonzero solution ψ∗(t) = (ψ0(t), ψ1(t), ..., ψn(t)) of the system
ψ˙i = −∂H
∗
∂xi
(ψ∗, xˆ, uˆ), i = 0, 1, ..., n, (4.6)
such that the Hamiltonian function H∗ satisfies for all t ∈ [0, Tˆ ] the maximum condition
H∗(ψ∗(t), xˆ(t), uˆ(t)) = max
u∈U
H∗(ψ∗(t), xˆ(t),u). (4.7)
Moreover, H∗(ψ∗(t), xˆ(t), uˆ(t)) ≡ 0 and ψ0(t) is non-positive and constant on [0, Tˆ ].
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Remark. The maximum principle represents the necessary condition for the existence
of the optimal control process. It is possible to show that the conditions of the previous
theorem are ”strong” enough that this theorem enables from all the feasible controls trans-
ferring the point a to the point b, choose only one isolated control (and one trajectory),
which satisfies given conditions.
In the linear case the maximum principle is not only the necessary condition, but also
sufficient condition for existence of the optimal control process according to control time.
Theorem 4.3.2 (Pontryagin’s maximum principle for the problem with the fixed time).
In the phase space X are given the points a, b. Let us suppose that (xˆ(t); uˆ(t)), t ∈ [0, T ]
is the optimal control process converting the point from the position a to the position
b (T is given). Then on the interval [0, T ] there exists a continuous nonzero solu-
tion ψ∗(t) = (ψ0(t), ψ1(t), ..., ψn(t)) of the system (4.6) such that the Hamiltonian func-
tion H∗ (see(4.5)) satisfies for all t ∈ [0, T ] the maximum condition (4.7). Moreover,
H∗(ψ∗(t), xˆ(t), uˆ(t)) ≡ const and ψ0(t) is non-positive and constant on [0, T ].
Remark. The significant advantage of maximum principle is that we can use it for an
arbitrary set U ⊂ Er.
Usually the values of optimal control lie on the boundary of the control space U .
The precursor of the basic optimal control problem is considered Lagrange problem.
It is variational problem of minimization of value of given functional, whereas coupled
conditions are formed by the system of differential equations together with boundary
conditions. It is possible to show that optimal control problem is a generalization of the
Lagrange problem and these problems are equivalent if the control space U is the open
set in Er.
4.4 Bellman’s principle of optimality
Bellman’s principle of optimality, sometimes called the method of dynamic programming,
was developed for the needs of optimal control processes that have much more general
character than the processes which can be described by systems of differential equations.
Hence Bellman’s principle of optimality has a more universal character than Pontryagin’s
maximum principle. However, this method does not have the rigorous logical basis in all
those cases where it may be successfully used as a valuable heuristic tool.
We will deal with the application of the method of dynamic programming. Bellman’s
principle of optimality supposes that the conditions for the problem have to be completed
by the essential requirement - the function V (x) (later called the Bellman function) has to
be differentiable. This presumption does not follow from the problem and represent the
constraint which is not fulfilled even in the simplest problems. After the presumption on
differentiability is done, the method of dynamic programming leads to partial differential
equation, which we will call the Bellman’s equation. This equation is equivalent to the
Hamiltonian system and the maximum conditions, under certain additional conditions -
we will show this in the next section.
Now, we describe the method of dynamic programming. For simplicity, we consider
only time optimal control problem.
We fix a point in the position x1 from the space X and let u(t), t ∈ [t0, t1], be
the optimal control transferring the point from the position x0 ∈ X to the position x1
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according to the law of motion and x(t) is the corresponding optimal trajectory. Time,
which is necessary to transfer the point from the position x0 to the position x1, is t1 − t0
and we denote it T (x0). T (x1) is given, thus it does not vary. From this reasoning, the
function T (x0) is defined on the set Ω, which is the set of all points of the space X from
which it is possible to ”optimally” reach the position x1. The additional assumption,
which is usually used in the proof of the principle of dynamic programming, consists of:
1. the region Ω is open in X
2. the function T (x) has continuous partial derivatives with respect to the coordinates
of the point x.
Instead of the function T (x) we introduce the function
V (x) = −T (x).
Since x(t), t ∈ [t0, t1], is an optimal trajectory, then each of its portion is an optimal
trajectory. Thus the following expression is valid
V (x(t)) = −T (x0) + t− t0,
for every t ∈ [t0, t1]. Consequently,
n∑
α=1
∂V (x(t))
∂xα
fα(x(t),u(t)) =
n∑
α=1
∂V (x(t))
∂xα
· dxα(t)
dt
=
dV (x(t))
dt
= 1. (4.8)
Now let w be an arbitrary point of the control space U . We will consider the motion of
this point from the position x(t) under the influence of a constant control which is equal
to w. After an infinitesimal time interval dt > 0, the point will be situated in the position
x(t) + dx, where the vector dx = (dx1, ..., dxn) is defined by
dxi = fi(x(t),w)dt, i = 1, ..., n. (4.9)
If the motion from the position x(t) + dx to the position x1 is optimal, then we need
time T (x(t) + dx). Thus the total time, which is necessary to transfer the point from the
position x(t) to the position x1, is equal to T (x(t)+dx)+dt. This time cannot be shorter
than the optimal time of transferring T (x(t)), thus the following relationship is valid:
T (x(t) + dx) + dt ≥ T (x(t)),
or equivalently
V (x(t) + dx)− V (x(t)) ≤ dt.
In consequence (4.9), the last inequality may be rewritten in the form
n∑
α=1
∂V (x(t))
∂xα
fα(x(t),w)dt < dt,
or
n∑
α=1
∂V (x(t))
∂xα
fα(x(t),w) < 1, w ∈ U. (4.10)
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From the relationships (4.8) and (4.10), it follows that
sup
w∈U
n∑
α=1
∂V (x(t))
∂xα
fα(x(t),w) = 1
and the upper bound is achieved at w = u(t). Since each point x of Ω passes an optimal
trajectory, leading to the position x1, we arrive at the conclusion that the function V (x)
satisfies the following nonclassical partial differential equation, which we call the Bellman
function in the region Ω:
sup
u∈U
n∑
α=1
∂V (x)
∂xα
fα(x,u) = 1. (4.11)
Furthermore, the upper bound is achieved at some point u ∈ U (namely, at the value of
the optimal control at the time of departure from the point x), and the function V (x) is
non-positive, which takes the value 0 only in the point x1.
This is the application of the principle of dynamic programming to the investigated
problem.
Further, we want to show that the Bellman’s equation can be written with infimum
instead of supremum. Hence, we multiply the equation (4.11) by minus one, thus we get
inf
u∈U
n∑
α=1
∂V (x)
∂xα
fα(x,u) = −1
and after adjustment we obtain
inf
u∈U
[
n∑
α=1
∂V (x)
∂xα
fα(x,u) + 1
]
= 0. (4.12)
The geometric interpretation of Bellman’s principle of optimality is the following:
x(t)
xN
ttt t N0
x0
1
2
x(t)
{x(t)}>
n = 1
0
Figure 4.1: Geometric interpretation of Bellman’s principle of optimality.
In the step with principle of optimality Fig. 4.1: If trajectory {xˆ(t)} is optimal, then
particular trajectory 2 on the interval [t, tN ] has to be optimal with regard to the initial
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state x(t), i.e. the second part of the optimal trajectory 2 has to be the optimal trajectory
too, without reference to the first part of the optimal trajectory 1, which finishes in the
state x(t) and it is the initial state for the second part of the optimal trajectory 2.
We can summarize the previous derivation and formulate the following theorem for
the solution of the optimal control problem:
Theorem 4.4.1 (Bellman’s principle of optimality). An optimal trajectory has such prop-
erty that regardless of an initial state and a previous control, next control has to guarantee
an optimal trajectory with regard to a state which was reached by the previous control.
Another formulation is the following: An optimal control does not depend on ”history”
of the control subsystem, but it is determined only by the state in the given point in time.
Furthermore, we show how to solve the general problems using Bellman’s principle
of optimality (in the text above, we concerned with the time optimal control problem).
Now, we consider the optimal control problem in Bolz form for t ∈ [t0, tN ]:
J = inf
{u(t)}
{∫ tN
t0
f0[x(t),u(t), t]dt+ F (xN , tN)
}
,
x˙(t) = f[x(t),u(t), t],
x(t0) = x0, t0 and x0 are given,
x(tN) = xN , tN and xN are arbitrary.
(4.13)
We suppose that the optimal control problem (4.13) has a solution and we define the
following function
V (x, t) = inf
{u}
[∫ tN
t
f0(x,u, τ)dτ + F (xN , tN)
]
. (4.14)
We remind that this function is called the Bellman function (function of an optimal
behaviour) and it is obvious that it depends only on a state x(t) and a point in time t.
The control u in the relationship (4.14) is necessary to consider on the interval [t, tN ] and
it has to satisfy the condition u(t) ∈ U .
After using the additive property of the integrals for a small time increment and Taylor
series, we obtain the Bellman’s partial differential equation in the following form
− ∂V
∂t
= inf
{u}
f0(x,u, t) +
(
∂V
∂x
)T
f(x,u, t)
 (4.15)
that has to satisfy the terminal condition
V (xN , tN) = F (xN , tN). (4.16)
The Bellman’s partial differential equation (4.15) together with the terminal condition
(4.16) introduce necessary minimum conditions for the cost functional in (4.13).
We suppose that the optimal control problem has a solution. If we solve the Bellman’s
partial differential equation with the corresponding terminal condition, we get the Bellman
function whose value for the initial state x0 and the initial point in the time t0 is equal
to the minimum of the cost functional i.e.
J = J{uˆ} = V (x0, t0).
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We determine the optimal control using the Bellman function in the form of feedback
control
uˆ(t) = uˆ [xˆ(t), t] .
If we itemize scalar product in (4.15), the Bellman’s partial differential equation is given
by
− ∂V
∂t
= inf
{u}
[
f0(x,u, t) +
n∑
i=1
∂V
∂xi
fi(x,u, t)
]
. (4.17)
The Bellman’s equation (4.15), or (4.17) is in general a strongly nonlinear partial differ-
ential equation of the first order (strong nonlinearity is caused first of all by the operator
inf), whose analytic solution is very difficult and mostly impossible to determine. We can
simplify this equation, if on the right side the integrand f0 and the function F , which
contains terminal parameters, do not depend explicitly on time t and terminal time tN
is arbitrary (or tN → ∞). In this case, we deal with the stationary optimal control
problem and it is valid
∂V
∂t
= 0.
Thus, the Bellman’s partial differential equation is given by
0 = inf
{u}
f0(x,u) +
(
∂V
∂x
)T
f(x,u)
 ,
whose solution is mostly easier. For verification, i.e. if our result is correct, we can
substitute f0(x,u) ≡ 1 and the transposed matrix can be replaced by the sum, thus
finally we obtain the same result as in (4.12).
If we substitute in the Bellman’s partial differential equation (4.15) on the right side
optimal control {uˆ}, we get the Hamilton-Jacobi Bellman’s partial differential
equation
−∂V
∂t
= f0 (x, uˆ, t) +
(
∂V
∂x
)T
f (x, uˆ, t) ,
where strongly nonlinear operator inf is not perform anymore.
4.5 Relationship between two previous principles
In this section, we briefly show the relation between Pontryagin’s maximum principle and
Bellman’s principle of optimality. For a simplicity, we will also consider the time optimal
control problem.
Let us show how Pontryagin’s maximum principle can be derived from the principle
of dynamic programming. In this derivation, we will assume that the function V (x) is
twice continuously differentiable. Because of this assumption, the function
g(x,u) =
n∑
α=1
∂V (x)
∂xα
fα(x,u), (4.18)
which stands under the supremum in the equation (4.11), has continuous first deriva-
tives with respect to x1, ..., xn. We can immediately see from the principle of dynamic
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programming that if u(t) is an optimal control (u(t) = uˆ(t)) which transfers the point
from the position x0 to the position x1 and x(t) is the corresponding optimal trajectory
(x(t) = xˆ(t)), then for a fixed t, t0 ≤ t ≤ t1, the function g(xˆ, uˆ(t)) of the variable xˆ ∈ X
achieves its maximum value at the point xˆ = xˆ(t). This implies
∂g(xˆ(t), uˆ(t))
∂xi
= 0, i = 1, ..., n, t0 ≤ t ≤ t1.
If we substitute the term from the equation (4.18) instead of the function g(xˆ(t), uˆ(t)),
we obtain the following relationship
n∑
α=1
∂2V (xˆ(t))
∂xα∂xi
fα(xˆ(t), uˆ(t)) +
n∑
α=1
∂V (xˆ(t))
∂xα
· ∂fα(xˆ(t), uˆ(t))
∂xi
= 0, i = 1, ..., n, (4.19)
which is satisfied along the optimal trajectory. Furthermore, we have
n∑
α=1
∂2V (xˆ(t))
∂xα∂xi
fα(xˆ(t), uˆ(t)) =
n∑
α=1
∂
∂xα
(
∂V (xˆ(t))
∂xi
)
dxα(t)
dt
=
d
dt
(
∂V (xˆ(t))
∂xi
)
,
hence the relationship (4.19) can be rewritten in the form
d
dt
(
∂V (xˆ(t))
∂xi
)
= −
n∑
α=1
∂fα(xˆ(t), uˆ(t))
∂xi
· ∂V (xˆ(t))
∂xα
i = 1, ..., n.
Thus, along each optimal trajectory, the variables
ψi(t) =
∂V (xˆ(t))
∂xi
, i = 1, ..., n (4.20)
satisfy the linear system of differential equations
dψi(t)
dt
= −
n∑
α=1
∂fα(xˆ(t), uˆ(t))
∂xi
· ψα(t), i = 1, ..., n. (4.21)
In addition, because of the relationship (4.8), the Bellman’s equation (4.11) can be written
in the following form
n∑
α=1
ψα(t)fα(xˆ(t), uˆ(t)) = sup
uˆ∈U
n∑
α=1
ψα(t)fα(xˆ, uˆ) = 1. (4.22)
The relations (4.21) and (4.22) coincide with the maximum principle and the relation
(4.20) points out the relation between ψi(t) and the function V (xˆ) in an explicit form.
We also note that from the equation (4.22) it follows that the optimal motions can always
be realized in such a way that
H(ψˆ(t), xˆ(t), uˆ(t)) ≡ 1 (4.23)
along the optimal trajectories. We remind that all of these results can be obtained un-
der the assumption that the function V (x) (V (xˆ)) is twice differentiable (without this
additional assumption the proof of the relationship (4.23) loses its validity). We should
emphasize that this presumption gives a significant restriction, thus Pontryagin’s maxi-
mum principle is more convenient for some optimal control problems.
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5 Formulation of the problem
In this chapter, we introduce the formulation of the train control problem.
The electrically powered train with weight m is moved along a straight forward track
from a station A to a station B. The train should arrive to the station B at the time
T and we consider that the distance between these two stations is L > 0. The train is
considered to stop at the station B, thus the final velocity of the train is zero. Our aim is
to determine an energy efficient train control. That is we should determine a force, which
will be applied by the engine of the train, such that the consumption of electric energy
should be as small as possible. The driving force u has to be within the interval [−α, β],
where α, β > 0 are given constants, which describe the maximal forces of the engine (the
braking force and the driving force).
We introduce a cartesian coordinate axis x, so that the station A lies in the origin and
the station B lies in the positive part of the axis and at the distance L from the origin.
Further, we consider a resistance. This resistance is described by a given resistant
function r = r(x˙), where x˙ is the velocity of the train (this function will be specified
later). Note that the dot notation means derivative with respect to time.
Next we denote a function u = u(t), which is the driving force of the engine of the
train. According to the Newton law, we obtain the equation of motion
mx¨ = u(t)− r(x˙), t ∈ [0, T ], u ∈ [−α, β]. (5.1)
We consider that x˙ ≥ 0 for all t ∈ [0, T ].
We should find the force u(t) such that x(t) satisfies:
1. equation (5.1)
2. initial conditions x(0) = x˙(0) = 0
3. terminal conditions x(T ) = L, x˙(T ) = 0
4. minimization of energy J = J(u) =
∫ L
0
u+dx,
where
u+ =
{
u(t) for u(t) > 0
0 for u(t) ≤ 0.
These conditions imply that energy is not supplied back to an electrical network during
braking.
We also suppose that the function u is piecewise right continuous on the interval
t ∈ [0, T ], thus it satisfies the definition for feasible control (see page 15), and at the
points of discontinuity, there exist final (different) one-sided limits.
Throughout this thesis we assume that the function r fulfils r, r′ > 0 and r′′ ≥ 0 for
all t > 0.
Without loss of generality, we consider the weight m = 1.
All these lead to the task of finding the optimal control of the train on the time interval
t ∈ [0, T ].
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Now, we introduce the notation of phase coordinates, because Pontryagin’s maximum
principle is not valid for ordinary differential equations of higher order. Therefore, the
equation (5.1) becomes
x˙ = v
v˙ = u(t)− r(v), (5.2)
the conditions 2. and 3. above become
x(0) = 0, v(0) = 0, (5.3)
x(T ) = L, v(T ) = 0
and the cost functional can be rewritten as
J =
T∫
0
u+(t)v(t)dt→ min. (5.4)
Physical units of the formulas will not be presented, because they are not essential from
a mathematical point of view.
The aim of the following text is to show that this time and energy efficient train
control problem can be solved by Pontryagin’s maximum principle and we may almost
reach analytic solution compared to Bellman’s principle of optimality where we will not
be able to solve even the basic time optimal control problem.
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6 General time and energy efficient
train control problem
In this chapter, we first discuss the minimum time problem, because the result of this
problem is necessary for some other calculations. We will show how the final time (i.e
total time taken) can be minimized for an electrically powered train while it moves from
its starting point to its final destination, whereas we can achieve an arbitrary velocity.
We denote this time by Tmin. Thus we solve problem (5.2) with the conditions (5.3) and
the time minimization, i.e. J = T → min. We use Pontryagin’s maximum principle for
this minimum time problem. Secondly, as the main part of this chapter, we discuss an
energy efficient train control strategy.
6.1 Minimum time problem
We introduce the Hamiltonian function. In our case it has the form
H∗ = ψ0 + ψ1v + ψ2(u− r(v)).
Then on the interval [0, Tmin] there exists a continuous nonzero solution (ψ1, ψ2) of the
system
ψ˙1 = −∂H
∗
∂x
= 0,
ψ˙2 = −∂H
∗
∂v
= −ψ1 + ψ2r′(vˆ),
(6.1)
such that H∗ fulfils in [0, Tmin] the maximum condition that is given by the form
max
−α≤u≤β
[ψ1vˆ + ψ2(u− r(vˆ))] = ψ1vˆ + ψ2(uˆ− r(vˆ)),
where uˆ denotes optimal (searched) control and the vector (xˆ, vˆ) denotes corresponding
optimal trajectory. We can eliminate the terms that do not involve u. Then we get the
condition
max
−α≤u≤β
[ψ2(t)u(t)] = ψ2(t)uˆ.
Hence
uˆ(t) =
{
β for ψ2(t) > 0,
−α for ψ2(t) < 0.
Thus the optimal control can take only the two values. These values are endpoints of our
interval, i.e. −α means maximum braking force and β means maximum traction. When
the electrically powered train starts driving, it is necessary that the engine operates the
traction, therefore uˆ(0) = β and ψ2(0) > 0. If we consider now that ψ2(t) > 0 for all
t ∈ [0, Tmin], then the train cannot stop in the station B, because the optimal control equals
uˆ(t) = β for all t ∈ [0, Tmin]. Obviously, there exists the switching time t∗ ∈ (0, Tmin)
such that ψ2(t) > 0 for all t ∈ 〈0, t∗) and ψ2(t∗) = 0. Further, according to (6.1) it
is obvious that ψ1(t) ≡ C1. The value of the Hamiltonian function in the time t = 0
equals to H∗(0) = ψ2(0)β > 0 and then at the time t∗, the Hamiltonian function is
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given by H∗(t∗) = C1v(t∗). Since the Hamiltonian function is constant during all the
driving time v(t∗) > 0, we obtain C1 > 0. Moreover, according to (6.1), it is valid that
ψ˙2(t
∗) = −C1 < 0, thus it follows that ψ2 is decreasing function.
Therefore, the previous analysis implies that the optimal control for the time mini-
mization has the form
uˆ(t) =
{
β for t ∈ [0, t∗),
−α for t ∈ [t∗, Tmin].
The values t∗ and Tmin can be determined after specification of a resistant function r(v).
6.2 Energy efficient train control problem
In the previous section, we introduced the calculation for Tmin, it is the shortest time when
we are able to arrive at the station B from the station A. Now, we consider T ≥ Tmin. T
is the given time in a schedule and we want to derive a control such that a consumption
of energy will be as low as possible. As in the previous section, we recall the system (5.2)
and also the cost functional (5.4).
We introduce the Hamiltonian function in the form
H∗ = ψ0u+v + ψ1v + ψ2(u− r(v)).
We use Pontryagin’s maximum principle. Let (xˆ(t), vˆ(t); uˆ(t)) denotes the solution of our
problem for t ∈ [0, T ]. Then there exist nonzero multipliers (ψ1, ψ2) satisfying
ψ˙1 = −∂H
∗
∂x
= 0,
ψ˙2 = −∂H
∗
∂v
= −ψ0uˆ+ − ψ1 + ψ2r′(vˆ),
such that H∗ satisfies on the interval [0, T ] the maximum condition in the form
max
−α≤u≤β
[ψ0u
+vˆ + ψ1vˆ + ψ2(u− r(vˆ))] = ψ0uˆ+vˆ + ψ1vˆ + ψ2(uˆ− r(vˆ)).
The maximum principle also implies that ψ0(t) ≡ ψ0 ≤ 0. Now, without loss of a
generality, we consider ψ0 = −1. (The case ψ0 = 0 corresponds to the minimum time
problem). Then the Hamiltonian function is given by
H∗ = −u+v + ψ1v + ψ2(u− r(v))
and the maximum condition has the form
max
−α≤u≤β
[−u+vˆ + ψ1vˆ + ψ2(u− r(vˆ))] = −uˆ+vˆ + ψ1vˆ + ψ2(uˆ− r(vˆ)).
From Pontryagin’s maximum principle, we get that the optimal control for the energy
efficient train control problem is the following:
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uˆ(t) =

β for ψ2(t) > vˆ(t),
not specified in [0, β] for ψ2(t) = vˆ(t),
0 for ψ2(t) < vˆ(t) and ψ2(t) > 0,
not specified in [−α, 0] for ψ2(t) = 0,
−α for ψ2(t) < 0.
A derivation of this optimal control was performed in [24], thus, we do not deal with it
in all details. It is necessary to mention two singular cases ψ2(t) = 0 and ψ2(t) = vˆ(t).
Their analysis showed that the first singular case ψ2(t) ≡ 0 does not occur on any time
interval J ⊂ [0, T ], whereas the second singular case ψ2(t) = vˆ(t) can occur generally (but
it is not necessary) on some interval J ⊂ [0, T ]. In such a case ˙ˆv(t) = 0, it means that a
velocity will be constant and uˆ(t) = r(vˆ(t)) ≡ const for t ∈ J .
The summary of the previous analysis is the following: only four driving modes can
occur during the drive and they can be interpreted in this way:
uˆ(t) = β the train accelerates the most,
uˆ(t) = r(vˆ(t)) ≡ const the train goes with a constant velocity,
uˆ(t) = 0 the train goes with the switched-off engine,
uˆ(t) = −α the train brakes the most.
Also, the following theorem was proved in [24]:
Theorem 6.2.1. Let (xˆ(t), vˆ(t); uˆ(t)) be the optimal control of the energy efficient train
control problem on the time interval [0, T ]. Then there exist the switching times t1, t2, t3,
where 0 < t1 ≤ t2 < t3 < T such that
uˆ(t) =

β for 0 ≤ t < t1,
r(vˆ(t)) ≡ const for t1 ≤ t < t2,
0 for t2 ≤ t < t3,
−α for t3 ≤ t ≤ T.
(6.2)
We should emphasize that the relationship between t1 and t2 admits also their equality,
i.e. the case uˆ(t) = r(vˆ(t)) can occur but not necessarily. Under certain assumptions,
there exists only one value of the time T , which we denote by Tcr, that can qualitatively
change the nature of the optimal control. In other words, if 0 ≤ T ≤ Tcr, the driving
mode with a constant velocity does not occur, whereas for T > Tcr, the driving mode
with a constant velocity will be represented. The derivation of this critical time can be
seen in [16].
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7 The time and energy efficient train
control problem for quadratic
resistant function
Our goal is to labour the general results in subsection 6.1. Thus, in this chapter, we
introduce some calculations of the time optimal control problem and energy efficient train
control problem for the quadratic resistant function r(v) = av + bv2, where a and b are
arbitrary positive constants. The resistant function has to satisfy r > 0, r′ > 0 and r′′ ≥ 0
for all t > 0. Indeed, it holds
r(v) = av + bv2 > 0
r′(v) = a+ 2bv > 0
r′′(v) = 2b ≥ 0.
The most realistic case is if we consider r(v) = a+ bv + cv2. This expression is called
Davis formula, but we will not deal with it because of the difficulty in the calculations.
Some information about Davis formula can be found in [2] and [15].
7.1 Determination of the time Tmin
At first we consider the interval t ∈ [0, t∗). On this interval uˆ(t) = β holds. Hence the
system (5.2) together with the conditions (5.3) becomes
x˙ = v x(0) = 0
v˙ = β − (av + bv2) v(0) = 0.
The general solution of the second equation is given by
v(t) = − a
2b
+
(a2 + 4βb)
1
2
2b
tanh
(t+ C1)(a2 + 4βb) 12
2
 .
Throughout the following text we will consider that b 6= 0. If we use the initial condition
v(0) = 0, the particular solution has the form
v(t) = − a
2b
+
(a2 + 4βb)
1
2
2b
tanh
(
1
2
t(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
. (7.1)
Further, integrating the equation (7.1), we obtain
x(t) = − a
2b
t+
1
b
ln cosh
(
1
2
t(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
+ C2.
Now, we use the second initial condition x(0) = 0, thus the particular solution is given by
x(t) = − a
2b
t+
1
b
ln
( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
) . (7.2)
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Secondly, we consider the interval t ∈ [t∗, Tmin] where uˆ(t) = −α. Hence the system
(5.2) together with the conditions (5.3) becomes
x˙ = v x(Tmin) = L
v˙ = −α− (av + bv2) v(Tmin) = 0.
Then the general solution of the second equation is given by the following expression
v(t) = − a
2b
− (4αb− a
2)
1
2
2b
tan
(t+ C3)(4αb− a2) 12
2
 .
Throughout the following text we will consider that 4αb− a2 > 0. If we use the terminal
condition v(Tmin) = 0, the particular solution has the form
v(t) = − a
2b
+
(4αb− a2) 12
2b
tan
(Tmin − t)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
 . (7.3)
Integrating the equation (7.3), we obtain
x(t) = − a
2b
t+
1
b
ln
∣∣∣∣∣∣cos
(Tmin − t)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣+ C4.
Now, we use the second terminal condition x(Tmin) = L, thus the particular solution is
given by
x(t) =
1
b
ln
∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
cos
(Tmin − t)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣
+
a
2b
(Tmin − t) + L.
(7.4)
The functions x(t) and v(t) are continuous at each point of the interval [0, Tmin] and
therefore also at the point t∗. Thus we put the equations (7.1), (7.3) and (7.2), (7.4)
together and we get the system of two nonlinear equations
− a
2b
t∗ +
1
b
ln
( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t∗(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
=
a
2b
(Tmin − t∗) + L+ 1
b
ln
∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
cos
(Tmin − t∗)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣ ,
− a
2b
+
(a2 + 4βb)
1
2
2b
tanh
(
1
2
t∗(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
=− a
2b
+
(4αb− a2) 12
2b
tan
(Tmin − t∗)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
 .
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After further adjustments, we get
Tmin = arctan
(a2 + 4βb
4αb− a2
) 1
2
tanh
(
1
2
t∗(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
− arctan a
(4αb− a2) 12

× 2
(4αb− a2) 12 + t
∗,
(7.5)
L+
a
2b
Tmin+
1
b
ln
∣∣∣∣∣∣∣∣∣∣∣∣
(α(a2 + 4βb))
1
2 cos
(Tmin − t∗)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12

(β(4αb− a2)) 12 cosh
(
1
2
t∗(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
(7.6)
Now, we will investigate if there exists a switching time. For our computation it will
be more convenient to rewrite the equation (7.5) using the formula
arctanx− arctan y = arctan x− y
1 + xy
for xy > −1,
hence, we get
Tmin = arctan

(
a2 + 4βb
4αb− a2
) 1
2
tanh
(
1
2
t∗(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
− a
(4αb− a2) 12
1 + a · (a
2 + 4βb)
1
2
4αb− a2 tanh
(
1
2
t∗(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)

× 2
(4αb− a2) 12 + t
∗
(7.7)
and we can express
Tmin − t∗ = arctan

(
a2 + 4βb
4αb− a2
) 1
2
tanh
(
1
2
t∗(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
− a
(4αb− a2) 12
1 + a · (a
2 + 4βb)
1
2
4αb− a2 tanh
(
1
2
t∗(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)

× 2
(4αb− a2) 12 .
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At first we look at the case when t∗ → ∞. We substitute the expression Tmin − t∗
and Tmin (from the equation (7.7)) into the equation (7.6). After some calculations, the
equation (7.6) is reduced to the following limit form
lim
t∗→∞
L+ a2b
t∗ + 2
(4αb− a2) 12 · arctan
((a2 + 4βb)
1
2 − a)(4αb− a2) 12
4αb− a2 + a(a2 + 4βb) 12

+
1
b
ln
∣∣∣∣∣∣∣∣∣∣∣∣
[α(a2 + 4βb)]
1
2 cos
arctan ((a2 + 4βb) 12 − a)(4αb− a2) 12
4αb− a2 + a(a2 + 4βb) 12 + arctan
a
(4αb− a2) 12

[β(4αb− a2)] 12 cosh
(
1
2
t∗(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
∣∣∣∣∣∣∣∣∣∣∣∣

.
Now, we will use logarithmic identity (the logarithm of a product is the sum of the two
logarithms) and we can neglect the distance L
lim
t∗→∞
 a2b
t∗ + 2
(4αb− a2) 12 · arctan
((a2 + 4βb)
1
2 − a)(4αb− a2) 12
4αb− a2 + a(a2 + 4βb) 12

+
1
b
ln
∣∣∣∣∣∣[α(a2 + 4βb)] 12 cos
arctan ((a2 + 4βb) 12 − a)(4αb− a2) 12
4αb− a2 + a(a2 + 4βb) 12 + arctan
a
(4αb− a2) 12
∣∣∣∣∣∣
−1
b
ln
(
[β(4αb− a2)] 12 cosh
(
1
2
t∗(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
))}
.
We will not consider the second term in the first brackets and also the first logarithm (the
numerator of the fraction), because these terms do not depend on t∗. Hyperbolic cosine
function is given by cosh t =
exp(t) + exp(−t)
2
, in the limit case we can neglect the second
term and the number 2, hence cosh t ∼ exp(t). We can also neglect argtanh a
(a2 + 4βb)
1
2
and [β(4αb− a2)] 12 , then ln cosh t ∼ t and finally we get
a
2b
t∗ − 1
b
· 1
2
t∗(a2 + 4βb)
1
2 =
t∗
2b
[(a2)
1
2 − (a2 + 4βb) 12 ].
The term in the square brackets is negative, therefore we showed that lim
t∗→∞ f(t
∗) < 0.
Now, we want to present a calculation for t∗ = 0. If we replace t∗ = 0 in the equation
(7.7), we also get Tmin = 0. We replace t
∗ = 0 and Tmin = 0 in the equation (7.6), thus
we deal with the function
L+
1
b
ln
∣∣∣∣∣∣∣∣∣∣
(α(a2 + 4βb))
1
2 cos
(
arctan
a
(4αb− a2) 12
)
(β(4αb− a2)) 12 cosh
(
argtanh
a
(a2 + 4βb)
1
2
)
∣∣∣∣∣∣∣∣∣∣
.
Using the formulas for the hyperbolic functions
arctanx = arcsin
x
(1 + x2)
1
2
, arcsinx = arccos (1− x2) 12 for x ∈ [0, 1],
32
7.2 CALCULATIONOF THE SWITCHING TIMES T1, T2 AND T3 IN THE CASE T1 < T2
we see that the numerator in the logarithm is given by
[α(a2+4βb)]
1
2 cos
arccos
1−

a
(4αb− a2) 12(
1 +
a2
4αb− a2
) 1
2

2
1
2
 =
[
(a2 + 4βb) · (4αb− a2)
4b
] 1
2
.
Further, using the following formulas
argtanhx = argsinh
x
(1− x2)) 12 for x ∈ (−1, 1), |argsinhx| = argcosh (x
2 + 1))
1
2 ,
we see that the denominator in the logarithm is given by
[β(4αb− a2)] 12 cosh

argcosh


a
(a2 + 4βb)
1
21− ( a
(a2 + 4βb)
1
2
)2 12

2
+ 1

1
2

=
[
(4αb− a2) · (a2 + 4βb)
4b
] 1
2
.
It is obvious that the numerator and the denominator are the same and because ln 1 = 0,
the function f(0) = L, which is for sure a positive value.
We can summarize our previous analysis. Since for t∗ → ∞, we have lim
t∗→∞ f(t
∗) < 0
and for t∗ = 0, we have f(0) > 0, we can say that the equation has at least one positive
root and the smallest one is the searched switching time t∗.
The last thing that we should verify is that Tmin > t
∗, i.e. if our roots are feasible.
From the equation (7.7), we add the function arctan to the term t∗. The denominator of
this function is positive, thus we deal only with the numerator. Therefore, after further
adjustments, we get
1
(4αb− a2) 12 ·
[
(a2 + 4βb)
1
2 tanh
(
1
2
t∗(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
− (a2) 12
]
.
If we remove the term containing t∗, we obtain 0. Thus considering t∗ means the expression
is greater than 0 since the term containing t∗ is positive. Since the expression in the square
brackets is positive, Tmin > t
∗.
7.2 Calculation of the switching times t1, t2 and t3 in
the case t1 < t2
We deal with the system (5.2), the initial conditions and the terminal conditions (5.3).
Also, we consider the cost functional (5.4). In the previous section, we derived the equation
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for Tmin. Our resistant function is r(v) = av + bv
2 and according to (6.4), the optimal
control uˆ(t) has the form
uˆ(t) =

β for t ∈ [0, t1),
av + bv2 ≡ const for t ∈ [t1, t2),
0 for t ∈ [t2, t3),
−α for t ∈ [t3, T ],
where 0 < t1 ≤ t2 < t3 < T . If we suppose that ψ0 = −1 then the Hamiltonian function
is given by
H∗ = −u+v + ψ1v + ψ2[u− (av + bv2)].
The system for the multipliers ψ1 and ψ2 is the following
ψ˙1 = −∂H
∗
∂x
= 0,
ψ˙2 = −∂H
∗
∂v
= uˆ+ − ψ1 + ψ2r′(vˆ) = uˆ+ − ψ1 + ψ2(a+ 2bvˆ).
(7.8)
From the second equation it follows that ψ1 ≡ C5, C5 is a constant for all t ∈ [0, T ].
Now we suppose that t1 < t2 holds, i.e. these times are not the same. Hence, in the
optimal control the second driving mode (uˆ(t) = av + bv2 ≡ const) occurs. Now, we use
the fact that the Hamiltonian function is constant on [0, T ], i.e. H∗(t) ≡ const. Thus, we
can specify the values of the Hamiltonian function for the proper times:
H∗(0) = ψ2(0)β,
H∗(t−1 ) = −βvmax + C5vmax + ψ2(t−1 )[β − (av + bv2)],
H∗(t+1 ) = −(av + bv2)vmax + C5vmax = H∗(t−2 ),
H∗(t+2 ) = C5vmax − ψ2(t+1 )(av + bv2),
H∗(t−3 ) = C5v(t3),
H∗(T ) = −ψ2(T )α,
where vmax denotes the maximum velocity (v = vmax can occur only on the interval [t1, t2)).
H∗(t−1 ) denotes appropriate left-sided limit and H
∗(t+1 ) denotes appropriate right-sided
limit of the given function (in other cases it is similar). The consequence of continuity
on the whole interval [0, T ] is ψ2(t
−
1 ) = ψ2(t
+
1 ) = ψ2(t1) and it is similar in remaining
times. Further, on the interval [t1, t2) holds ψ2(t) = vmax (ψ2(t1) = ψ2(t2) = vmax), i.e.
ψ2(t) is constant, hence ψ˙2(t) = 0 for t ∈ [t1, t2). Then from the equation (7.9) we get the
expression for the constant C5
C5 = 2avmax + 3bv
2
max. (7.9)
If we put this expression into the Hamiltonian function in t+1 , we get
H∗(t) ≡ av2max + 2bv3max
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for t ∈ [0, T ]. Now we employ H∗(t+2 ) = H∗(t−3 ) and the expression for C5, thus finally we
have
v(t3) =
avmax + 2bv
2
max
2a+ 3bvmax
. (7.10)
Further, we will determine v(t) on the particular time intervals and we will use the fact
that function v(t) is continuous on the whole interval [0, T ], including the terminal values
in the following intervals. The same is valid for the x(t).
• I. t ∈ [0, t1): on this interval uˆ(t) = β, hence the system (5.2) becomes:
v˙ = β − (av + bv2)
and the general solution of this equation is given by
v(t) = − a
2b
+
(4βb+ a2)
1
2
2b
tanh
(
1
2
t(4βb+ a2)
1
2 +
1
2
C6(4βb+ a
2)
1
2
)
,
where C6 is a constant. Using the initial condition v(0) = 0, we obtain the following
particular solution
v(t) = − a
2b
+
(4βb+ a2)
1
2
2b
tanh
(
1
2
t(4βb+ a2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)
. (7.11)
For comparisons of the values of v(t) on the particular intervals we need to know
the value v(t1). It is equal to vmax as follows:
− a
2b
+
(4βb+ a2)
1
2
2b
tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)
= vmax. (7.12)
Finally we have the relationship between t1 and vmax.
• II. t ∈ [t1, t2): on this interval uˆ(t) = av + bv2, thus v˙ = 0, hence v is constant, i.e.
v ≡ vmax.
• III. t ∈ [t2, t3): on this interval uˆ(t) = 0 and from (5.2) we obtain
v˙ = −av − bv2.
This is Bernoulli equation, thus we can express the solution in the special form
v(t) = − a
2b
+
a
2b
tanh
(
a
2
(
t− t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
. (7.13)
We considered that the initial condition on this interval is v(t2) = vmax. Throughout
the following text we will consider that a 6= 0. Now, we need to express v(t) in t3 as
v(t3) = − a
2b
+
a
2b
tanh
(
a
2
(
t3 − t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
and compare with (7.11) to obtain
− a
2b
+
a
2b
tanh
(
a
2
(
t3 − t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
=
avmax + 2bv
2
max
2a+ 3bvmax
.
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After some adjustments and using the formula
argtanhx =
1
2
ln
(
1 + x
1− x
)
for |x| < 1,
we get
t2 +
1
a
ln
[
2(a+ bvmax)
a+ 2bvmax
]
= t3. (7.14)
• IV. t ∈ [t3, T ]: on this interval uˆ(t) = −α, i.e. according to (5.2)
v˙ = −α− (av + bv2)
and the general solution of this equation is
v(t) = − a
2b
− (4αb− a
2)
1
2
2b
tan
(t+ C7)(4αb− a2) 12
2
 ,
where C7 is a constant. Using the terminal condition v(T ) = 0, the particular
solution has the form
v(t) = − a
2b
+
(4αb− a2) 12
2b
tan
(T − t)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
 , (7.15)
furthermore, the following expression is valid in t = t3:
− a
2b
+
(4αb− a2) 12
2b
tan
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
 = avmax + 2bv2max
2a+ 3bvmax
.
From this equation we can express the time t3 as
t3 =
{
arctan
[(
avmax + 2bv
2
max
2a+ 3bvmax
+
a
2b
)
· 2b
(4αb− a2) 12
]
− arctan a
(4αb− a2) 12
}
×
(
− 2
(4αb− a2) 12
)
+ T.
After further adjustments and using the following formula
arctanx− arctan y = arctan x− y
1 + xy
for xy > −1,
we get
t3 = T − 2
(4αb− a2) 12 arctan
(4αb− a2) 12 · (avmax + 2bv2max)
2abv2max + (6bα + a
2)vmax + 4aα
.
If we substitute into this equation the term from (7.13) instead of vmax, we obtain
the equation for the time t3 expressed by the time t1, thus
t3 = T − 2
(4αb− a2) 12 arctan
(4αb− a2) 12 · (az + 2bz2)
2abz2 + (6bα + a2)z + 4aα
, (7.16)
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where
z = − a
2b
+
(4βb+ a2)
1
2
2b
tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)
.
Furthermore, we can express t2 from the equation (7.15) and obtain
t2 = t3 − 1
a
ln
[
2(a+ bvmax)
a+ 2bvmax
]
. (7.17)
Similarly as in the previous equation we replace vmax by the term from (7.13) and
t3 by the term (7.17) (which contains only t1).
Finally, we express the unknowns t2, t3 and vmax depending only on the unknown
t1. For its determination we use the relationships for x.
• I. t ∈ [0, t1): we integrate the equation (7.12) to get
x(t) = − a
2b
t+
1
b
ln cosh
(
1
2
t(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
+ C8,
where C8 is a constant. If we use the second initial condition x(0) = 0, the particular
solution is given by
x(t) = − a
2b
t+
1
b
ln
( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
) .
In the time t1, we have
x(t1) = − a
2b
t1+
1
b
ln
( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
) .
• II. t ∈ [t1, t2): on this interval v = vmax, hence integrating this equation, we obtain
x(t) = vmaxt+ C9,
where C9 is a constant and in the time t1, we have
x(t1) = vmaxt1 + C9.
If we consider continuity in the time t1, we get
− a
2b
t1+
1
b
ln
( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
) = vmaxt1+C9.
Therefore, we can express the constant C9 as
C9 =
1
b
ln
( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)−( a
2b
+ vmax
)
t1
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and the particular solution is given by
x(t) =
1
b
ln
( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)− a
2b
t1
+ (t− t1)vmax.
In the time t2, we have
x(t2) =
1
b
ln
( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)− a
2b
t1
+ (t2 − t1)vmax.
(7.18)
• III. t ∈ [t2, t3): we integrate the equation (7.14) to get
x(t) = − a
2b
t+
1
b
ln cosh
(
a
2
(
t− t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
+ C10. (7.19)
C10 is a constant. In the time t3, we have
x(t3) = − a
2b
t3 +
1
b
ln cosh
(
a
2
(
t3 − t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
+ C10.
• IV. t ∈ [t3, T ]: we integrate the equation (7.16) to get
x(t) = − a
2b
t+
1
b
ln
∣∣∣∣∣∣cos
(Tmin − t)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣+ C11.
C11 is a constant. Now we use the second terminal condition x(T ) = L to express
the particular solution by
x(t) =
1
b
ln
∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
cos
(T − t)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣
+
a
2b
(T − t) + L.
In the time t3, we have
x(t3) =
1
b
ln
∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
cos
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣+ a2b(T−t3)+L.
The last relationship we use for the determination of the constant C10 from the
equation (7.20). Therefore, using continuity of the function x(t) in the time t3, we
get
1
b
ln
∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
cos
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣+ a2b(T − t3) + L
=− a
2b
t3 +
1
b
ln cosh
(
a
2
(
t3 − t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
+ C10
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and the constant C10 can be expressed in the form
C10 =
a
2b
T+L+
1
b
ln
∣∣∣∣∣∣∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
cos
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12

cosh
(
a
2
(
t3 − t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
∣∣∣∣∣∣∣∣∣∣∣∣
.
The equation (7.20) becomes
x(t) =− a
2b
t+
1
b
ln cosh
(
a
2
(
t− t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
+
a
2b
T + L
+
1
b
ln
∣∣∣∣∣∣∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
cos
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12

cosh
(
a
2
(
t3 − t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
∣∣∣∣∣∣∣∣∣∣∣∣
.
Now, using logarithmic identity, we obtain
x(t) =
a
2b
(T − t) + L+ 1
b
ln |m|,
where m is given by
m =
(
4αb
4αb− a2
) 1
2
·
cosh
(
a
2
(
t− t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
cosh
(
a
2
(
t3 − t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
× cos
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
 .
We want to adjust the fraction with the hyperbolic cosine function, therefore we use
coshx =
exp(x) + exp(−x)
2
and the fraction can be expressed in the form
cosh
(
a
2
(
t− t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
cosh
(
a
2
(
t3 − t2 + 1
a
ln
∣∣∣∣∣−a− bvmaxbvmax
∣∣∣∣∣
))
=
exp
(
a
2
t3
)
· bvmax − exp
(
a
(
t+
t3
2
− t2
))
· (a+ bvmax)
exp
(
a
2
t
)
· bvmax − exp
(
a
(
t
2
+ t3 − t2
))
· (a+ bvmax)
.
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Finally, x(t) is given by
x(t) =
a
2b
(T − t) + L+ 1
b
ln
∣∣∣∣∣∣∣∣
exp
(
a
2
t3
)
· bvmax − exp
(
a
(
t+
t3
2
− t2
))
· (a+ bvmax)
exp
(
a
2
t
)
· bvmax − exp
(
a
(
t
2
+ t3 − t2
))
· (a+ bvmax)
∣∣∣∣∣∣∣∣
+ ln
∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
· cos
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣ .
Let us recall that this expression is valid on the interval [t2, t3), therefore we can
replace t by t2 and compare the value x(t2), given by this expression, with the value
given by the equation (7.19), hence
1
b
ln
( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)+ (t2 − t1)vmax − a
2b
t1
=L+
1
b
ln
∣∣∣∣∣∣∣∣
exp
(
a
2
t3
)
· bvmax − exp
(
a
(
t2 +
t3
2
− t2
))
· (a+ bvmax)
exp
(
a
2
t2
)
· bvmax − exp
(
a
(
t2
2
+ t3 − t2
))
· (a+ bvmax)
∣∣∣∣∣∣∣∣
+
a
2b
(T − t2) + ln
∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
· cos
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣ .
After further adjustments and using the formulas for the hyperbolic and cyclometric
functions, which can be found in [20]:
cos(x+ y) = cos x cos y − sinx sin y,
arctanx = arcsin
x
(1 + x2)
1
2
, arcsinx = arccos (1− x2) 12 for x ∈ [0, 1],
cosh(x+ y) = cosh x cosh y + sinhx sinh y,
argtanhx = argsinh
x
(1− x2) 12 for x ∈ (−1, 1), |argsinhx| = argcosh (x
2 + 1)
1
2 ,
we obtain the following equation
(t2 − t1)vmax = a
2b
(T − t2 + t1) + L+ 1
b
ln |n|
where n is given by
n =
a exp
(
a
2
t3
)
(a+ bvmax) exp
(
a
(
t3 − t2
2
))
− bvmax exp
(
a
2
t2
) × (a2 + 4βb
4αb− a2
) 1
2
×
cos
(T − t3)(4αb− a2) 12
2
 · (4αb− a2) 12 − sin [(T − t3)(4αb− a2) 12 ] · a
cos
(
1
2
t1(a
2 + 4βb)
1
2
)
· (a2 + 4βb) 12 + sinh
(
1
2
t1(a
2 + 4βb)
1
2
)
· a
.
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If we substitute the expressions from the equations (7.13), (7.17), (7.18) for the times
t3, t2 and the maximum velocity vmax into this equation, we obtain the equation,
which contains just only one unknown t1. Considering its numerical solution, we
get the value for the time t1 and if we put it back into already mentioned relations,
we calculate the values of the remaining unknowns t3, t2 and vmax, assuming that
t1 < t2.
7.3 Calculation of the switching times t1, t2 and t3 in
the case t1 = t2
All the previous derivations were performed provided t1 < t2. In this case, we neglect the
second driving mode. Thus, we derive the values t1 = t2 and t3 for this case. Unfortu-
nately, we cannot use (7.10) and (7.11). Therefore, we proceed as follows:
Again we split the time interval [0, T ] into several parts. At first we deal with v(t).
• I. t ∈ [0, t1): on this interval uˆ(t) = β, hence the system (5.2) becomes
v˙ = β − (av + bv2)
and the general solution of this equation is given by
v(t) = − a
2b
+
(4βb+ a2)
1
2
2b
tanh
(
1
2
t(4βb+ a2)
1
2 +
1
2
C12(4βb+ a
2)
1
2
)
,
where C12 is a constant. Using the initial condition v(0) = 0, we obtain
v(t) = − a
2b
+
(4βb+ a2)
1
2
2b
tanh
(
1
2
t(4βb+ a2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)
. (7.20)
In the time t1, we have
v(t1) = − a
2b
+
(4βb+ a2)
1
2
2b
tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)
. (7.21)
• II. t ∈ [t1, t3): on this interval uˆ(t) = 0 and from (5.2), we obtain
v˙ = −av − bv2.
This is Bernoulli equation, hence we can express the solution in the special form if
we assume that the relation (7.22) represents our initial condition on this interval.
Thus, we get
v(t) = − a
2b
+
a
2b
tanh
(
a
2
(
t− t1 + 1
a
ln
∣∣∣∣∣ −ab · p − 1
∣∣∣∣∣
))
, (7.22)
where p is given by
p = − a
2b
+
(4βb+ a2)
1
2
2b
tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)
.
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After further adjustments, we get
v(t) = − a
2b
+
a
2b
tanh
(
a
2
(t− t1) + 1
2
ln |q|
)
,
where q is given by
q =
−a− (4βb+ a2) 12 tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)
−a+ (4βb+ a2) 12 tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
) .
In the time t3, we have
v(t3) = − a
2b
+
a
2b
tanh
(
a
2
(t3 − t1) + 1
2
ln |q|
)
.
• III. t ∈ [t3, T ]: on this interval uˆ(t) = −α, i.e. according to (5.2), we have
v˙ = −α− (av + bv2)
and the general solution of this equation is given by
v(t) = − a
2b
− (4αb− a
2)
1
2
2b
tan
(t+ C13)(4αb− a2) 12
2
 ,
where C13 is a constant. Using the terminal condition v(T ) = 0, the particular
solution has the form
v(t) = − a
2b
+
(4αb− a2) 12
2b
tan
(T − t)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
 (7.23)
and in the time t3, the following expression
v(t3) = − a
2b
+
(4αb− a2) 12
2b
tan
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12

is valid. Because of continuity of the function x(t) in the time t3, we obtain the
following expression
tanh
a2(t3 − t1) + 12 ln

−a− (4βb+ a2) 12 tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)
−a+ (4βb+ a2) 12 tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)


× a
2b
− a
2b
= − a
2b
+
(4αb− a2) 12
2b
tan
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
 .
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After further adjustments, we get
tanh
a2(t3 − t1) + 12 ln

−a− (4βb+ a2) 12 tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)
−a+ (4βb+ a2) 12 tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)


× a = (4αb− a2) 12 · tan
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
 .
(7.24)
Now, we integrate the relations for v(t), because we want to use the equality for
x(t) on the particular intervals.
• I. t ∈ [0, t1): we integrate the equation (7.21), hence we get
x(t) = − a
2b
t+
1
b
ln cosh
(
1
2
t(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
+ C14,
where C14 is a constant. If we use the second initial condition x(0) = 0, the particular
solution is given by
x(t) = − a
2b
t+
1
b
ln
( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t(a2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
) .
In the time t1, we have
x(t1) = − a
2b
t1+
1
b
ln
( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
) .
• II. t ∈ [t1, t3): we integrate the equation (7.23), hence we have
x(t) = − a
2b
t+
1
b
ln cosh
(
a
2
(t− t1) + 1
2
ln |q|
)
+ C15,
where q is given by
q =
−a− (4βb+ a2) 12 tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)
−a+ (4βb+ a2) 12 tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
) .
In the time t1, we have
x(t1) = − a
2b
t1 +
1
b
ln cosh
(
1
2
ln |q|
)
+ C15,
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where C15 is a constant, which can be determined by using continuity at the time
t1, therefore
− a
2b
t1 +
1
b
ln( 4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
=− a
2b
t1 +
1
b
ln cosh
(
a
2
(t1 − t1) + 1
2
ln |q|
)
+ C15.
The constant C15 is given by
C15 =
1
b
ln
(
4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
cosh
(
1
2
ln |q|
) .
Thus, we can express x(t) as
x(t) = − a
2b
t+
1
b
ln r,
where r is given by
r =
cosh
(
a
2
(t− t1) + 1
2
ln |q|
)(
4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
cosh
(
1
2
ln |q|
) .
In the time t3, we have
x(t3) = − a
2b
t3 +
1
b
ln r∗, (7.25)
where r∗ is given by
r∗ =
cosh
(
a
2
(t3 − t1) + 1
2
ln |q|
)(
4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
cosh
(
1
2
ln |q|
) .
• III. t ∈ [t3, T ]: we integrate the equation (7.24), hence we obtain
x(t) = − a
2b
t+
1
b
ln
∣∣∣∣∣∣cos
(T − t)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣+ C16.
Now we use the second terminal condition x(T ) = L and the particular solution is
given by
x(t) =
1
b
ln
∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
cos
(T − t)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣
+
a
2b
(T − t) + L.
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In the time t3, we have
x(t3) =
1
b
ln
∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
cos
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣
+
a
2b
(T − t3) + L.
Now, we compare x(t3) from the equation (7.26) with the previous expression, thus
we obtain
1
b
ln
∣∣∣∣∣∣
(
4αb
4αb− a2
) 1
2
cos
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
∣∣∣∣∣∣+ a2b(T − t3) + L
=− a
2b
t3 +
1
b
ln r∗.
After further adjustments, we get
a
2b
T + L =
1
b
ln |s|,
where s is given by
s =
cosh
(
a
2
(t3 − t1) + 1
2
ln |q|
)(
4βb
a2 + 4βb
) 1
2
cosh
(
1
2
t1(a
2 + 4βb)
1
2 + argtanh
a
(a2 + 4βb)
1
2
)
cosh
(
1
2
ln |q|
)(
4αb
4αb− a2
) 1
2
cos
(T − t3)(4αb− a2) 12
2
+ arctan
a
(4αb− a2) 12
 .
This equation together with the equation (7.25) form a system of the two nonlinear
equations. From this system we can calculate the times t1 and t3.
Furthermore, it is necessary to determine the value vmax. It can be determined from
the relationship
vmax = v(t1) = − a
2b
+
(4βb+ a2)
1
2
2b
tanh
(
1
2
t1(4βb+ a
2)
1
2 + argtanh
a
(4βb+ a2)
1
2
)
,
if instead of the time t1, we substitute the calculated value.
7.4 An illustrating example
In this section, we specify entry parameters α = β = L = 1 and choose the resistant
function r(v) = v + v2, i.e. a = b = 1. Consequently, we investigate the optimal control
problem
x˙ = v
v˙ = u− (v + v2), (7.26)
where u ∈ [−1, 1]. The initial and terminal conditions are the following
x(0) = 0, v(0) = 0, (7.27)
x(T ) = 1, v(T ) = 0
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and the cost functional is given by
J =
T∫
0
u+(t)v(t)dt→ min. (7.28)
We perform the discussion of the solution of the problem (7.27)÷(7.29) with respect
to a given time T. Using (7.5) and (7.6) we obtain the required minimum time as
Tmin = 2.203.
Hence, if T < Tmin, the problem (7.27)÷(7.29) has no solution. If T = Tmin, then uˆ(t) is
”bang-bang” control of the type
uˆ(t) =

1 for 0 ≤ t < 1.474,
−1 for 1.474 ≤ t ≤ 2.203
and the maximum velocity is vmax = 0.587. The dependence of velocity on time is depicted
on Fig. 7.1.
vmax
v(t)
t t
* Tmin
u(t)=
u(t)= -
Figure 7.1: The dependence of velocity on time if we consider T = Tmin.
If Tmin < T ≤ Tcr, then the optimal control has three stages. We determined the value
of Tcr experimentally as
Tcr = 2.438.
E.g., if T = Tcr, then the optimal control uˆ(t) takes the values
uˆ(t) =

1 for 0 ≤ t < 1.357,
0 for 1.357 ≤ t < 2.294,
−1 for 2.294 ≤ t < 2.438
and the maximum velocity is vmax = 0.578. The dependence of velocity on time is depicted
on Fig. 7.2.
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t
tt = t T1 2 3 cr
u(t)= -
u(t)=
u(t)=0
vmax
v(t)
Figure 7.2: The dependence of velocity on time if we consider Tmin < T ≤ Tcr.
Finally, we consider T > Tcr. Then uˆ(t) consists of four optimal stages. E.g., if T = 10,
then the optimal control uˆ(t) takes the values
uˆ(t) =

1 for 0 ≤ t < 0.109,
vˆ(0.109) = 0.103 for 0.109 ≤ t < 9.345,
0 for 9.345 ≤ t < 9.945,
−1 for 9.945 ≤ t < 10
and the maximum velocity is vmax = 0.103. The dependence of velocity on time is depicted
on Fig. 7.3.
t
v(t)
u(t)=r(v)
u(t)=
u(t)=0
u(t)= -
t t t T321
v
max
Figure 7.3: The dependence of velocity on time if we consider T > Tcr.
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It can be seen that if T ≤ Tcr, the driving mode uˆ(t) = v(t) = vmax does not occur
on a nontrivial interval. However, if T > Tcr then duration of this driving mode occurs
and significantly increases with increasing T . In the case T = 10, the driving mode
vˆ(0.109) = 0.103 represents 92.36% of total time.
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8 Bellman’s principle of optimality
and the train control problem
Here, we show that Bellman’s principle of optimality cannot be used even in the
simplest case of our optimal control problem, i.e. when we consider the minimum time
control problem. For the sake of simplicity, we do not involve a friction, i.e. we put
a = b = 0.
Thus, we consider an electrically powered train moving without a friction along a
straight forward track. The driving force u has to be within the interval [−α, β], where
α, β > 0 are given constants. Our task is to stop the train in a given position in the
shortest time as possible.
We introduce the notation via the phase coordinates
x˙ = v
v˙ = u.
(8.1)
Then the corresponding initial and terminal conditions are
x(0) = 0, v(0) = 0,
x(T ) = L, v(T ) = 0.
The first two conditions say that the train is situated in the origin and its velocity in this
position is zero. The second conditions say that the train will stop at the distance L from
the origin, i.e. velocity in this position is also zero.
The cost functional will be
J =
T∫
0
1dt = T → min,
thus, we deal with the time optimal control problem.
Now, we recall the Bellman’s partial differential equation in the form
0 = inf
{u}
f0(x,u) +
(
∂V
∂x
)T
f(x,u)
 . (8.2)
If we substitute f0(x,u) ≡ 1 and f(x,u) ≡ (v, u) (right sides of the system (8.1)) into the
equation (8.2), we get the following partial differential equation
0 = inf
−α≤u≤β
[
1 +
∂V
∂x
v +
∂V
∂v
u
]
, (8.3)
where x and v are from the phase space X and the control u is from the control space
U ⊂ Er.
After some calculations it can seen that the Bellman function V (x, v) is not continuous,
hence it does not have a derivative in each point. It is a contradiction with the presumption
that the Bellman function has to be differentiable in arbitrary point. Consequently, we
cannot use Bellman’s principle of optimality in this case. More information can be found
in [19].
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9 Example solvable by using
Bellman’s principle of optimality
In this chapter, we introduce an example where using Bellman’s principle of optimality
gives an exact solution.
Example: We consider the system governed by the differential equation
x˙(t) = hu(t), h > 0, (9.1)
which we want to transfer from the initial state x(0) = x0 to the terminal state x(∞) =
xN = 0, so that the cost functional
J{u(t)} = 1
2
∫ ∞
0
[
qx2(t) + su2(t)
]
dt, q, s > 0 (9.2)
has the minimum value.
Solution:
This is the stationary optimal control problem (the controlled system is stationary, the
integrand does not explicitly depend on time and final time is infinite), thus
∂V
∂t
= 0.
We recall the Bellman’s partial differential equation from the page 22, therefore we have
0 = inf
{u}
[
f0(x, u) +
∂V
∂x
f(x, u)
]
, (9.3)
where
f0(x, u) =
1
2
(
qx2 + su2
)
, f(x, u) = hu,
hence
0 = inf
{u}
[
1
2
(
qx2 + su2
)
+
∂V
∂x
hu
]
. (9.4)
The control is not constrained now (u(t) ∈ R for t ∈ [0,∞]), therefore we can easily
determine the optimal control uˆ in such a way that we differentiate the previous equation
with respect to u
∂
∂u
[
1
2
(
qx2 + su2
)
+
∂V
∂x
hu
]
= su+
∂V
∂x
h,
and we put the derivative equal to zero, i.e.
suˆ+
∂V
∂x
h = 0.
We can express uˆ in the form
uˆ = −h
s
∂V
∂x
. (9.5)
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Using the second derivative, we verify that it is minimum. Indeed,
∂2
∂u2
[
1
2
(
qx2 + su2
)
+
∂V
∂x
hu
]∣∣∣∣∣∣
u = uˆ
= s > 0⇒ global minimum.
We put calculated optimal control (9.5) into the equation (9.4), hence we can remove the
operator inf before the square bracket and obtain
0 =
1
2
q(xˆ)2 +
s
2
(
−h
s
∂V
∂x
)
+
∂V
∂x
h
(
−h
s
∂V
∂x
)
.
After further adjustments, we get
q(xˆ)2 − h
2
s
(
∂V
∂x
)2
= 0
and we can express the derivative as
∂V
∂x
= ±(qs)
1
2
h
xˆ.
Since V = V (x) > 0, partial derivative can be replaced by the total derivative (the
Bellman function does not depend on time t, thus it depends only on the variable x) and
we have to consider positive sign, therefore we can write
dV
dx
=
(qs)
1
2
h
xˆ.
Integrating this differential equation and using F = 0⇒ V (xN) = 0, we obtain
∫ V (xN )
V (x)
dV =
(qs)
1
2
h
∫ xN
x
xˆdxˆ,
V (x) =
(qs)
1
2
h
x2
2
. (9.6)
x
V(x)
J = V(x )0
x0x  = 0N
Figure 9.1: The Bellman function.
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Behaviour of the Bellman function (9.6) is shown in Fig. 9.1.
We obtain the optimal value of the cost functional (9.2) from the Bellman function
for the initial state, i.e.
J = V (x0) =
x20
2h
(qs)
1
2 .
From the relation (9.6) and according to (9.5), we obtain the optimal feedback control
uˆ = −
(
q
s
) 1
2
xˆ. (9.7)
The dependence of the control on the state is shown in the following figure:
x0 1
q
_
s
(  )1_2
u
-
^
^
Figure 9.2: Dependence of the control on the state.
If we put the relationship (9.7) into the equation (9.1), we get the differential equation
of the control system
˙ˆx(t) + h
(
q
s
) 1
2
xˆ = 0,
whose solution for the initial state is given by
xˆ(t) = x0 exp
(
−h
(
q
s
) 1
2
t
)
. (9.8)
We obtain the optimal control by substitution of (9.8) into the equation (9.7), hence we
get
uˆ(t) = −x0
(
q
s
) 1
2
exp
(
−h
(
q
s
) 1
2
t
)
.
More details can be seen in [25].
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10 Conclusion
The aim of this master’s thesis was to discuss two basic principles of the optimal control
theory, namely Pontryagin’s maximum principle and Bellman’s principle of optimality.
One of the best known problems solved in the frame of the optimal control theory is the
energy efficient train control problem. Therefore we have illustrated these two principles
by this problem. In this thesis, we considered an electrically powered train moving along
a straight forward track. A resistance acting during the movement was represented by
a function of velocity. The original contribution of this thesis consists of the fact that
resistant function is the quadratic function of the form r(v) = av + bv2, a, b are positive
real constants. To the best of our knowledge, the results obtained so far concern only the
linear case r(v) = av, and some particular results also the case r(v) = bv2.
This energy efficient train control problem was solved in two steps: first we discussed
the time optimal control problem to obtain the minimum time necessary for reaching the
final station. Secondly, we discussed the energy problem itself. We solved this problem
using both principles of optimality. Using Pontryagin’s maximum principle we were able
to derive almost complete analytic solution, i.e. four optimal stages and, subsequently, the
corresponding switching times. These theoretical results were illustrated by an example
with the concrete choice of entry parameters. On the other hand, using Bellman’s principle
of optimality we were not able to derive even the time optimal control problem. Thus, we
showed that Bellman’s principle of optimality cannot be used even in the simplest case
of this problem. At the end of this work, we presented the problem that can be solved
using Bellman’s principle of optimality.
The energy efficient train control problem can be generalized in several ways. The
natural generalizations to our results can be achieved especially if we consider the track
gradient. The general form of the track gradient can be represented by a function g(x)
describing varying profile of the track. Then the system (5.2) is significantly changed and
becomes
x˙ = v
v˙ = u(t) + g(x)− r(v).
The function g(x) is the consequence of the force of gravity that acts on the train. It can
take the positive value (the train goes up the hill) or the negative value (the train goes
down the hill). It is obvious that the solution of this problem will extremely depend on
the form of g(x) and the use of numerical methods will be probably necessary.
Another way of generalization of our results consists in considering local or global
speed constrains.
Finally, a more general type of a resistant function might be used. The most realistic
case is if we consider r(v) = a+bv+cv2. This expression is called Davis formula. Another
type of resistant function r(x) can be represented by the appropriate exponential function.
However, most of the above mentioned generalizations lead us to use some sophisti-
cated numerical methods, which are out of the scope of this thesis and such problems will
be a subject of future investigations.
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A Used symbols
a, b coefficients in the resistant function
a,b given points in the phase space
A,B train stations
α maximum braking force of the electrically powered train
β maximum driving force of the electrically powered train
C1, ..., C16 constants
Er r-dimensional Euclidian space
f(x,u) vector of the right hand side of the system
F (xN , tN) terminal condition
H∗ Hamiltonian function
J cost functional
L distance between the two stations
m mass of the train
ψ0, ψ1, ψ2 Lagrange multipliers
ψ∗(t) vector of the Lagrange multipliers
r = r(v) resistant function
t time variable
t1, t2, t3 switching times
t+1 , t
−
1 right-sided (left-sided) limit of the corresponding function
T time available according to timetable for the train to complete the
track
Tcr critical time
Tmin minimum time within which it is possible to complete the track
u = u(t) control variable
uˆ = uˆ(t) optimal control
U control space
v = v(t) velocity of the train along the track
56
vmax maximum velocity achieved by the train along the whole track
V (x, t) Bellman function
x = x(t) position of the train along the track
xˆ = xˆ(t) optimal trajectory
x˙ derivative of the function x with respect to time
x = (x1, ..., xn) state variables
X state space of the investigated object
(xˆ(t); uˆ(t)) optimal control process
Ω set of all the points of the space X from which it is possible to
”optimally” reach the position x1
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