A Hopf bifurcation in the Kuramoto-Daido model is investigated based on the generalized spectral theory and the center manifold reduction for a certain class of frequency distributions. The dynamical system of the order parameter on a four-dimensional center manifold is derived. It is shown that the dynamical system undergoes a Hopf bifurcation as the coupling strength increases, which proves the existence of a periodic two-cluster state of oscillators.
Introduction
Collective synchronization phenomena are observed in a variety of areas such as chemical reactions, engineering circuits and biological populations [10] . In order to investigate such phenomena, a system of globally coupled phase oscillators called the Kuramoto-Daido model [6] 
is often used, where θ i = θ i (t) ∈ [0, 2π) is a dependent variable which denotes the phase of an i-th oscillator on a circle, ω i ∈ R denotes its natural frequency drawn from some distribution function g(ω), K > 0 is a coupling strength, and where f (θ) is a 2π-periodic function. The complex order parameter defined by is used to measure the amount of collective behavior in the system; if r is nearly equal to zero, oscillators are uniformly distributed (called the incoherent state), while if r > 0, the synchronization occurs, see Fig. 1 . In this paper, the continuous limit (thermodynamics limit) of the following model
will be considered, where h is a parameter which controls the strength of the second harmonic. For the continuous limit of the system, a Hopf bifurcation from the incoherent state to the two-cluster periodic state will be investigated based on the generalized spectral theory. It is known that when the frequency distribution g(ω) is an even and unimodal function, the transition from the incoherent state to the partially synchronized state occurs at the critical coupling strength K = K c = 2/(πg(0)). In Chiba [1, 2] , this result is proved based on the generalized spectral theory [3] under the assumption that g(ω) has an analytic continuation near the real axis. With the aid of the generalized spectral theory, it is proved that the order parameter is locally governed by the dynamical system on a center manifold as for h = 0, where C is a certain negative constant. As a result, a bifurcation diagram of r is given as Fig.2 . When h = 0, the synchronous state emerges through a pitchfork bifurcation, though when h = 0, it is a transcritical bifurcation. The purpose in this paper is to investigate a Hopf bifurcation of the system (1.3) under certain assumptions for the distribution function g(ω). In particular, the dynamics of the order parameter on a center manifold will be derived. For this purpose, we need five assumptions (A1) to (A5) given after Section 3. Here, we give a rough explanation of these assumptions.
(A1) We assume that h < 1 so that sin θ is a dominant term in the coupling function.
(A2) We assume that the distribution g(ω) of natural frequencies is an analytic function near the real axis. This is the essential assumption to apply the generalized spectral theory. (A3) We will show that at a bifurcation value K = K c , a pair of generalized eigenvalues of a certain linear operator obtained by the linearization of the system locates at the points ±iy c on the imaginary axis. We assume that such a pair is unique and they are simple eigenvalues. (A4) We assume that as K increases, the pair of generalized eigenvalues transversally gets across the imaginary axis at the point ±iy c from the left to the right. (A5) Assume that g(ω) is an even function.
It seems that (A3) and (A4) are satisfied for a wide class of even and bimodal distributions g(ω) as long as the distance of two peaks are sufficiently far apart, though we do not assume explicitly that g(ω) is bimodal. The main results in the present paper are stated as follows; Theorem 1.1 (Instability of the incoherent state). Suppose (A1) and g(ω) is continuous. There exists a number ε > 0 such that when K c < K < K c + ε, the incoherent state is linearly unstable, where
and y c is a certain real number, see (A3) above.
Theorem 1.2 (Local stability of the incoherent state).
Suppose (A1) and (A2). When 0 < K < K c , the incoherent state is linearly asymptotically stable in the weak sense (see Section 4 for the weak stability).
Theorem 1.3 (Bifurcation).
Suppose (A1) to (A5). There exists a positive constant ε 0 such that if K c − ε 0 < K < K c + ε 0 and if an initial condition is closed to the incoherent state, the dynamics of the order parameter is locally governed by a certain four dimensional dynamical system on the center manifold given in Section 6. At K = K c the system undergoes a Hopf bifurcation and when K c < K < K c + ε 0 , h ≤ 0 and Re(p 2 ) < 0 (see below), the system has a family of asymptotically stable periodic orbits.
(i) Suppose h = 0. On the family of stable periodic orbits, the complex order parameter η 1 defined in Section 2 is given by
where p 1 and p 2 are certain complex constants explicitly given in Section 6, and β ∈ R is an arbitrary constant specified by an initial condition. The assumption (A4) implies Re(p 1 ) > 0.
(ii) Suppose h < 0. On the family of stable periodic orbits, the complex order parameter η 1 is given by
where p 1 is the same constant as (i).
The constants p 1 and p 2 are determined only by the frequency distribution g(ω). The condition Re(p 2 ) < 0 seems to be satisfied for most even and bimodal distributions. If Re(p 2 ) > 0, a family of unstable periodic orbits exists when K c −ε 0 < K < K c ; that is, a bifurcation occurs in the subcritical regime, while the expression for η 1 is the same as above. Similarly, if 0 < h < 1, a bifurcation is subcritical and a family of unstable periodic orbits exists for K c − ε 0 < K < K c .
In Martens et. al [8] , the following bimodal frequency distribution defined as the sum of two Lorentzian distribution
is considered. They revealed the dynamics of the order parameter in detail by using the Ott-Antonsen ansatz [9] , though it is applicable only when h = 0. For this bimodal distribution, we can verify that K c = 4, y c = ω 
The continuous model
For the finite dimensional Kuramoto-Daido model (1.1), the l-th order parameter is defined byη
By using it, Eq.(1.1) is rewritten as
The continuous limit of this model is an evolution equation of a density
Here, g(ω) is a given probability density function for natural frequencies, and the unknown function ρ t = ρ t (θ, ω) is a probability measure on [0, 2π) parameterized by t, ω ∈ R. η l (t) is a continuous analog ofη l (t) in (2.1). In particular, η 1 (t) is a continuous version of Kuramoto's order parameter (1.2). The trivial solution ρ t = 1/(2π) of the system is a uniform distribution on the circle, which is called the incoherent state (de-synchronous state). Our purpose is to investigate the stability and bifurcation of the incoherent state and the order parameter η 1 . Define the Fourier coefficients
Then, the continuous model is rewritten as a system of evolution equations of Z j
3)
The trivial solution Z j ≡ 0 (j = ±1, ±2, · · · ) corresponds to the incoherent state (Z 0 ≡ 1 because of the normalization 2π 0
. In what follows, we consider only the equations for Z 1 , Z 2 , · · · because Z −j is the complex conjugate of Z j .
The transition point formula and linear instability
To investigate the stability of the incoherent state, we consider the linearized system. Let L 2 (R, g(ω)dω) be the weighted Lebesgue space with the inner product
where
is a constant function. Then, the order parameters are written by
Hence, Eq.(2.3) is expressed as
The linearized system around the incoherent state is given by
The spectrum of it consists only of the continuous spectrum given by σ c (ω) = supp(g) (the support of g). Therefore, the spectrum of the multiplication by ijω lies on the imaginary axis; σ c (ijω) = ij ·supp(g) (later we will suppose that g is analytic, so that σ c (ijω) is the whole imaginary axis). Since P is compact, it follows from the perturbation theory of linear operators [7] that the continuous spectrum of T j is given by σ c (T j ) = ij · supp(g), and the residual spectrum of T j is empty.
When f j = 0, eigenvalues λ of T j are given as roots of the equation
Taking the inner product with P 0 , we obtain Eq.(3.5). If λ is an eigenvalue of T j , the above equality shows that
is the associated eigenfunction. This is not in L 2 (R, g(ω)dω) when λ is a purely imaginary number. Thus, there are no eigenvalues on the imaginary axis. Putting λ = x + iy in Eq.(3.5) provides
which determines eigenvalues of T j . In what follows, we restrict our problem to the model (1.3), for which the coupling function is given by f (θ) = sin θ + h sin 2θ. In this case, we have f 1 = 1/(2i), f 2 = h/(2i) and f j = 0 for j = 1, 2. The spectrum of the operator T j for j = 1, 2 consists only of the continuous spectrum on the imaginary axis. T 1 and T 2 also have the continuous spectra on the imaginary axis. Further, they have eigenvalues determined by the equations
and
respectively. Eq.(3.5) for j = 1 is given by
The next lemma follows from formulae of the Poisson integral and the Hilbert transform.
holds for n = 0, 1, 2, · · · , where λ → +0 + iy implies the limit to the point iy ∈ iR from the right half plane and H[g] denotes the Hilbert transform defined by See [2, 4] for the proof.
Eq.(3.7) combined with Lemma 3.1 yields
Let y 1 , y 2 , · · · be roots of the equation H[g](y) = 0, and put K j = 2/(πg(y j )). The pair (y j , K j ) describes that some eigenvalue λ = λ j (K) of T 1 on the right half plane converges to the point iy j on the imaginary axis as K → K j +0. Since Re(λ) > 0, the eigenvalue λ j (K) is absorbed into the continuous spectrum on the imaginary axis and disappears at K = K j . Suppose that y c satisfies sup j {g(y j )} = g(y c ) and put
.
In what follows, λ c (K) denotes the eigenvalue of T 1 satisfying λ c → +0 + iy c as K → K c + 0 (y c and λ c may not be unique). The following formulae will be used later.
Lemma 3.3. The equalities
Proof. The first one follows from Eq.(3.9) and the definition of (y c , K c ). The derivative of Eq.(3.9) as a function of λ gives
This proves the second one.
The eigenvalues of T 2 satisfy the same statement as Lemma 3.2. The limit x → +0 for Eq.(3.8) provides
Let y 1 , y 2 , · · · be roots of the second equation, and define K
In what follows, we assume the following; (A1) h < 1.
It is easy to verify that this condition is equivalent to K c < K (2) c . This implies that the eigenvalue λ c of T 1 still exists on the right half plane after all eigenvalues of T 2 disappear as K decreases. In other words, as K increases from zero, the eigenvalue λ c of T 1 first emerges from the imaginary axis before some eigenvalue of T 2 emerges.
Theorem 3.4 (Instability of the incoherent state).
Suppose (A1) and g(ω) is continuous. If 0 < K < K c , the spectra of operators T 1 , T 2 , · · · consist only of the continuous spectra on the imaginary axis. There exists a small number ε > 0 such that when K c < K < K c + ε, the eigenvalue λ c of T 1 exists on the right half plane. Therefore, the incoherent state is linearly unstable.
This suggests that a first bifurcation occurs at K = K c and the eigenvalue λ c of T 1 plays an important role to the bifurcation.
Example 3.5. It is known that if g(ω)
is an even and unimodal function, there exists a unique eigenvalue on the positive real axis for K > K c . Since we are interested in a Hopf bifurcation in this paper, let us consider the following bimodal frequency distribution defined as the sum of two Lorentzian distribution [8] g(ω) = 1 2π
where ω 0 > 0 is a parameter. When g
it is a bimodal function. The equation H[g](y) = 0 has at most three roots given by
Among them, y 2 and y 3 exist only when ω 0 > 1. Otherwise, the eigenvalue uniquely exists on the positive real axis as in the unimodal distribution case. In what follows, we assume ω 0 > 1. Since g(0) < g(y 2 ) = g(y 3 ) = 1/(2π), y c and K c are given by
Eq.(3.9) is calculated as This shows that there are at most two eigenvalues on the right half plane for each K. The motion of the eigenvalues λ = λ(K) as K increases is represented in Fig.3 (a). When K < K c = 4, there are no eigenvalues. At K = K c , a pair of eigenvalues λ c (K c ) = ±i ω 2 0 − 1 pops up from the continuous spectrum on the imaginary axis. At K = 4ω 0 > K c , two eigenvalues collide with one another on the real axis. For K > 4ω 0 , there are two eigenvalues on the positive real axis. One of them goes to the left side as K increases, and it is absorbed into the continuous spectrum and disappears at K = 2/(πg(0)) > 4ω 0 . The other goes to infinity on the positive real axis as K → ∞. Later we will show that a Hopf bifurcation occurs at K = K c .
Linear stability
When 0 < K < K c , there are no spectra of operators T 1 , T 2 , · · · on the right half plane, while the continuous spectra of them exist on the imaginary axis. Hence, one may expect that the incoherent state is neutrally stable. Nevertheless, we will show that the order parameter is asymptotically stable in a certain sense. For this purpose, we need the following assumption. Let δ be a positive number and define the stripe region on C
We assume that (A2) The distribution function g(ω) has an analytic continuation to the region S(δ). On S(δ), there exists a constant C > 0 such that the estimate
holds.
Let H + be the Hardy space on the upper half plane: the set of bounded holomorphic functions on the real axis and the upper half plane. It is a dense subspace of
parameterized by t is said to be convergent to zero in the weak sense if the inner product (f t , ψ * ) decays to zero as t → ∞ for any ψ ∈ H + . Note that P 0 ∈ H + and the order parameter is written as η 1 (t) = (Z 1 , P 0 ) = (Z 1 , P * 0 ). This means that it is sufficient to consider the stability in the weak sense for the stability of the order parameter. The next lemma plays an important role in the generalized spectral theory. 
See [2, 4] for the proof.
It is known that the semigroup e T t of an operator T is expressed by the Laplace inversion formula
for t > 0 (under a certain mild condition for T [11] ). Here, x > 0 is chosen so that the integral path is to the right of the spectrum of T (see Fig.4(a) ).
Lemma 4.2. The resolvent of T 1 = iω + iKf 1 P is given by
Let λ c be a simple eigenvalue of T 1 . The projection Π c to the eigenspace of λ c is given by
See [4] for the proof.
Lemma 4.2 provides Such a singularity of the analytic continuation of the resolvent on the left half plane is called the generalized eigenvalue (see Sec.5 for the detail). Now we can estimate the behavior of the semigroup by using the analytic continuation. We have
where the integral path is given as in Fig.4 (a) . When φ, ψ ∈ H + , the integrand ((λ − T 1 ) −1 φ, ψ * ) has an analytic continuation to the region −δ ≤ Re(λ) ≤ 0 which is denoted by R(λ). Lemma 4.3. Fix K such that 0 < K < K c . Take positive numbers ε, R and consider the rectangle shaped closed path C represented in Fig.4 (b) . If ε > 0 is sufficiently small, the analytic continuation of ((λ − T 1 ) −1 φ, ψ * ) is holomorphic inside C for any R > 0. See [4] for the proof. 
Due to the assumption (A2), we can verify that four integrals in the second and third lines above become zero as R → ∞. Thus, we obtain (e T 1 t φ, ψ * ) = lim
This proves |(e T 1 t φ, ψ * )| ∼ O(e −εt ) as t → ∞. We can show the same result for the operators T 2 , T 3 , · · · .
Theorem 4.4 (Local stability of the incoherent state).
Suppose (A1) and (A2). When 0 < K < K c , (e T j t φ, ψ * ) decays to zero exponentially as t → ∞ for any j = 1, 2, · · · and any φ, ψ ∈ H + . Thus, the incoherent state is linearly asymptotically stable in the weak sense.
The generalized spectral theory
For the study of a bifurcation, we need generalized spectral theory developed in [3] and applied to the Kuramoto model in [2] because the operator T 1 has the continuous spectrum on the imaginary axis (thus, the standard center manifold reduction is not applicable). In this section, a simple review of the generalized spectral theory is given. All proofs are included in [2, 3] .
Let H + be the Hardy space on the upper half plane with the norm
With this norm, H + is a Banach space. Let H ′ + be the dual space of H + ; the set of continuous anti-linear functionals on H + . For µ ∈ H ′ + and φ ∈ H + , µ(φ) is denoted by µ | φ . For any a, b ∈ C, φ, ψ ∈ H + and µ, ξ ∈ H ′ + , the equalities
we have three topological vector spaces called a Gelfand triplet
(the conjugate ψ * is introduced to avoid the complex conjugate ψ(ω) in the integrand). Our operator T 1 and the above triplet satisfy all assumptions given in [3] to develop a generalized spectral theory. Now we give a brief review of the theory. In what follows, we assume (A2).
The multiplication operator φ → iωφ has the continuous spectrum on the imaginary axis; its resolvent is given by (λ − iω) −1 , and it is not included in L 2 (R, g(ω)dω) when λ is a purely imaginary number. Nevertheless, we show that the resolvent has an analytic continuation from the right half plane to the left half plane in the generalized sense. We define an operator A(λ) : The next purpose is to define an analytic continuation of the resolvent of T 1 in the generalized sense. Note that (λ − T 1 ) −1 is rearranged as
Since the analytic continuation of (λ − iω) −1 in the generalized sense is A(λ), we define the generalized resolvent R(λ) :
It is easy to verify that when Re(λ) > 0, it is reduced to the usual resolvent (λ−T 1 ) −1 . Thus, R(λ) gives a meromorphic continuation of (λ − T 1 ) −1 from the right half plane to the left half plane as a H ′ + -valued operator. Again, note that T 1 has the continuous spectrum on the imaginary axis, so that it has no continuation as an operator on
A generalized eigenvalue is defined as a singularity of R(λ), namely a singularity of (id − iKf 1 P × A(λ)) −1 .
Definition 5.1. If the equation
has a nonzero solution µ in H ′ + for some λ ∈ C, λ is called a generalized eigenvalue and µ is called a generalized eigenfunction.
It is easy to verify that this equation is equivalent to
Re(λ) = 0,
where we use f 1 = 1/(2i). When Re(λ) > 0, this is reduced to Eq.(3.9). In this case, µ is included in L 2 (R, g(ω)dω) and a generalized eigenvalue on the right half plane is an eigenvalue in the usual sense. When Re(λ) ≤ 0, this equation is equivalent to Eq.(4.6). The associated generalized eigenfunction is not included in L 2 (R, g(ω)dω) but an element of the dual space H ′ + . Although a generalized eigenvalue is not a true eigenvalue of T 1 , it is an eigenvalue of the dual operator: Theorem 5.2 [2, 3] . Let λ and µ be a generalized eigenvalue and the associated generalized eigenfunction. The equality T × 1 µ = λµ holds.
Let λ 0 be a generalized eigenvalue of T 1 and γ 0 a small simple closed curve enclosing λ 0 . The generalized Riesz projection Π 0 :
As in the usual spectral theory, the image of it gives the generalized eigenspace associated with λ 0 . Let λ = λ c (K) be an eigenvalue of T 1 defined in Sec.3. Recall that when K c < K, λ c exists on the right half plane. As K decreases, λ c goes to the left side, and at K = K c , λ c is absorbed into the continuous spectrum on the imaginary axis and disappears. However, we can show that even for 0 < K < K c , λ c remains to exist as a root of Eq.(5.3) because the right hand side of Eq.(5.3) is holomorphic. This means that although λ c disappears from the original complex plane at K = K c , it still exists for 0 < K < K c as a generalized eigenvalue on the Riemann surface of the generalized resolvent R(λ). In the generalized spectral theory, the resolvent (λ − T 1 ) −1 is regarded as an operator from
Then, it has an analytic continuation from the right half plane to the left half plane as H ′ + -valued operator. The continuous spectrum on the imaginary axis becomes a branch cut of the Riemann surface of the resolvent. On the Riemann surface, the left half plane is two-sheeted (see Fig.5 ). We call a singularity of the generalized resolvent on the second Riemann sheet the generalized eigenvalue.
On the dual space H ′ + , the weak dual topology is equipped; a sequence {µ n } ⊂ H ′ + is said to be convergent to µ ∈ H ′ + if µ n | ψ ∈ C is convergent to µ | ψ for each ψ ∈ H + . Recall that an eigenfunction of a usual eigenvalue λ of T 1 is given by v λ (ω) = (λ − iω) −1 (Eq.(3.6)). A generalized eigenfunction µ λ of a generalized eigenvalue iy on the imaginary axis is given by
where the limit is considered with respect to the weak dual topology. This means that µ λ | ψ is defined by Figure 5 : The motion of the (generalized) eigenvalue as K decreases. When 0 < K < K c , it lies on the second Riemann sheet of the resolvent and it is not a usual eigenvalue but a generalized eigenvalue.
A generalized eigenfunction µ λ associated with a generalized eigenvalue λ on the left half plane is given by
To perform a center manifold reduction, we need the definition of a center subspace. Usually, it is defined to be an eigenspace associated with eigenvalues on the imaginary axis. For our case, the operators T 1 , T 2 , · · · have the continuous spectra on the imaginary axis. Therefore, we define a generalized center subspace as a space spanned by generalized eigenfunctions associated with generalized eigenvalues on the imaginary axis. Note that this is a subspace of the dual H ′ + , not of L 2 (R, g(ω)dω). As K increases from zero, some of the generalized eigenvalues of T 1 get across the imaginary axis at K = K c , and they become usual eigenvalues on the right half plane (see Fig.5 ). Hence, there is a nontrivial generalized center subspace at K = K c given by
The next purpose is to perform a center manifold reduction.
Example 5.3. Let us consider the distribution (3.11) given in Example 3.5. The equation (5.3) for generalized eigenvalues is given by (3.12) ; the left hand side of it already gives an analytic continuation of D(λ). By solving it, it turns out that two generalized eigenvalues exist at λ(0) = −1 ± iω 0 when K = 0. As K increases, they go to the right side as is shown in Fig. 3 (b) . They get across the imaginary axis when K = K c = 4, and become usual eigenvalues for K > K c . One of them again becomes a generalized eigenvalue at K = 2/(πg(0)) by getting across the imaginary axis from the right to the left. The generalized center subspace for K = K c is a two-dimensional space.
Center manifold reduction
Recall that y c ∈ R is defined as a number satisfying sup j {g(y j )} = g(y c dK K=Kc is positive.
is an even function.
The assumption (A3) implies that the generalized center subspace at K = K c is a two dimensional space given by
The assumption (A4) means that the generalized eigenvalues λ ± c of T 1 transversely get across the imaginary axis from the left to the right. Due to (A5), it is easy to verify that the following equalities hold:
It seems that (A3) and (A4) are satisfied for a wide class of even and bimodal distributions g(ω) as long as the distance of two peaks are sufficiently far apart, see Example 3.5.
In what follows, we assume (A1) to (A5). We expect that a Hopf bifurcation occurs at K = K c . In Chiba [2] , the existence of the one dimensional center manifold in H ′ + is proved for the Kuramoto model when g(ω) is even and unimodal. In this paper, we formally perform the center manifold reduction without a proof of the existence of a center manifold.
We put ε = K − K c , which plays a role of a bifurcation parameter. Our ingredients are;
Equations: The equations (2.3) for j = 1, 2 with f 1 = 1/(2i), f 2 = h/(2i) are given by
where T c is an operator T 1 estimated at K = K c ; that is, K in T 1 is denoted by K = K c + ε and accordingly T 1 = T c + εP/2. Center subspace: As K increases from zero, a pair of the generalized eigenvalues of T 1 denoted by λ ± c (K) gets across the imaginary axis at ±iy c when K = K c , and they become usual eigenvalues on the right half plane when K > K c . The associated generalized eigenfunctions at K = K c and the generalized center subspace is given in (6.1). Projection: The projection to an eigenspace is given in Lemma 4.2. The projection to the generalized center subspace spanned by µ + and µ − is
(6.4) We divide our result into two cases, h = 0 and h = 0 because types of bifurcations of them are different.
Center manifold reduction (h = 0)
Assume h = 0. Then, T 2 = 2iω. Since Π c Z 1 is a linear combination of µ + and µ − , we suppose Π c Z 1 = K c /2 · (α + (t)µ + + α − (t)µ − ). The scalar valued functions α + (t) and α − (t) denote coordinates on the center subspace, and our purpose is to derive the dynamics of α ± . Since a solution decays to zero with an exponential rate for (id − Π c )Z 1 direction and Z j (j = 2, 3, · · · ) directions, we assume that (id − Π c )Z 1 and Z j (j = 2, 3, · · · ) are of order O(α 2 ) which stand for O(α 2 + , α + α − , α 2 − ). Thus, we write
Then, η 1 is given by
where we have used Eq.(6.2). Further, we make the following ansatz
which will be verified if the dynamics on the center manifold is derived.
For m, n = 0, 1, 2, · · · , we define functionals denoted by µ 8) where the limit is considered with respect to the weak dual topology.
Lemma 6.1. The following equalities hold.
where P 0 (ω) = 1 is a constant function.
Proof. For the first equality, we have
The second one is proved in a similar manner. The third one is given in Lemma 3.3. The fourth and fifth equalities are easily shown by the integration by parts, see Lemma 3.1. To prove the sixth equality, we use the partial fraction decomposition as
where p 1 to p 4 are complex numbers defined by
This is a (real) four dimensional dynamical system. The next purpose is to reduce it. Since the system is invariant under the action (α + , α − ) → (e iβ α + , e iβ α − ) for β ∈ R, we can assume without loss of generality that arg(α + ) + arg(α − ) = 0. Hence, we assume α ± = r ± e ±iψ with r ± , ψ ∈ R. Substituting this into the system, we obtain the three dimensional system respectively. Because of the assumption (A4) and Lemma 3.3, we have Re(p 1 ) > 0. This shows that when ε = K − K c < 0, the point (0, 0) is stable, and when ε = K − K c > 0 and Re(p 2 ) < 0, the fixed point (r * , r * ) exists and is stable. This proves that when ε > 0 and Re(p 2 ) < 0, the averaging equation (6.13) has a stable fixed point (r + , r − ) = (r * , r * ) + O(ε), and the system (6.11) has a family of stable periodic orbits (α + , α − ) = r * e i(yct+O(ε))+iβ + O(ε), r * e −i(yc+O(ε))+iβ + O(ε) , where β ∈ R is an arbitrary constant induced by the action (α + , α − ) → (e iβ α + , e iβ α − ) and it is specified by an initial condition. Since the order parameter is η 1 = α + + α − + O(α 2 ), we obtain a family of stable solutions η 1 = 2r * e iβ cos(y c t + O(ε)) + O(ε). (6.14)
This completes the proof of Theorem 1.3 (i).
Assume h = 0. Then, T 2 = 2iω + hKP. We again assume (6.5), and make the following ansatz 
(q 1 is the same number as p 1 ). Note that q 2 is a real number. The next purpose is to reduce this system by the same way as the last section. Since the system is invariant under the action (α + , α − ) → (e iβ α + , e iβ α − ) for β ∈ R, we can assume without loss of generality that arg(α + ) + arg(α − ) = 0. Hence, we put α ± = r ± e ±iψ with r ± , ψ ∈ R. Substituting this into the system, we obtain the three dimensional system (r + , r − ) = (0, 0), (r * , 0), (0, r * ), (r * , r * ), r * := −εRe(q 1 ) q 2 .
