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A FUTURE OF PHYSICS 
Information hiding. 
R. W. Hamming (June 9, 1995) 
Talks on the future of Physics are not to be judged by how 
glamorous the presentation is, nor on how much it may appeal to the 
speaker's or audiences's prejudices; they should be judged on how 
well they actually predict the future. Thus time alone will reveal 
the quality of this talk. Furthermore, with the enormous 
uncertainty of the future all you can expect is a reasonably 
plausible scenario of the future, not the exact details of it. 
Since I am often misunderstood, the predictions I am making are not 
necessarily those I wish would happen; they are not 
rationalizations of my desires. 
The future of physics depends not only on the internal state 
of physics, but perhaps more on the state of the society in which 
it exists. Thus the future depends on such large uncertainties as 
the evolution of our society, that of the United States as well as 
that of the whole world, and these are very chancy things indeed. 
Still, trying to see into the future is better than simply letting 
things happen to you without any warning - perhaps with some 
reasonable guesses we can avoid some of the worst possible futures. 
I am assuming, among other things, that ci~ilization will not be 
destroyed over the period we are discussing. 
In order to predict the future of science, of which physics is 
a part, let us first look at the past. From the time of Newton, 
around 1700, the amount of scientific knowledge has doubled about 
every 17 years, though it started out at a slightly slower rate. 
There are a great many independent measures of this rate, from the 
size of Bell Telephone Laboratories during the 30 years I was 
there, to Journal publications, books, and the number of scientists 
alive at any given time. For example, the Astrophysical Journal 
began 100 years ago printing about 236,250 words and now (1995) 
will print around 27,592,260 words, a growth rate of approximately 
doubling every 17 years. The number 17 is not exact constant, but 
it has been surprisingly close to many different estimates I have 
read, or made myself, of the changes we have seen. Of course some 
fields, such as Computer Science, may for a time double more 
rapidly, but even there it is not far wrong. 
How have we coped with this constant rate of expansion? 
Mainly by specialization. In Newton's time there were natural 
philosophers and very little specialization; in all of science we 
may now have perhaps as many as 10,000 specialities. We have also 
almost exponentially increased the fraction of the population 
engaged in science. 
If the doubling of science every 17 years were to go on for 
another 340 years then we would have a million specialities for 
every one we now have! This would be 10 billion fields - almost 
one special field for every person alive! Few people believe this 
will happen. Hence we must accept that the past cannot be a safe 
guide to the future; there must be a radical change in what science 
is, how we do science, in the expansion rate, or possibly in all of 
them. 
Let us take the expansion rate first. We can picture 
knowledge as a gigantic sphere in some high dimensional space. 
Yes, the frontier, as indicated by the surface, can continue to 
expand indefinitely - the endless frontier of Vannevar Bush. But 
the time from the start of learning, near the center, to reaching 
the frontier becomes increasing long. In my youth a Ph.D. degree 
was typically 3 years beyond the bachelor's degree and it prepared 
you to start research. Today more than three years are usual to 
the degree, and it is often followed by several years of post 
doctorate work. 
I will arbitrarily divide scientists into three classes: (1) 
the really great who do significant things and are often recognized 
by their name being attached to something; (2) the next level, the 
larger number of very good scientists who slowly advance the field 
by smoothing out the trails that the first class scientists 
discover; and (3) in the third class, the vast majority _, who really 
do almost nothing in history, but are necessary to teach, write 
books, and generally keep things going. Some years ago a study 
showed that the typical mathematician with a. Ph.D. published two 
papers, the thesis and one further paper, and then nothing more was 
heard of them in the technical literature! I·do not maintain that 
any one person is exclusively in one class, rather their best work 
can be so classified. 
While in a sense all three classes are essential, it is the 
first class, the creative people, who seem to most matter in 
predicting the future of physics. Creative ability seldom comes in 
one narrow area, rather creativity often appears to be a 
generalized thing. Thus many scientists had several possible 
fields to go into, and chose the one they did to some extent by a 
chanc-e creative act. For example, Gauss was interested in 
linguistics as well as mathematics, and some geometric discoveries 
apparently lead him to choose mathematics. 
If a field has a long apprenticeship then the creative people 
will tend to go to other fields where they can early exercise their 
creativity; the most vital part of the field will tend to be lost 
and the field will be carried on mainly by the second class minds 
who by definition seldom do really great things. In the early part 
of this century engineering, science, and mathematics attracted a 
disproportinate fraction of the higher IQ' s in the entering college 
classes. Now they are only getting their fair share and no more. 
What I am afraid of is that the very top are being preferentially 
lost to physics and hence in the future physics will tend to be 
mainly second rate advances across the frontier of knowledge. 
Religion is a good example of this effect. In Europe in the 
Middle Ages the church attracted many of the best minds. They did 
not solve all the problems of the relationship of man to God, but 
gradually the church lost its power to attract, and at present few 
people would claim that the church attracts the best minds in our 
society. Indeed, much of the turmoil one sees in the churches 
today arises from social not religious causes. 
Thus I think that in the normal development of a field there 
are spurts of creativity, and that physics being now highly 
developed will not often have future bursts of great advances, 
rather it will become a field of second class minds toiling along, 
pushing this or that small part a bit farther. 
But history is not a reliable- guide there are 
discontinuities in the development of a field. Thus transistors 
changed the history of vacuum tubes. At the turn of the last 
century most physicists apparently thought that the future was 
going to be merely working out more decimal places, but there were 
clues that all was not right, and an almost complete change in 
theory occurred. Will history repeat for phsyics and will the next 
century find as much new material? Are there clues now? One 
possible clue is that the repeated attempts to measure gravity 
· waves has merely produced more experiments at greater cost that 
were supposed to be much more sensitive, but which found nothing 
significant. Suppose we cannot measure them with the latest, very 
expensive, experiment. When will we decide that there is nothing 
there to be measured? What, then, about the theories that predict 
gravity waves? What about the mysterious "dark matter"? And the 
enormous energy output of quasars? And the Arp photographs 
suggesting that all red shifts are not due to motion? Would the 
Arp pictures not, if it proves to be true, change a lot of 
astrophysics? When one looks there are many possible candidates 
for a similar upsetting of the standard physics. Yet, asking 
questions of physicists seems to produce a belief that they will 
all be explained within the current framework, with, possibly, 
small alterations. This is just what occurred in the previous end 
of a century; most physicists did not participate in the great new 
steps forward! It may well be that this time, however, while there 
are great new steps to be taken in physics, the populace of 
physicists available may not be equal to the task. 
Yet another phenomenon can be seen, especially clearly in 
mathematics. The easy things have been done and what is left are 
the harder things to do. I had this feeling when I went to Bell 
Telephone Laboratories in 1946 and examined what the great names in 
the mathematics department had become famous for - they were fairly 
easy things, so it seemed to me. Of course I stood on their 
shoulders! It further seemed to me when I left, after 30 years, 
that my generation had done the moderately hard things and left to 
the future the much harder things. Not that the past had done all 
the easy things, (I found a couple of things that plugged in some 
holes they had missed), and it is true that when something is done 
then it seems easier than it actually was because we are standing, 
as already noted, on the shoulders of the past; still there is a 
great deal of truth in the observation. 
Consider three recent examples in mathematics, all of long 
standing interest. First, the classification of finite groups by 
their subgroups. Recently it was stated that the basic theorem was 
finally proved but that the complete proof lay in some 15,000 pages 
of Journals. Hard work by several people has suggested that new 
ideas could reduce the proof to 1,500 pages. 
Second, the famous four color problem which was finally proved 
by turning over the exhausing details of every possible case to a 
computing machine which carried out all the necessary details. 
Third, Fermat's Last Theorem has apparently been proved at 
last, but the proof is not something that you read in an afternoon. 
This suggests, loosely speaking, that almost all new 
mathematical theorems have long proofs. Indeed, in some loose 
sense, of all theorems that require at least 10,000 lines of proof, 
far more than 90% probably require at least 1000 lines of proof. 
As before, there is the strong suggestion that each age tends to do 
the easier problems and leave the harder to the next generation. 
-And this seems to be also true in physics! 
Besides the mental cost of advancing a well developed field 
like physics, there is the increasing cost of frontier experiments. 
Our present society has refused to pay the bill for many of the 
experiments that physicists would like to do; I doubt that the 
future will be much different in this matter. 
There seems, however, to be another avenue to consider before 
we give up in despair, and this is information hiding. 
Perhaps the best example of information hiding is the 
telephone company. The normal user has no idea of what happens in 
the system, only how to interact with the given interface. 
Similarly with TV, we know how to twiddle the dials or push the 
buttons, but how the system works in detail most people neither 
know nor need to know. Computers are a third example. Even 
-computer scientists who have a personal computer neither know nor 
care just what the central processor does. How and where DOS 
stores things on discs is a matter of no interest to the normal 
user. One simply writes a disc and sends it off to a friend to 
read via their DOS system. 
I find that when I preach the possibilities of information 
hiding the immediate respose is that someone has to know, or at 
least had at some time to know, so I must turn to this matter of 
what you mean by 11knowing 11 • 
In 1946 (or 7) I was told by a relay engineer that no one 
understood a telephone 11marker 11 , which was 1000 and some relays. 
Yes, some people understood this or that part, but, so he claimed, 
no one knew how the whole as a whole worked. When in the early 
days of computers we coded in absolute binary we had to know the 
places where things were stored. When we went to symbolic systems 
of coding and higher level languages like FORTRAN the coders 
claimed that they still had to have the print out of the absolute 
storage in order to test programs, so we produced them. Now, in a 
time shared computer, where in storage the program actually 
resides, since it is shifted around by the system, is unknown to 
anyone, nor does it matter to the user•! You cannot trouble shoot 
in the classical way since what the system does depends on the 
split second times when programs are submitted, etc. So what was 
once claimed to be essential knowledge is now seen to be of no 
interest at all! Indeed, checking out a real time operating system 
cannot be done at all by the usual methods. Classic trouble 
shooting is apparently not applicable to many modern artifacts of 
engineering. 
Now to the second part of the claim, some one some time had to 
understand it. Does anyone think that all the details of a modern 
chip with millions of transistors, have passed through some human 
mind? We can, if driven to it, find some of the local details, but 
even the famous Pentium chip probably has not had most of its 
circuitry in all its detail in any human mind. 
We have created a technical society, and are rapidly expanding 
it, in which the details never pass through any human mind. We 
are lifting ourselves by our bootstraps successfully! When we 
improve a system we often replace one part with another which we 
hope will work better - and we may test it on a few runs; we 
seldom examine the whole program. Long ago X division at _Los 
Alamos convinced me that not only did they did not know in all 
their detail what the programs they were using actually did, but 
also they did not want to know! They believed that the programs 
did what they hoped they did, and nothing more was wanted by them! 
Today we see a tendency of science to move towards being run 
by committees, and the fading out of the individual specialist 
scientist. We may regret this, but it is one, not too good, an 
answer to an endlessly growing body of knowledge. But ideas still 
arise in individual heads, though there is synergism in compatable 
groups. We can expect to see more of it, especially as the tools 
of physics become more expensive, both experimental and 
theoretical! 
Looking around we see a strong belief (hope?) that magically 
the computer will rescue us. Or else somehow AI, via computers, 
will come to the rescue. No doubt computers will help delay the 
saturation, but it is only a delay so far as I can see. My fa~th 
in AI is not high, especially after the Japanese fifth generation 
of computers were planning to use AI to make programming easier. 
They succeeded in the area of hardware and failed dismally in the 
area of software. 
During WWII Los Alamos was an isolated society where all 
supplies were brought in - yet I discovered that only 1 in 10 
people were in the technical area, the other 9 were in support 
functions. It was also true that -in . the military at that time 
there was about the same ratio of people in the front line vs. 
support. However, in the Civil War in the 1860's it appears that 
there were fewer support people per man on the front line. Going 
back to the Roman armies one feels that the support was less per 
soldier, and most of the soldiers were in the front line in a 
battle. The Huns had some servants, .and their whole families 
behind them supporting them, but certainly not 10 to 1. The 
natural question is how much the support of a person on the very 
frontier of physics will change in the future. I once read that 
over 1000 Ph.D.s were at CERN working on one detector! Will 
science typically have an increasing support for most scientists on 
- the frontier thus consuming the growing number of Ph.D.'s? 
One thinks that the computer in the form of desk terminals is 
decreasing the number of support people, especially secretaries and 
type setters! But in the four color problem, though apparently two 
people wrote the paper there was in the background the whole staff 
of the computer center supporting their effort. One certainly sees 
more and more multiple author papers in physics, indicating to me 
that the support, as suggested above, is more and more necessary, 
hence the credit given to them, and there seems to be relatively 
fewer frontier physicists. There is also the argument that history 
can remember a limited number of names per century in physics, and 
since the number of people in the field has been growing 
exponentially, the support base is similarly growing exponentially. 
Hence we have to look more closely at information hiding. C~m 
we, and how do we, apply it to physics? 
First, we must try to distinguish between information hiding 
and information condensing. There is a famous claim, (false to be 
sure) that science is merely the efficient codification of results. 
The experimenter gathers a lot of data, a pattern is found, further 
predictions are made and verified, and finally it is said to be of 
universal application, though based on the limited amount of data. 
As a result, all that information is encoded in the formula, 
condensed into a small amount of information, so the claim made for 
science as information condensing. 
Let us consider having computer routines to use these laws we 
have found, and turn the work over to the computer. But beware, 
things are not what they seem. For example take the Hamiltonian 
approach to mechanics. The problem you want to solve may have a 
nice closed form answer, but the solution of the partial 
differential equations that arises may be infinite. In numerica~ 
work we can truncate and roundoff, and claim that the answer is 
reasonably accurate, but if we want algebraic solutions and have no 
closed form along the way, then we have, so far as I know, no 
comparable theory of truncation and roundoff errors so that we can 
find our way to the exact closed form answer. Thus the idea that 
we can use the general theories of mechanics to get solutions in 
algebraic forms means that we will often have to give up the nice 
closed forms which tend to produce insight, and settle for 
something like power series answers. Recall, it was the nice 
closed form solution to fitting the black body radiation that led 
Planck to quantum mechanics. 
Yes, there are powerful algebraic manipulating programs, and 
even analytic integration, etc. to use to help do physics, but it 
seems likely that widely applicable programs will not prove to be 
completely satisfactory in physics. The algebraic programs may be 
considered as "directed symbol manipulation 11 , and in this I have a 
great faith in further development, but the "coupute yourself out 
of trouble with numbers 11 leaves you, I feel, at the same level of 
technolgy and science, and does not tend to produce the great 
insights that we think should happen. It should be noted, however, 
the great von Neumann preached that the solution of many special 
cases would lead to insight into the general case. It did happen 
to some extent in finite algebras, but generally it has not been as 
great as he, and the rest of us, wanted to believe. Furthermore 
the mee'6d had always been used in some areas such as number theory. 
/l 
There are powerful numerical programs that can be used to 
follow out the heat flow and dissipation on circuit boards and 
similar shapes, that can design recursive and nonrecursive digital 
filters, etc. These are at present selfstanding programs and it is 
not clear that they can, or will, be welded into a standard package 
for doing a wide variety of useful things that need to be done by 
physicists. One wishes that ~?~it will happen, but the sad fate 
of so much of AI suggests ~ we temper our wishes by 
practicality. Still, in time, the standard undergraduate education 
of physicists will probably include a lot of use of standard 
numerical design packages. 
On second look, there seems to be only subtle differences 
between information hiding and information compression. One seems 
to be more hiding of how things work, and the other the numerical 
values involved. The spectacular successes seem to be in areas of 
engineering rather than in areas of physics. Still, to computerize 
much of the mechanics of physics is no trivial gain. 
It is when we cross the almost invisible line between 11how to 
do" and 11understanding 11 that we get into trouble with computers 
being a great aid to scientists. We do not understand the meaning 
of the word 11understand 11 , so how can we expect to program computers 
to do it for us? 
These kinds of scientific utility packages will enable us to 
get the beginner to . the frontier a bit faster in physics - but how 
much faster? Again, one would like to believe a lot faster, but 
the failures of AI, and most wishful thinking, suggest that while 
they will be a help in the expanding volume of knowledge of 
physics, it will only slow down a little the underlying problem of 
the time it takes the new born child to get to the frontier of the 
field and do creative work. As noted earlier, within my lifetime 
the standard of three years from a bachelor's degree to a Ph.D. is 
now closer to 4-5 years at least, and many go on longer. When it 
gets to 10+ years how many creative people will enter, and how many 
will survive and retain their creativity? How creative are people 
in their 30's as compared to their 20's in the history of physics? 
At present we see a definite trend towards the removal of 
governmental support for many forms of social activities, from 
welfare on up. There will soon be a time when science similarly 
comes under the microscope of the actual effectiveness of the 
government grant programs now operating. Indeed, many . of the 
universities are beginning to feel the pressure of the 
effectiveness of their activities. With the general feeling in the 
population that the cost of . government is too high this is 
apparently not a political party matter, it is a trend we can 
expect to see go on for some time. The current trend away from 
government support is political to be sure, but it is not, so far 
as I can see, strictly along party lines, rather the two parties 
are both trying to reflect what they think the public wants and 
hence get re-elected. Will the trend of feeling in the general 
populace continue for long? How long has the famous Proposition 13 
in California been in effect and has not been repealed as the 
opponents so certainly predicted at that time? I am inclined to 
believe that the mood of the public will not soon change. The 
current objections to people spending their lives .on relief, via 
sometimes having more and more babies, will in time transfer to 
scientists being supported endlessly on government grants needed to 
support their growing number of graduate. students. The arguments 
in both cases are similar and equally false, but that does not mean 
much in politics. 
Upon asking a number of my friends about the effect of 
decreasing government support for science, especially physics, many 
of them, to my surprise, said that in the long run it would be a 
good thing - the Journals and other information highways are now 
crowded with junk that would tend to be eliminated, thus freeing 
the best people to advance things without the constant drag of the 
junk that is now out there. I was surprised, but there is some 
sense to their opinions. It suggest a leaner, meaner physics in 
the future. 
There is another obvious ef feet of decreasing government 
support that needs to be mentioned. Some of the people who have 
lived off government grants to do research will have to turn to 
teaching, and the Univesities where they have tenure, having lost 
the overhead from the grants, will have to extract rather heavy 
teaching loads from them. (The Universities are in economic 
trouble, too.) The researchers are not likely to be happy doing the 
teaching and many will do a poor job. There being little alternate 
to this, the education of the next generation of physicists will 
not as good as that of the past generation. 
******** 
To summarize what I have said. The constant exponential 
growth (doubling every 17 years) will not and cannot go on for the 
next 340 years. Furthermore, while we .can and will to some extent 
alleviate the problem of getting to the frontier of physics, it 
will still be increasingly hard and take increasingly more time. 
This will, in turn, discourage the more creative people from 
entering the field, and this will apply further braking in the 
development of physics. Poor teaching will not help in this area. 
There seems to be a need for much fundamentally new physics, 
but its development is not likely to be as rapid as it was in this 
century. Some of the reasons are: it will be harder to do, even 
though we stand on the shoulders of the past; for the next century 
the density of first class minds will probably be lower in physics 
than it was for the past century; and the . needed support in the 
form of vast sums of money will probably be lacking both for 
theoretical and experimental physics. 
The hoped for help from computers, if done well, will delay 
the onset of this slowing down, but unless AI delivers what it has 
promised for so many years and has not yet delivered, it is only 
wishful thinking and not proper for the serious predicting of a 
future of physics. AI has made no progress, so far as I can see, 
on the topics of II insight 11 , 11meaning 11 , 11understanding 11 , etc .. 
Lavish government support will probably decrease in computing as in 
other areas, but will not, apparently, be as detrimental as it is 
generally claimed, nor impact physics too seriously. 
This is a scenario of the future, not a fixed definite 
· prediction, but that is about all one can really do in so variable 
a situation. Again, the test of the quality of the talk is to be 
measured mainly by what happens in the future and not how it fits 
our own wishful thinking; and, again, it is not necessarily what I 
wish would happen. 
