urrent wireless network technologies vary widely in terms of bandwidth, delays, coverage range, power consumption, and so forth. Some wireless networks provide wide-range access but low transmission rate, while others cover a small area with high bandwidth. These different wireless networks can coexist to complement each other and form a heterogeneous wireless environment, commonly known as a wireless overlay network [1] . Within such a wireless overlay environment, it is quite common for a mobile device to be equipped with more than one type of network interface so that it can connect to different access networks at different locations and times, based on user preferences or predefined policies. This scenario can be further extended to a moving network such as a vehicle, a train, or an airplane, where the moving network can connect to different access infrastructures to provide services to the end nodes within itself [2] . Switching between access networks with different link-layer technologies is known as vertical handoff [1] .
users [2] . Mobile IP has become the basic solution to support node mobility and network mobility. In this article we focus on node mobility only and network mobility is beyond the scope of the article.
Although Mobile IP can provide an unbroken TCP connection during handoffs, it is not good enough. Many studies [5] [6] [7] [8] [9] have shown that the change in link characteristics such as bandwidth and propagation delay during vertical handoffs creates performance problems for TCP and TCP-friendly protocols. Some undesirable phenomena, such as packet reordering and increased round-trip time (RTT), can unnecessarily trigger TCP congestion-related actions and thus cause TCP performance degradation, as illustrated in the later part of this article. In order to tackle the problem of transport-layer mobility, many schemes [10] [11] [12] [13] have been proposed in the literature. However, all of them require direct modification to the transport-layer protocol at both the TCP sender and the receiver. This is not convenient for typical wireless Internet applications, as most mobile users act as TCP receivers and the TCP senders are the application servers located in the backbone network. From the mobile users' point of view, it is unlikely that they will be permitted to modify the servers, but it would be acceptable and easy to have their devices modified.
Therefore, in this article we are looking for approaches that only need to modify mobile receivers and are able to improve TCP performance during vertical handoff. In particular, we consider two soft vertical handoff scenarios:
• From slow link to fast link • From fast link to slow link We focus on the TCP timeout problem caused by a sudden increase of packet RTT. We propose three network-layer schemes, which require only minor modifications to the net-C C Haijie Huang and Jianfei Cai, Nanyang Technological University
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work layer of mobile receivers, with no change to the TCP sender and transportation layer. The simulation results show that our proposed schemes can effectively reduce the probability of TCP timeout.
The remainder of this article is organized as follows. We give the background information, including the concepts of handoff and mobility management, and TCP characteristics. We state the TCP problems during vertical handoffs and introduce existing solutions. We present our proposed schemes for solving the TCP timeout problem due to increased round-trip delay, and we show the simulation results. Finally, we conclude the article.
Background Handoff in Wireless Overlay Networks
If a mobile node is equipped with only one wireless interface, it may move from one cell to another within the same wireless system. Handoff in this case is called horizontal handoff. If a mobile node has more than one type of wireless interface, it may switch between networks with different access technologies (e.g., from IEEE 802.11b WLAN to a GPRS network). This is called vertical handoff. Vertical handoff results in an IP address change, which causes problems in traditional IP systems, especially for connection-oriented protocols such as TCP. In TCP, a connection is uniquely identified by four components: source IP address, source port, destination IP address, and destination port. If either of the communicating endpoints changes its IP address, ongoing TCP connections will be broken. Herein lies the need for mobility management protocols.
The well-known standardized network-layer protocols for solving the problem of connection mobility are Mobile IP [3] and Mobile IPv6 [4] for the legacy IPv4 network and the next generation IPv6 network, respectively. Figure 1 shows a typical communication scenario in Mobile IP with three major components: mobile node (MN), home agent (HA), and foreign agent (FA). Home and foreign agents operate in the mobile node's home and foreign networks, respectively. They periodically broadcast Mobile IP router advertisements on the wireless networks. In Mobile IP, a mobile node is initially connected to its home network, and uses its home address to communicate with a correspondent node (CN). When it moves to a foreign network, it receives router advertisements from the foreign agent. The mobile node then registers with the newly discovered foreign agent and obtains a new IP address, which is called care-of address (CoA). Upon successful registration, the foreign agent establishes an IP-over-IP tunnel with the home agent so that all future packets destined for the mobile node's home address will be forwarded by the home agent via the IP tunnel (Fig. 1) . The foreign agent decapsulates the tunneled packets and sends them to the mobile node.
The packet transmission among the correspondent node, the home agent, and the foreign agent constitutes a triangular routing path, which may heavily reduce communication efficiency. Mobile IPv6 eliminates the need for the foreign agent and solves the triangular routing problem by allowing the mobile node to send binding update (BU) to the correspondent node, so that the correspondent node is aware of the mobile node's CoA and subsequent packets can be transmitted directly to the CoA without passing through the home agent. Note that, in Mobile IP/IPv6, the mapping and translation between home address and CoA are performed on the network layer, while upper layers are unaware that the point of attachment to the network has been changed. In this way, ongoing network communications such as the established TCP connections can remain active after vertical handoff. In our study we assume Mobile IPv6 for both the mobile node and the correspondent node.
Moreover, in order to avoid the packet-loss problem in hard handoffs, we only consider soft handoffs for wireless overlay networks. Soft handoff refers to the handoff during which a mobile node can communicate with more than one access points. For example, a mobile node is equipped with both an IEEE 802.11b WLAN card and a GPRS card. When the mobile node is using the GPRS service, it can still listen to router advertisements from a WLAN when it moves into an IEEE 802.11b hotspot area. Once it discovers a mobile agent in the WLAN, the mobile node can initiate a vertical handoff to IEEE 802.11b. During the handoff process, the mobile node can continue to receive packets from the GPRS network without loss of connectivity. Upon successful vertical handoff, subsequent packets will be transmitted to the mobile node's new CoA in the IEEE 802.11b WLAN, and the GPRS card can be safely deactivated. Such a soft handoff can prevent packet loss, since the mobile node is always reachable during and after handoff.
Overview of TCP Characteristics
With the help of Mobile IPv6, ongoing TCP sessions do not get broken upon vertical handoff. Particularly, during soft handoff, packet loss due to route changes can be avoided, since the mobile node is reachable from both the new and old networks. However, the change of network characteristics may still have undesirable effects on TCP performance. This section gives a brief overview of TCP characteristics.
TCP is a connection-oriented and reliable end-to-end transport protocol. It employs sliding-window-based flow control and congestion control mechanisms to avoid the network routers and data receivers being overloaded, and at the same time to ensure that the network links are reasonably utilized. In particular, a stream of data is divided into TCP packets and delivered to the receiver. The receiver must send an acknowledgment (ACK) back to the sender upon receiving each or every second data packet. When an ACK is received, the sender calculates the RTT of the acknowledged packet, and estimates the retransmission timeout (RTO) for future data packets. Normally, TCP updates the value of RTO once per RTT, and RTO has a lower bound of 1 s [14] .
The maximum number of packets that a TCP sender can send in a burst before receiving a new ACK is limited by the congestion window (CWND). The throughput of TCP is highly associated with the size of CWND, since the larger the CWND, the more packets the sender can send per RTT. At the time a TCP session is newly established, the TCP sender enters the slow start phase, and CWND is set to 1. At the TCP sender side, every successfully received ACK triggers CWND to be increased by 1. When CWND reaches the slow startthreshold (SSThresh), TCP enters the congestion avoidance phase, where CWND is increased by 1 only when an entire window of packets have been acknowledged.
The size of CWND will shrink in the following two situations:
• No ACK is received within the period of RTO. In this case, TCP goes back to the slow start phase by reducing CWND to 1 and reducing SSThresh to half of the previous CWND.
• Duplicate ACKs (DupACKs) are received. When a TCP receiver receives an out-of-sequence packet, it will reacknowledge the last received in-order packet. When the number of DupACKs exceeds the threshold DupThresh, congestion control actions will be triggered. Different TCP implementations react differently to such an event. For TCP Tahoe, it enters the slow start phase by shrinking CWND to 1. For TCP Reno, it enters a fast recovery phase by halving both CWND and SSThresh, which results in a less throughput reduction.
Problem Statement and Related Work
TCP was developed mainly in a stationary network environment. It works well in network communications using fixed cables. However, many studies have shown that some of the TCP characteristics are ill-suited for wireless and mobile communications, where nodes connected to radio access networks may switch from one network to another due to user movement. In this research, we are particularly interested in examining the behaviors of TCP during soft vertical handoffs so that we can isolate the problems of performance degradation due to the change of network characteristics from those due to handoff packet loss. Now, let us consider an end-to-end communication, where the correspondent node located in the Internet is the TCP sender and the mobile node is the TCP receiver. Vertical handoff occurs when the mobile node changes from one network to another type of network. If the two networks have large bandwidth and delay disparities, this poses a big challenge for the transport-layer protocol to adapt itself to the new network in a proper and efficient way. In general, TCP behaviors in vertical handoffs can be classified into two scenarios, that is, from a low-bandwidth high-delay network to a high-bandwidth low-delay network, and vice versa.
The major problem that TCP may encounter during a vertical handoff from a high-delay network to a low-delay network is out-of-sequence packet reception, which will cause multiple DupACKs. When the TCP sender receives a DupThresh (default value is 3) number of DupACKs, it will reduce its CWND. In the case of handoffs from a low-delay link to a high-delay link, this packet reordering problem normally does not happen. This is because earlier packets are sent via the fast link and later packets are sent via the slow link. Packets usually arrive in order (assuming that there is no packet reordering caused by intermediate network routing).
However, there is another problem that TCP may encounter during a handoff from a fast link to a slow link. In particular, before handoff, TCP has a relatively small RTO value due to short RTTs in the fast link. During handoff, the first packet transmitted via the slow link may be acknowledged way after RTO elapses, since the current RTO only reflects the estimated timeout in the previous fast link but not in the slow link that the mobile node is switching to. As a result of the expired RTO, TCP will retransmit the packet and enter the slow start phase by reducing CWND to 1. In this case, timeout is not caused by packet loss, but simply due to late arrival of ACK messages. Such a phenomenon is called spurious timeout. Thus, entering the slow start phrase is not appropriate, since the packet is not lost and the ACK may still be in flight on the slow link. Retransmission in this case is a waste of network resources, and resetting CWND is not necessary.
In the literature, many schemes have been proposed to tackle the problems of transport-layer mobility. Some works focus on the out-of-sequence problem. In particular, in [7] , the authors analyzed under which situations a handover may falsely trigger the TCP congestion control action. In [6] , the authors investigated the behaviors of various TCP versions, including 3 TCP Tahoe, TCP Reno, TCP NewReno, and TCP SACK. Their simulation results evidence that the handoff from a slow link to a fast link does cause the severe reduction of the TCP CWND. To minimize the impact of packet reordering on TCP, the authors in [9] proposed to dynamically adjust the value of dupThresh so as to change the degree of TCP tolerance against reordered packets. Some other works [15] [16] [17] try to tackle all the problems of TCP performance degradation during handoff. The common idea is to halt data transmission during network handoff. For hard handoffs, stopping the transmission does eliminates handoff packet loss and thus increases the TCP throughput by preventing downward adjustments of CWND caused by packet loss. However, in soft handoffs, since packet loss can be avoided, freezing data transmission would unnecessarily reduce TCP performance. In [11] , the authors proposed a so-called Eifel algorithm, which particularly focuses on the problem of TCP spurious timeout. The Eifel algorithm requires to include timestamps in the TCP header of every packet in order to detect spurious timeout. Once a spurious timeout is detected, the congestion control state will be restored to what it was prior to the timeout occurrence. Although the Eifel algorithm is simple and effective, it costs extra overhead due to the addition of timestamps to the TCP header of every packet.
Proposed Solutions to Spurious TCP Timeout
All of the previously mentioned approaches so far require modifications of the transport-layer protocols at both the TCP sender and the receiver. As stated above, in many practical situations, it is not feasible to modify the TCP sender. Thus, in this article we propose to only modify the network layer of mobile receivers in order to solve the spurious timeout problem. Considering the scenario of a soft handoff, our schemes allow TCP packets to be continuously delivered without pausing data transmission. The proposed network-layer schemes at mobile receivers are completely transparent to TCP, and no modification of the TCP protocol is required.
In a normal Mobile IPv6 handoff from a fast link to a slow link (with route optimization), packets are acknowledged via the same link through which the packets were transmitted.
That is, fast-link packets are acknowledged via the fast link, and slow-link packets are acknowledged via the slow link. Figure 2 illustrates the sequence of packet transmissions before and after a handoff from Link F (the fast link) to Link S (the slow link), where the correspondent node is the sender and the mobile node is the receiver. Before handoff, both data and ACKs are sent via Link F. At time t 0 , the mobile node performs a vertical handoff to Link S and sends a BU packet to the correspondent node via the new link so that the correspondent node becomes aware of the new CoA of the mobile node. The correspondent node receives the BU message at time t 1 and responds with a binding acknowledgment (BA). From this time onward, the correspondent node starts sending data to the mobile node's new CoA via Link S. At time t 2 , the mobile node receives the BA, and hence it starts using the slow link to send ACKs to the correspondent node. According to such a packet transmission sequence, we can see that the mobile node typically acknowledges a data packet via the same link from which the data was received.
Under normal handoffs, suppose the sequence number of the last data packet sent via the fast link is k, and the first data packet to be sent via the slow link is k + 1. Then, the observed RTT of packet k is equal to the sum of the transmission time for data packet k and its corresponding ACK, that is, 2D f , where D f is the averaged one-way delay on the fast link. Similarly, the RTT of the packet k +1 is equal to 2D s , where D s is the averaged one-way delay on the slow link. Hence, the difference between the two RTTs is:
The spurious timeout problem during vertical handoff is caused by the large difference in RTTs of the old fast link and the new slow link, which the estimated RTO fails to tolerate. To solve this problem, we propose three different networklayer schemes, namely, Fast ACK, Slow ACK, and ACK Delaying. The basic idea of these schemes is to shorten the differences between the observed RTTs of the two links during the handoff period so that it allows TCP to adapt its RTO to the new link condition without causing timeouts. Note that in practice it is possible for the mobile node to estimate the round-trip delay of the old link and new link by calculating the time between sending BUs and receiving BAs. Once it detects that the RTT of the new link is significantly longer than that of the old link, the network layer can apply one of the following three schemes to avoid spurious TCP timeout.
Scheme 1: Fast ACK
In the Fast ACK scheme, we propose to route the ACKs of the first few slow-link packets (k +1, k +2, k +3…) to the old fast link to reduce the gap between old RTT and new RTT. Under such scheme, the RTT for packet k +1 becomes D s + D f , and hence
That is, the gap is halved compared with that in the normal handoff scenario. The reduction of RTT for the first few slowlink packets may be able to avoid TCP timeout. The Fast ACK scheme requires the receiver to continue using the old fast link for a short while after the sender has already started sending packets on the new slow link. One question arises: considering the time needed for vertical handoffs and the degrading network conditions of the old link, how can the mobile node still maintain the old connection? First, we argue that there exist some scenarios, where the vertical handoff from a fast link to a slow link is triggered by other factors such as power consumption and usage charge instead of the deterioration of signal strength. For the typical scenario where the received signal strength is deteriorating, it is feasible to maintain the old connection for a longer time through advancing the vertical handoff, for which estimating the mobility pattern of the mobile node becomes important. Note that losing a few ACKs in the old fast link due to the signal deterioration might not cause a real problem. This is because the feature of accumulative acknowledgment in TCP. That is, when an ACK is lost, as long as some later ACKs successfully arrive, the TCP sender will assume that the earlier packets are also acknowledged and thus advance its sliding window accordingly.
We would also like to point out that, in the standard Mobile IPv6, after the correspondent node has updated its binding cache to the new CoA of the mobile node, it can only accept the mobile node's packets via the new CoA. In order for the corresponding node to accept the mobile node's packets from the old CoA, some modifications to Mobile IPv6 are required [18] .
Scheme 2: Slow ACK
The previous scheme reduces the chance of TCP timeout problem by shortening the RTTs of the first few packets transmitted on the new slow link. Our proposed second scheme tries to reduce the gap between old RTT and new RTT by enlarging the RTTs of the last few packets transmitted over the old fast link. This can be achieved by sending the ACKs of the last few fast-link packets via the new slow link, while it requires the receiver to switch to the new link in advance of the sender. Scheme 2 is called Slow ACK scheme. In particular, the last few fast-link packets acknowledged via the slow link experience a RTT of D f + D s . If these enlarged RTTs do not exceed the previous RTO, they will help TCP adjust its RTO to effectively adapt to the new network condition. 
Scheme 3: ACK Delaying
In general, TCP calculates the RTT value upon every received ACK, and uses the Jacobson's algorithm [19] to estimate the RTO:
where SRTT, SERR, and SDEV are the exponentially smoothed estimates of RTT, error term, and deviation, respectively, and g, h, and f are tunable parameters. In current TCP implementations, g = 0.125, h = 0.25, and f = 4.
As shown in Eq. 3, the latest RTT sample contributes to SRTT with a weight of g. Suppose that RTT(k) is the last RTT sample on the old link, and RTT(k + 1) to RTT(k + n) are the first n samples on the new link. Equation 3 can be extended recursively as: (4) For simplicity, we assume SRTT(k) = oldRTT,RTT(k + 1) = RTT(k + 2) = ··· = RTT(k + n) = newRTT. Then, Eq. 4 leads to the following:
which weighs the newRTT as w(n) = 1 -(1 -g) n . For g = 0.125, w(n) = 1 -0.875 n . It can be easily calculated that, when n is larger than 13, the value of w(n) is greater than 0.8. In the above scenario, during handoffs, RTT has a huge increase in a single step while the TCP sender needs to observe at least 13 samples of the newRTT in order for it to contribute more than 80 percent to the calculation of SRTT. In the worst case, that is, omitting the SDEV term in the RTO calculation in Eq. 3, the slow update in SRTT will result in a corresponding slow update in RTO and thus cause a spurious timeout.
Of course, we can increase the value of g in TCP to increase the weight of the newRTT so that the RTO updates faster during handoffs. However, in this article we look for the solutions without changing the TCP sender. The idea is to gradually increase the observed RTT samples so that it allows the SRTT to catch up. When the value of SRTT is close enough to newRTT, we can then safely say that the estimated RTO is compatible with the new network environment. And only at that time, we should perform a vertical handoff to the slow link.
In particular, our proposed scheme, called ACK Delaying, gradually increases the RTTs for the last few fast-link packets by withholding the ACKs for those packets at the IP layer of the mobile receiver and sending them out to the sender after a certain delay. Unlike the Fast ACK and Slow ACK schemes, in the ACK Delaying scheme, fast-link packets are still acknowledged via the fast link, and likewise slow-link packets are acknowledged via the slow link, as in a normal handoff. The ACK Delaying scheme simply introduces a delay to the TCP ACKs at the IP layer of the mobile node. This scheme is more flexible than the previous two schemes, because we can fine-tune the delay at the IP layer to be gradually increased and the TCP sender will observe a smooth transition in RTT during handoff, instead of an abrupt change in RTT as in typical handoffs.
In our scheme, two major issues need to be addressed: • How should we delay TCP ACKs?
• How long should the TCP ACKs be delayed?
In this article we propose to delay the TCP ACKs according to the power-law function with the two most commonly used functions, linear and quadratic, as its special cases. For an nstep increment, we have (6) where a is a constant. When a = 1, Eq. 6 becomes a linear increment while it becomes a quadratic increment with a = 2. Substituting Eq. 6 into Eq. 4, we obtain (7) By defining we obtain for a = 1 and for a = 2. Figure 3 shows the RTTs observed by TCP and how SRTT is updated under our proposed scheme. It can be seen that the linear increment of RTT reduces the gap between RTT sample and SRTT, and the quadratic increment reduces the gap even further, which greatly reduces the probability of spurious timeouts.
As for how long the TCP ACKs should be delayed, we use a simple threshold. Specifically, we choose a threshold of 0.8 for the weight q(n) of newRTT in Eq. 7. In other words, the number of steps n is determined by how long the newRTT can contribute to more than 80 percent of SRTT. Since q(n) is a strictly increasing function, we can easily figure out that the number of steps needed for linear and quadratic increments should be larger than 35 and 62, respectively. Note that if a lower threshold is selected, the adaptation time will be shorter, but the probability of spurious timeouts will be higher.
Simulation Results
In order to verify the effectiveness of our proposed schemes, we conducted simulations using the ns2 simulator. The simulation setup is shown in Fig. 4 . The upper link in Fig. 4 is the fast link with a bandwidth of 2 Mb/s and 20 ms propagation delay. The bottom link is the slow link with a bandwidth of 800 kb/s and a propagation delay of 600 ms. Exponential background traffic data is applied to both links to make the simulation dynamic. The mean burst time and the mean idle time of the random traffic are both set to 50 ms. The average burst rates of the random traffic on the fast link and the slow link are 500 and 200 kb/s, respectively.
We first test the performance of our proposed Fast ACK scheme. In particular, the TCP session starts on the fast link with data sent from the correspondent node to the mobile node. In the normal handoff scenario, both the correspondent
node and the mobile node switch to the slow link at the 20th second. In the Fast ACK scheme, the mobile node switches to the slow link at the 21st second. In other words, in Fast ACK, between the 20th and the 21st second, TCP data is sent via the slow link, but acknowledged via the fast link. Figure 5 compares the changes of CWND and RTO between the normal handoff and the Fast ACK scheme. We can see that, in the normal handoff, TCP experiences timeout at around the 21st second, where CWND is reset to 1 and RTO doubles to the value of 2. This is due to the late arrived ACK for the first packet transmitted over the slow link. In the Fast ACK scheme, no timeout occurs since the ACK arrived in time via the fast link. Note that before handoff, the value of RTO is determined by the 1 s lower bound due to short RTTs on the fast link. In the Fast ACK scheme, RTO starts rising before the ACKs for the first few slow-link packets are received, which avoids timeout. We also notice that RTO rises to a value that is much higher than the observed RTTs. This is because the sudden change of propagation delay results in large variance between RTT samples. By avoiding unnecessary shrinkage of CWND, the proposed Fast ACK scheme achieves better throughput. The performance of the Slow ACK scheme is similar.
In the following, we evaluate the effectiveness of our proposed ACK Delaying scheme against the RTT difference, since the increment step size is based on the estimated difference, newRTT -oldRTT. The larger the RTT difference, the more likely that timeout will occur. In particular, we only consider the linear and quadratic increment of our proposed ACK Delaying scheme. We run the simulation upon increasing values of average RTT difference. We set the average one-way propagation delay of the fast link to a fixed value, while the average one-way delay of the slow link is increased by 100 ms at each loop. For each value of the slow link delay, we run the simulation 100 times and record the percentage of timeout occurrences. In each run, the same random background traffic as that in the Fast ACK experiment is applied on both links, and vertical handoff is triggered at a random time. Figure 6 shows the results of the timeout percentage under different values of average RTT difference with oldRTT = 40 ms and oldRTT = 900 ms. In the case of oldRTT = 40 ms, since the average fast link RTT is small, RTO on the fast link is determined by the 1 s lower bound instead of the calculated RTX. For normal handoff, once the slow link RTT exceeds 1 second, timeout occurs. The linear increment effectively avoids spurious timeout when the average RTT difference is below 3 s. However, when the difference is larger than 4 s, the scheme does not perform well, since the step size of increment is too large. The quadratic increment performs much better than the linear scheme. It manages to eliminate TCP timeout in most of the cases. In the case of oldRTT = 900 ms, RTO on the fast link is not dominated by the 1 s lower bound. We can see that both the linear and quadratic schemes can tolerate a higher RTT difference. The quadratic scheme can even completely avoid spurious timeout when the RTT difference is as high as 10 s. This is mainly due to the enlarged average RTT of the fast link. With a larger fast link RTT, the ratio of RTT difference against oldRTT becomes smaller. In other words, when handing over from the fast link to the slow link, the change of RTT becomes less significant and thus the ACK Delaying scheme can perform even better.
We have also simulated other scenarios by changing the statistics of the background traffic. We found that, as long as the average RTT difference is the same as that in Fig. 6 , the performance of the timeout percentage is more or less the same. Note that the performance of the timeout percentage for the Fast ACK scheme or the Slow ACK scheme is the same as that for the normal scheme, except that the switching point of the average RTT difference is doubled. In other words, both the Fast ACK and Slow ACK schemes can tolerate a higher RTT difference than the normal scheme because I Figure 3 they halve the RTT difference. In addition, for the transportlayer approach, the Eifel algorithm [11] , its performance on the timeout percentage is the same as the normal scheme since the Eifel algorithm does not aim at reducing the spurious timeout probability. Instead, it targets at identifying the spurious timeout and quickly recovering the original TCP state. In general, the Eifel algorithm adapts to the new slow link faster than our proposed ACK delaying scheme, and thus achieves a better throughput performance during the vertical handoff. However, the Eifel algorithm requires the usage of the 12 byte TCP timestamp option field in every packet and every ACK. Whether its overall throughput is better depends on other factors such as packet size and frequency of vertical handoffs.
Conclusion and Discussion
In this article we have studied the TCP behaviors during vertical handoffs. Particularly, we have proposed three schemes, Fast ACK, Slow ACK and ACK Delaying, to solve the TCP timeout problem. Although the Fast ACK and Slow ACK schemes are quite simple, their performances are very limited. On the contrary, ACK Delaying is a very flexible scheme. We have proposed to delay ACKs according to a power-law function, and to determine the number of delay steps based on a threshold. The ns2 simulations demonstrated that the ACK Delaying scheme can effectively eliminate the TCP timeout problem under different scenarios.
In the ACK Delaying scheme, we assume that the network layer knows the values of oldRTT and newRTT. Actually, this can be estimated by sending ICMP echo packets (ping) between a mobile node and its correspondent node, or by calculating the time difference between the BU and the received BA. One may postulate that if the network layer already knows the RTT of the new link, it could directly pass up the information to TCP so that TCP can adjust its RTO accordingly. However, the TCP congestion control is usually performed on the sender, whereas our proposed network-layer schemes are initiated on the mobile node, which acts as a client or a receiver in most cases. When a mobile node acts as a receiver, it does not maintain the history records of RTT values at its TCP layer, and thus cannot determine the RTO value. On the other hand, during vertical handoffs, the network layer of the mobile node knows the change in link characteristics, and the ACK Delaying scheme can be applied to induce the remote TCP sender to adapt its RTO to match the new network conditions.
We would like to point out that our proposed schemes only partially address the problematic behaviors of TCP during vertical handoffs. Further investigations are needed to study the performance of our proposed schemes under various packet-loss conditions and also to address the packet reordering problem for vertical handoffs from slow to fast links.
