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Abst rac t - -The  goal of this paper is to analyze the performance of different regularization tech- 
niques for an inverse heat conduction problem (IHCP): the estimation of the initial condition. The 
inverse problem is formulated as a nonlinear constrained optimization problem, and a regularization 
term is added to the objective function with the help of a regularization parameter. Three classes of 
regularization methods have been considered: Tikhonov regularization, maximum entropy principle, 
and truncated singular value decomposition. Concerning the entropic methodology, two new tech- 
niques are introduced and good results were obtained using synthetic data corrupted with noise. The 
Morozov's discrepancy principle is used to find out the regularization parameter. © 2000 Elsevier 
Science Ltd. All rights reserved. 
Keywords- -Backwards  heat equation, Tikhonov regularization, Maximum entropy principle. 
1. INTRODUCTION 
Inverse problems commonly belong to the class of. ill-posed problems, in the sense that solutions 
are unstable vis-h-vis the presence of noise in the observational data. In order to obtain a 
stable approximate solution for the problem, some regularization technique is required, assuring 
a final solution that looks physically feasible. This work uses an implicit inversion technique for 
estimating the initial condition of the heat equation. The algorithm isformulated as a constrained 
nonlinear optimization problem, in which the direct problem is iteratively solved for successive 
approximations of the unknown initial condition. 
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The objective function is defined as the least-squares fit between model results and experimental 
data. A stabilizer (or regularization) term is added to the objective function with the help of a 
Lagrange multiplier (or regularization parameter). Iteration proceeds until the objective function 
converges to a specified limit value. 
In this paper, two new regularization schemes based on the standard maximum entropy ap- 
proach are applied to solve the backwards heat equation. Different initial conditions are tested 
and numerical comparisons with standard schemes are presented. 
The regularization parameter is obtained by a well-known a posteriori parameter choice rule, 
the so-called discrepancy principle introduced by Morozov [1]. 
The direct (forward) problem consists of a transient heat conduction problem in a slab with 
adiabatic boundary conditions, given the initial condition f(x). In the inverse problem, this 
initial temperature profile f is estimated from a given temperature profile T, measured at a fixed 
time T > 0. 
2. FORMULATION OF  THE D IRECT MODEL 
The direct problem is the one-dimensional unsteady heat conduction problem. The mathemat- 
ical formulation of this problem is given by 
02T (x, t) OT (x, t) 
- - -  x e (0 ,1 ) ,  t>o ,  
Ox 2 Ot ' 
OT (x, t) 
- - = 0 ,  x=0;  x=l ,  
Ox 
T(x,O) = f(x), x e [0,1], t = 0, 
t>O, (1) 
where T(x, t) (temperature), f(x) (initial condition), x (spatial variable), and t (time variable) 
are nondimensional quantities. The solution of the direct problem for x E (0, 1) and t > 0 and 
for a given initial condition f(x) is given by 
-Foo 1 
T (x,t) = ~ e -~,~o~ 1 f0 m=O N (~m) X (f~m, x) X (~m, x') f (x') dx', (2) 
where X(f~m, x) are the eigenfunctions a sociated to the problem, and ~m and N(~m) are, respec- 
tively, the corresponding eigenvalues and 'norms' [2]. The function f is assumed to be bounded 
satisfying Dirichlet's conditions in the interval [0, 1] (see [3]). The eigenfunctions, eigenvalues, 
and the norm for the problem defined by equation (2) can be more precisely expressed as 
x (#m, z) = cos (#rex), ~.~ = mr, 
1, at m=0,  
N(~m) 
1 - ,  at m = 1,2,.. . .  
Z 
(m = 0,1,2,. . . ) ,  and 
By defining the kernel k(x, x ~, t) such that 
-~-00 
k (x, x',t) := ~ e -~'~ 1 
m=0 N(~m) 
x (~,  z) x (Z~, z') 
and A as the "operator of the direct problem acting on r ' ,  the following integral representation 
of the direct problem is obtained: 
A: f~-~T, 
where 
~o 1 T (x, t) = k (x, x', t) f(x') dx'. 
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Different methods can be used to numerically approximate the direct problem, but a finite 
spectral representation for equation (2) was chosen due to its exact temporal representation [4]. 
The integral f l  f(x) cos(m 7r x') dx' in (2) is approximated as follows: the interval [0, 1] is split 
in N subintervals [xi, Xi+l], where xi = lAx at i = 0, . . . ,  N, i.e., [0, 1] -- [.JNol[xi, xi+l]. Since 
f(xi) = fi and f(Xi+l) = fi+l are known, a linear approximation of f(x) in each subinterval 
(xi,Xi+l), such that f(x) = aix + bi at x E [xi,xi+l], yields the constants as and bi, as follows: 
_f +1:6 ] 
Xi ai ai Ax 
thus, 
( fi+l -- f i )  X + (1 + i)fi -- ifi+l, at z e c [0,1]. 
In the interval [xi, Xi+l], the integration of the function f(x)cos(m~rx) is computed by 
f 
Xlq-1 
Z m := (aix + bi) cos (m~rx) dx. 
J :r, i
Therefore, the integral in [0, 1] is given by 
~01 ~1 jf.TXi+ 1 N--1 
f(x) cos (mTrx) dx = f(x) cos (mrx) dx = Z~. 
i----0 x~ i----0 
(3) 
Now, denoting the operator of the direct problem by A, substituting (3) in (2) yields 
oo { N(~m)X(~m,x)N-1 ) T(X,T) = Z e-Z'~2~ 1 ~ Z~ n . 
m=0 i=0 
(4) 
The advantage of this integral formulation over classical finite difference methods is that equa- 
tion (4) is exact in time [4]. 
3. INVERSE PROBLEM 
The present inverse problem "admits a solution" obtained from equation (2), using the orthog- 
onality property of X(~m, x). For a given temperature profile at time v, the initial condition can 
be expressed as 
+oo 1 [1  
f(x) = Z ef~" X (Bin, x) Jo X (tim, x') T (x', T) dx' 
,,,=o g 
/o 1 = k (x, x', -7) T (x', T) dx', x e (0, 1). 
(5) 
This representation characterizes the strong ill posedness of the problem [4], and it would make 
sense only if the data T were very smooth. Since, the data intrinsically present measurement 
errors, equation (5) is not useful. 
Typically, for (inverse) ill-posed problems, existence, uniqueness, and stability of their solutions 
cannot be ensured. In some sense, a solution can be formulated in such a way that existence and 
uniqueness can be relaxed, but this solution can still be unstable under the presence of noise in 
the experimental data. Hence, it requires some regularization technique, i.e., the incorporation 
in the inversion procedure of some available information about the true solution. Following the 
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Tikhonov approach according to [5], a regularized solution is obtained by choosing the function f* 
that minimizes the following functional: 
M 'x IT, f] = Af -T  2 +o~n[f], (6) 
where 7 ~ = T(x, r) is the experimental data (t = T > 0), A is an operator mapping the parameter 
set {f} into the results set {T}, f~[f] denotes the regularization term, a is the regularization 
parameter, and I1" 112 is the 2-norm. 
The regularization parameter a is chosen numerically, assuming that a bound 5 (or the 'statis- 
tics') of the measurement error is known, i.e., IITexact - TII2 -< 5. This numerical procedure is 
based on Morozov's discrepancy principle: a* is chosen such that fa.  minimizes equation (6) and 
R(f~.) := A f~. -T  i=~2' 
i.e., the residual R(f~.) and the bound on the measured ata are the same. 
3.1. Regularization Schemes 
According to Tikhonov, ill-posed problems can yield stable solutions if sufficient a priori in- 
formation about the true solution is available. Such information is added to the least-squares 
approximation by means of a regularization term, in order to complete the solution for the inverse 
problem. The regularization functionals used in this paper are described below. 
3.1.1. Tikhonov regularization 
A well-known regularization technique proposed by Tikhonov [5] can be expressed by 
a[fl=~--~o~k f(k) , (7) 
k=O 
where f(k) denotes the k th derivative relative to x, since f = f(x) and the parameters ak >_ O. 
In this work, if ak = 5kj (Kronecker's delta), i.e., 
nil] = 2 , 
then the method is called the Tikhonov regularization of order j (Tikhonov-j). Particularly, the 
Tikhonov regularization of order zero will be referenced only as Tikhonov regularization. 
Following the previous terminology, observe that the effect of the Tikhonov regularization 
(f~[f] = [[f[[~) is to reduce the oscillations on the parameter vector (smooth function f(x)). On 
the other hand, the Tikhonov regularization of first order makes [df/dx[ ~ O, that is, f(x) is 
approximately constant. 
Clearly, as c~k --* 0 the least-squares term in the objective function is over-estimated, which 
might not give good results in the presence of noise. On the other hand, if a~ --* c~, all consistency 
with the information about the system is lost. 
3.1.2. Regu!arization by maximum entropy principle 
Similarly to Tikhonov's regularization, the maximum entropy formalism searchs for global reg- 
ularity and yields the smoothest reconstructions which are consistent with the available data. 
The maximum entropy principle was first proposed as a general inference procedure by 
Jaynes [6] on the basis of Shannon's axiomatic haracterization f the amount of information [7]. 
This principle has successfully been applied to a variety of fields [8]. 
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Considering the vector of parameters f with nonnegative components, the discrete entropy 
function S of f is defined by 
N A (s) 
S( f )  = -~sqln(sq), with f : [ f l f2 . . . fN]  T , 8q -- N ' 
q=l E A 
q=l 
where fq = f(Xq).  The (nonnegative) ntropy function S attains its global maximum when all 
Sq are the same, which corresponds to a uniform distribution with a value of Smax = In N, while 
the lowest entropy level, Smin : 0, is attained when all elements q but one are set to zero. 
LEMMA 1. The entropy function S is max imum as Sq = 1 IN  for all q. 
PROOF. The problem is to find the maximum of function (8), with the following constrain: 
N 
q=l 
(9) 
since Sq represents a probability. Therefore, it is possible to define an objective function, where 
the constrain is added to the entropy function, such as 
q----1 
(10) 
where A is a Lagrange multiplier. The Lagrange multiplier, in this case, can be determined when 
a minimum is found for the objective function (10), as follows: 
oJ(r) 
OSq 
- - -  ( lnsq+l )+A=0~A=l+lnsq .  
This result can be used to obtain the value of the SqS that maximizes function (10) 
N N 
Z 8q-~ Z (eA-1) 
q=l q=l 
1 
= 1 ~ Ne :~-1 = 1 ~ Sq -: N '  
that means if Sq = 1 /N  for all q = 1,. . .  ,N  the entropy function is maximum. ] 
So, in the class of positive functions, the maximal entropy regularizer is defined by 
S (f) (11) 
~2[f] = 1 Smax. 
This procedure can also be seen as the minimization of the negative ntropy, as follows from 
equation (11). 
In practical situations, the definition of the maximal entropy regularizer can be extended for f 
not necessarily positive. In this case, assuming that fmin < f i  < fmax, i = 1 . . . .  , N, the maximal 
entropy regularizer is redefined for the vector p = ~oi. . .pN] r ,  where pi = fi - fmin > 0, i --- 
1 , . . . ,  N, so that 
f~[f] = 1 - S(p____~) = 1 S (p (f)) (12) 
Smax Sma~ 
The (regulaxization) method of maximum entropy has a physical origin and its goal is to choose 
an approximate solution that is more homogeneous, presenting a more uniform distribution, that 
is, with maximum entropy. 
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3.1 .3 .  lCtegularization by maximum entropy of higher order 
It is also possible to define higher order entropy functions, as in the Tikhonov regularization [9- 
11]. In this sense, we define two new regularization procedures based on the maximum entropy 
methodology. These two approaches are based on the maximization of the entropy of the vector of 
first and second ifferences of f. For this end, it is assumed that fmin < fi < fmax, i = 1,. . . ,  N. 
Under this last assumption, we propose and define the method of maximum entropy of order 
1 (MaxEnt-1). Let the vector p(f) = ~Oz...p~]T such that 
P~ = £+1 - f~ + (fmax - fmin), i = 1,. . . ,  g - 1. (13) 
The regularization functional ~(f)  for the maximum entropy of order 1 is then determined by 
equation (12). 
Analogously, the method of maximum entropy of order 2 (MaxEnt-2) is characterized by 
applying equation (12) to the vector p(f) = [Pl...PN] T defined by 
pi=fi+l--2fi+fi_l+2(fmax--fmin), i = 2 , . . . ,N -1 .  (14) 
In the previous ection, we gave a motivation for the maximum entropy regularization, the 
analogous motivation can be described for the maximum entropy of higher order. 
i 
3.1.4. Truncated singular value decomposit ion 
From Section 3, the spectral expansion (5) is recalled 
+oo 1 
f(x) = ~ e/~'2',T 1 fo g(flm)X(l~m,x) X(I~m,x')T(x',T) dx'. (15) 
m~O 
A well-known regularization method consists of truncating the singular value decomposi- 
tion (15) at some level m~ (nonnegative integer) [12]. This procedure is called the t~uncated 
singular value decomposition (TSVD) and a truncated solution fm, is given by 
m~ 1 f01 fm~.(x) = Z e~'*rN(?m) X (/~m'X) X (/~m,X') T (X', T) dx'. (16) 
m=0 
Here ms is the regularization parameter and it can also be determined by Morozov's discrep- 
ancy principle. The subscript (~ is used just to keep the connection with the previous concepts. 
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Figure 1. Least square solution for the triangular test function with no regularization. 
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Figure 2, Least square solution for the semi-tr iangular test function with no regu- 
larization. 
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Figure 3. Least square solution for the cosine test function with no regularization. 
3.2. Optimization Algorithm 
The minimization of the objective function MS(f) given by equation (6), subject to sim- 
ple bounds on f, is solved using a first-order optimization Mgorithm from the NAG Fortran 
library [13]. This routine is designed to minimize an arbitrary smooth function subject to 
constraints (simple bounds, linear and nonlinear constraints), using a sequential programming 
method. For the n th iteration, the calculation proceeds as follows. 
1. Solve the direct problem for f" and compute the objective function M~(f ' ) .  
2. Compute by finite differences the gradient VMa(f'~). 
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Figure 5. Tikhonov for cosine test function. 
3. Compute a positive-definite quasi-Newton approximation to the Hessian Hn:  
b n (bn) T I . . In - lun  (un) T I--I n-1 
H ~ = H,',-1 + (b~)7- u ~ (u~) T H~- lu~ ' 
where 
b n__ fn_ fn -1 ,  
- "  = VM If") - VM ( f . -1 ) .  
4. Compute the search direction d n as a solution of the following quadratic programming 
subproblem: 
1 
Minimize [VM,~ (fn)n]x d n + 2 (dn)x (H n) d n 
n n subjected to lq - pq < d o < Uq - pq.  
Entropy- and Tikhonov-Based Regularization 1079 
2 
~ 1,5 
I -  
0.5 
1.5 
I..- 
'~ 0 .5  
Tikhonov Tikhonov of order 1 
2 
0.2 0.4 0.6 0.8 
x 
"13khonov of order 2 
j 
i 
l .5 
I -  
E 0.s 
0 
0.2 0.4 0.6 0.8 
X 
T ikho~voforder3  
~1.5 
I-- 
0 ' ' ' ' ' 
0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8 
x x 
Figure 6. Maximum entropy and TSVD for cosine test function. 
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Figure 7. Least-squares solution for the 
regularization. 
triangular test function with no 
5. Set fn+z = fn + 13nd,~, where the step length f~n minimizes Ma( f  n + ]~nd'~). 
6. Test the convergence; stop or return to Step 1. 
4. NUMERICAL  RESULTS 
The above-described regularization methods have been tested for three different initial tem- 
perature profiles: 
1. triangular test function: 
2x, 0 < x < 0.5, 
f(x)---- 2(1 -z ) ,  0 .5<x<1;  
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Figure 8. Least-squares solution for the semitriangular test function with no regu- 
larization. 
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Figure 9. Least-squares solution for the cosine test function. 
2. cosine test function: 
/(x) = cos(2~x), 
3, semitriangular test function: 
e [0,11; 
f (x )  = 
, 
8 7 
~x + l-g, 
28 23 
-~x  + T '  
2 
0 < x < 0.2, 
0.2 < x < 0.5, 
0.5 < x < 0.75, 
0.75 <x < 1. 
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Table 1. Triangular test function and approximate r gularized solutions for different 
values of the regularization parameter. 
1081 
Tikhonov-O Tikhonov- 1
a R(fc,) E( fa)  oz R(fa)  E(fe,) 
0 0.2399 37.5061 
100 28.5769" 32.4312 
0.0135~/ 0.2500 0.1760 
0.0130 0.2494 0.1766 
0.0100 0.2463 0.1812 
0.0010 0.2409 0.3422 
100 1.0843 1.9122 
10 0.2709 0.1857 
4.4~/ 0.2500 0.1610 
4.0 0.2490 0.1617 
1.0 0.2430 0.2009 
0.1 0.2414 0.2484 
Tikhonov-2 Tikhonov-3 
ct R(fa) E(fa) o~ R(fa) E(fa) 
1000 0.2613 0.1323 
500 0.2550 8.1572(-2) 
278~/ 0.2500 5.8363(-2) 
275 0.2499 5.8210(-2) 
200 0.2477 5.8524(-2) 
100 0.2444 8.6195(-2) 
1.0(5) 0.2810 0.5176 
1.0(4) 0.2521 9.1510(-2) 
1.0(3) 0.2426 0.2593 
8.5(3) 0,2504 8.1685(-2) 
8.1(3)~/ 0.2500 8.1355(-2) 
8.0(3) 0.2499 8.1492(-2) 
Max. Entropy MaxEnt-1 
a R(fa)  E( fa)  c~ R(fa)  E( fa)  
100 0.6577 1.5770 
10 0.2517 0.4022 
9~/ 0.2500 0.3989 
8 0.2484 0.3954 
6 0.2457 0.3892 
1 0.2413 0.4117 
1.0(5) 0.6634 1.0056 
1.0(4) 0.2533 0.1622 
8.0(3) 0.2501 0.1615 
7.9(3)x/ 0.2500 0.1615 
1.0(3) 0.2424 0.2186 
10 
MaxEnt-2 TSVD 
a R(fo~) E(fc,) mo~ R(fc,) E( Ia)  
1.0(7) 0.2748 0.3212 
5.0(6) 0.2653 0.1895 
2.0(6) 0.2529 6.4273(-2) 
1.6(6) 0.2505 5.2546(-2) 
1.5(6)~/ 0.2500 5.0595(-2) 
1.0(6) 0.2468 5.1821(-2) 
9 0.2305 92144 
7 0.2402 5.2027 
3 0.2481 0.1378 
2~/ 0.2483 0.1361 
1 4.1120 8.5112 
0 4.1171 8.5052 
a(b) = a * l0 b 
E(f¢,) = [Jf,~ - f~×actlJ~ 
R(fa)  = lIT - Tcalculated[l 2 
The experimental data (measured temperatures at a time 7 > 0) are obtained by adding a 
random perturbation error to the exact solution of the direct problem 
Texperimental --- Texac t q'- O'T~ 
where a is the standard eviation of the errors and 7~ is a random variable taken from a normal 
distribution such that T~ N Aformal(0; 1). For numerical purposes, it was adopted T ---- 0.01 and 
---- 0.05 and the spatial grid consisting of 100 points (N = 100). 
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Table 2. Semitriangular test function and approximate regularized solutions for dif- 
ferent values of the regulaxization parameter. 
Tikhonov-0 Tikhonov-1 
R(fa) E(fa) ~ R(f~) E(fa) 
0 0.2399 53.8745 
0.1 1.3590 2.3653 
0.008 0.2535 0.3994 
0.0067 0.2501 0.4077 
0.00665~/ 0.2500 0.4081 
0.0066 0.2498 0.4086 
4.00 0.2994 0.6665 
1.00 0.2531 0,1524 
0.82 0.2502 0,1384 
0.81 0.2501 0.1379 
0.80~/ 0.2500 0.1375 
0.50 0.2456 0.1401 
Tikhonov-2 Tikhonov-3 
R(f~) E(fa) ~ R(f~) E(fa) 
1000 0.3795 2.1075 
100 0.2593 0.2606 
70 0.2522 0.2260 
60 0.2501 0.2253 
59~/ 0.2500 0.2255 
10 0.2422 0.3553 
8.0(3) 0.2856 0.8753 
4.0(3) 0.2596 0.9617 
2.4(3) 0.2505 0.7525 
2.3(3)~/ 0.2500 0.7951 
2.0(3) 0.2486 0.7853 
1.0(3) 0.2447 0.9478 
Max. Entropy MaxEnt-1 
o~ R(f¢~) E(fa) c~ R(fa) E(fc~) 
10 0.2523 0.1860 
8.8 0.2502 0.1919 
8.7x/ 0.2500 0.1926 
8.5 0.2497 0.1939 
8.0 0.2489 0.1981 
5.0 0.2446 0.2517 
8000 0.2825 0.4551 
2400 0.2506 0.1345 
2280x/ 0.2500 0.1298 
2200 0.2496 0.1284 
2000 0.2485 0.1261 
1000 0.2439 0.1461 
MaxEnt-2 TSVD 
c~ R(fa) E(fc~) ma R(fa) E(f,~) 
2.0(6) 0.2768 0,4459 
8.0(5) 0.2514 0,2435 
7.4(5) 0.2503 0.2451 
7.2(5)~/ 0.2500 0.2461 
7.0(5) 0.2496 0.2472 
5.0(5) 0.2465 0.2716 
7 0.2402 5.2485 
5 0.2417 0.4671 
4X/ 0.2432 0.2912 
3 0.3798 2.2193 
2 0.4292 2.4699 
0 11.2295 19.7066 
Since the spatial resolution is N = 100, according to Morozov's discrepancy principle, the 
regularization parameter c~* must be chosen in such a way that R(f*) ~ Na 2 = 0.25. A set of 
tables (Tables 1-3) presents the least-squares (or residual) term R(f) obtained from the various 
regularization schemes for different values of c~. The residual R was previously defined by R(f*) = 
T 2 IITexperimental -- calculatedll2- The value of a satisfying the discrepancy principle is pointed out 
for each regularization method by v / and the corresponding regularized solutions are presented 
in Figures 4-9. The error E( fa )  between the approximated (or calculated) solution f~ and the 
exact solution fexact of the inverse problem is defined by 
E( fa )  :=  IIf~ - fexactll 2 (17) 
and i ts  va lues  are also presented  in the  Tab les  1-3. The  opt imizat ion  prob lem def ined in equa-  
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Table 3. Cosine test function and approximate r gularized solutions for different 
values of the regularization parameter. 
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Tikhonov-O Tikhonov-1 
a R(fa) E(fa) a R(fa) E(fa) 
0 0.2398 87.3973 
1.0(-2) 0.2519 0.6460 
9.1(-3) 0 .2501 0.6488 
9.05(-3)x/ 0.2500 0.6490 
9.0(-3) 0.2499 0.6492 
5.0(-3) 0.2438 0.6891 
10.0 0.3907 0.3732 
3.00 0.2581 8.3656(-2) 
2.30 0.2518 7.7045(-2) 
2.06x/ 0.2500 7.6472(-2) 
2.00 0.2494 7.6231(-2) 
0.40 0.2418 0.1359 
Tikhonov-2 Tikhonov-3 
R(fa) E(fa) a R(fa) E(fa) 
1000 0.2720 0.5757 
650 0.2568 0.4834 
470 0.2507 0.4373 
450x/ 0.2500 0.4323 
400 0.2486 0.4197 
100 0.2430 0.3453 
5.0(4) 0.2818 0.6775 
3.0(4) 0.2591 0.5516 
2.0(4) 0.2508 0.4928 
1.88(4)x/ 0.2500 0.4860 
1.8(4) 0.2495 0.4815 
8.0(3) 0.2445 0.4281 
Max. Entropy MaxEnt-1 
oL R(fa) E(fo,) (~ R(fc,) E(fc~) 
10 0.2517 0.8227 
9.2 0.2501 0.8157 
9.1x/ 0.2500 0.8156 
9.0 0.2497 0.8149 
8.0 0.2480 0.8093 
5.0 0.2437 0.8138 
1.0(5) 0.7061 1.0925 
1.2(4) 0.2517 7.7276(-2) 
1.090(4)x/ 0.2500 7.6302(-2) 
1.088(4) 0.2499 7.6318(-2) 
1.085(4) 0.2499 7.6328(-2) 
1.0(4) 0.2487 7.6748(-2) 
MaxEnt-2 TSVD 
ct R(fo,) E(f~) m,~ R(fo,) E(f,~) 
1.0(7) 0.2547 0.4292 
8.0(6) 0.2506 0.4005 
7.7(6) 0,2501 0.3963 
7.65(6)~f 0,2500 0.3954 
5.0(6) 0.2459 0.3601 
1.0(6) 0.2426 0.3133 
9 0.2305 92144.05 
6 0.2405 1.0010 
4 0.2423 0.1428 
3 0.2475 9.8491(-3) 
2 0.2478 8.0694(-3) 
1 22.9403 50.5011 
tion (6) is iteratively solved by the quasi-Newton optimization algorithm [13]. This approach 
has been previously adopted with success in others works [4,9,14]. The parameter vector was 
always subjected to the following simple bounds: -0 .2  < fk  <_ 1.2, for the triangular test func- 
tion, 0.2 _~ f~ <: 2.0, for the semitriangular test function, -1 .2  _~ fk ~_ 1.2, for cosine test 
function (k -- 1, 2 , . . . ,  N).  Here the Tikhonov of regularization of order zero (Tikhonov), order 
one (Tikhonov-1), order two (Tikhonov-2), and order three (Tikhonov-3); the maximum entropy 
method of order zero (MaxEnt), order one (MaxEnt-1), and order two (MaxEnt-2), and the 
truncated singular value decomposition (TSVD). 
Figures 1-3 show the estimation of the three (test) initial conditions without any regularization. 
Clearly, the least-squares solution did not reconstruct appropriately the initial condition. 
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The numerical results for the regularized solutions for each test function are described in 
Tables 1-3 and Figures 4-9. 
Qualitative observations about he extreme behaviour (~ >> 1 and c~ << 1) of the regularization 
schemes can confirm the expectations about the methods, very similarly to [4]. 
5. F INAL  COMMENTS 
The implicit strategy and the regularization techniques adopted in this work yield good results 
in reconstructing the initial condition of the heat equation. Morozov's discrepancy principle was 
invariably efficient o estimate the regularization parameter in the analyzed cases and, in some 
cases, this a posteriori parameter choice rule presented an optimal character. For the truncated 
singular value decomposition method (TSVD) the discrepancy principle was ever the best choice, 
i.e., the parameter chosen by the the discrepancy always generated the least error in the inverse 
solution. 
The two new regularization techniques used in this work, namely the maximum entropy of 
first order and the maximum entropy of second order, worked very well for the backwards heat 
equation. Note that for the triangular and semitriangular test functions MaxEnt-2 and MaxEnt-1 
present, respectively, the best results. For the case of the cosine test function, the TSVD method 
present he best approximate solution, however, it should be expected since the eigenfunctions 
in X(/~mX) in the singular value expansion (16) are exactly of the form cos(m~rx). And in this 
case, excepting the TSVD methodology, the MaxEnt-1 method present he best reconstruction. 
The approach by maximum entropy (either usual or higher order) was efficaciously extended 
to the class of nonnecessarily positive functions. 
Hence, one can say that the new regularizations techniques were effectively regularizers for this 
extremely ill-posed problem and, in this sense, the exploration of new entropy-based method- 
ologies seems to be necessary and promising. Besides, the Morozov's discrepancy principle was 
really efficient for the problem of determining the regularization parameter and in some cases it 
was optimal. 
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