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In primary school, we were told that there are four phases of matter: solid, liquid, gas, and
plasma. In college, we learned that there are much more than four phases of matter, such as
hundreds of crystal phases, liquid crystal phases, ferromagnet, anti-ferromagnet, superfluid, etc .
Those phases of matter are so rich, it is amazing that they can be understood systematically by the
symmetry breaking theory of Landau. However, there are even more interesting phases of matter
that are beyond Landau symmetry breaking theory. In this paper, we review new “topological”
phenomena, such as topological degeneracy, that reveal the existence of those new zero-temperature
phases – topologically ordered phases. Microscopically, topologically orders are originated from the
patterns of long-range entanglement in the ground states. As a truly new type of order and a truly
new kind of phenomena, topological order and long-range entanglement require a new language
and a new mathematical framework, such as unitary fusion category and modular tensor category
to describe them. In this paper, we will describe a simple mathematical framework based on
measurable quantities of topological orders (S, T, c) proposed around 1989. The framework allows
us to systematically describe all 2+1D bosonic topological orders (i.e. topological orders in local
bosonic/spin/qubit systems).
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I. INTRODUCTION
A. Orders, phase transitions, and symmetries
Condensed matter physics is a branch of science that
study various properties of all kinds of materials, such
as mechanical properties, hydrodynamic properties, elec-
tric properties, magnetic properties, optical properties,
thermal properties, etc . Since there are so many dif-
ferent kinds of materials with vastly varying properties,
not surprisingly, condensed matter physics is a very rich
field. Usually for each kind of material, we need a differ-
ent theory (or model) to explain its properties. So there
are many different theories and models to explain various
properties of different materials.
However, after seeing many different type of theo-
ries/models for condensed matter systems, a common
theme among those theories start to emerge. The com-
mon theme is the principle of emergence, which states
that the properties of a material are mainly determined
by how particles are organized in the material. Differ-
ent organizations of particles lead to different materials
and/or different phases of matter, which in turn leads to
different properties of materials.
Typically, one may think that the properties of a ma-
terial should be determined by the components that form
the material. However, this simple intuition is incorrect,
since all the materials are made of same three compo-
nents: electrons, protons and neutrons. So we cannot
use the richness of the components to understand the
richness of the materials. The various properties of dif-
ferent materials originate from various ways in which the
particles are organized. The organizations of the parti-
cles are called orders. The orders (the organizations of
particles) determine the physics properties of a material.
Therefore, according to the principle of emergence, the
key to understand a material is to understand how elec-
trons, protons and neutrons are organized in the mate-
rial. However, to develop a theory for all possible or-
ganizations of particles, we need to have a more precise
description/definition of organizations of particles.
First, we need to find a way to determine if two orga-
nizations of particles should be regard as the same (or
more precisely, belong to the same class or belong to
the same phase) or not. Here, we need to rely on the
phenomena of phase transition. If we can deform the
system (such as changing temperature, magnetic field,
or other parameters of the system) in such a way that
the state of the system before the deformation and the
state of the system after the deformation are smoothly
connected without any phase transition,130 then we say
the two states before and after the deformation belong to
the same phase and the particles in the two states are re-
garded to have the same organization. If there is no way
to deform the system to connect two states in a smooth
way, then, the two states belong to two different phases
and the particles in the two states are regarded to have
to two different organizations.
We note that our definition of organizations is a def-
inition of an equivalent class. Two states that can be
connected without a phase transition are defined to be
equivalent. The equivalent class defined in this way is
called the universality class. Two states with different
organizations can also be said to belong to different uni-
versality classes. We introduce a formal name “order” to
refer to the “organization” defined above.
Based on a deep insight into phase and phase transi-
tion, Landau developed a general theory of orders as well
as transitions between different phases of matter1–3. Lan-
dau points out that the reason that different phases (or
orders) are different is because they have different sym-
metries. A phase transition is simply a transition that
changes the symmetry. Introducing order parameters
that transform non-trivially under the symmetry trans-
formations, Ginzburg and Landau developed Ginzburg-
Landau theory, which became the standard theory for
phase and phase transition.2 For example, in Ginzburg-
Landau theory, the order parameter can be used to char-
acterize different symmetry breaking phase: if the order
parameter is zero, then we are in a symmetric phase; if
the order parameter is non-zero, then we are in a sym-
metry break phase. The symmetry breaking phase tran-
sition is the process in which the order parameter change
from zero to non-zero.
Landau’s theory is very successful. Using Landau’s
theory and the related group theory for symmetries, we
can classify all of the 230 different kinds of crystals that
can exist in three dimensions. By determining how sym-
metry changes across a continuous phase transition, we
can obtain the critical properties of the phase transi-
tion. The symmetry breaking also provides the origin of
many gapless excitations, such as phonons, spin waves,
etc., which determine the low-energy properties of many
systems.4,5 Many of the properties of those excitations,
including their gaplessness, are directly determined by
the symmetry.
As Landau’s symmetry-breaking theory has such a
3broad and fundamental impact on our understanding of
matter, it became a corner-stone of condensed matter
theory. The picture painted by Landau’s theory is so
satisfactory that one starts to have a feeling that we un-
derstand, at least in principle, all kinds of orders that
matter can have. One starts to have a feeling of seeing
the beginning of the end of the condensed matter theory.
However, through the researches in last 25 years, a dif-
ferent picture starts to emerge. It appears that what
we have seen is just the end of beginning. There is a
whole new world ahead of us waiting to be explored.
A peek into the new world is offered by the discovery
of fractional quantum Hall (FQH) effect.6 Another peek
is offered by the discovery of high Tc superconductors.
7
Both phenomena are completely beyond the paradigm of
Landau’s symmetry breaking theory. Rapid and excit-
ing developments in FQH effect and in high Tc super-
conductivity resulted in many new ideas and new con-
cepts. Looking back at those new developments, it be-
comes more and more clear that, in last 25 years, we
were actually witnessing an emergence of a new theme in
condensed matter physics. The new theme is associated
with new kinds of orders, new states of matter and new
class of materials beyond Landau’s symmetry breaking
theory. This is an exciting time for condensed matter
physics. The new paradigm may even have an impact in
our understanding of fundamental questions of nature –
the emergence of elementary particles and the four fun-
damental interactions.8–13
B. The discovery of topological order
After the discovery of high Tc superconductors in
1986,7 some theorists believed that quantum spin
liquids play a key role in understanding high Tc
superconductors14 and started to construct and study
various spin liquids.15–19 Despite the success of Landau
symmetry-breaking theory in describing all kind of states,
the theory cannot explain and does not even allow the
existence of spin liquids. This leads many theorists to
doubt the very existence of spin liquids. In 1987, a spe-
cial kind of spin liquids – chiral spin state20,21 – was
introduced in an attempt to explain high temperature
superconductivity. In contrast to many other proposed
spin liquids at that time, the chiral spin liquid was shown
to correspond to a stable zero-temperature phase and is
more likely to exist.131 At first, not believing Landau
symmetry-breaking theory fails to describe spin liquids,
people still wanted to use the symmetry breaking theory
to characterize the chiral spin state. They identified the
chiral spin state as a state that breaks the time rever-
sal and parity symmetries, but not the spin rotation and
translation symmetries.21 However, it was quickly real-
ized that there are many different chiral spin states (with
different spinon statistics and spin Hall conductances)
that have exactly the same symmetry, so symmetry alone
is not enough to characterize different chiral spin states.
This means that the chiral spin states contain a new kind
of order that is beyond symmetry description.22 This new
kind of order was named23 topological order.132
But experiments soon indicated that high-temperature
superconductors do not break the time reversal and par-
ity symmetries and chiral spin states do not describe
high-temperature superconductors.24 Thus the concept
of topological order became a concept with no experi-
mental realization.
Although the concept of topological order is introduced
in a theoretical study, about a state that is not known to
exist in nature, this does not prevent topological order
to become a useful concept. As we will see later that the
concept of topological order contains inherent self con-
sistency and stability. If we believe in nature’s richness,
all nice concepts should be realized one way or another.
The concept of topological order is not an exception.
Long before the discovery of high Tc superconductors,
Tsui, Stormer, and Gossard discovered FQH effect,6 such
as the filling fraction ν = 1/m Laughlin state25
Ψν=1/m({zi}) =
∏
(zi − zj)m e− 14
∑ |zi|2 (1)
where zi = xi + iyi. People realized that the FQH states
are new states of matter. However, influenced by the
previous success of Landau’s symmetry breaking theory,
people still want to use order parameters and long range
correlations to describe the FQH states.26–28 But, if we
concentrate on physical measurable quantities, we will
see that all those different FQH states have exactly the
same symmetry and conclude that we cannot use Landau
symmetry-breaking theory and symmetry breaking order
parameters to describe different orders in FQH states.
So the order parameters and long range correlations of
local operators are not the correct way to describe the
internal structures of FQH states. In fact, just like chiral
spin states, FQH states also contain new kind of orders
beyond Landau’s symmetry breaking theory. Different
FQH states are also described by different topological
orders.29 Thus the concept of topological order does have
experimental realizations in FQH systems.
In addition to the Laughlin states, more exotic non-
abelian FQH states were proposed in 1991 by two inde-
pendent works. Ref. 30 pointed out that the FQH states
described by wave functions
Ψν=n/m({zi}) = [χn({zi})]m,
or Ψν=n/(m+n)({zi}) = χ1({zi})[χn({zi})]m (2)
have excitations with non-abelian statistics, where χn
is the fermion wave function of n-filled Landau lev-
els. The edge of the above FQH states are described
by U(1)nm/SU(m)n or U(1)
nm+1/SU(m)n Kac-Moody
current algebra.31–34 Those results were obtained by de-
riving their low energy effective SU(m) level n Chern-
Simons theory or U(1) × SU(m) level n Chern-Simons
theory. In the same year, Ref. 35 conjectured that the
4FQH state described by p-wave paired wave function36,37
Ψν=1/2 = A
[ 1
z1 − z2
1
z3 − z4 · · ·
]
e−
1
4
∑ |zi|2 ∏(zi − zj)2.
(3)
has excitations with non-abelian statistics. Its edge
states were studied numerically in Ref. 38 and were found
to be described by a c = 1 chiral-boson conformal field
theory (CFT) plus a c = 1/2 Majorana fermion CFT.
Such a result about the edge states supports the conjec-
ture that the p-wave paired FQH state is non-abelian,
since the edge for abelian FQH states always have inte-
ger chiral central charge c.32,33,39 A few years later, the
non-abelian statistics in p-wave paired wave function was
also confirmed by its low energy effective SO(5) Chern-
Simons theory.40
It is interesting to point out that long before the dis-
covery of FQH states, Onnes discovered superconduc-
tor in 1911.41 The Ginzburg-Landau theory for symme-
try breaking phases is largely developed to explain su-
perconductivity. However, the superconducting order,
that motivates the Ginzburg-Landau theory for symme-
try breaking, itself is not a symmetry breaking order.
Superconducting order (in real life with dynamical U(1)
gauge field) is an order that is beyond Landau symme-
try breaking theory. Superconducting order (in real life)
is an topological order (or more precisely a Z2 topologi-
cal order).42,43 It is quite amazing that the experimental
discovery of superconducting order did not lead to a the-
ory of topological order, but instead, lead to a theory of
symmetry breaking order, that fails to describe super-
conducting order itself.
II. WHAT IS TOPOLOGICAL ORDER?
A. Topological ground state degeneracy
The above description of topological order is highly
incomplete and highly unsatisfactory. This is because the
characterization of topological order is through specifying
what it is not: topological order is a kind of orders that
cannot be described by symmetry breaking. But what is
the topological order?
To appreciate the difficulty of describing topological
order, let me tell a story about a tribe. The tribe uses a
language that contains only four words for counting: one,
two, three, and many-many. It is very hard for a tribe
member to describe a naturally occurring phenomenon –
a large herd of deers. He can only describe the number
of deers in the herd by what it is not – the number is not
one, nor two, nor three.
Similarly, the possible organizations of many particles
in naturally occurring states can be very rich, much richer
than those described by symmetry breaking. To describe
the new orders (such as the topological orders), we need
to introduce new tools and new languages. The richness
of nature is not bounded by the known theoretical for-
malism. The Landau’s symmetry breaking theory corre-
sponds to “one”, “two”, “three” which describes a small
class of orders. Many other orders also exist in nature,
but we do not know how to describe them. Therefore, we
introduced terms like “spin liquid”, “non-Fermi liquid”,
“exotic order”, “preformed pair”, “dynamical stripe”,
etc . Just like the term “many many” in the above story,
those terms mainly describe what it is not than what it
is.
The symmetry breaking theory is the only language
that we know to describe phases and orders. But topo-
logical order, by definition, cannot be described by the
symmetry breaking theory. If we abandon the only lan-
guage that we know, how can we say any thing? Where
do we start to understand the topological order? So the
development of topological order theory is mainly trying
to come up with a proper way to name/label topologi-
cal orders. We hope the name/label to carry information
that allows us to derive all the universal properties of the
corresponding topological order from its name/label.
To make progress, let us point out that, in physics, to
define and to introduce a concept is to design an exper-
iment (a laboratory one or a numerical one). We need
to identify measurable quantities such that the measure-
ment of those quantities facilitate the definition of the
concept. So in physics, once you design an experiment,
you define a concept. And only after you design an ex-
periment, do you define a concept.
So what experiments or what measurable quantities
define the concept of topological order? It was noted that
a ν = 1/m Laughlin FQH state has m fold degenerate
ground states on torus and a non-degenerate ground state
on sphere.44–51 However, the different degeneracies was
regarded as finite size and/or group theoretical effects
without thermodynamical implications.
In Ref. 22,23,29, it was shown that the ground state
degeneracy of a chiral spin state or a FQH state is stable
against any local perturbations, including random per-
turbations that break all the symmetries.23,29 Thus the
topology-dependent ground state degeneracies are a ro-
bust or universal property with important thermodynam-
ical implications: the topology-dependent and topologi-
cally robust degeneracies can be used to define a phase (or
a universality class) of a thermodynamical system (i.e. a
system with a large size). So the topology-dependent
ground state degeneracies is just what we are looking
for: the measurable quantities (in a numerical experi-
ment) that can be used to (partially) define topological
order in chiral spin states and FQH states.22,29 Such kind
of universal properties are also call topological invariants,
since they are robust against any local perturbations.
We would like to remark that the ground state degen-
eracy discussed above is only an approximate degeneracy
for a finite system, i.e. there is a small energy splitting
 between different degenerate ground states. The en-
ergy gap to other excited states is given by ∆ (see Fig.
1). It was shown in Ref. 23 and Ref. 29 that, for chi-
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ground states
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FIG. 1: The energy levels of a topologically ordered state
with a finite size. The splitting  of the nearly degenerate
ground states approaches to zero in the large-system limit.
ral spin states and FQH states,  is exponentially small:
 ∼ e−L/ξ while ∆ is finite in the limit where the system
size approaches infinite: L→∞.
The topology-dependent ground state degeneracy is
an amazing phenomenon. In both FQH and chiral spin
states, the correlation of any local operators are short
ranged. This seems to imply that FQH and chiral spin
states are “short sighted” and they cannot know the
topology of space which is a global and long-distance
property. However, the fact that ground state degen-
eracy does depend on the topology of space implies that
FQH and chiral spin states are not “short sighted” and
they do find a way to know the global and long-distance
structure of space. So, despite the short-ranged correla-
tions of all the local operators, the FQH and chiral spin
states must contain certain hidden long-range structure.
The robustness of the ground state degeneracy suggests
that the hidden long-range structure in FQH/chiral-spin
states is also robust and universal. A term topological
order was introduced to describe such a “robust hidden
long range structure”.23
More recently, such a “robust hidden long range
structure” was identified to be the long-range entan-
glement defined by local unitary transformations.52–54
Thus topological order is nothing but the pattern of long
range entanglement. Different patterns of long-range en-
tanglement (or different topological orders) correspond
to different quantum phases. Chiral spin liquids,20,21
integral/fractional quantum Hall states6,25,55, Z2 spin
liquids,56–58 non-Abelian FQH states,30,35,59,60 etc are
examples of topologically ordered or long-range entan-
gled phases.
B. Topological order and phase transitions
In section I A, we define a quantum phase as a region
bounded by lines of singularity in the ground state en-
ergy (or some other local quantities). In section II, we
define a topologically ordered phase as a region character-
ized by a certain ground state degeneracy. Are these two
definition self consistent? As one topologically ordered
phase changes into another topologically ordered phase,
the ground state degeneracy may change from one value
g g
∆ ∆ ∆
g g
c c
(a) (b)
∆
FIG. 2: Two types of phase transitions between two gapped
states. (a) Energy levels of a Hamiltonian Ha(g) as functions
of the coupling constant g. The topologically order state for
g < gc changes into a trivial state for g > gc via a first order
phase transition. (b) Energy levels of a Hamiltonian Hb(g) as
functions of the coupling constant g. The topologically order
state for g < gc changes into a trivial state for g > gc via a
continuous phase transition. In this case, the ground state of
Hb(gc) is a quantum critical state.
g
∆ ∆
FIG. 3: An impossible g dependence of energy levels.
to another value. So why a change in the ground state
degeneracy corresponds to a singularity in some averages
of local quantities?
We note that the ground state degeneracy that charac-
terize topological order is robust again any perturbations.
So a small change in the Hamiltonian will not change
the ground state degeneracy. However, a large change of
Hamiltonian can cause a change in ground state degen-
eracy. The ground state degeneracy can change in two
different ways as described by Fig. 2.
In Fig. 2a, the ground state degeneracy changes due
to an level crossing. The ground state energy has a dis-
continuous first order derivative at the crossing point.
The corresponding phase transition is a first order phase
transition.
Since the ground state degeneracy is robust against any
perturbations, this means that the degenerate ground
state wave functions are locally indistinguishable. The
ground states cannot be split without losing the locally
indistinguishable property. The only way to lose locally
indistinguishable property is to develop a long range cor-
relation i.e. closing the energy gap of other excitations.
So, the situation described by Fig. 3 cannot happen. The
possible situation is described by Fig. 2b, where the en-
6ergy gap of the excitations closes as g → gc and reopens
as g passes gc. The closing of the energy gap allow the
ground state degeneracy to change. The closing of the
energy gap at gc cause a singularity in the ground state
energy (or some other local quantities). Such a phase
transition is a continuous phase transition.
We see that the change of ground state degeneracy
of topologically ordered state and singularity in ground
state energy always happen at the same place. Thus the
topological ground state degeneracy characterize a phase
and a change of the topological ground state degeneracy
marks a phase transition.
C. Topological invariants – Towards a complete
characterization of topological orders
Soon after the introduction of topological order
through topologically robust and topology-dependent
ground state degeneracies, it was realized that the
topology-dependent degeneracies are not enough to char-
acterize all different topological orders [note that, as dis-
cussed in section I A, orders are defined through phase
transitions]. Certain different topological orders can have
exactly the same set of ground state degeneracies for all
compact spaces.
To obtain a complete topological invariant that can
fully characterize topological orders, in Ref. 23,61, it
was conjectured that the non-Abelian geometric phases62
(both the U(1) part and the non-Abelian part) of degener-
ate ground states generated by the automorphism of Rie-
mann surfaces can completely characterize different topo-
logical orders.23
We note that an automorphism of a Riemann surface
change the Hamiltonian H defined on the surface to an-
other Hamiltonian H ′ which is defined on the same sur-
face. If we smoothly deform the Hamiltonian H to H ′,
plus the automorphism transformation at the end, we
will get a family of Hamiltonians that form a “closed
loop”.23,61 We can use such a loop-like deformation path
of Hamiltonians, with their degenerate ground states, to
define a non-Abelian geometric phase.62 Thus, for every
automorphism of Riemann surfaces, we can produce a
non-Abelian geometric phase which is a unitary matrix.
Such a unitary matrix is uniquely determined by the
automorphism (up to a path dependent over all U(1)
phase). To understand such a result, let us assume that
the unitary matrix is not uniquely determined by the
automorphism, i.e. a small change of deformation path
leads to a different unitary matrix beyond the different
over all U(1) phase. This will mean that the small change
of deformation path causes different phase shifts for dif-
ferent degenerate ground states. Since the small change
of deformation path are local perturbations, the differ-
ent phase shifts for different degenerate ground states
will implies that the degenerate ground states are locally
distinguishable, which contradict the robustness of the
degeneracy against any local perturbations and the lo-
cally indistinguishable property of the degenerate ground
states.
As a result, the above unitary matrices form a projec-
tive representation of automorphism group of Riemann
surfaces.23,63,64 The automorphism group GAut contain
a connected subgroup G0Aut. GAut/G
0
Aut is the mapping
class group (MCG). We note that the non-Abelian geo-
metric phases for the automorphisms in G0Aut are all pure
U(1) phases, since the loops that correspond to the auto-
morphisms in G0Aut are all contractible to a trivial point.
Thus the non-Abelian geometric phase also generate a
projective representation of MCG.
We see that the non-Abelian geometric phases contain
a universal non-Abelian part23,61 and a path dependent
Abelian part23,65. The non-Abelian part carries infor-
mation about the projective representation of MCG. For
torus, the MCG is SL(2,Z), which is generate by a 90◦
rotation and a Dehn twist. For such two generators of
MCG, the associated non-Abelian geometric phases is de-
noted by S and T , which are unitary matrices. S and T
generate a projective representation of MCG SL(2,Z) for
torus.
The Abelian part of the non-Abelian geometric
phases is also important: it is related to the gravita-
tional Chern-Simons term63,66–68 and carries informa-
tion about the chiral central charge c for the gapless
edge excitations.32,33 The chiral central charge c can
be measured directly via the thermal Hall conductivity
KH = c
pi
6
k2B
~ T of the sample.
66,67
It is believed that (S, T, c) form a complete and one-
to-one description of 2+1D topological orders, which is
consistent with the previous conjecture in Ref. 23. So
(S, T, c) are the new words, like “four”, “five”, “six”,
“ten”, “eleven”, “twelve”, etc in our tribe story, that
we are looking for, to describe/label topological orders.
Since (S, T, c) may completely describe 2+1D topolog-
ical orders, we may be able develop a theory of 2+1D
topological order based (S, T, c).
D. Wave-function-overlap approach to obtain S, T
We like to mention that in addition to use non-Abelian
geometric phases to obtain (S, T ) matrices, there are sev-
eral other ways to obtain them.69–72 In particular, one
can use wave function overlap to extract (S, T ) matrices
directly from the degenerate ground states wave func-
tions on torus, provided that the system have translation
symmetry.64,73–75 (The non-Abelian-geometric-phase ap-
proach can obtain (S, T ) matrices even from systems
without translation symmetry.) It was argued that for a
system on a d-dimensional torus T d of volume V with the
set of topologically degenerate ground states {|ψi〉}Ni=1,
the overlaps of the degenerate ground states have the
following form
〈ψi|Wˆ |ψj〉 = e−fV+o(1/V )MWij , (4)
7where Wˆ are transformations of the wave functions in-
duced by the MCG transformations of the space T d →
T d, f is a non-universal constant, and MW is an univer-
sal unitary matrix.
We know that a MCG transformation Wˆ maps the
space T d to itself: T d → T d. It transforms a ground state
wave function |ψj〉 on space T d to another wave function
Wˆ |ψj〉 on the same space T d. Since the MCG transfor-
mation Wˆ is not a symmetry of the Hamiltonian, the
new wave function Wˆ |ψj〉 is not longer a ground state of
the Hamiltonian. So the overlap of Wˆ |ψj〉 with a ground
state |ψi〉 is exponentially small in large volume limit.
〈ψi|Wˆ |ψj〉 ∼ e−fV . It seems that such an overlap con-
tains no useful universal information about topological
order. What was discovered in Ref. 64 is that if we sep-
arate out the volume dependent exponential factor, the
volume-independent constant factor MW contains useful
universal information about topological order.
We note that the volume-independent constant factor
MW is a unitary matrix. In contrast to non-Abelian ge-
ometric phases, such a unitary matrix has no U(1) phase
ambiguity. Those unitary matrices (from different MCG
transformations Wˆ ) form a representation of the MCG
of the space T d, MCG(T d) = SL(d,Z), which is robust
against any perturbations. For 2+1D cases, the MCG of
the torus T 2 is generate by 90◦ rotation Sˆ and Dehn twist
Tˆ . The corresponding unitary matrices Sˆ → MS ≡ S
and Tˆ → MT ≡ T generate a unitary representation of
SL(2,Z) (instead of a projective representation as for the
case of non-Abelian geometric phases). As a result, we
can use a unitary representation of MCG, (S, T ), plus
the chiral central charge c to characterize all the 2+1D
topological orders.
We also like to point out that we can always choose a
so called excitation basis for the degenerate ground state
(see Section D). In such a basis, T is diagonal and S1i
are real and positive. It is (S, T ) in such a basis, plus the
chiral central charge c, that may fully characterize all the
2+1D topological orders.
E. The current systematic theories of topological
orders
We like to remark that topological order (i.e. long-
range entanglement) is truly a new phenomena. They
require new mathematical language to describe them.
Some early researches suggest that tensor category
theory52,76–80 and simple current algebra34,35,81,82 (or
pattern of zeros83–91) may be part of the new mathe-
matical language. Using tensor category theory, we have
developed a systematic and quantitative theory that clas-
sify topological orders with gappable edge for 2+1D in-
teracting boson and fermion systems.52,77,78,80
For 2+1D topological orders (with gapped or gapless
edge) that have only Abelian statistics, we have a more
complete and simpler result: we find that we can use
integer K-matrices to classify all of them.39 So the inte-
ger matrices K are also the new words, like “4”, “5”, “6”,
etc in our tribe story, that can be used to describe/label a
subset of topological orders – Abelian topological orders.
Such a K-label completely determine the low energy uni-
versal properties of the corresponding topological order.
For example, the low energy effective theory for the topo-
logical order labeled by K is given by the following U(1)
Chern-Simons theory33,39,92–96
L = KIJ
4pi
aIµ∂νaJλ
µνλ. (5)
Such an effective theory or the topological order labeled
by K can be realized by a concrete physical system – a
multi-layer FQH state:∏
I;i<j
(zIi − zIj )KII
∏
I<J;i,j
(zIi − zJj )KIJ e−
1
4
∑
i,I |zIi |2 , (6)
where zIi = x
I
i + iy
I
i is the coordinate of the i
th particle
in Ith layer.
Certainly, the topological order described byK are also
described by (S, T, c). The non-Abelian geometric phases
for some canonical choices of path are calculated for the
bosonic K topological order described by eqn. (6):65
T˜αβ = e
ipi
12 (N
TKN−KTd N) e ipi(α
TKα− c12 )δαβ
S˜αβ = (−)(NTKN−KTd N)/2 e
− i 2piβTKα√|det(K)| , (7)
where c is the difference in the numbers of positive and
negative eigenvalues of K, KTd = (K
11,K22, · · · ,Kκκ) is
two times the spin vector of the Abelian FQH state, and
NT = (N1, N2, · · · , Nκ) are the numbers of the bosonic
“electrons” in each layer.33 We see that the U(1) factors
depend on the number of electrons and are not univer-
sal. But we can isolate the universal non-Abelian part
by taking the limit N → 0, and find
Tαβ = e
− i 2pi c24 e ipiα
TKαδαβ
Sαβ =
e− i 2piβ
TKα√|det(K)| = Sαβ. (8)
We see that the universal non-Abelian part of the non-
Abelian geometric phases determines S, T , and c mod
24.
III. TOPOLOGICAL EXCITATIONS
We have seen that we can use unitary representation of
MCG and the chiral central charge, (S, T, c), to charac-
terize/label/name all the 2+1D topological orders. It is
possible that (S, T, c) is a full characterization of 2+1D
topological orders, in the sense that all other universal
properties of topological orders can be determined from
the data (S, T, c). In this section, we will discuss some
other universal properties of 2+1D topological orders,
and see how those universal properties are determined
by the data (S, T, c).
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FIG. 4: The energy density distribution of a quasiparticle.
A. Local excitations and topological excitations
Topologically ordered states in 2+1D are characterized
by their unusual particle-like excitations which may carry
fractional/non-Abelian statistics. To understand and to
classify particle-like excitations in topologically ordered
states, it is important to understand the notions of local
quasiparticle excitations and topological quasiparticle ex-
citations.
First we define the notion of “particle-like” excitations.
Consider a gapped system with translation symmetry.
The ground state has a uniform energy density. If we
have a state with an excitation, we can measure the en-
ergy distribution of the state over the space. If for some
local area, the energy density is higher than ground state,
while for the rest area the energy density is the same as
ground state, one may say there is a “particle-like” exci-
tation, or a quasiparticle, in this area (see Figure 4).
Quasiparticles defined like this can be divided into two
types. The first type can be created or annihilated by
local operators, such as a spin flip. So, the first type of
particle-like excitation is called local quasiparticle excita-
tions. The second type cannot be created or annihilated
by any finite number of local operators (in the infinite
system size limit). In other words, the higher local en-
ergy density cannot be created or removed by any local
operators in that area. The second type of particle-like
excitation is called topological quasiparticle excitations.
From the notions of local quasiparticles and topological
quasiparticles, we can further introduce the notion topo-
logical quasiparticle type, or simply, quasiparticle type.
We say that local quasiparticles are of the trivial type,
while topological quasiparticles are of nontrivial types.
Two topological quasiparticles are of the same type if
and only if they differ by local quasiparticles. In other
words, we can turn one topological quasiparticle into the
other one of the same type by applying some local oper-
ators.
B. Fusion space and internal degrees of freedom
for the quasiparticles
The quasiparticles have locational degrees of freedom,
as well as internal degrees of freedom.
To understand the notion of internal degrees of free-
dom, let us discuss another way to define quasiparticles:
Consider a gapped local Hamiltonian qubit system de-
fined by a local Hamiltonian H0 in d dimensional space
Md without boundary. A collection of quasiparticle ex-
citations labeled by i and located at xi can be produced
as gapped ground states of H0 + δH where δH is non-
zero only near xi’s. By choosing different δH we can
create (or trap) all kinds of quasiparticles. We will
use ii to label the type of the quasiparticle at xi. The
gapped ground states of H0 + δH may have a degen-
eracy D(Md; i1, i2, · · · ) which depends on the quasipar-
ticle types ii and the topology of the space Md. The
degeneracy is not exact, but becomes exact in the large
space and large particle separation limit. We will use
V(Md; i1, i2, · · · ) to denote the space of the degenerate
ground states. If the Hamiltonian H0+δH is not gapped,
we will say D(Md; i1, i2, · · · ) = 0 (i.e., V(Md; i1, i2, · · · )
has zero dimension). If H0 + δH is gapped, but if δH
also creates quasiparticles away from xi’s (indicated by
the bump in the energy density away from xi’s), we will
also say D(Md; i1, i2, · · · ) = 0. (In this case quasiparti-
cles at xi’s do not fuse to trivial quasiparticles.) So, if
D(Md; i1, i2, · · · ) > 0, δH only creates/traps quasiparti-
cles at xi’s.
If we choose the space to be a d-dimensional sphere
Md = Sd, then the number of the degenerate ground
states, D(Sd; i1, i2, · · · ) represents the total number
of internal degrees of freedom for the quasiparticles
i1, r2, · · · ). To obtain the number of internal degrees
of freedom for type-i quasiparticle, we consider the di-
mension D(Sd; i, i, · · · , i) of the fusion space on n type-i
particles on Sd. In large n limit D(Sd; i, i, · · · , i) has a
form
lnD(Sd; i, i, · · · , i) = n(ln di + o(1/n)). (9)
Here di is called the quantum dimension of the type-
i particle, which describe the internal degrees of free-
dom the particle. For example, a spin-0 particle has a
quantum dimension d = 1, while a spin-1 particle has
a quantum dimension d = 3. For particles with abelian
statistics, their quantum dimensions are always equal to
1. For particles with non-abelian statistics, the quantum
dimensions d > 1, but in general the quantum dimensions
d may not be integers.
C. Simple type and composite type
Even after quotient out the local quasiparticle excita-
tions, topological quasiparticle type still have two kinds:
simple type and composite type.
We can also use the traping Hamiltonian H0 + δH and
the associated fusion space V(Md; i1, i2, · · · ) to under-
stand the notion of simple type and composite type.
If the degeneracy D(Md; i1, i2, · · · ) (the dimension of
V(Md; i1, i2, · · · )) cannot not be lifted by any small local
perturbation near x1, then the particle type i1 at x1 is
said to be simple. Otherwise, the particle type i1 at x1
is said to be composite.
When i1 is composite, the space of the degenerate
ground states V(Md; i1, i2, i3, · · · ) has a direct sum de-
9composition:
V(Md; i1, i2, i3, · · · )
= V(Md; j1, i2, i3, · · · )⊕ V(Md; k1, i2, i3, · · · )
⊕ V(Md; l1, i2, i3, · · · )⊕ · · · (10)
where j1, k1, l1, etc. are simple types. To see the
above result, we note that when i1 is composite the
ground state degeneracy can be split by adding some
small perturbations near x1. After splitting, the original
degenerate ground states become groups of degenerate
states, each group of degenerate states span the space
V(Md; j1, i2, i3, · · · ) or V(Md; k1, i2, i3, · · · ) etc. which
correspond to simple quasiparticle types at x1. The
above decomposition allows us to denote the composite
type i1 as
i1 = j1 ⊕ k1 ⊕ l1 ⊕ · · · . (11)
The degeneracy D(Md; i1, i2, · · · ) for simple particle
types ii is a universal property (i.e., a topological invari-
ant) of the topologically ordered state. In this paper,
when we said particle/topological type, we usually mean
simple type. The number of simple types (including the
trivial type) is also a topological invariant of the topo-
logical order. Such a number is referred as the rank of
the topological order.
We have claimed that (S, T, c) can determine all other
topological invariants of a topological order, including its
rank. Indeed, the dimension of the S or T matrices is the
rank of the topological order.
D. Fusion of quasiparticles
When we fuse two simple types of topological particles
i and j together, it may become a topological particle of
a composite type:
i⊗ j = l = k1 ⊕ k2 ⊕ · · · , (12)
where i, j, ki are simple types and l is a composite type.
Here, we will use an integer tensor N ijk to describe the
quasiparticle fusion, where i, j, k label simple types. Such
an integer tensor N ijk is referred as the fusion coefficients
of the topological order, which is a universal property of
the topologically ordered state.
When N ijk = 0, the fusion of i and j does not contain
k. When N ijk = 1, the fusion of i and j contain one k:
i⊗ b = k ⊕ k1 ⊕ k2 ⊕ · · · . When N ijk = 2, the fusion of i
and j contain two k’s: i⊗ j = k⊕ k⊕ k1⊕ k2⊕· · · . This
way, we can denote that fusion of simple types as
i⊗ j = ⊕kN ijk k. (13)
In physics, the quasiparticle types always refer to sim-
ple types. The fusion rules N ijk is a universal prop-
erty of the topologically ordered state. The degeneracy
D(Md; i1, i2, · · · ) is determined completely by the fusion
rules N ijk .
Let us then consider the fusion of 3 simple quasipar-
ticles i, j, k. We may first fuse i, j, and then with k,
(i ⊗ j) ⊗ k = (⊕mN ijmm) ⊗ k = ⊕l(
∑
mN
ij
mN
mk
l )l. We
may also first fuse j, k and then with i, i ⊗ (j ⊗ k) =
i ⊗ (⊕mN jkmm) = ⊕l(
∑
mN
im
l N
jk
m )l. The two ways of
fusion should produce the same result and this requires
that ∑
m
N ijmN
mk
l =
∑
m
N iml N
jk
m . (14)
Note that here, we do not require N ijk = N
ji
k .
The fusion coefficients N ijk are also topological invari-
ants of the topological order. (S, T, c) can determine such
topological invariants. In fact, S alone can determine
N ijk :
N ijk =
n∑
l=1
SliSlj(Slk)
∗
Sl1
(15)
which is the famous Verlinde formula.97
The internal degrees of freedom (i.e. the quantum di-
mension di) for the type-i simple particle can be calcu-
lated directly from N ijk . In fact di is the largest eigen-
value of the matrix Ni, whose elements are (Ni)kj = N
ij
k .
We see that S matrix determines the internal degrees of
freedom of the simple particles.
E. Quasiparticle intrinsic spin
For 2+1D topological orders, the quasiparticles can
also braid. We also need data to describe the braiding of
the quasiparticles in addition to the fusion rules We will
discuss the braiding in this and next subsections.
If we twist the quasiparticle at x1 by rotating δH at x1
by 360◦ (note that δH at x1 has no rotational symmetry),
all the degenerate ground states in V(Md; i1, i2, i3, · · · )
will acquire the same geometric phase e iθi1 provided that
the quasiparticle type i1 is a simple type. This is because
when i1 is a simple type, no local perturbations near x1
can split the degeneracy. Thus the degenerate ground
states are locally indistinguishable near x1. As a result,
the 360◦ rotation cause the same phase shift e iθi1 for all
the degenerate ground states. We will call si =
θi
2pi mod
1 the intrinsic spin (or simply spin) of the simple type i,
which is another universal property of the topologically
ordered state. (S, T, c) can determine the topological in-
variants si as well. In fact, si mod 1 are given by the
eigenvalues or the diagonal elements of T and c:
e i 2pisi = e i 2pi
c
24Tii (16)
(note that T is diagonal in the excitation basis).
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F. Quasiparticle mutual statistics
If we move the quasiparticle i2 at x2 around the quasi-
particle i1 at x1, we will generate a non-Abelian geo-
metric phase – a unitary transformation acting on the
degenerate ground states in V(Md; i1, i2, i3, · · · ). Such a
unitary transformation not only depends on the types i1
and i2, but also depends on the quasiparticles at other
places. So, here we will consider three quasiparticles of
simple types i, j, k¯ on a 2D sphere S2. The ground
state degenerate space is V(S2; i, j, k¯). For some choices
of i, j, k¯, D(S2; i, j, k¯) ≥ 1, which is the dimension of
V(S2; i, j, k¯). Now, we move the quasiparticle j around
the quasiparticle i. All the degenerate ground states in
V(S2; i, j, k¯) will acquire the same geometric phase
e iθ
(k)
ij =
e i 2pisk
e i 2pisi e i 2pisj
. (17)
This is because, in V(S2; i, j, k¯), the quasiparticles i
and j fuse into k (the anti-quasiparticle of k¯). Moving
quasiparticle j around the quasiparticle i plus rotating
i and j respectively by 360◦ is like rotating k by 360◦,
i.e. e iθ
(k)
ij e i 2pisi e i 2pisj = e i 2pisk . This leads to eqn. (17).
We see that the quasiparticle mutual statistics is deter-
mined by the quasiparticle spin si and the quasiparticle
fusion rules N ijk . For this reason, we call the set of data
(N ijk , si) quasiparticle statistics.
In fact, in order for data (N ijk , si) to describe a valid
quasiparticle statistics, they must satisfy certain condi-
tions (known as Vafa theorem98–100). Let us consider
the fusion space V(S2; i, j, k, l). Let Wi,j be the non-
abelian geometric phase (i.e. the unitary matrix acting
V(S2; i, j, k, l)) generated by moving particle i around
particle j, Wi,k by moving particle i around particle k,
and Wi,jk by moving particle i around both particle j
and k (see Fig 5). We see that Wi,jk = Wi,kWi,j , or
det(Wi,jk) = det(Wi,k) det(Wi,j) (18)
We note that
det(Wi,j) =
∏
r
( e i 2pisr
e i 2pisi e i 2pisj
)Nijr Nrkl¯
,
det(Wi,k) =
∏
r
( e i 2pisr
e i 2pisi e i 2pisk
)Nikr Nrjl¯
,
det(Wi,jk) =
∏
r
( e i 2pisl¯
e i 2pisi e i 2pisr
)Njkr Nril¯
. (19)
This way, we obtain
e i 2pi
∑
r sr(N
ij
r N
kl
r¯ +N
jk
r N
il
r¯ +N
ik
r N
jl
r¯ )
= e i 2pi
∑
r si(N
jk
r N
ri
l¯
−Nijr Nrkl¯ −Nikr Nrjl¯ )×
e i 2pi
∑
r(−sjNijr Nrkl¯ −skNikr Nrjl¯ −slN
jk
r N
ri
l¯
)
= e− i 2pi(si+sj+sk+sl)
∑
r N
ij
r N
kl
r¯ , (20)
where the properties eqn. (29) and eqn. (38) are used.
i l
k j
i,ji,k
i,jk
WW
W
FIG. 5: The braiding procedure to derive Vafa theorem.
IV. A THEORY OF 2+1D BOSONIC
TOPOLOGICAL ORDERS
A. A theory of 2+1D topological orders based on
(S, T, c)
In this section, we would like to develop a theory of
2+1D topological orders based on (S, T, c). We have seen
that we can measure (S, T, c) for every 2+1D topologi-
cal orders (in particular using the wave function over-
lap eqn. (4)), and every 2+1D topological orders are de-
scribed by (S, T, c) where S, T are unitary matrices and
c is a rational number. However, not every (S, T, c) can
describe existing topological orders in 2+1D. So to de-
velop a theory of topological order based on (S, T, c), we
need to find the conditions on (S, T, c). If we find enough
conditions on (S, T, c), then every (S, T, c) that satisfies
those conditions will describe an existing topological or-
der. This way, we will have a theory of topological orders.
So here, we will follow Ref. 101–104 and list the known
conditions satisfied by a (S, T, c) that corresponds to an
existing 2+1D topological order:
(S, T, c) conditions:
1. S is symmetric and unitary with S11 > 0, and sat-
isfies the Verlinde formula:97
N ijk =
n∑
l=1
SliSlj(Slk)
∗
Sl1
∈ N, (21)
where i, j, · · · = 1, 2, · · · , N . N ijk is called fusion
coefficient, which gives the fusion rule for quasi-
particles.
2. Let
di =
S1i
S11
(22)
which is called quantum dimension. Then di ≥ 1
is the largest eigenvalue of the matrix Ni, whose
elements are (Ni)kj = N
ij
k .
3. T is unitary and diagonal:
Tij = e
i 2pisi e− i 2pi
c
24 δij . (23)
Here si is called topological spin (θi = 2pisi is called
statistical angle). c is the chiral central charge.
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4. S and T satisfy:
(ST )3 = S2 = C, C2 = 1, Cij = N
ij
1 . (24)
Thus S and T generate a unitary representation of
SL(2,Z).
5. S and T also satisfy [see eqn. (223) in Ref. 105]:
Sij =
1
D
∑
k
N ijk e
i 2pi(si+sj−sk)dk, (25)
where D =
√∑
i d
2
i .
6. N ijk and e
2pi isi also satisfy98–100 (see eqn. (20))∑
r
V rijklsr = 0 mod 1 (26)
where
V rijkl = N
ij
r N
kl
r¯ +N
il
r N
jk
r¯ +N
ik
r N
jl
r¯
− (δir + δjr + δkr + δlr)
∑
m
N ijmN
kl
m¯ . (27)
7. Let
νi =
1
D2
∑
jk
N jki djdk e
i 4pi(sj−sk), (28)
then103,104 νi = 0 if i 6= i¯, and νi = ±1 if i = i¯.
The above are the necessary conditions in order for
(S, T, c) to describe an existing 2+1D topological order.
In other words, the (S, T, c)’s for all the topological or-
ders are included in the solutions.
However, it is not clear if those conditions are suffi-
cient. So it is possible that some solutions are “fake”
(S, T, c) that do not correspond to any valid topological
order. It is also possible that a valid solution (S, T, c)
may correspond to several topological orders.
To see if there are any “fake” (S, T, c)’s in our lists,
Ref. 106 tries to construct explicit many-body wave func-
tions for those (S, T, c)’s in the lists, using simple current
algebra.34,81,82 We find that all the (S, T, c)’s in our lists
are valid and correspond to existing topological orders.
B. A theory of 2+1D topological orders based on
(N ijk , si, c)
From the above conditions, we see that, instead of us-
ing (S, T, c), we can also use (N ijk , si, c) to describe topo-
logical orders, since (S, T, c) can be expressed in terms of
(N ijk , si, c), and (N
ij
k , si, c) can be expressed in terms of
(S, T, c). So we can develop a theory of topological or-
ders based on (N ijk , si, c), instead of (S, T, c). Again not
all (N ijk , si, c) describe existing 2+1D topological orders.
Here we list the necessary conditions on (N ijk , si, c):
(N ijk , si, c) conditions:
1. N ijk are non-negative integers that satisfy
N ijk = N
ji
k , N
1i
j = δij ,
N∑
k=1
N ik1 N
kj
1 = δij ,
n∑
m=1
N ijmN
mk
l =
n∑
n=1
N inl N
jk
n or NkNi = NiNk (29)
where i, j, · · · = 1, 2, · · · , n, and the matrix Ni is
given by (Ni)kj = N
ij
k . In fact N
ij
1 defines a charge
conjugation i→ i¯:
N ij1 = δi¯j . (30)
We also refer n as the rank of the corresponding
topological order.
2. N ijk and si satisfy
98–100 (see eqn. (20))∑
r
V rijklsr = 0 mod 1 (31)
where
V rijkl = N
ij
r N
kl
r¯ +N
il
r N
jk
r¯ +N
ik
r N
jl
r¯
− (δir + δjr + δkr + δlr)
∑
m
N ijmN
kl
m¯ (32)
Those are the conditions that allows us to show si
and c to be rational numbers.98–100,107,108.
3. Let di be the largest eigenvalue of the matrix Ni.
Let
Sij =
1√∑
i d
2
i
∑
k
N ijk e
2pi i (si+sj−sk)dk. (33)
Then, S is unitary and satisfies97
S11 > 0, N
ij
k =
∑
l
SliSlj(Slk)
∗
S1l
. (34)
4. Let
Tij = e
2pi isi e−2pi i
c
24 δij . (35)
Then
(ST )3 = S2 = C, C2 = 1. (36)
In fact Cij = N
ij
1 .
5. Let
νi =
1
D2
∑
jk
N jki djdk e
4pi i (sj−sk). (37)
Then103,104 νi = 0 if i 6= i¯, and νi = ±1 if i = i¯.
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The above conditions are necessary for (N ijk , si, c) to de-
scribe an existing 2+1D topological order. If the above
conditions are also sufficient, then the above will repre-
sent a classifying theory of 2+1D topological orders.
In section V, we will solve the above conditions to ob-
tain a list 2+1D topological orders. We like to men-
tion that solving the above conditions is closely related
to classifying modular tensor categories. Ref. 103 have
classified all the 70 modular tensor categories with rank
N = 1, 2, 3, 4, using Galois group. In this paper, we will
try to solve the above conditions numerically for higher
ranks.
V. 2+1D TOPOLOGICAL ORDERS WITH LOW
RANKS AND LOW QUANTUM DIMENSIONS
A. A numerical approach
Here, we will assume the conditions in section IV B
to be sufficient, and treat them as a classifying theory of
2+1D topological orders. In this section, we will describe
how to numerically solve those conditions to obtain a
list of simple 2+1D topological orders. Our approach is
similar to that used in Ref. 102, where a list of fusion
rings are obtain. Here, we will obtain a list of 2+1D
bosonic topological orders.
We first numerically solve the condition (1) in the
(N ijk , si, c) conditions in section IV B to obtainN
ij
k . Then
we will use Smith normal form of integer matrices V rijkl
and/or M˜ij to solve the condition (2) to obtain a list of si.
We then use other conditions to obtain a list of (N ijk , si)’s
that satisfy all those conditions by direct checking. The
central charge c mod 8 is obtained from the condition
(4).
To numerically solve the condition (1) in the (N ijk , si, c)
conditions efficiently, it is important to find as many
conditions on N ijk as possible. We first set l = 1 in
eqn. (29) and find the following symmetry condition on
N ijk
N k¯ij = N
i¯
jk = N
j¯
ki = N
j¯
ik. (38)
The second kind of conditions on N ijk is that
[Ni, Nj ] = 0. (39)
To find more conditions on N ijk , we note that since S
is unitary, we may rewrite eqn. (34) as∑
k
N ijk Slk =
SliSlj
S1l
or vlNi = d
i
lvl, (40)
where the row eigenvector vi is given by (vl)j = Slj and
the eigenvalues dil = Sli/S1l. In other words there exist
a symmetric unitary matrix that satisfies
SNiS
† = Di, (41)
where Di is a diagonal matrix given by (Di)ll = d
i
l =
Sli/S1l. We see that even though Ni may not be hermi-
tian, we still require that
Ni can be diagonalized by a unitary matrix (42)
This is the third kind of conditions on N ijk .
To get more information, let ul be the common eigen-
vectors of a set of Ni’s, i ∈ I and I ⊂ {1, · · · , N}. We will
try to calculate S from such a subset of Ni’s. Let V be a
linear combination of the set of Ni’s, V =
∑
i∈I f(xi)Ni.
Let dil be the eigenvalue of Ni for the eigenvector ul. Let
l˜ belong to the set of indices that label eigenvectors that
have non-degenerate eigenvalues for V . In this case, the
corresponding eigenvector ul˜ is unique up to a U(1) phase
factor. Then those non-degenerate normalized eigenvec-
tors with the first element being positive satisfies
(ul˜)j = S
∗
p(l˜)j
, (ul˜)1 6= 0. (43)
where p is a permutation map l˜ → l. For those (ul˜)j ’s,
we have
∑
i
(ul˜1)i[(ul˜2)i]
∗ = δl˜1 l˜2 , d
i
l˜
=
Sp(l˜)i
Sp(l˜)1
(44)
In other words di
l˜
=
(
(ul˜)i
(ul˜)1
)∗
.
To summarize, let ul be the common eigenvectors of a
set of Ni’s (i ∈ I) with eigenvalue dil, then
(ul˜)1 6= 0,
∑
j
(ul˜1)j [(ul˜2)j ]
∗ = δl˜1 l˜2 , d
i
l˜
=
( (ul˜)i
(ul˜)1
)∗
(45)
for any i ∈ I and l˜’s in the set of that label non-
degenerate eigenvalues. If the above conditions are not
satisfied, then corresponding Ni does not satisfy the nec-
essary conditions to describe a topological order.
Also, if the all the eigenvalues of V ’s are non-
degenerate, then ul determines S upto a permutation of
the rows (see eqn. (43)). In this case, we can determine
the full N ijk using eqn. (21).
We wrote a program to numerically search for N ijk ’s
that satisfy the condition eqn. (38), eqn. (39), eqn. (45),
and eqn. (21) (when all the eigenvalues of V are non-
degenerate), by starting from {Nk1j = δkj}, to {Nk1j , Nk2j},
to {Nk1j , Nk2j , Nk3j}, etc .
After obtaining a list of fusion rules N ijk , we then, for
each fusion rule, use the Smith normal form of the integer
matrix M˜ to find sets of spins {si} that satisfy eqn. (??).
Last, we select the combination (N ijk , si) that satisfy all
the conditions and compute the central charge c in the
process. This way we obtain a list of 2+1D topological
orders.
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TABLE I: A list of all 45 bosonic topological orders in 2+1D with rank N = 1, 2, 3, 4, 5 and with max(N ijk ) ≤ 3. The entries in
red are the topological orders with max(N ijk ) = 2. All other topological orders have N
ij
k = 0, 1. There are no topological orders
with max(N ijk ) = 3 and N ≤ 5. The entries in blue are the composite topological orders that can be obtained by stacking lower
rank topological orders. The first column is the rank N and the central charge c (mod 8). The second column is the topological
entanglement entropy Stop = log2D, D =
√∑
i d
2
i . The quantum dimensions of topological excitations in the third column
are expressed in terms of ζmn =
sin[pi(m+1)/(n+2)]
sin[pi/(n+2)]
. The fourth column is the spins of the corresponding topological excitations.
NBc Stop d1, d2, · · · s1, s2, · · · NBc Stop d1, d2, · · · s1, s2, · · ·
1B1 0 1 0
2B1 0.5 1, 1 0,
1
4
2B−1 0.5 1, 1 0,− 14
2B14/5 0.9276 1, ζ
1
3 0,
2
5
2B−14/5 0.9276 1, ζ
1
3 0,− 25
3B2 0.7924 1, 1, 1 0,
1
3
, 1
3
3B−2 0.7924 1, 1, 1 0,− 13 ,− 13
3B1/2 1 1, 1, ζ
1
2 0,
1
2
, 1
16
3B−1/2 1 1, 1, ζ
1
2 0,
1
2
,− 1
16
3B3/2 1 1, 1, ζ
1
2 0,
1
2
, 3
16
3B−3/2 1 1, 1, ζ
1
2 0,
1
2
,− 3
16
3B5/2 1 1, 1, ζ
1
2 0,
1
2
, 5
16
3B−5/2 1 1, 1, ζ
1
2 0,
1
2
,− 5
16
3B7/2 1 1, 1, ζ
1
2 0,
1
2
, 7
16
3B−7/2 1 1, 1, ζ
1
2 0,
1
2
,− 7
16
3B8/7 1.6082 1, ζ
1
5 , ζ
2
5 0,− 17 , 27 3B−8/7 1.6082 1, ζ15 , ζ25 0, 17 ,− 27
4B,a0 1 1, 1, 1, 1 0, 0, 0,
1
2
4B,b0 1 1, 1, 1, 1 0, 0,
1
4
,− 1
4
4B1 1 1, 1, 1, 1 0,
1
8
, 1
8
, 1
2
4B−1 1 1, 1, 1, 1 0,− 18 ,− 18 , 12
4B2 1 1, 1, 1, 1 0,
1
4
, 1
4
, 1
2
4B−2 1 1, 1, 1, 1 0,− 14 ,− 14 , 12
4B3 1 1, 1, 1, 1 0,
3
8
, 3
8
, 1
2
4B−3 1 1, 1, 1, 1 0,− 38 ,− 38 , 12
4B4 1 1, 1, 1, 1 0,
1
2
, 1
2
, 1
2
4B9/5 1.4276 1, 1, ζ
1
3 , ζ
1
3 0,− 14 , 320 , 25
4B−9/5 1.4276 1, 1, ζ
1
3 , ζ
1
3 0,
1
4
,− 3
20
,− 2
5
4B19/5 1.4276 1, 1, ζ
1
3 , ζ
1
3 0,
1
4
,− 7
20
, 2
5
4B−19/5 1.4276 1, 1, ζ
1
3 , ζ
1
3 0,− 14 , 720 ,− 25 4B,c0 1.8552 1, ζ13 , ζ13 , ζ13ζ13 0, 25 ,− 25 , 0
4B12/5 1.8552 1, ζ
1
3 , ζ
1
3 , ζ
1
3ζ
1
3 0,− 25 ,− 25 , 15 4B−12/5 1.8552 1, ζ13 , ζ13 , ζ13ζ13 0, 25 , 25 ,− 15
4B10/3 2.1328 1, ζ
1
7 , ζ
2
7 , ζ
3
7 0,
1
3
, 2
9
,− 1
3
4B−10/3 2.1328 1, ζ
1
7 , ζ
2
7 , ζ
3
7 0,− 13 ,− 29 , 13
5B0 1.1609 1, 1, 1, 1, 1 0,
1
5
, 1
5
,− 1
5
,− 1
5
5B4 1.1609 1, 1, 1, 1, 1 0,
2
5
, 2
5
,− 2
5
,− 2
5
5B,a2 1.7924 1, 1, ζ
1
4 , ζ
1
4 , 2 0, 0,
1
8
,− 3
8
, 1
3
5B,b2 1.7924 1, 1, ζ
1
4 , ζ
1
4 , 2 0, 0,− 18 , 38 , 13
5B,b−2 1.7924 1, 1, ζ
1
4 , ζ
1
4 , 2 0, 0,
1
8
,− 3
8
,− 1
3
5B,a−2 1.7924 1, 1, ζ
1
4 , ζ
1
4 , 2 0, 0,− 18 , 38 ,− 13
5B16/11 2.5573 1, ζ
1
9 , ζ
2
9 , ζ
3
9 , ζ
4
9 0,− 211 , 211 , 111 ,− 511 5B−16/11 2.5573 1, ζ19 , ζ29 , ζ39 , ζ49 0, 211 ,− 211 ,− 111 , 511
5B18/7 2.5716 1, ζ
2
5 , ζ
2
5 , ζ
2
12, ζ
4
12 0,− 17 ,− 17 , 17 , 37 5B−18/7 2.5716 1, ζ25 , ζ25 , ζ212, ζ412 0, 17 , 17 ,− 17 ,− 37
B. The stacking operation of topological order
Before we present the result from the numerical cal-
culation, let us discuss a stacking operation,63 denoted
by . We note that stacking two rank N and rank
N ′ topological orders described C = (N ijk , si, c) and
C′ = (N ′ k′i′j′ , s′i′ , c′) will give us a third topological order
C′′ = C  C′ with rank N ′′ = NN ′ and
(N ′′)ii
′,jj′
kk′ = N
ij
k (N
′)i
′j′
k′ , s
′′
ii′ = si + s
′
i′ , c
′′ = c+ c′,
d′′ii′ = did
′
i′ , S
′′
ii′,jj′ = Si,jS
′
i′,j′ , S
′′
top = Stop + S
′
top.
(46)
where Stop is the topological entanglement entropy
Stop = log2D, D =
√∑
i d
2
i .
The stacking operation  will make the set of topologi-
cal order into a monoid. The trivial topological order Ctri
(the product state) is the unit of the monoid. However,
in general, a topological order C does not have an inverse
respect to the stacking operation (i.e. there does not ex-
ist a topological order C¯ such that C  C¯ = Ctri). This
is why the set of topological order only form a monoid
instead of a group. However, some topological order does
have an inverse respect to the stacking  operation. Such
kind of topological orders are called invertible topological
orders.63,109–112
In 2+1D, the invertible topological orders form an
Abelian group Z under to stacking  operation. The
group is generated by the E8 FQH state described by
the K-matrix
KE8 =

2 1 0 0 0 0 0 0
1 2 1 0 0 0 0 0
0 1 2 1 0 0 0 0
0 0 1 2 1 0 0 0
0 0 0 1 2 1 0 1
0 0 0 0 1 2 1 0
0 0 0 0 0 1 2 0
0 0 0 0 1 0 0 2

. (47)
The E8 topological order CE8 is invertible63 since it has
no topological excitations39,92 (due to det(KE8) = 1). It
is described by (N ijk , si, c) = (1, 0, 8). Stacking an E8
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TABLE II: A list of all 50 bosonic rank N = 6 topological orders in 2+1D with max(N ijk ) ≤ 2.
NBc Stop D
2 d1, d2, · · · s1, s2, · · · comment
6B1 1.2924 6 1, 1, 1, 1, 1, 1 0,
1
12
, 1
12
,− 1
4
, 1
3
, 1
3
2B−1  3B2
6B−1 1.2924 6 1, 1, 1, 1, 1, 1 0,− 112 ,− 112 , 14 ,− 13 ,− 13 2B1  3B−2
6B3 1.2924 6 1, 1, 1, 1, 1, 1 0,
1
4
, 1
3
, 1
3
,− 5
12
,− 5
12
2B1  3B2
6B−3 1.2924 6 1, 1, 1, 1, 1, 1 0,− 14 ,− 13 ,− 13 , 512 , 512 2B−1  3B−2
6B1/2 1.5 8 1, 1, 1, 1, ζ
1
2 , ζ
1
2 0,
1
4
,− 1
4
, 1
2
,− 1
16
, 3
16
2B1  3B−1/2
6B−1/2 1.5 8 1, 1, 1, 1, ζ
1
2 , ζ
1
2 0,
1
4
,− 1
4
, 1
2
, 1
16
,− 3
16
2B1  3B−3/2
6B3/2 1.5 8 1, 1, 1, 1, ζ
1
2 , ζ
1
2 0,
1
4
,− 1
4
, 1
2
, 1
16
, 5
16
2B1  3B1/2
6B−3/2 1.5 8 1, 1, 1, 1, ζ
1
2 , ζ
1
2 0,
1
4
,− 1
4
, 1
2
,− 1
16
,− 5
16
2B1  3B−5/2
6B5/2 1.5 8 1, 1, 1, 1, ζ
1
2 , ζ
1
2 0,
1
4
,− 1
4
, 1
2
, 3
16
, 7
16
2B1  3B3/2
6B−5/2 1.5 8 1, 1, 1, 1, ζ
1
2 , ζ
1
2 0,
1
4
,− 1
4
, 1
2
,− 3
16
,− 7
16
2B1  3B−7/2
6B7/2 1.5 8 1, 1, 1, 1, ζ
1
2 , ζ
1
2 0,
1
4
,− 1
4
, 1
2
, 5
16
,− 7
16
2B1  3B5/2
6B−7/2 1.5 8 1, 1, 1, 1, ζ
1
2 , ζ
1
2 0,
1
4
,− 1
4
, 1
2
,− 5
16
, 7
16
2B1  3B7/2
6B4/5 1.7200 10.854 1, 1, 1, ζ
1
3 , ζ
1
3 , ζ
1
3 0,− 13 ,− 13 , 115 , 115 , 25 2B14/5  3B−2
6B−4/5 1.7200 10.854 1, 1, 1, ζ
1
3 , ζ
1
3 , ζ
1
3 0,
1
3
, 1
3
,− 1
15
,− 1
15
,− 2
5
2B−14/5  3B2
6B16/5 1.7200 10.854 1, 1, 1, ζ
1
3 , ζ
1
3 , ζ
1
3 0,− 13 ,− 13 , 415 , 415 ,− 25 2B−14/5  3B−2
6B−16/5 1.7200 10.854 1, 1, 1, ζ
1
3 , ζ
1
3 , ζ
1
3 0,
1
3
, 1
3
,− 4
15
,− 4
15
, 2
5
2B14/5  3B2
6B3/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
,− 5
16
,− 1
10
, 2
5
, 7
80
2B14/5  3B−5/2
6B−3/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
, 5
16
, 1
10
,− 2
5
,− 7
80
2B−14/5  3B5/2
6B7/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
, 7
16
, 1
10
,− 2
5
, 3
80
2B−14/5  3B7/2
6B−7/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
,− 7
16
,− 1
10
, 2
5
,− 3
80
2B14/5  3B−7/2
6B13/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
,− 3
16
,− 1
10
, 2
5
, 17
80
2B14/5  3B−3/2
6B−13/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
, 3
16
, 1
10
,− 2
5
,− 17
80
2B−14/5  3B3/2
6B17/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
,− 7
16
, 1
10
,− 2
5
, 13
80
2B−14/5  3B−7/2
6B−17/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
, 7
16
,− 1
10
, 2
5
,− 13
80
2B14/5  3B7/2
6B23/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
,− 1
16
,− 1
10
, 2
5
, 27
80
2B14/5  3B−1/2
6B−23/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
, 1
16
, 1
10
,− 2
5
,− 27
80
2B−14/5  3B1/2
6B27/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
,− 5
16
, 1
10
,− 2
5
, 23
80
2B−14/5  3B−5/2
6B−27/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
, 5
16
,− 1
10
, 2
5
,− 23
80
2B14/5  3B5/2
6B33/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
, 1
16
,− 1
10
, 2
5
, 37
80
2B14/5  3B1/2
6B−33/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
,− 1
16
, 1
10
,− 2
5
,− 37
80
2B−14/5  3B−1/2
6B37/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
,− 3
16
, 1
10
,− 2
5
, 33
80
2B−14/5  3B−3/2
6B−37/10 1.9276 14.472 1, 1, ζ
1
2 , ζ
1
3 , ζ
1
3 , ζ
1
2ζ
1
3 0,
1
2
, 3
16
,− 1
10
, 2
5
,− 33
80
2B14/5  3B3/2
6B1/7 2.1082 18.591 1, 1, ζ
1
5 , ζ
1
5 , ζ
2
5 , ζ
2
5 0,− 14 ,− 17 ,− 1128 , 128 , 27 2B−1  3B8/7
6B−1/7 2.1082 18.591 1, 1, ζ
1
5 , ζ
1
5 , ζ
2
5 , ζ
2
5 0,
1
4
, 1
7
, 11
28
,− 1
28
,− 2
7
2B1  3B−8/7
6B15/7 2.1082 18.591 1, 1, ζ
1
5 , ζ
1
5 , ζ
2
5 , ζ
2
5 0,
1
4
, 3
28
,− 1
7
, 2
7
,− 13
28
2B1  3B8/7
6B−15/7 2.1082 18.591 1, 1, ζ
1
5 , ζ
1
5 , ζ
2
5 , ζ
2
5 0,− 14 ,− 328 , 17 ,− 27 , 1328 2B−1  3B−8/7
6B,a0 2.1609 20 1, 1, 2, 2,
√
5,
√
5 0, 0, 1
5
,− 1
5
, 0, 1
2
primitive
6B,b0 2.1609 20 1, 1, 2, 2,
√
5,
√
5 0, 0, 1
5
,− 1
5
, 1
4
,− 1
4
primitive
6B,a4 2.1609 20 1, 1, 2, 2,
√
5,
√
5 0, 0, 2
5
,− 2
5
, 0, 1
2
primitive
6B,b4 2.1609 20 1, 1, 2, 2,
√
5,
√
5 0, 0, 2
5
,− 2
5
, 1
4
,− 1
4
primitive
6B58/35 2.5359 33.632 1, ζ
1
3 , ζ
1
5 , ζ
2
5 , ζ
1
3ζ
1
5 , ζ
1
3ζ
2
5 0,
2
5
, 1
7
,− 2
7
,− 16
35
, 4
35
2B14/5  3B−8/7
6B−58/35 2.5359 33.632 1, ζ
1
3 , ζ
1
5 , ζ
2
5 , ζ
1
3ζ
1
5 , ζ
1
3ζ
2
5 0,− 25 ,− 17 , 27 , 1635 ,− 435 2B−14/5  3B8/7
6B138/35 2.5359 33.632 1, ζ
1
3 , ζ
1
5 , ζ
2
5 , ζ
1
3ζ
1
5 , ζ
1
3ζ
2
5 0,
2
5
,− 1
7
, 2
7
, 9
35
,− 11
35
2B14/5  3B8/7
6B−138/35 2.5359 33.632 1, ζ
1
3 , ζ
1
5 , ζ
2
5 , ζ
1
3ζ
1
5 , ζ
1
3ζ
2
5 0,− 25 , 17 ,− 27 ,− 935 , 1135 2B−14/5  3B−8/7
6B46/13 2.9132 56.746 1, ζ
1
11, ζ
2
11, ζ
3
11, ζ
4
11, ζ
5
11 0,
4
13
, 2
13
,− 6
13
, 6
13
,− 1
13
primitive
6B−46/13 2.9132 56.746 1, ζ
1
11, ζ
2
11, ζ
3
11, ζ
4
11, ζ
5
11 0,− 413 ,− 213 , 613 ,− 613 , 113 primitive
6B8/3 3.1107 74.617 1, ζ
2
16, ζ
2
16, ζ
2
16, ζ
4
16, ζ
6
16 0,
1
9
, 1
9
, 1
9
, 1
3
,− 1
3
primitive
6B−8/3 3.1107 74.617 1, ζ
2
16, ζ
2
16, ζ
2
16, ζ
4
16, ζ
6
16 0,− 19 ,− 19 ,− 19 ,− 13 , 13 primitive
6B2 3.3263 100.61 1,
3+
√
21
2
, 3+
√
21
2
, 3+
√
21
2
, 5+
√
21
2
, 7+
√
21
2
0,− 1
7
,− 2
7
, 3
7
, 0, 1
3
primitive
6B−2 3.3263 100.61 1,
3+
√
21
2
, 3+
√
21
2
, 3+
√
21
2
, 5+
√
21
2
, 7+
√
21
2
0, 1
7
, 2
7
,− 3
7
, 0,− 1
3
primitive
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TABLE III: A list of all 24 bosonic rank N = 7 topological orders in 2+1D with max(N ijk ) ≤ 1. Since N = 7 is a prime
number, all those 24 topological order are primitive.
NBc Stop D
2 d1, d2, · · · s1, s2, · · ·
7B,a2 1.4036 7 1, 1, 1, 1, 1, 1, 1 0,
1
7
, 1
7
, 2
7
, 2
7
,− 3
7
,− 3
7
7B,a−2 1.4036 7 1, 1, 1, 1, 1, 1, 1 0,− 17 ,− 17 ,− 27 ,− 27 , 37 , 37
7B1/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 5
32
,− 5
32
, 1
4
,− 1
4
, 7
32
7B−1/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 5
32
, 5
32
, 1
4
,− 1
4
,− 7
32
7B3/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 9
32
, 9
32
, 1
4
,− 1
4
,− 3
32
7B−3/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 9
32
,− 9
32
, 1
4
,− 1
4
, 3
32
7B5/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 1
32
,− 1
32
, 1
4
,− 1
4
, 11
32
7B−5/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 1
32
, 1
32
, 1
4
,− 1
4
,− 11
32
7B7/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 13
32
, 13
32
, 1
4
,− 1
4
, 1
32
7B−7/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 13
32
,− 13
32
, 1
4
,− 1
4
,− 1
32
7B9/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 3
32
, 3
32
, 1
4
,− 1
4
, 15
32
7B−9/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 3
32
,− 3
32
, 1
4
,− 1
4
,− 15
32
7B11/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 15
32
,− 15
32
, 1
4
,− 1
4
, 5
32
7B−11/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 15
32
, 15
32
, 1
4
,− 1
4
,− 5
32
7B13/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 7
32
, 7
32
, 1
4
,− 1
4
,− 13
32
7B−13/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 7
32
,− 7
32
, 1
4
,− 1
4
, 13
32
7B15/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 11
32
,− 11
32
, 1
4
,− 1
4
, 9
32
7B−15/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 11
32
, 11
32
, 1
4
,− 1
4
,− 9
32
7B,b2 2.4036 28 1, 1, 2, 2, 2,
√
7,
√
7 0, 0, 1
7
, 2
7
,− 3
7
, 1
8
,− 3
8
7B,c2 2.4036 28 1, 1, 2, 2, 2,
√
7,
√
7 0, 0, 1
7
, 2
7
,− 3
7
,− 1
8
, 3
8
7B,c−2 2.4036 28 1, 1, 2, 2, 2,
√
7,
√
7 0, 0,− 1
7
,− 2
7
, 3
7
, 1
8
,− 3
8
7B,b−2 2.4036 28 1, 1, 2, 2, 2,
√
7,
√
7 0, 0,− 1
7
,− 2
7
, 3
7
,− 1
8
, 3
8
7B8/5 3.2194 86.750 1, ζ
1
13, ζ
2
13, ζ
3
13, ζ
4
13, ζ
5
13, ζ
6
13 0,− 15 , 215 , 0, 25 , 13 ,− 15
7B−8/5 3.2194 86.750 1, ζ
1
13, ζ
2
13, ζ
3
13, ζ
4
13, ζ
5
13, ζ
6
13 0,
1
5
,− 2
15
, 0,− 2
5
,− 1
3
, 1
5
topological order to an topological order (N ijk , si, c) only
shift the central charge c by 8: (N ijk , si, c)→ (N ijk , si, c+
8). Such an operation is invertible.
In our lists of 2+1D topological orders, we will only
list topological orders up to invertible topological orders,
i.e. we will only list the quotient
{Topological orders}/{Invertible topological orders}.
(48)
It turns out that modular tensor category only describe
topological orders up to invertible topological orders.
C. A list of 2+1D bosonic topological orders with
rank N = 1, 2, · · · , 7
Table I lists 2+1D bosonic topological orders with rank
N = 1, 2, · · · , 5 and with N ijk = 0, 1, 2, 3. Here we have
ignored the invertible topological orders.63 So the term
“topological order” really refers to topological order up
to invertible topological orders.
In the table, there is 1 rank N = 1 topological order,
which is actually a trivial topological order (i.e. corre-
sponds to many-body states with no topological order).
There are 4 non-trivial rank N = 2 topological orders,
which correspond to ν = 1/2 bosonic Laughlin state with
central charge c = 1 and the Fibonacci state with central
charge c = 145 , plus their time reversal conjugates. Those
4 topological orders orders are primitive in the sense that
they cannot be obtained by stacking non-invertible topo-
logical orders with lower rank.
Our numeric calculation also produce 12 rank N =
3 and 10 rank N = 5 topological orders, which are all
primitive since N = 3, 5 are prime numbers.
For rank N = 4 topological orders, we find 18 of them.
Applying eqn. (46), we find that by stacking two of the
rank N = 2 topological orders, we can obtain 3 + 3 +
4 = 10 distinct rank N = 4 topological orders. (If two
(N ijk , si, c)’s are the same up to a permutation of the
indices, we will say they describe the same topological
order.) Indeed, 10 of 18 rank N = 4 topological orders
are not primitive, corresponding to the stacking two of
the rank N = 2 topological orders (see the blue entries in
Table I). We also see that 6 primitive topological orders
are Abelian since their topological excitations all have
unit quantum dimensions di = 1. There are only two
non-Abelian rank N = 4 topological orders, which are
related by time reversal transformation.
We like to pointed out the Ref. 103 gives a complete
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classification of all 70 modular tensor categories with
rank N ≤ 4. Compare with such a classification result,
we find that our list for 35 rank N ≤ 4 topological orders
is complete. (The other 35 modular tensor categories
have S11 < 0 and do not correspond to unitary theory.)
We find 50 rank N = 6 topological orders with N ijk ≤ 2
(see Table II). Most of those 50 topological orders are not
primitive and can be obtained by stacking rank N = 2
and rank N ′ = 3 topological orders (see the last column
of Table II), where we have denoted the topological orders
by their rank N and their central charge c: NBc ). Only 10
among the 50 are primitive. We also find 24 rank N = 7
topological orders with N ijk = 0, 1 (see Table III). They
are all primitive since 7 is a prime number.
D. Understand the topological orders in the lists
1. Non-Abelian type of topological order
In this section, we like to gain a better understanding
of the topological orders in the lists. Let us first use
the stacking operation to introduce the notion of non-
Abelian type of topological order. Two topological order
C1 and C2 have the same non-Abelian type iff there exist
Abelian topological orders A1 and A2 such that
C1 A1 = C2 A2. (49)
The quantum dimensions in Abelian topological orders
are all equal to 1, so topological orders with the same
non-Abelian type must have the same spectrum of the
quantum dimensions (disregard the degeneracy).
2. Quantum dimensions as algebraic numbers
We next note that the quantum dimensions are alge-
braic numbers (the roots of polynomial with integer co-
efficients), since they are eigenvalues of integer matrices.
So it is helpful to express those quantum dimensions in
terms of algebraic expressions, such as
√
n. But
√
n is
not enough. So here we introduce another set of algebraic
numbers
ζmn =
sin[pi(m+ 1)/(n+ 2)]
sin[pi/(n+ 2)]
. (50)
It turns out that we can express all the quantum dimen-
sions that we find in terms of ζmn and
√
n.
We note that the quantum dimensions that appear in
Zn-parafermion CFT theory
113 are all given by ζmn . Also,
the Zn-parafermion theory has a central charge
cZn =
2n− 2
n+ 2
. (51)
This suggests that many topological orders that we ob-
tain are related to Zn-parafermion theories.
TABLE IV: The fusion rule j⊗ i for topological order NBc =
6B4 , which is same as the fusion rule of SO(5)2 current algebra.
For example, α⊗ α = 1⊕ a⊕ β.
si 0 0
2
5
− 2
5
0 1
2
di 1 1 2 2
√
5
√
5
j\i 1 a α β γ χ
1 1 a α β γ χ
a a 1 α β χ γ
α α α 1⊕ a⊕ β α⊕ β γ ⊕ χ γ ⊕ χ
β β β α⊕ β 1⊕ a⊕ α γ ⊕ χ γ ⊕ χ
γ γ χ γ ⊕ χ γ ⊕ χ 1⊕ α⊕ β a⊕ α⊕ β
χ χ γ γ ⊕ χ γ ⊕ χ a⊕ α⊕ β 1⊕ α⊕ β
We like to remark that eqn. (29) can be rewritten as
NjNk =
∑
n
N jkn Nn (52)
Since Ni commute with each other, their largest positive
eigenvalues di satisfy
djdk =
∑
n
N jkn dn. (53)
Thus, if we express the quantum dimension di in the ba-
sis of algebraic numbers, such as ζmn , with integer coeffi-
cients, we can see the fusion rule N ikn from the product
of di’s.
3. Topological orders of parafermion non-Abelian type
Using the above concepts, we see that that the two
N = 2 non-Ableian topological orders have the non-
Abelian type of the Z3-parafermion theory since their
quantum dimensions contain ζ13 . Similarly, the N = 3
topological orders have non-Abelian types of the Z2 and
Z5-parafermion theories. The primitive N = 4 non-
Abelian topological order has a non-Abelian type of the
Z7-parafermion theory. Among the N = 5 topological
orders, we see the non-Abelian types of the Z4- and Z9-
parafermion theories. Among the primitive N = 6 topo-
logical orders, we see the non-Abelian types of the Z11-
parafermion theories. For N = 7, we see that there are
16 topological orders with the non-Ableian type of the
Z6-parafermion theory.
4. Topological orders of SO(k)2 non-Abelian type
However, there are four N = 6 topological orders (see
Table IV) and four N = 7 topological orders that are
not related to the parafermion theories. They are the so
called TY (A,χ, τ)Z2 category studied in Ref. 114, with
A = Z5 for N = 6 cases and A = Z7 for N = 7 cases.
They belong to metaplectic modular categories, which are
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TABLE V: The fusion rule j ⊗ i for topological order NBc = 5B18/7
si 0 − 17 − 17 17 37
di 1 ζ
2
5 ζ
2
5 ζ
2
12 ζ
4
12
j\i 1 α β γ χ
1 1 α β γ χ
α α β ⊕ γ 1⊕ χ β ⊕ χ α⊕ γ ⊕ χ
β β 1⊕ χ α⊕ γ α⊕ χ β ⊕ γ ⊕ χ
γ γ β ⊕ χ α⊕ χ 1⊕ γ ⊕ χ α⊕ β ⊕ γ ⊕ χ
χ χ α⊕ γ ⊕ χ β ⊕ γ ⊕ χ α⊕ β ⊕ γ ⊕ χ 1⊕ α⊕ β ⊕ γ ⊕ 2χ
TABLE VI: The fusion rule j ⊗ i for topological order NBc = 6B8/3.
si 0
1
9
1
9
1
9
1
3
− 1
3
di 1 ζ
3
7 ζ
3
7 ζ
3
7 ζ
4
16 ζ
6
16
j\i 1 α β γ χ η
1 1 α β γ χ η
α α 1⊕ α⊕ χ γ ⊕ η β ⊕ η α⊕ χ⊕ η β ⊕ γ ⊕ χ⊕ η
β β γ ⊕ η 1⊕ β ⊕ χ α⊕ η β ⊕ χ⊕ η α⊕ γ ⊕ χ⊕ η
γ γ β ⊕ η α⊕ η 1⊕ γ ⊕ χ γ ⊕ χ⊕ η α⊕ β ⊕ χ⊕ η
χ χ α⊕ χ⊕ η β ⊕ χ⊕ η γ ⊕ χ⊕ η 1⊕ α⊕ β ⊕ γ ⊕ χ⊕ η α⊕ β ⊕ γ ⊕ χ⊕ 2η
η η β ⊕ γ ⊕ χ⊕ η α⊕ γ ⊕ χ⊕ η α⊕ β ⊕ χ⊕ η α⊕ β ⊕ γ ⊕ χ⊕ 2η 1⊕ α⊕ β ⊕ γ ⊕ 2χ⊕ 2η
defined as any modular category with the same fusion
rules as SO(k)2 for k odd. They have rank N = (k+7)/2
and dimension D2 = 4N . They have two 1-dimensional
objects and two
√
n-dimensional objects objects. The
remaining N−12 objects have dimension 2.
115 We also like
to point out that the four N = 6 topological orders and
the four N = 7 topological orders that are closely related
to U(1)k/Z2 orbifold CFT with k = 5, 7.
116,117
5. Other topological orders beyond parafermion non-Abelian
type
In addition to the SO(k)2 non-Abelian topological or-
ders, there are also a few topological orders that are be-
yond parafermion non-Abelian type (see Tables V and
VI). Some of the fusion coefficient N ijk = 2 for those
topological orders.
VI. PHYSICAL REALIZATION OF THE
TOPOLOGICALLY ORDERED STATES
In this section, we will discuss some physical realiza-
tion of the topological orders that we find through the
classifying theory. In this section, we will refer different
topological orders by their rank N and central charge c,
and use NBc to denote them.
A. Abelian topological orders
All the Abelian topological orders can be describe by
the K-matrix and can be realized by multilayer FQH
states.
1. The topological order NBc = 2
B
1 in Table I, is de-
scribed by a 1-by-1 K-matrix K = (2). It re-
alized by the Laughlin wave function for bosons
Ψ2B1 =
∏
(zi − zj)2 e− 14
∑ |zi|2 .
2. The topological order 4B1 is described by another
1-by-1 K-matrix K = (4), and is realized by
the Laughlin wave function for Ψ4B1 =
∏
(zi −
zj)
4 e−
1
4
∑ |zi|2 .
3. The 3B2 topological order is described by a 2-by-
2 K-matrix K =
(
2 1
1 2
)
, and can be realized by
a double-layer bosonic FQH state Ψ3B2 =
∏
(zi −
zj)
2
∏
(wi − wj)2
∏
(zi − wj)e− 14
∑
(|zi|2+|wi|2).
4. Stacking two 3B2 topological orders give rise to a 9
B
4
topological order described by
K =

2 1 0 0
1 2 0 0
0 0 2 1
0 0 1 2
 . (54)
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Such a topological order has 9 different types of
topological excitations. Their spins are given by
{si} = {0, 1
3
× 4,−1
3
× 4, }. (55)
i.e. there are 4 types of topological excitations with
spin 13 , and 4 types of topological excitations with
spin − 13 .
5. There are two Abelian 4B0 topological orders. The
first one is the Z2 topological order described by
K =
(
0 2
2 0
)
, which can be realized by Z2 spin
liquids56,57 or toric code model.118 The other is
the double-semion topological order described by
K =
(
2 0
0 −2
)
, which can be realized by a string-
net model77.
6. The 5B0 topological order is described by K =(
2 3
3 2
)
, and can be realized by a double-layer
bosonic FQH state Ψ5B0 =
∏
(zi − zj)2
∏
(wi −
wj)
2
∏
(zi − wj)3 e− 14
∑
(|zi|2+|wi|2).
7. The Abelian 7B2 topological order in Table III is
described by K =
(
4 3
3 4
)
, and can be realized by
a double-layer bosonic FQH state Ψ7B0 =
∏
(zi −
zj)
4
∏
(wi − wj)4
∏
(zi − wj)3 e− 14
∑
(|zi|2+|wi|2).
8. The 4B4 and 5
B
4 topological orders are described by
K4B4 =

2 1 1 1
1 2 0 0
1 0 2 0
1 0 0 2
 , K5B4 =

2 1 1 1
1 2 1 0
1 1 2 0
1 0 0 2
 . (56)
They can be realized by a four-layer FQH states.
B. Non-Abelian topological orders of
Zn-parafermion type
Most non-Abelian topological orders that we found are
of the Zn-parafermion
113 type. For such kind of Zn-
parafermion-type non-Abelian topological orders all the
quantum dimensions are of the form ζmn for a set of m’s.
(Note that the quantum dimensions can be ζ0n = 1.) In
this section, we will discuss the physical realization of
some of the Zn-parafermion-type non-Abelian topologi-
cal orders.
1. The 3B5/2 topological order in Table I is of the Z2-
parafermion type (see Table VII). It can be realized
TABLE VII: The fusion rule j⊗ i for a Z2 parafermion topo-
logical order NBc = 3
B
5/2. Such a topological order can be
realized30,34 by wave function Ψ3B
5/2
= [ΨLL2 ({zi})]2. The
edge states are described by SU(2)2×U(1) Kac-Moody alge-
bra. Note that ζ12 =
√
2.
si 0
1
2
5
16
di 1 1 ζ
1
2
j\i 1 ψ σ
1 1 ψ σ
ψ ψ 1 σ
σ σ σ 1⊕ ψ
TABLE VIII: The fusion rule j ⊗ i for a Z3 parafermion
(Fibonacci) topological order NBc = 4
B
−19/5 ∼ 4B21/5. Such
a topological order can be realized30,34 by wave function
Ψ4B
21/5
= [ΨLL3 ({zi})]2. The edge states are described by
SU(3)2 × U(1) Kac-Moody algebra.
si 0 − 14 720 − 25
di 1 1 ζ
1
3 ζ
1
3
j\i 1 a σ τ
1 1 a σ τ
a a 1 τ σ
σ σ τ 1⊕ τ a⊕ σ
τ τ σ a⊕ σ 1⊕ τ
by the following filling-fraction ν = 1 bosonic FQH
wave function whose non-Abelian properties was
first revealed in Ref. 30,34 (Feb. 1991):
Ψ3B
5/2
= [ΨLL2 ({zi})]2, (57)
where ΨLLn ({zi}) is the fermionic wave function
of n filled Landau levels. The Ψ3B
5/2
state was
shown to be a non-Abelian FQH state described by
SU(2)2 × U(1) Kac-Moody current algebra, which
is the same as Z2-parafermion ×U(1) × U(1) non-
Abelian FQH state. Ref. 30,34,119 also studied the
fermionic version of the above Z2-parafermion non-
Abelian state
Ψ65/2 = Ψ
LL
1 ({zi})[ΨLL2 ({zi})]2, (58)
with rank N = 6, central charge c = 5/2, and
filling-fraction ν = 1/2.
TABLE IX: The fusion rule j ⊗ i for the simplest Z3
parafermion (Fibonacci) topological order NBc = 2
B
14/5.
si 0
2
5
di 1 ζ
1
3
j\i 1 σ
1 1 σ
σ σ 1⊕ σ
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TABLE X: The fusion rule j ⊗ i for topological order
NBc = 6
B
−1/7 ∼ 6B55/7. It can be realized30,34 by wave func-
tion Ψ6B
55/7
= [ΨLL5 ({zi})]2. The edge states are described by
SU(5)2 × U(1) Kac-Moody algebra.
si 0
1
4
1
7
11
28
− 1
28
− 2
7
di 1 1 ζ
1
5 ζ
1
5 ζ
2
5 ζ
2
5
j\i 1 a σ σ′ τ τ ′
1 1 a σ σ′ τ τ ′
a a 1 σ′ σ τ ′ τ
σ σ σ′ 1⊕ τ ′ a⊕ τ σ′ ⊕ τ σ ⊕ τ ′
σ′ σ′ σ a⊕ τ 1⊕ τ ′ σ ⊕ τ ′ σ′ ⊕ τ
τ τ τ ′ σ′ ⊕ τ σ ⊕ τ ′ 1⊕ σ ⊕ τ ′ a⊕ σ′ ⊕ τ
τ ′ τ ′ τ σ ⊕ τ ′ σ′ ⊕ τ a⊕ σ′ ⊕ τ 1⊕ σ ⊕ τ ′
2. The 3B3/2 topological order in Table I is also of the
Z2-parafermion type. It can be realized by the
following filling-fraction ν = 1 bosonic FQH wave
function
Ψ3B
3/2
= A( 1
z1 − z2
1
z3 − z3 · · · )
∏
(zi − zj)e− 14
∑ |zi|2 .
(59)
It is closely related to the ν = 1/2 fermionic
Pfaffient state 63/2 first proposed in Ref. 35 (Aug.
1991), which has a rank N = 6 and a central charge
c = 32 :
Ψ63/2 = A(
1
z1 − z2
1
z3 − z3 · · · )
∏
(zi − zj)2 e− 14
∑ |zi|2 .
(60)
The above two Z2 parafermion states (one for
bosonic electrons and one for fermionic electrons)
can also be described by patterns of zeros (or 1D
occupation patterns)83–91 {nl} = {n0, n1, n2, · · · }:
Ψ3B
3/2
:{nl} = 20|20|20| · · · ,
Ψ63/2 :{nl} = 1100|1100|1100| · · · . (61)
3. The 4B−19/5 ∼ 4B21/5 topological order in Table I
is of the Z3-parafermion (or Fibonacci) type (see
Table VIII). It has the same Z3-parafermion (Fi-
bonacci) non-Abelian type as the 2B14/5 topologi-
cal order (see Table IX). The 4B21/5 topological or-
der can be realized by the following filling-fraction
ν = 3/2 bosonic FQH wave function with non-
Abelian properties:30,34
Ψ4B
21/5
= [ΨLL3 ({zi})]2. (62)
The Ψ4B
21/5
state was shown to be a non-Abelian
FQH state whose edge excitations are described by
SU(3)2 × U(1) Kac-Moody current algebra with
central charge c = 215 .
30,34,119 Due to the level-rank
duality, the SU(3)2 non-Abelian type is the same
as the SU(2)3 non-Abelian type, which is also the
same as the Z3-parafermion non-Abelian type. The
fermionic version of the above Z3-parafermion non-
Abelian state is given by30,34,119
Ψ = ΨLL1 ({zi})[ΨLL3 ({zi})]2, (63)
which has rank N = 10, central charge c = 21/5,
and filling-fraction ν = 3/5. Ref. 34 also con-
structed/studied those type of non-Abelian FQH
states using parafermion CFTs in 1992. The non-
Abelian excitations from such non-Abelian FQH
states can perform universal topological quantum
computations.
4. The 4B9/5 topological order in Table I is of the Z3-
parafermion (Fibonacci) type. It can be realized by
the following filling-fraction ν = 3/2 bosonic FQH
wave function described by the following pattern of
zeros: {nl} = {n0, n1, n2, · · · }:
Ψ4B
9/5
: {nl} = 30|30|30| · · · , (64)
i.e. neven = 3 and nodd = 0. It is closely related to
the ν = 3/5 fermionic FQH state constructed using
Z3 parafermion CFT in 1998
120 with Nc = 109/5
described by the pattern of zeros:
Ψ109/5 : {nl} = 11100|11100|11100| · · · . (65)
5. The 6B−1/7 ∼ 6B55/7 topological order in Table II
is of the Z5-parafermion type (see Table X). It
can be realized by the following filling-fraction
ν = 5/2 bosonic FQH wave function which is non-
Abelian30,34:
Ψ6B
55/7
= [ΨLL5 ({zi})]2. (66)
The fermionic version of the above Z5-parafermion
non-Abelian state is given by30,34,119
Ψ = ΨLL1 ({zi})[ΨLL5 ({zi})]2, (67)
which has rank N = 21, central charge c = 55/7,
and filling-fraction ν = 5/7. The above non-
Abelian FQH states and their edge excitations are
also described by SU(5)2 × U(1) Kac-Moody cur-
rent algebra.
6. The 6B15/7 topological order in Table II is of the
Z5-parafermion type. It can be realized by the fol-
lowing filling-fraction ν = 5/2 bosonic FQH wave
function {nl} = {n0, n1, n2, · · · }:
Ψ6B
15/7
: {nl} = 50|50|50| · · · . (68)
It is closely related to the ν = 5/7 fermionic Z5-
parafermion state120 with Nc = 2115/7:
Ψ2115/7 : {nl} = 1111100|1111100|1111100| · · · . (69)
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C. Non-Abelian topological orders of
Zn × Zn′-parafermion type
Some non-Abelian topological orders that we found
are of the Zn × Zn′ -parafermion type. For such kind of
Zn × Zn′ -parafermion-type non-Abelian topological or-
ders, all the quantum dimensions are of the form ζmn ζ
m′
n′
for a set of m,m′’s. Some of those topological orders can
be realized by stacking Zn-parafermion topological order
with Zn′ -parafermion topological order.
For example, staking two Z3-parafermion 2
B
14/5 topo-
logical order described by wave function Ψ2B
14/5
will give
us a third Z3×Z3-parafermion 4B28/5 = 4B−12/5 topological
order described by wave function
Ψ4B
28/5
({zi}, {wi}) = Ψ2B
14/5
({zi})Ψ2B
14/5
({wi}). (70)
Similarly, staking Z3-parafermion 2
B
14/5 topological or-
der and Z2-parafermion 3
B
1/2 topological order together
produce a third Z3 × Z2-parafermion 6B33/10 topological
order in the Table II, which is described by wave function
Ψ6B
33/10
({zi}, {wi}) = Ψ2B
14/5
({zi})Ψ3B
1/2
({wi}). (71)
We may identify zi and wi in the above wave function,
trying to obtain a new topologically ordered state. If we
are lucky, the new wave function
Ψ6B
23/10
({zi}) = Ψ2B
14/5
({zi})Ψ3B
1/2
({zi}). (72)
will describe a gapped state, which will be a topolog-
ical order with one less central charge (for details, see
Ref. 40), i.e. a Z3 × Z2-parafermion 6B23/10 topological
order. The 6B23/10 topological order does appear in our
table II, which implies that identifying zi and wi will give
us the Z3 × Z2-parafermion topological order 6B23/10.
D. 2+1D time-reversal symmetric topological
orders
We have found 6 topological orders with c = 0 and
N ≤ 7: three NBc = 4B0 , one NBc = 5B0 , and two
NBc = 6
B
0 . The spin spectrum has the {si} → {−si}
symmetry for all those topological orders. It suggests
that those topological orders can be realized by time re-
versal symmetric systems. In contrast, the spin spectrum
does not have the {si} → {−si} symmetry for most topo-
logical orders, suggesting that they cannot be realized by
time reversal symmetric systems.
E. 2+1D anomalous time-reversal symmetric
topological orders
We have found 4 topological orders with c = 4 and
N ≤ 7: one NBc = 4B4 , one NBc = 5B4 , and two NBc = 6B4 .
The spin spectrum has the {si} → {−si} symmetry for
all those topological orders. However, since c 6= 0 im-
plies a chiral edge state, those topological orders cannot
be realized by time reversal symmetric systems. It was
suggested in Ref. 121,122, that the NBc = 4
B
4 topological
order can be realized as the time-reversal symmetric sur-
face states of a 3+1D time reversal symmetric symmetry-
protected topological state. We believe all those topolog-
ical orders can be realized as the time-reversal symmetric
surface states of the same 3+1D time reversal symmetric
symmetry-protected topological state. In other words,
those topological orders have anomalous time-reversal
symmetries, which have the same type of anomaly.123
F. 2+1D fermionic topological orders
Although we have only discussed bosonic topological
orders in this paper, we can see fermionic topological
orders78,124 from our classification of bosonic topological
orders. Let us illustrate this point through an example.
We start with theNBc = 4
B
0 , si = (0, 0, 0,
1
2 ) topological
order (i.e. the Z2 topological order
56–58) in Table I. We
know that the Z2 topological order contain a fermionic
excitation f . If we add the fermionic excitations to the
ground state and let the fermions to form a product state,
such an addition will not change the Z2 topological order.
However, if we let the fermions to form a p+ ip supercon-
ducting state, then the Z2 topological order will change
to a different topological order. Since the p + ip super-
conducting state has c = 1/2 edge state, the new topo-
logical order should also has c = 1/2. This suggests that
fermion condensation into the p + ip state will change
the NBc = 4
B
0 Z2 topological order to the N
B
c = 3
B
1/2
topological order in Table I. We note that the Z2-charge
and the Z2-vortex both behave like the same pi-flux to
the fermion f . In the p + ip state, pi-flux will carry an
Majorana zero mode and behave like a topological exci-
tations of quantum dimension
√
2 = ζ12 . Such a kind of
topological excitations appear in the NBc = 3
B
1/2 state,
confirming our identification.
Similarly, if we let the fermions to form 2n + 1 layers
of p+ ip superconducting states, then the Z2 topological
order will change to the NBc = 3
B
2n+1/2 topological order
in Table I. This is because 2n+ 1 layers of p+ ip states
have chiral central charge c = (2n + 1)/2 edge state.
Also, if we let the fermions to form 2n layers of p + ip
superconducting states (i.e. a ν = n integer quantum
Hall state), then the Z2 topological order will change to
the NBc = 4
B
n topological order in Table I. This is because
2n layers of p+ ip states have chiral central charge c = n
edge state.
We also see that the NBc = 6
B
±(3+10n)/10 states are
related by the fermion condensation into ν = ∆n integer
quantum Hall state. The NBc = 7
B
±(1+2n)/4 states are
related by the fermion condensation into ∆n layers of
p+ ip states.
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VII. A CLASSIFICATION OF 1+1D
GRAVITATIONAL ANOMALIES
Since the 1+1D bosonic gravitational anomalies (both
perturbative and global gravitational anomalies of known
or unknown types) are classified by the 2+1D bosonic
topological orders, (S, T, c) or (N ijk , si, c) give us a classi-
fication of all 1+1D bosonic gravitational anomalies. We
may also view the tables I, II, and III as tables of simple
bosonic gravitational anomalies. When c 6= 0, the 1+1D
bosonic gravitational anomaly contain perturbative grav-
itational anomaly. When c = 0, the 1+1D bosonic gravi-
tational anomaly is a pure global gravitational anomaly.
Given a 1+1D low energy effective theory L1+1D, how
do we know if the theory has gravitational anomaly or
not? According to Ref. 63,123, we first try to realize
L1+1D by the edge of 2+1D gapped liquid system de-
scribed by L2+1D. We then use the non-Abelian geo-
metric phase23 or wave function overlap64 to compute
S, T . From (S, T, c), we learn the type of the gravita-
tional anomaly in the 1+1D theory L1+1D.
As an example, let us consider the following 1+1D
bosonic system
L1+1D = KIJ
4pi
∂xφI∂tφJ − 1
4pi
VIJ∂xφI∂xφJ , (73)
where φI are compact real fields (φI ∼ φI + 2pi). Such
1+1D effective theory can be realized by the edge of
2+1D K-matrix FQH state.32,33 We find that the 1+1D
effective theory L1+1D is anomaly free if det(K) = ±1
and K has an equal number of positive and negative
eigenvalues.
If K has different numbers of positive and negative
eigenvalues, then the above 1+1D bosonic theory will
have a perturbative gravitational anomaly. If K =(
2 0
0 −2
)
, K =
(
2 3
3 2
)
etc , then the above 1+1D
bosonic theory will only have a global gravitational
anomaly.
VIII. SUMMARY
In this paper, we review the discovery and development
of topological order – a new kind of order beyond Landau
symmetry breaking theory in many-body systems. We
stress that topological order can be defined/probed by
measurable quantities (S, T, c) or (N ijk , si, c).
We know that symmetry breaking orders can be de-
scribed and classified by group theory. Using group the-
ory, we can obtain a list of symmetry breaking orders,
such as the 230 crystal orders in three dimensions. Sim-
ilarly, in this paper, we present a simple theory of 2+1D
bosonic topological order based on (S, T, c) or (N ijk , si, c).
This allows us to obtain a list of simple 2+1D bosonic
topological orders. Although it is not clear if the theory
presented in this paper is a complete theory for topolog-
ical order or not, it serves as the first step in developing
such a theory.
We also discussed how to realize the some of the topo-
logical orders in the list by concrete many-body wave
functions. A more systematic way to realize those topo-
logical orders is via simple current CFT, which will ap-
pear elsewhere.
This research is supported by NSF Grant No. DMR-
1005541, and NSFC 11274192. It is also supported by
the John Templeton Foundation No. 39901. Research at
Perimeter Institute is supported by the Government of
Canada through Industry Canada and by the Province
of Ontario through the Ministry of Research.
Appendix A: A fusion category theory for the
amplitudes of planar string configurations
In Section V, we simply list many conditions on
(S, T, c) or (N ijk , si, c). We did not explain where do they
come from, although they are derived in various math-
ematical literature (for a review, see Ref. 104). In the
next a few sections, we will try to explain and understand
some of those conditions, in a simple and self-contained
way.
1. The string operators
Although a topological excitation cannot be created
alone, a pair of particle and anti-particle i, i¯ can be cre-
ated by an open string operator Wi. In some cases, the
open string operator Wi is a product of local operators
along the string
Wi =
∏
i∈string
Mi(xi). (A1)
But more generally, the open string operator Wi has a
more complicated structure. We need to use local op-
erators with two “bond” indices, Mabi (xi) to construct
it:77
Wi =
∑
a1a2a3···
Maa1i (i1)M
a1a2
i (i2)M
a2a3
i (i3) · · · (A2)
We see that the bond indices are traced over and the
above string operator is a matrix-product operator.
We may choose the local operator Mabi (xi) properly
such that the normal of Wi|ground〉 does not depend
on the length of the string operator, and furthermore
Wi|ground〉 ∝ |ground〉. Such a string operator obeys the
so called “zero law” as described in Ref. 125. Ref. 125
pointed out that it is always possible to obtain such “zero
law” string operator for each type of topological excita-
tion.
Using the “zero law” closed string operator, we can
have another way to understand the simple type and
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FIG. 6: World-lines in a local region represent a local tun-
neling process, where the topological excitations are created
in pairs, and then braided and fused, and at last annihilated
in pairs. The picture is also a 2D projection of a 3D string
configuration.
composite type. If i is of a composite type, i = j⊕k⊕· · · ,
then the corresponding “zero law” closed string operator
can be decomposed into a sum of “zero law” closed string
operators:
Wi = Wj +Wk + · · · . (A3)
If a “zero law” closed string operator cannot be decom-
posed, then the corresponding particle is of a simple type.
The correspondence between the composite type and the
sum of the string operators, as well as the correspon-
dence between the fusion of topological excitations and
the product of string operators, allow us to see that the
“zero law” closed string operators for simple types satisfy
an algebra described by the fusion coefficients N ijk
WiWj =
∑
k
N ijk Wk. (A4)
(We will derive this relation later in Section A 12.)
2. The space-time world lines and quasiparticle
tunneling process
In the space-time path integral picture, a “zero law”
string operator correspond to a string in a time slice of
a fixed time. We can consider more general “zero law”
strings in space-time that can go through different times.
Those more general strings in space-time correspond to
the world-lines of the topological excitations. If the all
the world-lines are confined in a local region, then they
will represent a local tunneling process, where the topo-
logical excitations are created in pairs, and then braided
and fused, and at last annihilated in pairs (see Fig. 6).
Since the degenerate ground state are locally indistin-
guishable, such a local tunneling process causes the same
amplitude for different degenerate ground states. Thus
world-line confined in a local region correspond the a
complex number (the amplitude) in the space-time path
integral picture. Since the world-line correspond to “zero
x
y
t j
i
FIG. 7: A local tunneling process of two linked world-lines.
The dash lines are the framing of the world-lines. In such a
tunneling process the framing dash lines do not link with the
original strings, indicating that the particles do not twist (or
rotate) during the tunneling process. The amplitude of the
above linked loops is a complex number denoted as SLnkij .
law” strings, the above complex number (the amplitude)
does not depend on the shape and length of the world-
line. It only depend on the linking and the fusion of the
world lines.
Clearly, number of types of the strings is given by the
rank N , and the strings are labeled by the simple type i of
the topological excitations. Also, the strings are oriented
if the particle i and anti-particle i¯ are different (see Fig.
7).
The fusion of particles is represented by the branching
point of the strings. If N ijk = 0, then the amplitude of
the string configuration that contain a branching point of
i, j, k strings will be zero. When N ijk > 1, it means that
the space i⊗ j contain several copies of the space k. We
will label the copies of the space k by α = 1, 2, · · · , N ijk .
There will be a tunneling amplitude into each copy of
the space k, and the tunneling amplitude will depend
on α. So we will include the index α ∈ [1, · · · , N ijk ] on
each branching point. In this case, each such labeled
graph of strings gives rise to an amplitude. We will use
A(X) to represent such an amplitude for a labeled string
configuration X, such as the one in Fig. 6.
We also like to mention that the world-lines have a fi-
nite cross section which is not circular. So more precisely,
the world-lines are represented by framed strings in 7.
The framing represents the finite cross section, which do
not have rotation symmetry.
3. Planar string configurations
In this paper, we will mostly draw the string in 3-
dimensional space-time in terms of their projection on a
particular plane. In the 2D projected representation, we
will always choose a canonical framing, by displacing all
the 2D strings a little bit in a direction perpendicular to
the 2D plane to obtain the framing dash-lines. So when
we draw such 2D string configurations, we will assume the
above canonical framing and will not draw the framing
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dash-lines.
In the rest of this section, we will consider all the ampli-
tudes for planar string configurations, where the strings
in the 2D projection do not cross each other. It turns out
that the amplitudes for different planar string configura-
tions have a lot of relations, so that we can determine the
amplitudes for all the planar string configurations from a
set a tensors that satisfy a certain relations. This turns
out to be a fusion category theory of the amplitudes for
planar string configurations. Ref. 78 presented such a
fusion category theory for more general fermionic case.
Here, we will present the simplified case for bosons.
Since the planar string configurations can be viewed
as the world line of particles in 1+1D space-time, the
fusion category theory described here can also be viewed
as the classifying theory for anomalous 1+1D topological
orders,63,126,127 which can be described by the particles
tunneling process in 1+1D space-time.
4. The first type of linear relations: the F-move
Let us consider a local region in the 2D projected
string configuration. We fix all strings cutting across
the boundary of the region, and consider all the differ-
ent ways that the strings connect to each other in the
region. Those different string configurations describe dif-
ferent local tunneling process. If a subset of string config-
urations already describe all the channel of the tunneling
processes, then the amplitude of every other local string
configuration can be expressed as a linear combination of
the amplitudes for the subset of string configurations.
In fact, the graph
α β
ji k
m
l
with fixed ijkl but different
mαβ is a subset of string configurations that describe all
the channel of the local tunneling processes with fixed
ijkl. The graph
χ
δ
i j k
l
n with fixed ijkl but different nχδ
is another subset of string configurations that describe all
the channel of the local tunneling processes with fixed
ijkl. So we can express the amplitudes for string con-
figurations in one subset in terms of the amplitudes for
string configurations in another subset:
A
 α βji k
m
l
 = ∑
nχδ
F ijm,iβkln,χδ A
 χδi j k
l
n
 . (A5)
We note that
F ijm,αβkln,χδ = 0 when (A6)
Nmij < 1 or N
l
mk < 1 or N
n
jk < 1 or N
l
in < 1.
When N ijm < 1 or N
mk
l < 1, the left-hand-side of
eqn. (A5) is always zero. Thus F ijm,αβkln,χδ = 0 whenN
ij
m < 1
or Nmkl < 1. When N
jk
n < 1 or N
in
l < 1, amplitude on
the right-hand-side of eqn. (A5) is always zero. So we
can choose F ijm,αβkln,χδ = 0 when N
jk
n < 1 or N
in
l < 1.
For fixed i, j, k, and l, the matrix F ijkl with matrix
elements (F ijkl )
m,αβ
n,χδ = F
ijm,αβ
kln,χδ is a matrix of dimension∑
mN
ij
mN
mk
l ×
∑
nN
in
l N
jk
n . The matrix describe the
relation of the tunneling amplitude through one set of
channels described by basis mαβ and through another
set of channels described by basis nχδ. We note that
the tunneling maps i, j, k to l with degeneracy. The first
tunneling path gives rise to basis mαβ of the degenerate
subspace. The second tunneling path gives rise to basis
nχδ of the degenerate subspace. The degenerate sub-
space of l should to the same, regardless the tunneling
paths. So we require N ijk to satisfy∑
m
N ijmN
mk
l =
∑
n
N inl N
jk
n (A7)
and the matrix F ijkl to be unitary:∑
nχδ
F ijm
′,α′β′
kln,χδ (F
ijm,αβ
kln,χδ )
∗ = δm,m′δα,α′δβ,β′ . (A8)
(But here we do not require N ijk = N
ji
k ). It is easy to see
that the unitary condition implies:
A
 χδi j k
l
n
 = ∑
mαβ
(
F ijm,αβkln,χδ
)†
A
 α βji k
m
l
 . (A9)
Similarly, we have a dual F-move
A

α
β
i j
m
k
l  = ∑
nχδ
F˜ ijm,iβkln,χδ A

χ
δ
i j
n
l
k
 , (A10)
where F˜ ijm,iβkln,χδ also satisfies a unitary condition.
The F-move (A5) can be viewed as a relationship be-
tween amplitudes for different graphs that are only differ
by a local transformation. Since we can transform one
graph to another graph through different paths (i.e. dif-
ferent sets of local F-moves), the F-move (A5) must sat-
isfy certain self consistent conditions. For example the
graph
α β
χ
ji k l
m
p
n
can be transformed to
φ
γ
δ
ji k l
p
q
s
through
two different paths; one contains two steps of F-moves
and another contains three steps of F-moves as described
by eqn. (A5). The two paths lead to the following rela-
tions between the wave functions:
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A

α β
χ
ji k l
m
p
n
 = ∑
tηϕ
F ijm,αβknt,ηϕ A
 χ
η
ϕ
ji k l
p
n
t
 = ∑
tηϕ;sκγ
F ijm,αβknt,ηϕ F
itn,ϕχ
lps,κγ A

η
κ
γ
ji k l
p
s
t

=
∑
tηκ;ϕ;sκγ;qδφ
F ijm,αβknt,ηϕ F
itn,ϕχ
lps,κγ F
jkt,ηκ
lsq,δφ A
 φγ δ
ji k l
p
q
s
 . (A11)
A

α β
χ
ji k l
m
p
n
 = ∑
qδ
Fmkn,βχlpq,δ A

α δ
ε
ji k l
m
p
q
 = ∑
qδ;sφγ
Fmkn,βχlpq,δ F
ijm,α
qps,φγ A
 φγ δ
ji k l
p
q
s
 , (A12)
The consistence of the above two relations leads a condi-
tion on the F -tensor:
∑
t
Njkt∑
η=1
Nitn∑
ϕ=1
Ntls∑
κ=1
F ijm,αβknt,ηϕ F
itn,ϕχ
lps,κγ F
jkt,ηκ
lsq,δφ
=
Nmqp∑
=1
Fmkn,βχlpq,δ F
ijm,α
qps,φγ . (A13)
which is the famous pentagon identity. The above pen-
tagon identity (A13) is a set of nonlinear equations sat-
isfied by the rank-10 tensor F ijm,αβkln,χδ . The above con-
sistency relations (A13) are equivalent to the require-
ment that the local unitary transformations described
by eqn. (A5) on different paths all commute with each
other.
5. The second type of linear relations: the O-move
The second type of linear relations re-express the am-
plitude for
α
βj k
i’
i
in terms of the amplitude for i :
A
 αβj k
i’
i
 = Ojk,αβi δii′A
(
i
)
. (A14)
We call such local change of graph an O-move. Here
Ojk,αβi satisfies
∑
k,j
Njki∑
α=1
Njki∑
β=1
Ojk,αβi (O
jk,αβ
i )
∗ = 1 (A15)
and
Ojk,αβi = 0 if N
jk
i < 1. (A16)
We note that the number of choices for the four indices
(j, k, α, β) in Ojk,αβi must be equal or greater than 1:
Di =
∑
jk
(N jki )
2 ≥ 1. (A17)
6. The third type of linear relations: the Y-move
For fixed i, j,
i
i
k
j
j
β
α
for different kαβ describe all the
possible tunneling channels. So the amplitude for i j
can be expressed in terms of the amplitudes of
i
i
k
j
j
β
α
:
∑
k,αβ
Y ijk,αβA
i
i
k
j
j
β
α  = A
i j
 (A18)
We will call such a local change as a Y-move. We can
choose
Y ijk,αβ = 0, if N
ij
k < 1. (A19)
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7. A relation between Ojk,αβi and Y
ij,αβ
k
We find that the following tunneling amplitude has two
ways of reduction:
∑
βγ
Y jki,βγA

α
βj k
i
i
i
γ
λj k
 = A
 αj k
i
i
λ

= Ojk,αλi A
(
i
)
, (A20)
∑
βγ
Y jki,βγA

α
βj k
i
i
i
γ
λj k

=
∑
βγ
Y jki,βγO
jk,γλ
i A
 αβj k
i
i

=
∑
βγ
Y jki,βγO
jk,γλ
i O
jk,αβ
i A
(
i
)
(A21)
The two reductions should agree, which leads to the con-
dition
Ojk,αλi =
∑
βγ
Y jki,βγO
jk,γλ
i O
jk,αβ
i (A22)
8. A freedom of changing basis at each vertex
We note that the following transformation changes the
basis at the branching point labeled by α
A
(
αi j
k
)
→
∑
β
f ij,αk,β A
( βi j
k
)
, (A23)
where f ijk is a unitary matrix∑
β
f ij,αk,β (f
ij,α′
k,β )
∗ = δαλ′ . (A24)
Similarly, we have unitary transformation fk,αij,β for ver-
tices with two incoming edges and one outgoing edge.
Such transformations correspond to a choice of basis and
should be regarded as an equivalent relation.
The above transformation induce the following trans-
formation on (F ijm,αβkln,γλ ,O
jk,αβ
i ,Y
ij
k,αβ):
Ojk,αβi → f i,αjk,α′f jk,βi,β′ Ojk,α
′β′
i , (A25)
Y ijk,αβ → (f ij,α
′
k,α )
∗(fk,β
′
ij,β )
∗Y ijk,α′β′ ,
F ijm,αβkln,χδ → f ij,αm,α′fmk,βl,β′ (f jk,χ
′
n,χ )
∗(f in,δ
′
l,δ )
∗F ijm,α
′β′
kln,χ′δ′ .
We note that the first line of the above equation is a
singular value decomposition, since f i,αjk,α′ and f
jk,β
i,β′ , for
fixed i, j, k, are independent unitary matrices. Thus, we
can use the above basis-changing freedom to choose
Ojk,αβi = O
jk,α
i δαβ , O
jk,α
i ≥ 0. (A26)
We see that Ojk,αi , as the singular values, can be chosen
to be positive real numbers. Then eqn. (A22) implies
that
Y ijk,α = 1/O
ij,α
k . (A27)
9. A relation between Ojk,αi and F
ijm,αβ
kln,δχ
We also find another graph that can have two ways of
reduction as well:
A

αj χ
i
i
τ
µ k
l
m
p
 = ∑
s
F jkl,µτmis,χαA

α χ
p
i
i
kj
s
m
α χ

= F jkl,µτmip,χαO
km,χ
p O
jp,α
i A
(
i
)
(A28)
A

αj χ
i
i
τ
µ k
l
m
p
 = F˜ jkl,µτmip,χαA

i
i
k m
µ
µ
j
l
l
τ
τ

= F˜ jkl,µτmip,χαO
jk,µ
l O
lm,τ
i A
(
i
)
(A29)
This allows us to obtain another condition
F˜ jkl,µτmip,χα = F
jkl,µτ
mip,χαO
km,χ
p O
jp,α
i (O
lm,τ
i )
−1(Ojk,µl )
−1
(A30)
We require F˜ jkl,µτmip,χα to be unitary, which leads to
∑
lµτ
(F jkl,µτmip′,χ′α′)
∗O
km,χ′
p′ O
jp′,α′
i
Olm,τi O
jk,µ
l
F jkl,µτmip,χα
Okm,χp O
jp,α
i
Olm,τi O
jk,µ
l
=
∑
lµτ
(
F jkl,µτmip′,χ′α′
)∗
F jkl,µτmip,χα
Okm,χ
′
p′ O
jp′,α′
i O
km,χ
p O
jp,α
i
(Olm,τi O
jk,µ
l )
2
= δpp′δχχ′δαα′ , (A31)
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or ∑
lµτ
(F jkl,µτmip′,χ′α′)
∗F jkl,µτmip,χα
(Olm,τi O
jk,µ
l )
2
=
δpp′δχχ′δαα′
(Okm,χp O
jp,α
i )
2
, (A32)
The above condition can be satisfied by the following
ansatz (note that Oij,αk is real and positive)
Oij,αk =
√
wiwj
D2wk
δijk , D =
√∑
l
w2l , wi > 0, (A33)
where δjki = 1 for N
jk
i > 0 and δ
jk
i = 0 for N
jk
i = 0.
From eqn. (A15), we find that wi satisfy∑
ij
wiwjN
ij
k = wkD
2, D =
√∑
l
w2l . (A34)
The solution of such an equation gives us wi.
Let us consider the fusion of n type-i particles. The
dimension of the fusion space is
Di(n) =
∑
k1,··· ,kn−1
N
ikn−2
kn−1 · · ·N ik2k3 N ik1k2 N iik1 (A35)
Let di be the eigenvalue of matrix Ni (defined as (Ni)kj =
N ijk ) with largest absolute value. di will called quantum
dimension of type-i particle. Since all the entry ofN ijk are
non-negative, one can show that di is real and positive.
We see that the dimension of the fusion space is given by
Di(n) = O(1)dni . (A36)
Now, consider n2 type-i particles and n2 type-j particles.
We first fuse n type-i particles, then fuse the result with
n type-j particles, and then fuse the result with n type-i
particles, etc . The dimension of the fusion space is∑
k1,··· ,k2n2−1
· · ·N ik3n−2k3n−1 · · ·N ik2nk2n+1N
ik2n−1
k2n
N
jk2n−2
k2n−1 · · ·N
jkn
kn+1
N
jkn−1
kn
N
ikn−2
kn−1 · · ·N ik1k2 N iik1 . (A37)
The above dimension of the fusion space should be
O(1)dn
2
i d
n2
j . But if the largest-eigenvalue eigenvectors
of Ni and Nj are different, we will get O(1)d
n2
i d
n2
j f
n
as the dimension of the fusion space. The fact that
f = 1 implies that the largest-eigenvalue eigenvectors
of Ni and Nj must be the same (as implied by the condi-
tion eqn. (14)). Let (v1, v2, · · · ) be the common largest-
eigenvalue eigenvector for Ni’s:
Niv = div. (A38)
Since all the entry of Ni are non-negative, one can show
that vi is real and positive. Using eqn. (14), we find∑
m,k
N ijmN
mk
l vk =
∑
m,k
N iml N
jk
m vk,∑
m
N ijmdmvl = didjvl, didj =
∑
m
N ijmdm. (A39)
We see that dT is the left eigenvector of Ni with eigen-
value di:
dTNi = d
T di. (A40)
In other words, the left eigenvector of Ni with the largest-
eigenvalue is independent of i. Such a common left eigen-
vector is given by dT , and the corresponding largest-
eigenvalue is the quantum dimension di.
10. The fourth type of linear relations: the H-move
Let us consider a new type of move – H-move. First,
for fixed i, j, k, l

 and

 describe all
the possible tunneling channels and their can express
each other via unitary linear relations:
A

 = ∑
nχδ
Hkim,αβjln,χδ A

 . (A41)
In the following, we will show how to compute the coef-
ficients Hkim,αβjln,χδ from F
ijm,αβ
kln,χδ and wi.
First, by applying the Y-move, we have:
A

 = ∑
n,χ′δ
Y kln,χ′δA

 . (A42)
Next, by applying an inverse F-move, we obtain:
A

 =
∑
i′,β′χ
(
F kmi
′,β′χ
jnl,βχ′
)†
A

 .
(A43)
Finally, by applying the O-move, we end up with:
A

 = Okm,αβ
′
i δii′A

 . (A44)
All together, we find:
Hkim,αβjln,χδ =
∑
χ′β′
Y kln,χ′δ
(
F kmi,β
′χ
jnl,βχ′
)†
Okm,αβ
′
i (A45)
27
Under the proper basis choice eqn. (A26), we can fur-
ther express the coefficients Hijm,αβkln,χδ as:
Hkim,αβjln,χδ = Y
kl
n,δ(F
kmi,αχ
jnl,βδ )
∗
Okm,αi
= (F kmi,αχjnl,βδ )
∗
(Okl,δn )
−1
Okm,αi (A46)
The unitarity condition for H-move requires that:
∑
nχδ
F km
′i,αχ
jnl,β′δ′ (F
kmi,αχ
jnl,βδ )
∗
(Okl,δn )2
=
δmm′δαα′δββ′
(Okm,αi )
2
, (A47)
With the special ansatz eqn. (A33), we can further sim-
plify the above two expressions as:
Hkim,αβjln,χδ =
√
wmwn
wiwl
(
F kmi,αχjnl,βδ
)∗
(A48)
and∑
nχδ
wnF
km′i,αχ
jnl,β′δ′ (F
kmi,αχ
jnl,βδ )
∗
=
wiwl
wm
δmm′δαα′δββ′ ,
(A49)
Similarly, we can also construct the dual-H move:
A

 = ∑
nχδ
H˜kim,αβjln,χδ A

 . (A50)
and we can express H˜kim,αβjln,χδ as:
H˜kim,αβjln,χδ = H˜
kim,αβ
jln,χδ , (A51)
where the coefficients H˜kim,αβjln,χδ can be expressed as:
H˜kim,αβjln,χδ = Y
kl
n,δF
imk,αδ
lnj,βχ O
ml,β
j
= F imk,αχlnj,βδ (O
kl,δ
n )
−1
Oml,βj (A52)
Again, with the special ansatz eqn. (A33), we have:
H˜kim,αβjln,χδ =
√
wmwn
wjwk
F imk,αδlnj,βχ (A53)
It is easy to see that the unitarity condition for dual H-
move is automatically satisfied if the H-move is unitary.
11. Summary of the conditions on the linear
relations
We see that valid tunneling amplitudes A(X) can
be characterized by tensor data (N ijk , F
ijm,αβ
kln,γλ ). How-
ever, only certain tensor data (N ijk , F
ijm,αβ
kln,γλ ), that sat-
isfy the conditions eqns. (A8, A6, A13, A34), can self-
consistently describe valid tunneling amplitudes A(X).
(a) (b) (c)
i
j
i i
j j
k
k
x
y y y
x x
t
FIG. 8: (a): Two tunneling processes: W xi and W
x
j . (b):
The tunneling path of the above two tunneling processes can
be deformed according to the Y-move (c): The O-move can
reduce (b) to (c).
Those conditions form a set of non-linear equations
whose variables are N ijk , F
ijm,αβ
kln,γλ , wi (where wi can be
determined by N ijk alone). Let us collect those conditions
and list them below
•
N∑
m=0
N ijmN
mk
l =
N∑
n=0
N jkn N
in
l
•
∑
jk
(N jki )
2 ≥ 1;
(A54)
•
∑
nχδ
F ijm
′,α′β′
kln,χδ (F
ijm,αβ
kln,χδ )
∗ = δm,m′δα,α′δβ,β′ ,
• F ijm,αβkln,χδ = 0 when
N ijm < 1 or N
mk
l < 1 or N
jk
n < 1 or N
in
l < 1,
•
∑
t
Njkt∑
η=1
Nitn∑
ϕ=1
Ntls∑
κ=1
F ijm,αβknt,ηϕ F
itn,ϕχ
lps,κγ F
jkt,ηκ
lsq,δφ
=
Nmqp∑
=1
Fmkn,βχlpq,δ F
ijm,α
qps,φγ . (A55)
•
∑
i,j
wiwjN
ij
k = wkD
2, D =
√∑
l
w2l . (A56)
•
∑
nχδ
wnF
km′i,αχ
jnl,β′δ′ (F
kmi,αχ
jnl,βδ )
∗
=
wiwl
wm
δmm′δαα′δββ′ ,
(A57)
12. A derivation of string fusion algebra
As an application of the above algebraic structure, let
us consider the “zero-law” string operators on a torus
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S1x × S1y , wrapping around the x-direction W xi . View-
ing those string operators as world-lines in space-time,
applying the Y-move and then the O-move, and using
eqn. (A27) (see Fig. 8), we find that
W xi W
x
j =
∑
k,α
Y ijk,αO
ij,α
k W
x
k
=
∑
k
N ijk W
x
k . (A58)
We see that the algebra of the loop operator W xi forms
a representation of fusion algebra i⊗ j = ∑kN ijk k. The
operators W yi = SW
x
i S
−1, where S is the 90◦ rotation,
satisfy the same fusion algebra
W yi W
y
j =
∑
k
N ijk W
y
k . (A59)
This way, we derived eqn. (A4).
Appendix B: Unitary m-fusion category
The tensor data (N ijk , F
ijm,αβ
kln,γλ ) satisfying the condi-
tions eqns. (A54), (A55), (A56), and (A57) form a so call
unitary m-fusion category. In fact, we can view the graph
α β
ji k
m
l
and the graph
χ
δ
i j k
l
n as the different ways to fu-
sion three particle types i, j, k to N ijkl ≡
∑
mN
ij
mN
mk
l =∑
mN
in
l N
jk
n copies of particles l. But the two ways of
fusions lead to different basis of the space of N ijkl copies
of l. The F ijm,αβkln,γλ tensor is nothing but the unitary trans-
formation that relates the two basis.
However, here we do not require the existence of trivial
particles type. Thus the structure we described is not a
unitary fusion category ans we call it an unitary m-fusion
category (UmFC).
We like to stress that the fusion discussed here is not
symmetric (i.e. we do not require N ijk = N
ji
k ). Thus
fusion that we are talking about is the fusion of 1D par-
ticles, where their order cannot be changed. Therefore
UmFC is a classifying theory of 1+1D anomalous topo-
logical orders C1+1.63,126 Such anomalous topological or-
ders cannot be realized by any well defined 1D lattice
models, but they can realized as boundary of 2D lattice
models with non-trivial 2+1D topological orders. Those
2+1D topological orders C2+1 are described by modular
tensor categories, which are uniquely determined by the
1 + 1D anomalous topological order on the boundary.
In fact, the 2+1D bulk topological order is the Drinfeld
center of the 1+1D anomalous boundary topological or-
der: C2+1 = Z(C1+1). One concrete way to compute the
Drinfeld center is described in Ref. 126.
Appendix C: Unitary fusion category and the trivial
particle type
1. Trivial particle type and rule of adding trivial
strings
In the above discussion, we did not assume the exis-
tence of a trivial particle type. Here we will assume the
existence of such a trivial particle type, denoted by 1,
which satisfies the following fusion rule
1⊗ i = i⊗ 1 = i. (C1)
Thus N ijk satisfies
N1ij = N
i1
j = δij . (C2)
We also requires that for every i there exists a unique i¯
such that
i¯ = i, 1¯ = 1, N ij1 = δij¯ (C3)
By setting l = 1 in eqn. (14), we find the following sym-
metry condition on N ijk :
N ij
k¯
= N jk
i¯
. (C4)
Using the above, we can rewrite the condition eqn. (A56)
as ∑
k
wi¯wjN
jk
i = wk¯D
2. (C5)
We see that wi¯ is the left eigenvector of
∑
j wjNj with
eigenvalue D2. D2 is the largest eigenvalue of
∑
j wjNj ,
since the eigenvector has positive elements. As a result
wi¯ is common left eigenvector of Nj for all j’s, with eigen-
value wj . Since wi¯ is non-negative, wj is the largest eigen-
value of Nj . Therefore
wj = dj (C6)
is the quantum dimension of type-j particle (see
eqn. (A40)). The largest left eigenvalue of N1 is 1. Thus
d1 = w1 = 1.
We can represent a type-1 string by a dash line. By
examine the O-move with k = 1:
A

i
i
i 1
 = D−1A
(
i
)
. (C7)
we see that we can remove (or replace) any vertex with
dash line by including a factor D−1/2. We can add a
vertex with dash line by including a factor D1/2. In other
words, a vertex with dash line is just a weighting factor
D−1/2. The unitary m-fusion categories with the trivial
particle type will be called unitary fusion categories.
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i di
FIG. 9: A loop of type-i string has an amplitude di.
2. Amplitudes for loops
The tensors N ijk , F
ijm,αβ
kln,γλ characterize the four types
of linear relations between graphs with some local differ-
ences. Those local changes are almost complete, in the
sense that any graphs of strings can be reduce to graphs
that contain only isolated loops. Since the amplitude
of a graph that contain disconnect parts is given by the
product of the amplitudes for those parts, therefore, if we
know the amplitude for single loops of string, then the
amplitude of any string configuration can be computed
from the tensor data (N ijk , F
ijm,αβ
kln,γλ ).
With the presence of trivial particle type in the unitary
fusion category, we can determine the amplitude for a
loop of i-string. Using the rule of adding dash lines (the
trivial strings) and O-move eqn. (A33), we find
A
(
i
)
= DA
i
 = DOi¯i1 A( )
= diA
( )
(C8)
We may choose A
( )
= 1. This allows we to deter-
mine (see Fig. 9)
A
(
i
)
= di. (C9)
Appendix D: Modular tensor category for the
amplitudes of non-planar string configurations
1. Commutative unitary fusion category
We have being considering planar graphs and the re-
lated fusion category theory. In this section we will con-
sider non-planar graphs. Since the particles now live in
2D space, the fusion of the particles satisfies
i⊗ j = j ⊗ i, (D1)
and thus
N ijk = N
ji
k . (D2)
So the fusion of 2D particles are commutative (while the
fusion of 1D particles may not be commutative). The
fusion with N ijk = N
ji
k is called commutative. Also, we
assume the existence of trivial particle type. Thus, in
this section, the fusion of the particles is described by a
commutative unitary fusion category.
i
l
i
li
l
j j
l Sil
Lnk
(a) (b) (c)
FIG. 10: A Y-move can change a linking of three loops in
(a) to two linkings of two loops in (b). The amplitude for two
linked i-loop and l-loop in (c) is denoted as SLnkil .
The commutative unitary fusion category for planar
graphs plus the extra structure for non-planar graphs and
their amplitudes will give us a modular tensor category
theory. In this section, we will derive many conditions
that involve amplitudes of non-planar graphs.
2. Amplitude for linked loops and Verlinde formula
As the first application of non-planar graphs, consider
a three linked loops in Fig. 10a. We can evaluate the
graph in two ways: (a) we fuse the i-loop and j-loop
using eqn. (A4) to produce a single k-loop; (b) we use
a Y-move to change the linking of three loops to two
linkings of two loops. We defined the amplitude for two
linked loops i and j as SLnkij (see Fig. 7). S
Lnk
ij satisfies
SLnkij = S
Lnk
ji . (D3)
This allows us to obtain∑
k
N ijk S
Lnk
kl = Y
l¯l
1 D
−1SLnkil S
Lnk
jl =
SLnkil S
Lnk
jl
dl
, (D4)
which is the tensor category version of Verlinde formula.
3. Degenerate ground states on torus and
excitation basis
To obtain the algebraic structure for non-planar
graphs, let us first try to represent the degenerate ground
states on torus graphically. One of the degenerate ground
state that corresponds to the trivial quasiparticle i = 1
can be represented by an empty solid torus S1x×D2yt (see
Fig. 11a), where the circle in y-direction S1y is a bound-
ary of the disk D2yt. In other words, the path integral on
the space-time S1x ×D2yt give rise to the state |1〉 on the
surface S1x × S1y . We denote such a state as |1〉. Other
degenerated ground states can be obtained by the action
of the W yi operators
|i〉 ≡W yi |1〉. (D5)
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(a) (b)
i
FIG. 11: (a): The ground state |1〉 on a torus that corre-
sponds to the trivial quasiparticle can be represented by an
empty solid torus. (b): The other ground state |i〉 that cor-
responds to a type i quasiparticle can be represented by an
solid torus with a loop of type i in the center.
i j
FIG. 12: The graphic representation of W xj |i〉.
|i〉’s form a orthonormal basis if we assume (W yi )† = W yi¯
and 〈i|1〉 = δi1. This is because
〈j|i〉 = 〈1| = 〈1|W y
j¯
W yi |1〉 = 〈1|
∑
k
N j¯ik W
y
k |1〉
= 〈1|N j¯i1 |1〉 = δij (D6)
We will call such a basis of the degenerate ground state
an excitation basis.
Since |i〉 is created by the tunneling operator W yi , |i〉
can be represented by adding a i-loop that corresponds
to the W yi operator to the center of the solid torus (see
Fig. 11b).
|i〉 is a natural basis, where the matrix elements of W xl
and W yl have simple forms. From eqn. (A59), we see that
W yj W
y
i |1〉 = W yj |i〉 =
∑
k
N jik |k〉. (D7)
The action of W xj on |i〉 is represented by Fig. 12. From
Fig. 13, we find that
W xj |i〉 =
Y i¯i1
D
SLnkij |i〉 =
SLnkij
di
|i〉. (D8)
i
ii
i
j j j
(a) (b) (c)
FIG. 13: (a): The graphic representation of W xj |i〉. (b):
The graphic representation of W xj |i〉. (c): The Y-move can
deformed the graph in (b) to the graph in (c). The shaded
area represents the hole of the torus.
y
x
y
x
i j
FIG. 14: Gluing two solid tori D2xt×S1y without twist forms
a S2 × S1. The gluing is done by identifying the (x, y) point
on the surface of the first torus with the (x,−y) point on the
surface of the second torus. If we add an additional S twist,
i.e. if we identify (x, y) with (−y,−x), the gluing will produce
a S3.
ii
ei 2pisi
i
FIG. 15: (Color online) A “self-loop” with canonical framing
corresponds to a twist by 2pi. A twist by 2pi induces a phase
e i 2pisi that defines the spin si of the particle.
We see that |i〉’s are common eigenstates of the com-
muting set of operators W xj . The corresponding eigen-
value for W xj is
SLnkij
di
. We see that different |i〉’s have
different set of eigenvalues, which support our assump-
tion 〈i|1〉 = δi1.
4. The relation between SLnk and S
The amplitude of two linked loops, SLnkij , and the rep-
resentation of the modular group in the excitations basis,
S, are closely related. From Fig. 14, we see that
Sij = 〈i|Sˆ|j〉 = (two linked loops in S3) = SLnkij Zinv(S3),
(D9)
where Zinv(S
3) is the volume independent part of the par-
tition function on three-sphere S3.63 Since S is unitary
and SLnki1 = di, we see that
Zinv(S
3) = 1/D. (D10)
(a) (b)
FIG. 16: The two “self-loops” in (a) are “right-handed” and
correspond to the same twist. The two “self-loops” in (b) are
“left-handed” and also correspond to the same twist that is
opposite to that in (a).
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TABLE XI: A list of primitive bosonic topological orders in 2+1D with rank N = 2, 3, · · · , 6. The list contain all topological
orders with rank N = 2, 3, 4. The list may not be complete for rank N = 5, 6. However, it contains all rank N = 5 primitive
topological orders with D2 ≤ 120, and all rank N = 6 primitive topological orders with D2 ≤ 60.
NBc Stop D
2 d1, d2, · · · s1, s2, · · · K-matrix/SCA
2B1 0.5 2 1, 1 0,
1
4
(2)
2B−1 0.5 2 1, 1 0,− 14 (−2)
2B14/5 0.9276 3.6180 1, ζ
1
3 0,
2
5
(A1, 3)1/2, (G2, 1)
2B−14/5 0.9276 3.6180 1, ζ
1
3 0,− 25 (A1,−3)1/2, (G2,−1)
3B2 0.7924 3 1, 1, 1 0,
1
3
, 1
3
(2 2; 1)
3B−2 0.7924 3 1, 1, 1 0,− 13 ,− 13 −(2 2; 1)
3B3/2 1 4 1, 1,
√
2 0, 1
2
, 3
16
(A1, 2), (B9, 1)
3B5/2 1 4 1, 1,
√
2 0, 1
2
, 5
16
(B2, 1)
3B7/2 1 4 1, 1,
√
2 0, 1
2
, 7
16
(B3, 1)
3B−7/2 1 4 1, 1,
√
2 0, 1
2
,− 7
16
(B4, 1)
3B−5/2 1 4 1, 1,
√
2 0, 1
2
,− 5
16
(B5, 1)
3B−3/2 1 4 1, 1,
√
2 0, 1
2
,− 3
16
(B6, 1)
3B−1/2 1 4 1, 1,
√
2 0, 1
2
,− 1
16
B7, 1)
3B1/2 1 4 1, 1,
√
2 0, 1
2
, 1
16
(B8, 1)
3B8/7 1.6082 9.2958 1, ζ
1
5 , ζ
2
5 0,− 17 , 27 (A1, 5)1/2
3B−8/7 1.6082 9.2958 1, ζ
1
5 , ζ
2
5 0,
1
7
,− 2
7
(A1,−5)1/2
4B0 1 4 1, 1, 1, 1 0, 0, 0,
1
2
(0, 0; 2)
4B1 1 4 1, 1, 1, 1 0,
1
8
, 1
8
, 1
2
(4)
4B−1 1 4 1, 1, 1, 1 0,− 18 ,− 18 , 12 (−4)
4B3 1 4 1, 1, 1, 1 0,
3
8
, 3
8
, 1
2
(2 2 2; 1 1; 1)
4B−3 1 4 1, 1, 1, 1 0,− 38 ,− 38 , 12 −(2 2 2; 1 1; 1)
4B4 1 4 1, 1, 1, 1 0,
1
2
, 1
2
, 1
2
(2 2 2 2; 1 0 0; 1 0; 1)
4B10/3 2.1328 19.234 1, ζ
1
7 , ζ
2
7 , ζ
3
7 0,
1
3
, 2
9
,− 1
3
(A1, 7)1/2
4B−10/3 2.1328 19.234 1, ζ
1
7 , ζ
2
7 , ζ
3
7 0,− 13 ,− 29 , 13 (A1,−7)1/2, (G2, 2)
5B0 1.1609 5 1, 1, 1, 1, 1 0,
1
5
, 1
5
,− 1
5
,− 1
5
(2 2; 3)
5B4 1.1609 5 1, 1, 1, 1, 1 0,
2
5
, 2
5
,− 2
5
,− 2
5
(2 2 2 2; 1 1 0; 1 0; 1)
5B,a2 1.7924 12 1, 1,
√
3,
√
3, 2 0, 0, 1
8
,− 3
8
, 1
3
(A1, 4)
5B,b2 1.7924 12 1, 1,
√
3,
√
3, 2 0, 0,− 1
8
, 3
8
, 1
3
(5B,a2  2B1  2B−1)1/4
5B,a−2 1.7924 12 1, 1,
√
3,
√
3, 2 0, 0,− 1
8
, 3
8
,− 1
3
(A1,−4)
5B,b−2 1.7924 12 1, 1,
√
3,
√
3, 2 0, 0, 1
8
,− 3
8
,− 1
3
(5B,a−2  2B1  2B−1)1/4
5B16/11 2.5573 34.646 1, ζ
1
9 , ζ
2
9 , ζ
3
9 , ζ
4
9 0,− 211 , 211 , 111 ,− 511 (A1, 9)1/2, (F4, 2)
5B−16/11 2.5573 34.646 1, ζ
1
9 , ζ
2
9 , ζ
3
9 , ζ
4
9 0,
2
11
,− 2
11
,− 1
11
, 5
11
(A1,−9)1/2, (E8, 3)
5B18/7 2.5716 35.342 1, ζ
2
5 , ζ
2
5 , ζ
2
12, ζ
4
12 0,− 17 ,− 17 , 17 , 37 (A1, 12)1/4, (A2, 4)1/3
5B−18/7 2.5716 35.342 1, ζ
2
5 , ζ
2
5 , ζ
2
12, ζ
4
12 0,
1
7
, 1
7
,− 1
7
,− 3
7
(A3, 3)1/4
6B,a0 2.1609 20 1, 1, 2, 2,
√
5,
√
5 0, 0, 1
5
,− 1
5
, 0, 1
2
(D5, 2)1/4, (U(1)5/Z2)1/2
6B,b0 2.1609 20 1, 1, 2, 2,
√
5,
√
5 0, 0, 1
5
,− 1
5
, 1
4
,− 1
4
(6B,a0  2B1  2B−1)1/4
6B,a4 2.1609 20 1, 1, 2, 2,
√
5,
√
5 0, 0, 2
5
,− 2
5
, 1
4
,− 1
4
(B2, 2)
6B,b4 2.1609 20 1, 1, 2, 2,
√
5,
√
5 0, 0, 2
5
,− 2
5
, 0, 1
2
(6B,a4  2B1  2B−1)1/4
6B46/13 2.9132 56.746 1, ζ
1
11, ζ
2
11, ζ
3
11, ζ
4
11, ζ
5
11 0,
4
13
, 2
13
,− 6
13
, 6
13
,− 1
13
(A1, 11)1/2
6B−46/13 2.9132 56.746 1, ζ
1
11, ζ
2
11, ζ
3
11, ζ
4
11, ζ
5
11 0,− 413 ,− 213 , 613 ,− 613 , 113 (A1,−11)1/2
6B8/3 3.1107 74.617 1, ζ
3
7 , ζ
3
7 , ζ
3
7 , ζ
4
16, ζ
6
16 0,
1
9
, 1
9
, 1
9
, 1
3
,− 1
3
(A1, 16)1/4
6B−8/3 3.1107 74.617 1, ζ
3
7 , ζ
3
7 , ζ
3
7 , ζ
4
16, ζ
6
16 0,− 19 ,− 19 ,− 19 ,− 13 , 13 (A1,−16)1/4, (A2, 6)1/9
6B2 3.3263 100.61 1,
3+
√
21
2
, 3+
√
21
2
, 3+
√
21
2
, 5+
√
21
2
, 7+
√
21
2
0,− 1
7
,− 2
7
, 3
7
, 0, 1
3
(G2,−3)
6B−2 3.3263 100.61 1,
3+
√
21
2
, 3+
√
21
2
, 3+
√
21
2
, 5+
√
21
2
, 7+
√
21
2
0, 1
7
, 2
7
,− 3
7
, 0,− 1
3
(G2, 3)
32
TABLE XII: A list of primitive bosonic topological orders in 2+1D with rank N = 7, 8, 9. The list may not be complete.
However, it contains all rank N = 7 primitive topological orders with D2 ≤ 30, all rank N = 8 primitive topological orders
with D2 ≤ 20, and all rank N = 9 primitive topological orders with D2 ≤ 15.
NBc Stop D
2 d1, d2, · · · s1, s2, · · · K-matrix/SCA
7B,a2 1.4036 7 1, 1, 1, 1, 1, 1, 1 0,
1
7
, 1
7
, 2
7
, 2
7
,− 3
7
,− 3
7
(4 4; 3)
7B,a−2 1.4036 7 1, 1, 1, 1, 1, 1, 1 0,− 17 ,− 17 ,− 27 ,− 27 , 37 , 37 −(4 4; 3), (A6, 1)
7B9/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 3
32
, 3
32
, 1
4
,− 1
4
, 15
32
(A1, 6)
7B13/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 7
32
, 7
32
, 1
4
,− 1
4
,− 13
32
(7B9/4  4B1 )1/4
7B−15/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 11
32
, 11
32
, 1
4
,− 1
4
,− 9
32
(7B13/4  4B1 )1/4
7B−11/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 15
32
, 15
32
, 1
4
,− 1
4
,− 5
32
(7B−15/4  4B1 )1/4
7B−7/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 13
32
,− 13
32
, 1
4
,− 1
4
,− 1
32
(7B−11/4  4B1 )1/4
7B−3/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 9
32
,− 9
32
, 1
4
,− 1
4
, 3
32
(7B−7/4  4B1 )1/4
7B1/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 5
32
,− 5
32
, 1
4
,− 1
4
, 7
32
(7B−3/4  4B1 )1/4
7B5/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 1
32
,− 1
32
, 1
4
,− 1
4
, 11
32
(7B1/4  4B1 )1/4
7B7/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 13
32
, 13
32
, 1
4
,− 1
4
, 1
32
(C6, 1)
7B11/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 15
32
,− 15
32
, 1
4
,− 1
4
, 5
32
(7B7/4  4B1 )1/4
7B15/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 11
32
,− 11
32
, 1
4
,− 1
4
, 9
32
(7B11/4  4B1 )1/4
7B−13/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 7
32
,− 7
32
, 1
4
,− 1
4
, 13
32
(7B15/4  4B1 )1/4
7B−9/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
,− 3
32
,− 3
32
, 1
4
,− 1
4
,− 15
32
(7B−13/4  4B1 )1/4
7B−5/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 1
32
, 1
32
, 1
4
,− 1
4
,− 11
32
(7B−9/4  4B1 )1/4
7B−1/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 5
32
, 5
32
, 1
4
,− 1
4
,− 7
32
(7B−5/4  4B1 )1/4
7B3/4 2.3857 27.313 1, 1, ζ
1
6 , ζ
1
6 , ζ
2
6 , ζ
2
6 , ζ
3
6 0,
1
2
, 9
32
, 9
32
, 1
4
,− 1
4
,− 3
32
(7B−1/4  4B1 )1/4
7B,b2 2.4036 28 1, 1, 2, 2, 2,
√
7,
√
7 0, 0, 1
7
, 2
7
,− 3
7
, 1
8
,− 3
8
(U(1)7/Z2)1/2
7B,c2 2.4036 28 1, 1, 2, 2, 2,
√
7,
√
7 0, 0, 1
7
, 2
7
,− 3
7
,− 1
8
, 3
8
(7B,b2  2B1  2B−1)1/4
7B,b−2 2.4036 28 1, 1, 2, 2, 2,
√
7,
√
7 0, 0,− 1
7
,− 2
7
, 3
7
,− 1
8
, 3
8
(B3, 2), (D7, 2)1/2
7B,c−2 2.4036 28 1, 1, 2, 2, 2,
√
7,
√
7 0, 0,− 1
7
,− 2
7
, 3
7
, 1
8
,− 3
8
(7B,b−2  2B1  2B−1)1/4
7B8/5 3.2194 86.750 1, ζ
1
13, ζ
2
13, ζ
3
13, ζ
4
13, ζ
5
13, ζ
6
13 0,− 15 , 215 , 0, 25 , 13 ,− 15 (A1, 13)1/2
7B−8/5 3.2194 86.750 1, ζ
1
13, ζ
2
13, ζ
3
13, ζ
4
13, ζ
5
13, ζ
6
13 0,
1
5
,− 2
15
, 0,− 2
5
,− 1
3
, 1
5
(A1,−13)1/2
7B1 3.2715 93.254 1, ζ26 , ζ
2
6 , 1 + ζ
2
6 , 1 + ζ
2
6 , 2ζ
2
6 , 1 + 2ζ
2
6 0,
1
2
, 1
2
, 1
4
, 1
4
,− 3
8
, 0 (A2, 5)1/3
7B−1 3.2715 93.254 1, ζ26 , ζ
2
6 , 1 + ζ
2
6 , 1 + ζ
2
6 , 2ζ
2
6 , 1 + 2ζ
2
6 0,
1
2
, 1
2
,− 1
4
,− 1
4
, 3
8
, 0 (A2,−5)1/3
8B,a1 1.5 8 1, 1, 1, 1, 1, 1, 1, 1 0, 0,
1
16
, 1
16
, 1
4
, 1
4
,− 7
16
,− 7
16
(8)
8B,b1 1.5 8 1, 1, 1, 1, 1, 1, 1, 1 0, 0,− 316 ,− 316 , 14 , 14 , 516 , 516 (2 2 2; 1 2; 3)
8B,a−1 1.5 8 1, 1, 1, 1, 1, 1, 1, 1 0, 0,− 116 ,− 116 ,− 14 ,− 14 , 716 , 716 (−8)
8B,b−1 1.5 8 1, 1, 1, 1, 1, 1, 1, 1 0, 0,
3
16
, 3
16
,− 1
4
,− 1
4
,− 5
16
,− 5
16
−(2 2 2; 1 2; 3)
8B,a0 2.5849 36 1, 1, 2, 2, 2, 2, 3, 3 0, 0, 0,
1
9
,− 2
9
, 4
9
, 0, 1
2
(B4, 2)
8B,b0 2.5849 36 1, 1, 2, 2, 2, 2, 3, 3 0, 0, 0,− 19 , 29 ,− 49 , 0, 12 (B4,−2)
8B,c0 2.5849 36 1, 1, 2, 2, 2, 2, 3, 3 0, 0, 0,
1
9
,− 2
9
, 4
9
, 1
4
,− 1
4
(8B,a0  2B1  2B−1)1/4
8B,d0 2.5849 36 1, 1, 2, 2, 2, 2, 3, 3 0, 0, 0,− 19 , 29 ,− 49 , 14 ,− 14 (8B,b0  2B1  2B−1)1/4
8B62/17 3.4879 125.87 1, ζ
1
15, ζ
2
15, ζ
3
15, ζ
4
15, ζ
5
15, ζ
6
15, ζ
7
15 0,
5
17
, 2
17
, 8
17
, 6
17
,− 4
17
,− 5
17
, 3
17
(A1, 15)1/2
8B−62/17 3.4879 125.87 1, ζ
1
15, ζ
2
15, ζ
3
15, ζ
4
15, ζ
5
15, ζ
6
15, ζ
7
15 0,− 517 ,− 217 ,− 817 ,− 617 , 417 , 517 ,− 317 (A1,−15)1/2
9B0 1.5849 9 1, 1, 1, 1, 1, 1, 1, 1, 1 0, 0, 0,
1
9
, 1
9
,− 2
9
,− 2
9
, 4
9
, 4
9
(4 4; 5)
9B0 1.5849 9 1, 1, 1, 1, 1, 1, 1, 1, 1 0, 0, 0,− 19 ,− 19 , 29 , 29 ,− 49 ,− 49 −(4 4; 5)
d iei 2pisi ei 2pisi
i
i
FIG. 17: A figure “8” of type-i string has an amplitude
e2pi isidi.
This way, we ontain an important relation:
Sij = S
Lnk
ij /D, (D11)
that connects the amplitude of two linked loops to a mod-
ular transformation of the degenerate ground state on
33
y
x
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x
i
i
FIG. 18: Gluing two solid tori S1x × D2 with an additional
Tˆ twist, i.e. identifying (x, y) with (x + y,−y), will produce
a S2 × S1. The i-loop in y-direction in the second solid torus
at right can be deformed into a i-loop in the first solid torus
at left. We see that the loop is twisted by 2pi in the anti-
clockwise direction.
j
i
j
i
j j
i
i
(a) (b)
(c)
FIG. 19: A double figure “8” in (a) is equal to two linked
figure “8” in (b) after sliding one of the figure “8”. Applying
two Y-moves to (b), we obtain (c)
torus. This allows us to rewrite eqn. (D4) as∑
k
N ijk Skl =
SilSjl
S1l
, (D12)
which is the Verlinde formula.
5. The spin si of topological excitations and T
We have studied two linked loops, which is a string
configuration with crossing. Another important string
configuration with crossing is a “self-loop” (see Fig. 15).
Such a “self-loop” corresponds to a twist by 2pi, which
equal to a straight line with a phase e i 2pisi . Here si is the
spin of the type-i topological excitation, which is defined
mod 1. We also note that the handness of the “self-loop”
determines the direction of the twist (see Fig. 16). As
a result, a figure “8” of type-i string has an amplitude
e2pi isidi (see Fig. 17).
It is clear that the Dehn twist Tˆ , when acting on
|i〉 = W yi |1〉, will twist the string i by 2pi and induces a
phase e i 2pisi (see Fig. 18). The Dehn twist Tˆ also change
j
i
j
i ij
(a) (b) (c)
k k
FIG. 20: A double figure “8” in (a) is changed to (b) after a
Y-move. (b) is equal to (c) after sliding the vertices.
the space-time metrics which may causes an additional
i-independent phase, which is denoted as e− i 2pi
c
24 . This
way, we ontain another important relation:
T |i〉 = e−2pi i c24 e2pi isi |i〉. (D13)
6. Relation between N ijk and Sij
To understand the relation (33), let us compute the
amplitude of a double figure “8” in two ways, as shown
ih Figs. 19 and 20. This allows us to show
Y j¯j1 Y
i¯i
1 DSij¯D
−2 e2pi i (si+sj)didj
=
∑
α,k
Y jik,αO
ji,α
k e
2pi iskdk, (D14)
which can be simplified to
D
dj
D
di
Sij¯D
−1 e2pi i (si+sj)didj =
∑
k
N ijk e
2pi iskdk, (D15)
or
Sij¯De
2pi i (si+sj) =
∑
k
N ijk e
2pi iskdk. (D16)
Using S∗
ij¯
= Sij , the above becomes eqn. (33).
In this paper, we have derived most of the (N ijk , si, c)
conditions, expect the condition eqn. (28). Here, we
would like mention that the condition eqn. (28) can be
found in Ref. 104.
Appendix E: List of primitive topological orders
In this section, we give lists that contain more topolog-
ical orders (see Tables XI and XII, where only the primi-
tive topological orders are listed). The lists are generated
using a different numerical code.
The abelian states with di = 1 are de-
scribed by K-matrices. We use the notation
(K11K22 · · · ;K12K23 · · · ;K13K24 · · · ; · · · ) to denote
the K-matrices.
In Ref. 106, we show that the non-abelian states can
be generated by simple current algebra (SCA)34,81,82.
(See also https://www.math.ksu.edu/∼gerald/voas/ )
The SCA’s are denoted by (R,±k)α (see Ref. 103,106),
where R = An, Bn, Cn, Dn, etc , and (R,−k)α is the
time-reversal conjugate of (R,+k)α. The last column of
Tables XI and XII indicates how the corresponding topo-
logical order is realized by the K-matrix state or the SCA
state.
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