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CENTRAL LIMIT THEOREMS AND THE GEOMETRY OF
POLYNOMIALS
MARCUS MICHELEN AND JULIAN SAHASRABUDHE
Abstract. Let X ∈ {0, . . . , n} be a random variable, with mean µ and standard deviation
σ and let
fX(z) =
∑
k
P(X = k)zk,
be its probability generating function. Pemantle conjectured that if σ is large and fX has
no roots close to 1 ∈ C then X must be approximately normal. We completely resolve
this conjecture in the following strong quantitative form, obtaining sharp bounds. If δ =
minζ |ζ − 1| over the complex roots ζ of fX , and X∗ := (X − µ)/σ, then
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t) | = O
(
logn
δσ
)
where Z ∼ N (0, 1) is a standard normal. This gives the best possible version of a result
of Lebowitz, Pittel, Ruelle and Speer. We also show that if fX has no roots with small
argument, then X must be approximately normal, again in a sharp quantitative form: if we
set δ = minζ | arg(ζ)| then
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t) | = O
(
1
δσ
)
.
Using this result, we answer a question of Ghosh, Liggett and Pemantle by proving a sharp
multivariate central limit theorem for random variables with real-stable probability gener-
ating functions.
1. Introduction
In his influential paper on negative dependence, Pemantle [55] set out a list of desir-
able combinatorial properties for “the correct” definition of negatively dependent random
variables and laid out a number of natural conjectures. In their celebrated paper, Borcea,
Bra¨nde´n and Liggett [13] provided such a definition by making a striking connection with
the blossoming subject of real-stable polynomials; it turns out that the definition that Pe-
mantle sought is best described in terms of the zeros of the associated probability generating
function. For this, let X ∈ {0, . . . , n}d be a random variable1, let
fX(z1, . . . , zd) :=
∑
(i1,...,id)
P(X = (i1, . . . , id))z
i1 · · · zid ,
be its probability generating function and define
H = {(z1, . . . , zd) ∈ Cd : Im(zi) > 0, for all i}
1Throughout the paper we will slightly abuse notation and write X ∈ S, for a random variable X and a
set S, as shorthand for “X takes values in the set S.”
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to be the upper half-plane. A polynomial f ∈ R[z1, . . . , zd] is said to be real-stable if it has
no roots ζ in the upper half-plane H and a random variable X is said to be strong Rayleigh
if its probability generating function fX is real-stable. Borcea, Bra¨nde´n and Liggett showed
that strong Rayleigh random variables admit a natural theory of negative dependence and
provided many natural examples of strong Rayleigh distributions: spanning tree distribu-
tions, uniform random matching distributions in graphs and determinantal measures. In
the years since this notion has been well studied and many further examples have been
found [2, 39, 42, 43, 54, 56, 58, 74].
In addition to the connection with negative dependence, the theory of real-stable poly-
nomials has had many recent successes, notably Borcea and Bra¨nde´n’s [11, 12] powerful
classification of linear operators that preserve real stability; its role in Marcus, Spielman,
and Srivastava’s spectacular proof of the Kadison-Singer conjecture [49]; and in Gurvits’s
surprising and simple proof of (and extensions of) the van der Waerden conjecture [30, 31];
among others [3, 38, 48].
In this paper, one of our main motivations is to finish a program set in motion by Ghosh,
Liggett and Pemantle [27] to show that if Xn ∈ {0, . . . , n}d is a sequence of random variables,
with real stable generating functions, then Xn tends to a multivariate Gaussian distribution,
after centering and scaling, provided σn →∞. We will derive this theorem by first proving
results on univariate polynomials, with much looser restrictions on the roots, and then
“lifting” these results to the multivariate setting.
In the univariate setting, work on the connection between roots of polynomials and their
coefficients reaches back (at least) to Cauchy’s quantitative work on the fundamental theorem
of algebra [15], but was perhaps first intensely studied by Littlewood and Offord [44–46],
Szego˝ [70], Bloch and Po´yla [10] and Schur [65] among others (see [50] for more discus-
sion). To give a bit of flavor of these results, we mention only one such result from this
vast literature that is most relevant for us here. In 1950, Erdo˝s and Tura´n [23] proved
that if P (z) =
∑n
k=1 akz
k is a polynomial (a0an 6= 0) with sufficiently “flat” coefficients,
meaning (|a0||an|)−1/2
∑n
k=1 |ak| = eo(n), then the roots of P are approximately radially-
equidistributed in the complex plane, meaning that each sector {z : α 6 arg(z) 6 β}, for
0 6 α < β 6 2π contains roughly n(β − α)/2π roots. This result has been adapted to dif-
ferent settings [22] and generalized and sharpened several times [1, 9, 52]. For more details,
we refer the reader to the lovely articles of Granville [29] and Soundararajan [69].
In this paper, we show that a substantial amount of information about the coefficients of a
polynomial can be derived from its locus of zeros, if we additionally assume the polynomial
is a probability generating function, which is to say, it has non-negative coefficients. A
surprising first step in this direction is due to Lebowitz, Pittel, Ruelle and Speer [40], who
showed that if, for each n > 1, Xn ∈ {0, . . . , n} is a random variable for which fXn has no
zeros in a neighborhood of 1 ∈ C, and σnn−1/3 → ∞ then (Xn − µn)σ−1n tends weakly to a
normal distribution (see also the 1979 work of Iagolnitzer and Souillard in the context of the
Ising model [35]). Inspired by this advance, Pemantle [50, 57], was lead to conjecture that
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the variance condition in the theorem of Lebowitz, Pittel, Ruelle and Speer could be greatly
improved.
Conjecture 1.1 ([57]). For δ > 0 and each n > 1, let Xn ∈ {0, . . . , n} be a random variable
with mean µn, standard deviation σn and for which the the roots ζ of the probability generating
function fXn satisfy |ζ − 1| > δ. Then (Xn − µn)σ−1n → N(0, 1), provided σn →∞.
In recent work, the authors [50] refuted this conjecture by showing that for any C > 0
there exist random variables Xn ∈ {0, . . . , n} with σn > C logn that are not asymptotically
normal and for which fXn has no roots in a neighborhood of 1 ∈ C. On the other hand, the
authors also showed that Pemantle was right to suspect that the variance condition in the
work of Lebowitz, Pittel, Ruelle and Speer could be significantly improved, by showing that
it is sufficient to assume σn > n
ε, for any ε > 0.
Here, we completely resolve the conjecture of Pemantle, by showing σn(log n)
−1 → ∞ is
sufficient to guarantee convergence to a normal distribution. In fact, we prove a sharp quan-
titative version of this theorem that gives an optimal bound on the maximum discrepancy
between a random variable X and a standard normal, based only on the distance of the
closest root of fX to 1 ∈ C.
Theorem 1.2. Let X ∈ {0, . . . , n} be a random variable with mean µ, standard deviation σ
and probability generating function fX and set X
∗ = (X − µ)σ−1. If δ ∈ (0, 1) is such that
|1− ζ | > δ for all roots ζ of fX then2
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| = O
(
log n
δσ
)
, (1)
where Z ∼ N(0, 1).
We note that this immediately implies the following limit theorem for distributions with
no roots close to 1 ∈ C.
Corollary 1.3. For each n > 1, let δn ∈ (0, 1) and Xn ∈ {0, . . . , n} be a random variable
with mean µn, standard deviation σn and probability generating function fn. If |ζ − 1| > δn
for all roots ζ of fn and
σnδn(log n)
−1 →∞
then (Xn − µn)σ−1n → N(0, 1) in distribution.
The condition on the standard deviation σn in Corollary 1.3 is sharp, both in terms of δn
and in terms of n.
Our second result (and the main ingredient in the proof of the multivariate central limit
theorem for strong Rayleigh distributions) says we can weaken the variance condition in
Theorem 1.2 all the way to σn →∞ (the obvious3 necessary condition) if we further assume
that the sequence fn has no roots in a small sector {z : | arg(z)| < δ} containing the positive
2The implicit constant can be taken to be 23261.
3The law of (X − µn)σ−1n is supported on point masses of distance > σn so we must have σn →∞ if the
sequence approximates the continuous Gaussian distribution.
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real axis. Again, we prove a sharp, quantitative version of this by obtaining an optimal
bound on the discrepancy between a normal random variable Z ∼ N(0, 1) and a random
variable X , based only on the smallest angle made by a root of fX and the positive real axis.
Theorem 1.4. Let X ∈ {0, . . . , n} be a random variable with mean µ, standard deviation σ
and probability generating function fX and set X
∗ = (X − µ)σ−1. If δ > 0 is the minimum
of | arg(ζ)| over the roots ζ of fX then4
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| = O
(
1
δσ
)
, (2)
where Z ∼ N(0, 1).
Theorem 1.4, immediately implies the following limit theorem for distributions where the
smallest argument of a root just exceeds the reciprocal of the standard deviation.
Corollary 1.5. For each n > 1, let Xn ∈ {0, . . . , n} be a random variable with mean µn
standard deviation σn and probability generating function fn. If the roots ζ of fn satisfy
| arg(ζ)| > δn and
δnσn →∞,
then (Xn − µn)σ−1n → N(0, 1), in distribution.
Again, as we shall see in Section 11, the condition on σn is sharp for all sequences (δn)n.
With Theorem 1.4 in hand, it is not hard to prove our multivariate central limit theorem for
strong Rayleigh distributions, following a key observation of Ghosh, Liggett and Pemantle.
To properly state this result, recall that if X = (X1, . . . , Xd) ∈ Rd is a random variable, its
covariance matrix A = A(X) is a symmetric, semi-definite matrix defined by
(A)i,j := EXiXj − EXi EXj ,
and its maximum variance σ2n is defined as the ℓ
2-operator norm of A. For a d× d positive
semi-definite matrix A and µ ∈ Rd we denote the Gaussian random variable with covariance
matrix A and mean µ by N(µ,A).
Motivated by a vast literature on central limit theorems and multivariate generating func-
tions [5, 6, 14, 26, 59, 60], Ghosh, Liggett and Pemantle proved a central limit theorem for
strong Rayleigh distributions, in the case that the sequence maximum variances σ2n grows
sufficiently quickly, namely σnn
−1/3 → ∞. In particular, they proved that if d ∈ N, and
Xn ∈ {0, . . . , n}d is a sequence of strong Rayleigh distributions with covariance matrices
{An} that satisfy σ−2n An → A and σnn−1/3 → ∞ then (Xn − µn)σ−1n → N(0, A), weakly.
They conclude their paper by asking for the best possible condition on the growth of σn and
ask, in particular, if the condition σn → ∞ is sufficient in their theorem. In [50], we made
progress on this problem by showing that σn > n
ε is sufficient, for any ε > 0. Here, we are
able to completely resolve the question of Ghosh, Liggett and Pemantle by showing that the
obvious necessary condition, σn →∞, is indeed sufficient.
4The implicit constant can be taken to be 23257.
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Theorem 1.6. For d ∈ N and each n > 1, let Xn ∈ {0, . . . , n}d be a random variable with
covariance matrix An and maximum variance σ
2
n. If the probability generating functions of
Xn are real-stable, σn →∞ and σ−2n An → A, then
(Xn − µn)σ−1n → N(0, A),
in distribution.
We can additionally prove a quantitative form of this theorem (in the spirit of Theorem 1.2
and Theorem 1.4), but we defer this more technical result to a later paper.
It is perhaps interesting to note that in this paper, we make essentially no use of the
rich theory of stable polynomials and, as a result, our work here provides (what appears
to be) a new and flexible tool-set for working with real stable polynomials. To illustate,
in Section 10 we show that our method immediately implies a version of Theorem 1.6 for
Hurwitz stable polynomials [34], a similar and well studied notion [16,71,72] along with other
polynomials satisfying a similar “half-plane property”. Our methods are also of use beyond
proving central limit theorems. In a forthcoming paper [51], we use the tools from this paper
to prove a close connection between the roots of fX and the variance of X .
To conclude the introduction, we take a moment to situate our results in a wider math-
ematical context and draw a few connections. The use of roots to study combinatorial
distributions has a long and distinguished history in mathematics and has provided many
surprising connections. Perhaps the most classical instance comes from the monumental
contribution of Riemann, who connected the location of the roots of the Riemann zeta func-
tion with the distribution of the primes, thereby setting the stage for the proof of the prime
number theorem and, more generally, the field of analytic number theory. Indeed, the Rie-
mann hypothesis is exactly a statement about the location of the roots of the zeta function.
In a somewhat different area, statistical physics, Lee and Yang [41, 73] drew another sur-
prising and influential connection between the roots of polynomials and phase transitions
in physical systems. They were also able to show that in the case of the Ising model, the
roots of the probability generating function (i.e. the partition function) associated with the
number of “up-spins” always lie on the unit circle. In combinatorics, the roots of various
polynomials associated with graphs and other combinatorial objects have also been shown
to have particular regions without zeros (see, for example, [25,36,61,62]). The most classical
example here is the striking theorem of Heilmann and Lieb [33], which says that the roots
of the matching polynomial are real.
In some cases, zero-free regions have been used directly to prove central limit theorems.
In the case of matchings, a line of results [28, 32, 64], starting with the work of Godsil [28]
and cumulating in the work of Kahn [37], used the Heilmann Lieb theorem to give general
results for when the size of a random matching in a graph is approximately normal. In the
case of the Ising model, the work of Lee and Yang was used to prove central limit theorems
for the number of “up-spins” by Iagolnitzer and Souillard [35] and later by Lebowitz, Pittel,
Ruelle and Speer [40]. In a similar vien, Scott and Sokal [66, 67], who built on the work of
Shearer [68] and Dobrushin [21], showed a close connection between zero-free regions and the
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Lovasz Local Lemma, another probabilistic tool which is used for showing that a particular
event has non-zero probability.
The philosophy that appears to have emerged from these advances is that the roots of
combinatorially defined objects often have special structure and admit particular zero-free
regions. This observation was made explicit by Rota, who sought to give “combinatorial
meaning” to the distributions of roots in these settings [63]. In this light, one could see our
results as a general contribution to this program of Rota (his so-called critical program) by
giving combinatorial meaning to the roots of a wide class of polynomials.
2. Outline of Proof
Theorems 1.2 and Theorem 1.4 are proved in parallel and can be thought of as two con-
sequences of the same general method. As such, in the discussion here, we are intentionally
vague about which of these two theorems we are proving. Now, let X ∈ {0, . . . , n} be
a random variable with probability generating function fX and consider the characteristic
function of X , which is a relative of fX and defined as ψX(ξ) := fX(e
iξ), where ξ ∈ R. The
relevant feature of the characteristic function is that it detects the closeness between two
probability distributions: a sequence of random variables Yn converge in distribution to the
random variable Y if and only if the sequence of characteristic functions ψYn converge to
the characteristic function of Y ψY point-wise. Of course, our results here are quantitative,
but this fact serves as some guide: to show that Y is approximately normal it is enough to
show that ψY (ξ) ≈ e−ξ2/2, where ψZ := e−ξ2/2 is the characteristic function of the standard
normal Z ∼ N(0, 1). With this in mind, it is natural to center and scale X , by writing
X∗ := (X − µ)σ−1 and then to consider the logarithm of ψX∗ , due to the exponential form
of ψZ . Indeed, we will be able to express log |ψX∗(ξ)| as
log |ψX∗(ξ)| =
∑
j>2
ajσ
−jRe(ijξj), (3)
where ξ is in a sufficiently small neighborhood of 0 and (aj) is a sequence of real numbers.
It turns out that a2 = −σ2/2 and hence the first term of the series is −ξ2/2, just as we
saw in the exponent of ψZ . From this vantage, our task is becomes clear: we need to show
that |aj | ≪ σj in order to have ψX∗ ≈ e−ξ2/2.
With our goal now laid out, we turn to consider the function u(z) := log |fX(z)| in a
region around 1 ∈ C in the complex plane. Note that here we can quite naturally make use
of our zero-free hypothesis: if fX is zero free in a region, then the function u is harmonic
in this region. Now, while the fact that u is harmonic on a particular region is a useful
property, it is far from enough to prove our main theorems5; we will additionally need to
make particular use of the fact that fX has positive coefficients, a property that we use in
the form of “weak-positivity” for the function u (see Section 3).
5In fact, as we discussed in [50], the results of Lebowitz, Pittel, Ruelle and Speer are actually sharp
if one generalizes their theorem to polynomials that have negative coefficients. Thus, we must use the
non-negativity hypothesis in an essential way.
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As we will see in Section 4, this notion of weak-positivity interacts nicely with the harmonic
property of u, to give us another “positivity” notion which we make heavy use of. For
b > 0, ε > 0, we say that function u on B(1, ε), with u(z) = u(z¯), is b-decreasing if for all
0 < θ1 < θ2 < δ we have
u(ρeiθ1)− u(ρeiθ2) > −b, (4)
where the functions are defined. In Section 4 we prove Lemma 4.1, which is our main tool
for showing that a function is b-decreasing. This lemma says that if u is a weakly-positive,
harmonic function on S := {z ∈ C : R−1 < |z| < R, | arg(z)| < δ} then the function u is
b-decreasing if
exp
(−δ−1 log(R/r))max
z
|u(z)| 6 b/10, (5)
where the maximum is taken over the “ends” of S, defined as
S∗ := {z ∈ C : |z| ∈ {R−1, R}, arg(z) ∈ [−δ, δ]}.
Without going into details, one can already see two important features of (5). Firstly, if
u is harmonic and weakly-decreasing in an entire sector {z : arg(z) ∈ [−δ, δ]}, then the
left-hand-side of (5) can be taken to be arbitrarily small (by letting R → ∞) and so we
learn that u is 0-decreasing, which perhaps should strike the reader as a reasonably strong
property. Secondly, we note the exponential dependence on the width δ of the sector. This
ultimately accounts for the factor of logn that appears in Theorem 1.2.
With this tool in-place, we turn to show how to use the b-decreasing hypothesis to get
some control of the sequence (aj)>2. In a series of steps, we work towards Lemma 8.1
and its important corollary, Corollary 9.3. These results are perhaps the main technical
contributions of this paper and their proof consumes Sections 5-8. Lemma 8.1 says that if u
is a b-decreasing, weakly-positive, harmonic function on S then the associated characteristic
function ψ of X∗ must look like
ψ(ξ) = exp
(−ξ2/2 +R(ξ)) , (6)
where the “remainder term” R(ξ) is controlled by |R(ξ)| 6 c|ξ|3/(δσ), for all ξ ∈ R satisfying
|ξ| < c2δσ. Of course, the reader should interpret (6) as saying that ψ looks like the
characteristic function of a standard normal, up to the remainder-term R.
The proof of (6) is carried out in three main steps. The first step is proved in Section 5
where we prove an important supporting result, Lemma 5.1, that allows us to compare the
maximum of u0 := u − µ log |z|, a re-normalized form of u, to a particular function ϕγ,b(z)
(defined in Section 3) which is both harmonic and positive on a region containing 1 ∈ C.
In Section 6 we use this “comparison” lemma to prove Lemma 6.1, which tells us that the
sequence (aj)j>2 has nice decay properties; for every L > 2, we have that∑
j>L |aj|εj∑
j>2 |aj|εi
6 C · 2−L, (7)
provided ∑
j>2
|aj|εj > b,
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where C is a large, but absolute, constant and ε ≈ δ.
We stress that (7) is a major step towards proving Lemma 8.1 and indeed Sections 5 and
6 are probably the most pivotal in the paper. However, (7) is not quite enough. Roughly
speaking, (7) says that we have quite a bit of the “mass” of the sequence (aj)j is focused on
the early terms, but what we actually need to show that “most” of the mass is on the second
term, a2 = −σ2/2.
For this next step, carried out in Section 7, we prove Lemma 7.5, which says that if u is
weakly-positive and harmonic around 1 ∈ C, and |aj| is large for some small j > 2 then |a2|
must also be large. This allows us to control the magnitude of each of the terms |aj | relative
to the value of |a2|. Applying Lemma 6.1 and Lemma 7.5 in sequence allows us to deduce
(6).
Now, while (6) tells us that the characteristic function ψ of X∗ is roughly like the char-
acteristic function of a standard normal, we really care about showing that the distribution
of X∗ is close to the distribution of a standard normal. For this, we need an appropriate
“Fourier inversion” step. This step is carried out in Section 9, just before we go on to deduce
Theorems 1.2 and 1.4.
In Section 10, we turn to use the results developed in previous chapters to prove our
multivariate central limit theorem for strong Rayleigh distributions. This is achieved by
first using a fundamental observation of Ghosh, Liggett and Pemantle that says that if X ∈
{0, . . . , n}d is a random variable with real-stable generating function, then the characteristic
functions of the one-dimensional projections 〈X, v〉, where v ∈ Zd>0, have no roots in a small
sector. Theorem 1.4 then allows us to show all of these these projections are approximately
normal. We then use a strong version of the Crame´r-Wold theorem to lift this information
to deduce that X itself must be a approximately normal.
In Section 11 we give examples, demonstrating the tightness of our results. Finally, in Sec-
tion 12 we briefly discuss how the main results of this paper can be generalized to go beyond
polynomials to prove sharp results for power series and more general analytic functions.
3. Definitions and basic properties
In this section we fix a few notations and introduce the central objects of our proof.
Throughout, we use the notations R>0,R60 and so on, to denote the non-negative reals
and non-positive reals respectively and extend these definitions in the obvious way to Z. If
z ∈ C, we write z = reiθ, where r > 0 and θ ∈ [−π, π], and then define the argument of z to
be arg(z) = θ. For −π 6 β < α 6 π, we define the sector
S(α, β) := {z ∈ C \ {0} : α 6 arg z 6 β}
and S(α) := S(−α, α). For R > 1 and ε > 0, we define the truncated sector
SR(ε) := {z ∈ C : |z| ∈ [R−1, R], and arg(z) ∈ [−ε, ε]}
and define
S∗R(ε) := {z ∈ C : |z| ∈ {R−1, R}, and arg(z) ∈ [−ε, ε]}
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to be the ends of the sector SR(ε). We also use the notation SR(α, β) = S(α, β)∩SR(π) in a
similar way and use the (standard) notation ∂Ω, to denote the boundary of a region Ω ⊆ C.
3.1. The logarithmic potential. If X ∈ {0, . . . , n} is a random variable, define
fX(z) = E z
X =
n∑
k=0
P(X = k)zk
to be its probability generating function, µ = EX for its mean and σ2 = Var[X ] for its
variance. Also note that fX(1) = 1. Now define
u(z) = uX(z) := log |fX(z)| ,
to be the logarithmic potential of X and observe that if fX(z) is zero-free in an open set
Ω ⊆ C then u is harmonic on Ω. This key connection will allow us to exploit the theory of
harmonic functions in certain regions of C. We will say that a function u on Ω is symmetric
on Ω if
u(z) = u(z¯) (8)
for all z with z, z¯ ∈ Ω. Of course, the logarithmic potential uX(z) is symmetric as fX is a
polynomial with real coefficients and so
u(z) = log |fX(z)| = log |fX(z)| = log |fX(z¯)| = u(z¯).
A third key property is particular to the fact that fX is a probability generating function;
that is, it is a polynomial with non-negative coefficients. We say that a function u is weakly-
positive on Ω if
u(|z|)− u(z) > 0, (9)
for all z 6= 0 with z, |z| ∈ Ω. Weak-positivity of uX follows by taking the logarithm of both
sides of the inequality
|fX(z)| = |EzX | 6 E|z|X = |fX(|z|)|.
We also note a useful expression of uX in terms of the roots {ζ} of fX
uX(z) =
∑
|ζ|<1
log
∣∣∣∣1− ζz
∣∣∣∣+∑
|ζ|>1
log
∣∣∣∣1− zζ
∣∣∣∣+ cX +NX log |z| , (10)
where cX is defined so that uX(1) = log |fX(1)| = 0 and NX is the number of roots of fX
with |ζ | < 1.
3.2. The exponential scale. We shall often work with the function u = uX on an “ex-
ponential scale” by defining U(w) := u(ew). Note that U(w) is harmonic when u is (in the
appropriate domains) and is also symmetric, since
U(w¯) = u(ew¯) = u(ew) = u(ew) = U(w).
The importance of this form is made clear by Lemma 3.1; the Taylor expansion of U(w) at
w = 0 reveals the cumulants of X , which we denote by (κj)j>1. We don’t need to draw on
much external information here about this important sequence, but we do need to note that
the first and second cumulants are familiar probabilistic quantities. Indeed,
9
κ1 =
d
dw
u(ew)
∣∣∣
w=0
= µ, (11)
and
κ2 =
d2
dw2
u(ew)
∣∣∣
w=0
= σ2 , (12)
which exist under the condition that u is harmonic in a neighborhood of 1 ∈ C.
Since our interest is in central limit theorems, when working with u it is often useful to
“subtract out” the term corresponding µ. In particular, define
u0(z) := u(z)− µ log |z| , (13)
and correspondingly define U0(w) := u0(e
w). If u is an arbitrary function (that is, not
necessarily coming from a random variable) we may define u0 and U0 in the same way, by
simply taking µ := d
dw
u(ew)
∣∣
w=0
, in the case that this quantity exists.
Lemma 3.1. For ε ∈ (0, 1/2), let u be a symmetric harmonic function on B(1, 2ε) ⊆ C with
u(1) = 0. Then if U, U0 are defined as above, we may express
U(w) =
∑
j>1
ajRe(w
j) (14)
and
U0(w) =
∑
j>2
ajRe(w
j), (15)
for all w ∈ B(0, ε). Where the aj are real numbers and j!aj = κj, where κj is the jth
cumulant.
Proof. First note that U(0) = u(1) = 0 and that U(w) is harmonic and symmetric in a ball
B(0, ε), since |w| < 1/2 and |ew − 1| 6 2|w| < 2ε.
Now since U is harmonic in B(0, ε), we may write U(w) = Ref(w) for a function f which
is analytic in B(0, ε) (see Conway’s classic text [17], Chapter VIII, Theorem 2.2, p. 202 for
a proof). We then express f as a power series to obtain
U(w) =
∑
j>0
Re(ajw
j) . (16)
We now write w = ρeiθ, for sufficiently small ρ > 0, and use the fact that U(w) = U(w¯)
to obtain
0 = U(w)− U(w¯) =
∑
j>0
Re(ajρ
j(eijθ − e−ijθ)) =
∑
j>0
ρjRe(2iaj) sin(jθ) .
By the uniqueness of trigonometric series, we have that Re(2iaj) = 0, implying that aj is
real, for all j > 0. So from (16) and the fact that U(0) = 0, we obtain (14).
To prove the second part of the claim, we simply note that
U0(w) = u0(e
w) = u(ew)− µ log |ew| = U(w)− µRe(w).
So (14) and the fact that µ = a1 yields (15). 
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Throughout the paper we work with the sequence (aj)j>1 rather than the cumulant se-
quence (κj)j>1. We call the sequence (aj)j>1 the normalized cumulant sequence.
3.3. Two important “difference functions” and b-decreasing. For τ ∈ (0, π) and b >
0, we define the function hτ that compares values of u reflected about the line {teiτ/2 : t > 0}
hτ,b(z) := u(z)− u(eiτ z¯) + b.
We also define, for γ ∈ (0, π), the closely related function
ϕγ,b(z) := u(z)− u(eiγz) + b.
We first observe that if u is harmonic in a sector, then hτ,b and ϕγ,b are harmonic in a
slightly smaller sector.
Lemma 3.2. For R ∈ (1,∞], δ > 0, let u be a harmonic function in6 SR(δ). Then for any
τ, γ ∈ (0, δ/2) we have that the functions hτ,b and ϕγ,b are harmonic in the sector SR(δ/2).
Proof. We note that if v is harmonic in Ω and β ∈ C \ {0} then v(βz) is harmonic in β−1Ω
and v(z¯) is harmonic in {z¯ : z ∈ Ω}. Also if v1, v2 are harmonic in Ω1,Ω2 respectively,
then v1 − v2 is harmonic in Ω1 ∩ Ω2 (see [4], Chapter 1). Thus, u(z¯) is harmonic in SR(δ)
and u(αz¯) is harmonic in eiτSR(δ) = SR(−δ + τ, δ + τ) and therefore hτ,b is harmonic in
SR(−δ+ τ, δ+ τ)∩SR(δ) ⊇ SR(δ/2). Likewise, ϕγ,b is harmonic in SR(δ−γ, δ+γ)∩SR(δ) ⊇
SR(δ/2). 
We now arrive at an essential definition, which we have already mentioned in the overview
of the proof: b-decreasing. For b > 0 and Ω ⊆ C, we say a function u is b-decreasing in Ω if
u(ρeiθ1)− u(ρeiθ2) + b > 0
for all 0 6 θ1 6 θ2 6 π with ρe
iθ1 , ρeiθ2 ∈ Ω. One nice feature of this definition is that u is
b-decreasing in Ω if and only if u0 is, since
u0(ρe
iθ1)− u0(ρeiθ2) + b = u(ρeiθ1)− u(ρeiθ2) + b.
The main motivation behind this definition is easy: it is the correct definition to guarantee
the functions hτ,b and ϕγ,b are positive, for all reasonable choices of τ and γ. Later we shall
make heavy use of this fact by way of the so-called Harnack inequalities. These inequalities
guarantee that h and ϕ don’t vary too much on a set Ω away from its boundary.
Lemma 3.3. For δ > 0 and b > 0, let τ, γ ∈ (0, δ/2) and let u be b-decreasing and symmetric
in SR(δ). Then hτ,b(z) > 0 for all z ∈ SR(τ/2) and ϕγ,b(z) > 0 for all z ∈ SR(−γ/2, δ − γ).
Proof. Let z = reiθ ∈ SR(τ/2) with |θ| 6 τ/2. Then
hτ,b(re
iθ) = u(reiθ)− u(rei(τ−θ)) + b .
6Here we understand S∞(δ) to mean the sector S(δ).
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In the case θ ∈ [0, τ/2], we have that θ 6 τ − θ, and thus non-negativity of hτ,b(reiθ)
follows from the b-decreasing assumption on u. On the other hand, if θ ∈ [−τ/2, 0], we use
symmetry to write
hτ,b(re
iθ) = u(reiθ)− u(rei(τ−θ)) + b = u(re−iθ)− u(rei(τ−θ)) + b
with 0 6 −θ 6 τ − θ 6 2τ 6 δ; non-negativity again follows from b-decreasing. The proof
for ϕγ,b is similar. 
It will be important for us that Lemmas 3.2 and 3.3 tell us that both hγ,b and ϕγ,b are
harmonic and positive in a sector that contains the positive real axis with room to spare
on both sides. This means that we can work near 1 ∈ C, without getting too close to the
boundary.
4. Weakly positive and harmonic implies b-decreasing
In this section we prove Lemma 4.1, our main tool for showing that a function is b-
decreasing.
Lemma 4.1. For δ ∈ (0, π) and R > r > 0 the following hold. Let u be a weakly-positive,
symmetric, harmonic function on a neighborhood of SR(δ). If b > 0 is such that( r
R
)1/δ
max
z∈S∗R(δ)
|u(z)| 6 3b/8, (17)
then u is b–decreasing on Sr(δ/2).
To prove Lemma 4.1, we use a well-known connection between harmonic functions and
Brownian motion. The following theorem is a special case of Theorem 3.12 from the book of
Mo¨rters and Peres [53] and shows how Brownian motion can be used to recover a harmonic
function from its boundary values.
Theorem 4.2 (Theorem 3.12 of [53]). Let v be a function which is harmonic on a bounded,
convex set Ω ⊆ C and continuous on ∂Ω, let z ∈ Ω and let (Bt)t>0 be a Brownian motion
started at z. If we define the stopping time τ := min{t : Bt ∈ ∂Ω} then we have
v(z) = E v(Bτ ).
In what follows, we will understand τ to be the stopping time of a Brownian motion hitting
the boundary of Ω, τ := min{t : Bt ∈ ∂Ω}, unless otherwise stated.
4.1. A calculation for Lemma 4.1. To Prove Lemma 4.1, we need an estimate on the
probability that a Brownian motion hits one of the ends of a sector SR(δ) before hitting the
sides.
Lemma 4.3. For δ ∈ (0, π) and R > r > 0, let z ∈ Sr(δ) and (Bt)t>0 be a Brownian motion
started at z and stopped when it hits ∂SR(δ). We have
P (Bτ ∈ S∗R(δ)) 6
4
3
( r
R
)c/δ
, (18)
where c = log 4/3.
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We should mention that there is an exact formula for the probability in (18) and a proof
of this can be found Theorem 7.25 in [53]. Here we include a simple proof of this weaker
result, which is still sharp up to the constant c, to give the reader an intuitive feel for why
we have the exponential dependence in (18) on δ. This dependence is quite important and
ultimately explains the logarithmic factor that appears in Theorem 1.2 and Corollary 1.3.
Our first step towards Lemma 4.3 is to study a similar situation in a square. We shall
then extend this to rectangles, and then use the conformal invariance of Brownian motion
to finish the proof for sectors.
Observation 4.4. For δ > 0 and y ∈ [−δ, δ], let Ey be the event that a Brownian motion,
started at iy ∈ C, hits either the left of right edges of the square S := {z : Re(z) 6 δ, Im(z) 6
δ} before the top or bottom edges. Then P(Ey) 6 3/4.
Proof. First, for y ∈ [0, δ], we consider the event Hy; that a Brownian motion, started at iy,
hits the top edge of S before hitting any other edge. We claim P(Hy) > 1/4. If y = 0 the
result is clear by symmetry. If y > 0, then we couple the Brownian motion (Bt)t started at 0
with a Brownian motion (Bt+ iy)t started at iy ∈ S: clearly Bt+ iy will hit the top edge of
S on every trajectory that Bt does. So P(Hy) > P(H0) = 1/4. Now, turning to Ey, simply
note that if y > 0 then P(Ey) 6 1− P(Hy) 6 3/4. The case y < 0, follows by symmetry. 
It is now easy to deduce a version of Lemma 4.3 for rectangles. Here we see quite naturally
where the exponential dependence on δ appears.
Lemma 4.5. For δ > 0 and b > a > 0, let Q := {z : |Re(z)| < b, |Im(z)| < δ}, let z ∈ Q and
let (Bt)t>0 be a Brownian motion started at z which is stopped when it hits ∂Q. We have
P (Bτ ∈ Q∗) 6 exp
(−c ⌊δ−1(b− a)⌋) , (19)
where Q∗ = {z : |Re(z)| = b, |Im(z)| < δ} and c = log 4/3.
Proof. Let Ey be the event defined in Observation 4.4 and let S(z
′) be the event that a
Brownian motion, started at z′ ∈ Q, hits one of the lines {z′ + δ + it}t∈R, {z′ − δ + it}t∈R
before hitting the top or bottom of Q. Clearly P(S(z′)) = P(Ey), where z
′ = x+ iy.
We now connect the rectangle-crossing to the box-crossings; a path that hits one of the
ends before hitting the top or bottom of Q must cross at least ℓ > ⌊(b−a)/δ⌋ boxes without
hitting the top or bottom on Q. Therefore we have
P (Bτ ∈ Q∗) 6 sup
z1,...,zℓ
P (S(z1) ∩ · · · ∩ S(zℓ)) 6
(
sup
y
P(Ey)
)ℓ
, (20)
where the supremum is over all complex numbers contained in Q satisfying z1 = z and
|Re(zi)− Re(zi+1)| = δ and the second inequality in (20) follows from the Markov property
of Brownian motion. Finally, the result follows by applying Observation 4.4. 
To prove Lemma 4.3 we simply use an analytic map to transform the rectangle Q into the
truncated sector SR(δ). The conformal invariance of Brownian motion allows us to finish. To
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state this property of Brownian motion a little more carefully, let φ : C→ C be an analytic
function and let (Wt)t be a Brownian motion in C. The conformal invariance of Brownian
motion means that φ(Wt) traces the path of a Brownian motion, at (possibly) a different
speed. In other words, there exists a increasing function γ : R>0 → R>0, a Brownian motion
(Bt) and a coupling of Bt and Wt for which φ(Wt) = Bγ(t). See the book of Mo¨rters and
Peres [53], Theorem 7.20, for a proof.
Proof of Lemma 4.3: Set b = log(R), a = log(r) and observe that the analytic function
φ(z) := ez maps the rectangle Q = {z : |Re(z)| < b, |Im(z)| < δ} to the truncated sector
Seb(δ) = SR(δ); maps Q = {z : |Re(z)| < a, |Im(z)| < δ} to Sr(δ); and maps the ends
R∗ = {z : |Re(z)| = b, |Im(z)| < δ} to the ends S∗R(δ).
To finish, choose w ∈ {s : |Im(s)| < δ, |Re(s)| < b, } so that φ(w) = z, let (Wt)t>0 be a
Brownian motion started at w ∈ R and let (Bt)t be a Brownian motion started at z ∈ SR(δ),
and let τ ′ be the stopping time τ ′ := min{t :Wt ∈ ∂Q}. By conformal invariance, there is a
coupling of (Bt)t>0 and (φ(Wt))t so that they trace the same path. It follows that
P(Bτ ∈ S∗R(δ)) = P(φ(Wτ ′) ∈ S∗R(δ)) = P(Wτ ′ ∈ Q∗) 6 exp
(−(log 4/3)⌊δ−1 logR/r⌋) ,
where the inequality follows from an application of Lemma 4.5. Utilizing ⌊x⌋ > x − 1
completes the proof. 
4.2. The proof of Lemma 4.1. We now turn to the heart of Section 4, Lemma 4.6.
Lemma 4.6. For δ > 0, R > 0, put α = eiδ and let u be a weakly-positive harmonic function
on a neighborhood of SR(0, δ), let z ∈ SR(0, δ/2) and let (Bt)t>0 be a Brownian motion started
at z and stopped when it hits ∂SR(0, δ/2) then
u(z)− u(αz¯) > −2P (Bτ ∈ S∗R(0, δ/2)) max
z∈S∗R(δ)
|u(z)|. (21)
Proof. We define two coupled Brownian motions starting at z and z◦ := αz¯, respectively.
First, let (Bt) be a Brownian motion started at z and, in preparation for defining our
Brownian motion started at z◦, we define two stopping times: τ = τ1 := min{t : Bt ∈
∂SR(0, δ)} and τ2 := min{t : Bt ∈ ∂SR(0, δ/2)}. Now, define the path (B◦t )t>0 by B◦t := αB¯t
for t 6 τ2 and then B
◦
t := Bt for t > τ2. We now note that (B
◦
t )t is in fact a Brownian
motion started at z◦; this is because it is a Brownian motion, by definition, after time τ2
and it is a reflection of a Brownian motion before time τ2, which is a Brownian motion. The
only thing to note is that Bτ2 = αB¯τ2 , that is, the two trajectories agree at τ2, and thus
the whole trajectory is a Brownian motion by the strong Markov property. Also note that
τ = min{t : B◦t ∈ ∂BR(0, δ)}, by symmetry.
We now apply Theorem 4.2 to u, and z, z◦ in the region S(0, δ) to express
u(z) = E u(Bτ1) and u(z
◦) = E u(B◦τ1)
and therefore,
u(z)− u(z◦) = E (u(Bτ )− u(B◦τ )) . (22)
To evaluate this expectation, we break up the space of trajectories into three events.
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(1) E1 := {arg(Bτ2) = δ/2}, the event that Bt, B◦t meet;
(2) E2 := {arg(Bτ2) = 0}, the event that Bt hits R>0, before meeting its reflection;
(3) E3 := {Bτ2 ∈ S∗R(δ/2)}, the event that Bt hits one of the ends of the sectors, before
meeting its reflection.
In the event of E1, we have that Bt, B
◦
t meet before time τ , and therefore u(Bτ ) = u(B
◦
τ ) so
I1 := E (u(Bτ )− u(B◦τ ))1(E1) = 0. (23)
In the event of E2, Bτ ∈ R>0 and thus B◦τ = αBτ so u(Bτ )− u(B◦τ ) > 0, by weak-positivity.
In particular,
I2 := E (u(Bτ)− u(αBτ))1(E2) > 0. (24)
In the case of E3, we crudely estimate
I3 := E (u(Bτ )− u(B◦τ ))1(E3) > −2P(E3) max
z∈S∗R(δ)
|u(z)|. (25)
Now, from (22), and (23),(24),(25), we have
u(z)− u(z◦) = I1 + I2 + I3 > −2 max
z∈S∗R(δ)
|u(z)|Pz (Bτ ∈ S∗R(0, δ/2)) ,
as desired. 
We are now able to prove Lemma 4.1.
Proof of Lemma 4.1. To show that u is b-decreasing on Sr(δ/2) we let ρ ∈ [1/r, r] and let
θ1, θ2 ∈ (0, δ/2) satisfy θ2 > θ1. We need to show that
u(ρeiθ1)− u(ρeiθ2) > −b.
For this, let us put φ = θ1 + θ2 and note that φ < δ. Set z = ρe
iθ1 and α = eiφ and note
that αz¯ = ρeiθ2 . We now apply Lemma 4.6 with δ = φ to obtain
u(ρeiθ1)− u(ρeiθ2) > −2P (Bτ ∈ S∗R(0, φ/2)) max
z∈S∗R(φ)
|u(z)|
> −2 · 4
3
( r
R
)4c/δ
· max
z∈S∗R(δ)
|u(z)|
> −b,
where the penultimate inequality holds due to the fact that S∗R(0, φ/2) is a sector of width
at most δ/2 and so we apply Lemma 4.3 to the sector SR(δ/4). The last inequality holds
by the condition on b and the inequality 4 log(4/3) > 1. Hence we have shown that u is
b-decreasing in Sr(0, δ/2). 
5. A key comparison
With our main positivity-hypothesis in place, we now start with the first in a series of
steps to prove Lemma 8.1. In Sections 5, 6 and 7 we build up the ingredients for the proof
of Lemma 8.1, finally stated and proved in Section 8. The objective of this section is to
prove Lemma 5.1, which says that under the hypotheses of Lemma 8.1 we can bound the
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maximum value of u0 in a small box around 1 in terms of the much more amenable function
ϕγ,b.
Lemma 5.1. For b > 0, ε ∈ (0, 1/8) and η ∈ (0, ε], let u(z) be a b-decreasing, weakly-
positive, symmetric and harmonic function on B(1, 8ε), for which u(1) = 0. Let u0 and ϕη,b
be the associated functions defined in Section 3. We have that
max
z∈B(1,ε)
|u0(z)| 6 34 · 396ε/ηϕη,b(1).
To prove this lemma we make a few preparations.
5.1. Positive on the real line. In our first step towards Lemma 5.1 we show that the
function
u0(z) = u(z)− µ log |z|,
is positive on the positive real axis. To prove this, we first need the following basic fact,
which first appears in the work of De Angelis [20] and then was slightly7 extended in the
work of Bergweiler, Eremenko and Sokal [8], [7]. We include a short proof.
Lemma 5.2. Let r > 0. If u is weakly positive, symmetric and harmonic on a neighborhood
of r then U ′′(log r) > 0.
Proof. Write z = x + iy and put V (x, y) = U(x + iy). Note that the harmonicity of U at
a := log r implies Vxx(a, 0) + Vyy(a, 0) = 0 . Weak positivity and symmetry of u implies that
Vyy(a, 0) 6 0, since Vyy(a, 0) can be written
lim
h→0
V (a, h) + V (a,−h)− 2V (a, 0)
h2
= lim
h→0
u(reih) + u(re−ih)− 2u(r)
h2
6 0.
Thus
U ′′(a) = Vxx(a, 0) > 0 .

Remark 5.3. In the case u = log |fX |, there is a natural probabilistic interpretation of
Lemma 5.2 that can be turned into a proof. After unwinding the definitions a little, one
can see that Lemma 5.2 simply says that the random variable defined by the probability
generating function fX(rz)f
−1
X (r), has non-negative variance. This is trivially true, as all
random variables have non-negative variance. However, we have elected to include this more
general result, as it will simplify our exposition.
We now deduce the following small but crucial ingredient in the proof of Lemma 5.1: u0
is non-negative on the positive real axis.
Lemma 5.4. For ε ∈ (0, 1), let E ⊆ C be an open set containing the interval [1−ε, 1+ε]. If
u is weakly positive, harmonic and symmetric in E then u0(r) > u(1), for all r ∈ (1−ε, 1+ε).
7De Angelis actually assumes that u = log |p| for a polynomial p.
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Proof. We may write r = et for some t ∈ R and apply Taylor’s theorem to U(t) at t = 0 to
obtain
U(t)− U(0)− tU ′(0) = t
2
0
2
U ′′(t0),
for some t0 with t0 ∈ (1 − ε, 1 + ε). Since U0(t) = U(t) − tU ′(0) ((15), in Lemma 3.1), we
have U0(t)− U(0) = t
2
0
2
U ′′(t0) > 0, by Lemma 5.4 and so
u0(r) = u0(e
t) = U0(t) > u(1),
as desired. 
5.2. The Poisson density and Harnack inequalities. In Section 4, we saw that we could
use Brownian motion to recover the values of a harmonic function on Ω from the values of
its boundary ∂Ω, by using Theorem 4.2. In particular, we had that
u(z) = E u(Bτ ), (26)
where (Bt)t>0 is a Brownian motion started at z ∈ Ω and τ is the stopping time of hitting
∂Ω. In the case that Ω is a ball B, the expectation in (26) has a density function Pz (with
respect to the Lebesgue measure on the circle), and so we can express
v(z) =
∫
∂Ω
v(s)Pz(s) ds. (27)
We define the collection of functions {Pz} as the Poisson density of the circle8 and note that
Pz are non-negative functions of the boundary. We refer the reader to [4] and to [17] for a
general treatment of harmonic functions on a ball.
We now state an important tool for working with positive harmonic functions, the Harnack
inequalities for the ball. These say that if v is a positive harmonic function on the ball
B(0, 2ε) and if z ∈ B(0, ε) ⊆ B(0, 2ε) then
1
3
6
v(z)
v(0)
6 3 . (28)
A statement and proof of this result can be found in [4, pg. 47]. For our purposes, we need
a slight generalization:
Lemma 5.5. Let v be a positive harmonic function on an open set Ω ⊂ C. For ε > 0,
let z1, z2 ∈ Ω be points at distance d := d(z1, z2) so that all z3 that lie on the line segment
joining z1 and z2 have B(z3, ε) ⊂ Ω. Then
1
32d/ε+1
6
v(z1)
v(z2)
6 32d/ε+1 . (29)
We will also need the following lemma, which is a simple consequence of the Harnack
inequalities.
8This definition is designed to parallel the (standard) definition of the Poisson kernel which is defined
with respect to the complex line integral, rather than the uniform measure on the circle.
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Lemma 5.6. For ε > 0, let {Pz} be the Poisson density of the ball B(1, 2ε). Then for all
z ∈ B(1, ε) we have
max
s∈∂B2ε
Pz(s)
P1(s)
6 3. (30)
Proofs of both Lemma 5.5 and Lemma 5.6 are basic and we postpone their short proofs
to Appendix A.
We now prove a straight-forward lemma that will allow us to find a large negative value of
u0. For this lemma, we note that if {Pz} is the Poisson density of B(1, ε) then, by symmetry,
P1(s) =
1
2πε
for all s ∈ ∂B(1, ε).
Lemma 5.7. Let ε > 0 and let v(z) be a symmetric, harmonic function on B(1, ε) with
v(1) = 0, let {Pz} be the Poisson density of the ball B(1, ε) and set
M :=
∫
s∈∂B(1,ε)
|v(s)|P1(s) ds.
Then there is a z0 ∈ ∂B(1, ε) with Im(z0) > 0 and v(z0) 6 −M/2.
Proof. Let us set Bε := B(1, ε), P (s) := P1(s) and define ∂Bε = E+ ∪ E− where E+ = {s ∈
∂Bε : v(s) > 0} and E+ = {s ∈ ∂Bε : v(s) 6 0}. Now put
A =
∫
s∈E+
|v(s)|P (s) ds and B =
∫
s∈E−
|v(s)|P (s) ds.
and note that
0 = v(1) =
∫
s∈∂Bε
v(s)P (s) ds =
∫
s∈E+
|v(s)|P (s) ds−
∫
s∈E−
|v(s)|P (s) ds = A− B,
and that A+B = M . Thus
M/2 =
∫
E−
|v(s)|P (s) ds 6 max
s∈E−
|v(s)|
∫
E−
P (s) ds 6 max
s∈E−
|v(s)|,
where the last line holds due to the fact that P (s) = 1/(2πε) and the length of E− is
at most 2πε. So if we let z0 be a value which attains this maximum, we note that both
v(z0) = v(z¯0) 6 −M/2 by symmetry. Hence one of z0, z¯0 will have non-negative imaginary
part, as desired. 
5.3. Proof of Lemma 5.1. We now are in a position to prove the main result of this section,
Lemma 5.1.
Proof of Lemma 5.1. To reduce clutter, let us define Bε, B2ε to be B(1, ε), B(1, 2ε), respec-
tively. Let Pz be the Poisson density of B2ε and put
M :=
∫
s∈∂B2ε
|u0(s)|P1(s) ds.
By the definition of the Poisson density, for each z ∈ Bε, we have
u0(z) =
∫
s∈∂B2ε
u0(s)Pz(s) ds
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and since, for all z ∈ Bε, we have maxs∈∂B2ε Pz(s)/P1(s) 6 3 (by Lemma 5.6) we obtain
max
z∈Bε
|u0(z)| 6 3
∫
s∈∂B2ε
|u0(z)|P1(s) ds = 3M. (31)
We now apply Lemma 5.7 to the function v := u0(z) (which is harmonic, symmetric and
has u0(1) = 0) and the region B2ε to find a point z0 ∈ ∂B2ε for which u0(z0) 6 −M/2 and
Im(z0) > 0. By the planar geometry calculation Lemma B.1, we may write z0 in the form
z0 = ρe
iφ where φ ∈ [0, 4ε] and ρ ∈ [1− 2ε, 1 + 2ε].
Another planar geometry calculation (Lemma B.3) ensures that ρe4εi ∈ B(1, 8ε), allowing
us to make use of the b-decreasing hypothesis:
u0(ρe
4εi) 6 u0(z0) + b
6 b−M/2 .
We now apply Lemma 5.4 to see that u0(ρ) > 0 as ρ > 0, thereby allowing us to obtain a
bound on h4ε,b(ρ)
h4ε,b(ρ) = u0(ρ)− u0(ρei4ε) + b > −u0(ρei4ε) + b >M/2. (32)
We know that S(−4ε, 4ε) ∩ B4ε ⊂ B8ε (Lemma B.3) and u is b-decreasing in B8ε. We then
know that h4ε,b(z) is harmonic and positive (Lemmas 3.2 and 3.3) in S(−2ε, 2ε) ∩ B4ε and
thus we may apply Lemma 5.5 to learn that
h4ε,b(ρ) 6 3
64ε/η+1h4ε,b(ρe
i(2ε−η/2)), (33)
since the distance d(ρ, ρei(2ε−η/2)) 6 (1+ 2ε)2ε 6 4ε and each point on the segment between
them is at least ρ · η/4 > η/8 from the boundary of S(−2ε, 2ε) ∩ B4ε.
Now observe that at the value of z = ρei(2ε−η/2), we have h4ε,b(z) = ϕη,b(z). That is,
h4ε,b(ρe
i(2ε−η/2)) = u(ρei(2ε−η/2))− u(ρei(2ε+η/2)) + b = ϕη,b(ρei(2ε−η/2)). (34)
We now apply Lemmas 3.2 and 3.3 to learn that ϕη,b is harmonic and positive in
S(−η/2, 4ε− η) ∩ B4ε.
Hence we may apply Lemma 5.5 along with the fact that ρ ∈ [1− 2ε, 1 + 2ε] to see that
ϕη,b(ρe
i(2ε−η)) 6 332ε/η+1ϕη,b(1) , (35)
since |ρei(2ε−η/2)−1| 6 4ε and each point on the segment between them is at least η/4 from the
boundary of S(−η/2, 4ε−η)∩B4ε. Thus, chaining together lines lines (31),(32),(33),(34),(35)
gives
max
z∈Bε
|u0(z)| 6 34 · 396ε/ηϕη,b(1),
as desired. 
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6. Bounding the tail of the cumulant sequence
In the previous section we showed how to control the maximum of u0 in a small ball around
1, in terms of the much more amenable function ϕη,b. In this section, we use this bound to
prove that the normalized cumulant sequence (aj)j>2 has nice decay properties.
Lemma 6.1. For ε ∈ (0, 2−4) and b > 0, let u be a b-decreasing function, weakly-positive,
symmetric and harmonic function in B(1, 24ε). Let (aj)j>1 be the normalized cumulant
sequence of u. If ∑
j>2
|aj|εj > b, (36)
then for all L > 2 we have ∑
j>L |aj|εj∑
j>2 |aj|εj
6 C · 2−L, (37)
where C > 0 is an absolute constant9.
Proof. We first point out that the expression in (37) makes sense; the denominator is non-zero
from the strict inequality at (36) and the numerator is finite since we may write
U0(w) =
∑
j>2
ajRe(w
j), (38)
by Lemma 3.1, for all w ∈ B(0, 8ε) and thus the series ∑ ajεj is absolutely convergent.
To prove Lemma 6.1, the idea is to compare both the numerator and denominator in (37)
to ϕε,b(1). We begin with the denominator. Recalling that
ϕε,b(e
w) = u(ew)− u(ew+iε) + b,
we use (38) to express
ϕε,b(e
w) =
∑
j>2
ajRe(w
j − (w + iε)j) + b,
for w sufficiently small. And so, setting w = 0, we obtain
|ϕε,b(1)| 6
∑
j>2
|aj|εj + b 6 2
∑
j>2
|aj|εj, (39)
by the triangle inequality and our assumption at (36).
We now turn to obtain an upper bound on the numerator of (37). We apply Cauchy-
Schwarz to obtain ∑
j>L
|aj|εj 6 2
(∑
j>2
|aj |2(2ε)2j
)1/2
2−L. (40)
We now look to relate the series on the right-hand-side of (40) to U0. In preparation for this,
we write
U0(ρ, θ) := U0(ρe
iθ) =
∑
j>2
ajρ
j cos(jθ),
9Indeed, we can take C = 3390
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which is valid for all |ρ| < 8ε, due to (38), and then use Parseval’s Theorem to write
∑
j>2
|aj|2(2ε)2j = 1
2π
∫ 2π
0
|U0(2ε, θ)|2dθ 6 max
θ∈[0,2π]
|U0(2ε, θ)|2. (41)
As a side remark, note that (41), along with the strict inequality at (36), implies that
maxθ∈[0,2π] |U0(2ε, θ)| > 0.
Returning to the main arc of the proof, recall that z = ew and w = ρeiθ; so as θ ranges
over [0, 2π], z lies on the curve
Γ = {exp(2εeiθ) : θ ∈ [0, 2π]},
which is contained in the ball B(1, 4ε), due to the inequality |1− exp((2ε)eiθ)| 6 4ε, which
holds for ε < 1. Hence we may bound the right hand side of (41)
max
θ∈[0,2π]
|U0(2ε, θ)|2 6 max
z∈B(1,4ε)
|u0(z)|2. (42)
Here is the key ingredient: we apply Lemma 5.1 to obtain an upper bound on u0 in terms
of ϕη,b in B(1, 4ε) with η = ε:
max
z∈B(1,4ε)
|u0(z)|2 6
(
3388ϕε,b(1)
)2
. (43)
Note that this also implies that ϕε,b(1) > 0, due to the remark after (41) and (42),(43).
To finish, we put together the lower bound at (39) on the denominator in (37) with the
upper bound on the numerator, coming from (40), (41), (42) and (43), to obtain∑
j>L |aj|εj∑
j>2 |aj |εi
6 2 · 3
388ϕε,b(1)
1
2
ϕε,b(1)
2−L 6 33902−L,
as desired. 
7. Taming the cumulant sequence
In this section we provide a third and final ingredient in our proof of Lemma 8.1. In
Section 6, we showed that the sequence (aj)j>2 had to have quite a bit of its “mass” con-
centrated on the early terms. In this section, we use our weak-positivity hypothesis to show
that, in this situation, we can control all of the cumulants in terms of the second cumulant,
the variance.
The main result of this section is Lemma 7.5, which can be seen as a quantitative version
of a tool co-discovered by De Angelis [20] and Bergweiler, Eremenko and Sokal [8] which was
used in their work on classifying polynomials whose large powers have all positive coefficients.
It is also a relative of Lemma 7 in the previous work of the authors [50] and can be viewed
as an effective form of Marcinkiewicz’s Theorem [47].
To prove Lemma 7.5 we need the following preparatory lemma, which is an elementary
fact about sequences of non-negative real numbers.
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Lemma 7.1. Let A > 1, s > 0 and let (ci)i>1 be a sequence of non-negative numbers for
which the sum
∑
i>1 cis
i converges and is non-zero. If L ∈ N is such that
L∑
i=1
cis
i >
∑
i>L
cis
i (44)
then there exists an ℓ ∈ {1, . . . , L} and s∗ > s(16A)−(L+1) so that
cℓs
ℓ
∗ > A
∑
i 6=ℓ
cis
i
∗. (45)
Proof. To start, we choose s0 := s/(2A). This immediately gives us
L∑
i=1
cis
i
0 > (2A)
∑
i>L
cis
i
0. (46)
We now define an algorithm that will find ℓ ∈ {1, . . . , L} and s∗ > s(16A)−(L+1) that
satisfies (45): Initialize t = 0, s0 = s0 (defined above) and j0 = L and inductively define a
sequence of integers j1 > j2 > · · · > 1 and positive real numbers s1 > s2 > · · · as follows: if
the pair (jt, st) satisfies
cjts
jt
t > 2A
∑
16i6L
i 6=jt
cis
i
t . (47)
then we terminate and return (ℓ, s∗) = (jt, st). Otherwise, choose jt+1 so that
cjt+1s
jt+1
t = max{c1s1t , c2s2t , . . . , ctsjtt } (48)
and set st+1 = st/(16A). To see that this algorithm successfully produces a pair (ℓ, s∗) that
satisfies the conclusions of the lemma, we prove two claims.
Claim 7.2. For each t > 0 we have
cjts
jt
t > 4A
L∑
i=jt+1
cis
i
t . (49)
Proof of Claim. We apply induction on t; note that the t = 0 case is trivial. Now suppose
(49) is satisfied for some t > 0, write a = jt, b = jt+1 (for ease of notation) and recall that
b = jt+1 was chosen so that cbs
b
t = max16i6a{cisit}; thus,
cbs
b
t >
a∑
i=b+1
cis
i
t
2i−b
,
and since st+1 = st/(16A), we have
cbs
b
t+1 = (16A)
−bcbs
b
t > (16A)
−b
a∑
i=b+1
cis
i
t
2i−b
> 8A
a∑
i=b+1
cis
i
t+1. (50)
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By the induction hypothesis at (49), we have cas
a
t > 4A
∑L
i=a+1 cis
i
t and thus (crudely) we
have
cbs
b
t+1 > 8A
L∑
i=a+1
cis
i
t+1. (51)
Averaging (50) and (51) yields
cbs
b
t+1 > 4A
L∑
i=b+1
cis
i
t+1,
as desired. This completes the proof of the claim, by induction. 
Claim 7.3. We have that j1 > j2 > · · · > 1 is a strictly decreasing sequence of integers.
Proof of Claim. By definition, we have j1 > j2 > · · · and so we claim that if jt+1 = jt,
then the pair (jt, st) would in fact satisfy (47), the halting condition for the algorithm. So
suppose that j := jt+1 = jt and recall that st+1 = st/(16A); then by (48), we have, for all
i 6 j,
cis
i
t 6 cjs
j
t(16A)
i−j.
This implies
4A
j−1∑
i=1
cis
i
t 6 cjs
j
t
(
4A
j−1∑
i=1
(16A)i−j
)
6 cjs
j
t . (52)
Averaging (52) and (49) yields (47) for (ℓ, s∗) = (jt, st), implying that the algorithm would
have halted before proceeding to step t+ 1, a contradiction. 
Thus, Claim 7.3 tells us that the algorithm must terminate in at most L steps and thus
s∗ > s(16A)
−(L+1).
To see that we have found a pair (ℓ, s∗) that also satisfies (45), we simply note that (46)
implies
∑L
i=1 cis
i
∗ > (2A)
∑
i>L cis
i
∗ and thus, averaging this with (47), yields the inequality
(45), as desired. 
For our main lemma of this section we make use of the (somewhat crude) inequalities,
which are checked in Appendix A.
Fact 7.4. For j > 3, we have
min
θ∈R
{(cos θ)j − cos jθ} < −1/2; (53)
max
θ∈R
{(cos θ)j − cos jθ} > 1/2. (54)
As mentioned before, we apply a clever idea from the work of De Angelis and Bergweiler,
Eremenko and Sokal and use the non-negativity of another “difference function”:
u(|z|)− u(z).
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Lemma 7.5. For s ∈ (0, 1/2) and L > 2, let u be a weakly-positive, symmetric harmonic
function on B(1, 2s) and let (aj)j be its normalized cumulant sequence. If (aj)j>2 is a non-
zero sequence and
L∑
j>2
|aj|sj >
∑
j>L
|aj|sj, (55)
then there exists a real number s∗ > s2
−6(L+1) for which |a2| > sj−2∗ |aj |, for all j > 2.
Proof. First note that the function U(w) = u(ew) is harmonic for w ∈ B(0, s) due to the
inequality |ew − 1| 6 2|w| for |w| 6 1/2 and the fact that u is harmonic on B(1, 2s). We
consider the function
U0(Re(w))− U0(w) = u0(|ew|)− u0(ew) > 0, (56)
where the inequality follows from weak positivity. Now, writing w = ρeiθ and considering
the series expansion of U0 around w = 0 (Lemma 3.1), we have
F (ρ, θ) := U0(ρ cos θ)− U0(ρeiθ) =
∑
j>2
ajρ
j((cos θ)j − cos jθ),
for all 0 6 ρ < s. Since aj is not identically 0 for all j > 2, we may apply Lemma 7.1 to the
sequence (|aj|)j>2 with A = 4, to get an integer ℓ ∈ [L] and a real number s∗ > s2−6(L+1) so
that
|aℓ|sℓ∗ > 4
∑
26i 6=ℓ
|ai|si∗. (57)
We now use weak-positivity to see that ℓ = 2. For this, assume ℓ > 2 and apply Fact 7.4 to
find a θ0 for which
aℓ
(
(cos θ0)
ℓ − cos ℓθ0
)
6 −|aℓ|/2. (58)
We write
F (s∗, θ0) = aℓs
ℓ
∗
(
(cos θ0)
ℓ − cos ℓθ0
)
+
∑
26j 6=ℓ
ajs
j
∗
(
(cos θ0)
j − cos jθ0
)
and apply (58) to bound the first term on the right-hand-side and apply the triangle-
inequality to bound the sum. We obtain
F (s0, θ0) 6
−|aℓ|sℓ∗
2
+ 2
∑
26j 6=ℓ
|aj|sj∗ < 0,
where the last inequality follows from (57). However this contradicts the positivity of F
(56). We therefore conclude that ℓ = 2 and so, from (57) again, we have that
|a2|s2∗ > 4
∑
i>3
|ai|si∗ > 4|aj|sj∗,
for any j > 3, as desired. 
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8. Proof of Lemma 8.1 : the final stroke
In this section we combine the ingredients from the previous sections to prove Lemma 8.1.
What we state here is slightly stronger than what we need but we make these bounds explicit
for use in later work.
Lemma 8.1. For ε ∈ (0, 1), b > 0 and n > 1, let X ∈ {0, . . . , n} be a random variable with
standard deviation σ > 0, logarithmic potential u = uX and normalized cumulant sequence
(aj)j>1. If u is b-decreasing and harmonic in B(1, ε) and∑
j>2
|aj| (ε/32)j > b, (59)
then ψX∗, the characteristic function of X
∗ := (X − µ)σ−1, satisfies
ψX∗(ξ) = exp(−ξ2/2 +R(ξ)),
where
(1) R(0) = R(1)(0) = R(2)(0) = 0 and
|R(ℓ)(0)| 6 ℓ!(c2σ)2−ℓ,
for all ℓ > 3.
(2) In particular10,
|R(ξ)| 6 c1|ξ|
3
εσ
for all ξ ∈ C with |ξ| 6 c2εσ.
Proof. Let ψX(ξ) = EXe
iξX be the characteristic function of X , and note that
ψX(ξ) = exp
(∑
j>1
κj
j!
(iξ)j
)
= exp
(∑
j>1
aj(iξ)
j
)
,
where κj is the jth cumulant of X and (aj)j is the normalized cumulant sequence. Here,
this expansion is valid for all |ξ| < ε/2 since harmonicity of u in B(1, ε) implies analyticity
of ψ in B(0, ε/2) due to the inequality |1 − ew| 6 2|w| for |w| < 1/2. Now note that
ψX∗(ξ) = ψX(ξ/σ)e
−iµξ
σ is the characteristic function of X∗. Using the fact that a1 = µ and
a2 = −σ/2, as noted at (11) and (12), we have
ψX∗(ξ) = exp
(
−ξ2/2 +
∑
j>3
aj
σj
(iξ)j
)
(60)
and so we define
R(ξ) :=
∑
j>3
aj
σj
(iξ)j. (61)
We now apply Lemma 6.1 to bound R. To see that we may apply this lemma, note that (59)
implies condition (36) in Lemma 6.1; the logarithmic potential u = uX is weakly-positive
10We can take the constants c1 = 2
3246, c2 = 2
−3246 .
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and symmetric in B(1, ε) (as noted in Section 3); and u is b-decreasing and harmonic in
B(1, ε), by assumption. Therefore∑
j>L |aj|(ε/32)j∑
j>2 |aj|(ε/32)j
6 C · 2−L,
for all L > 2. Now, if we choose L = 2 + log2C we have that
L∑
j=2
|aj |(ε/32)j >
∑
j>L
|aj|(ε/32)j , (62)
and so we may apply Lemma 7.5 with L = 539 and s = ε/32 to obtain a s∗ > 2
−3245ε for
which
σ2 = |a2| > sj−2∗ |aj|. (63)
And so for j > 3 the jth term in the expansion of R(ξ) is
|R(j)(0)|
j!
= |aj|σ−j 6 (s∗σ)2−j ,
and so, for |ξ| < s∗σ, we have
|R(ξ)| 6
∑
j>3
|aj ||ξ|j
σj
6
∑
j>3
|ξ|j
(s∗σ)j−2
=
|ξ|3
s∗σ(1− |ξ|/(s∗σ)) .
This means that we can factor
ψX∗(ξ) = e
−ξ2/2eR(ξ),
where |R(ξ)| < 2 |ξ|3
s∗σ
6 2
3246
εσ
, for |ξ| < (s∗σ)/2 6 2−3246εσ. This completes the proof of
Lemma 8.1. 
9. Proofs of Theorems 1.4 and 1.2
In this section we use Lemma 4.1 along with our main technical lemma, Lemma 8.1 to
deduce our theorems on univariate polynomials. Before we finish these proofs, we need to
quickly derive our “Fourier-inversion” lemma, which allows us to conclude that X is approx-
imately normal based on the hypothesis that the characteristic function ψX is approximately
the characteristic function of a normal.
9.1. Fourier inversion. In this short subsection, we derive the following basic “Fourier
inversion” tool.
Lemma 9.1. Let X ∈ R be a random variable with characteristic function ψ. If
ψ(ξ) = exp
(−ξ2/2 +R(ξ)) ,
where |R(ξ)| 6 η|ξ|3 for all |ξ| < τ then
sup
t∈R
|P(X 6 t)− P(Z 6 t)| 6 29max{η, τ−1},
where Z ∼ N(0, 1).
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Following Lebowitz, Pittel, Ruelle, and Speer, we use the following quantitative result
which can found in the textbook of Feller [24, pg. 538].
Lemma 9.2. Let Z ∼ N(0, 1) be a standard normal, let X ∈ R be a random variable and
let ψ(ξ) be its characteristic function. Then, for all T > 0, we have
sup
t∈R
|P(X 6 t)− P(Z 6 t)| 6 1
π
∫ T
−T
∣∣∣∣∣ψ(ξ)− e
−ξ2/2
ξ
∣∣∣∣∣ dξ + 4T . (64)
We may now easily derive Lemma 9.1, our Fourier inversion lemma.
Proof of Lemma 9.1: We apply Lemma 9.2 with T = min{η−1/8, τ} to obtain
sup
t∈R
|P(X 6 t)− P(Z 6 t)| 6 1
π
∫ T
−T
∣∣∣∣∣ψ(ξ)− e
−ξ2/2
ξ
∣∣∣∣∣ dξ + 4T . (65)
First note that we may assume η < 1, otherwise the theorem is trivial. Let I :=
∫ T
−T
∣∣∣ψ(ξ)−e−ξ2/2ξ ∣∣∣ dξ
be the integral in (65) and set a := η−1/3. We bound the I by breaking the integral into two
ranges: |ξ| ∈ [0, a] and |ξ| ∈ [a, T ]. For |ξ| 6 a, we bound the integrand∣∣∣∣∣ψ(ξ)− e
−ξ2/2
ξ
∣∣∣∣∣ = e−ξ2/2
∣∣∣∣eR(ξ) − 1ξ
∣∣∣∣ 6 4ηe−ξ2/2|ξ|2, (66)
since |ez − 1| 6 4|z| for |z| 6 1. For a 6 |ξ| 6 T , we use the fact that a = η−1/3 > 1 to
bound the integrand ∣∣∣∣∣ψ(ξ)− e
−ξ2/2
ξ
∣∣∣∣∣ 6 2e−ξ2/4 · e−ξ2/4+|R(ξ)| ,
where
−ξ2/4 + |R(ξ)| = |ξ|2
(
−1
4
+ η|ξ|
)
6 −ξ2/8
and the last line holds due to the fact that η|ξ| 6 ηT 6 1/8, by the choice of T . So, for
|ξ| ∈ [a, T ], we have∣∣∣∣∣ψ(ξ)− e
−ξ2/2
ξ
∣∣∣∣∣ 6 2e−ξ2/4e−ξ2/8 6 2e−ξ2/4e−a2/8 6 32ηe−ξ2/4, (67)
due to the fact that exp(−|x|2/3/8) 6 16/|x|. Using (66) and (67) we can bound I by
I 6 8η
∫ a
0
e−ξ
2/2|ξ|2 dξ + 64η
∫ T
a
e−ξ
2/4 dξ 6 29η, (68)
where we have used the facts∫ ∞
−∞
e−t
2/2|t|2 dt =
√
2π and
∫ ∞
−∞
e−t
2/4 dt = 2
√
2π.
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Putting this together with (65) gives the bound
sup
t∈R
|P(X 6 t)− P(Z 6 t)| 6 π−1I + 32max{η, τ−1} 6 29max{η, τ−1},
as desired. 
We note that Lemma 9.1, along with our main technical Lemma 8.1, implies the following
general result for random variables X ∈ {0, . . . , n}.
Corollary 9.3. For ε ∈ (0, 1) and b > 0, let X ∈ {0, . . . , n} be a random variable with
logarithmic potential uX and normalized cumulant sequence (aj)j. If uX is b-decreasing and
harmonic in B(1, ε) and ∑
j>2
|aj|(ε/32)j > b, (69)
then11
sup
t∈R
|P(X 6 t)− P(Z 6 t)| = O
(
1
εσ
)
,
where Z ∼ N(0, 1) is a standard normal.
9.2. Proof of Theorem 1.4. We are now ready to prove our main theorem on random
variables with roots avoiding a sector.
Proof of Theorem 1.4. Let X ∈ {0, . . . , n} be a random variable for which its probability
generating function fX has no roots in the sector S(δ). This means that its logarithmic
potential u(z) = uX(z) is a weakly-positive, symmetric and harmonic function on S(δ).
Also, since fX is a polynomial, we have that u(z) = O(log |z|) and u(1/z) = O(log |z|) as
z →∞. Finally note that we may assume σ > 0, otherwise the statement of Theorem 1.4 is
meaningless.
We first look to apply Lemma 4.1 to show that u is decreasing in a neighborhood of
1 ∈ C; that is, b-decreasing for b = 0. For this, note that for all R > 1 we have that
SR(δ/2) ⊆ S(δ/2) and so u is harmonic in a neighborhood of SR(δ/2). Set r := 2 and we
check, in accordance with (17), that(
2
R
)−1/δ
max
z∈S∗R(0,δ)
|u(z)| = O (R−1/δ logR)→ 0,
as R→∞, due to the growth condition on u. Thus we may apply Lemma 4.1 to learn that
u is b-decreasing in S2(0, δ/2) for every b > 0, and therefore is decreasing.
We now look to apply Corollary 9.3 to finish the proof of the theorem. For this we only
have to check the condition at (69), which easily follows from the fact that σ > 0. Since u is
0-decreasing and harmonic in B(1, δ/4), we may apply Corollary 9.3 with ε = δ/4 to finish
the proof. 
11Here, the implicit constant Corollary 9.3 can be taken to be 23255.
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9.3. Proof of Theorem 1.2. The proof of Theorem 1.2 is similar to Theorem 1.4. In the
proof of Theorem 1.2 we work in a tiny truncated sector which we place in the zero-free ball
B(1, ε) and then estimate uX(z) on the ends S
∗
R(δ) of the boundary ∂SR(δ). This estimate
is the content of the following lemma.
Lemma 9.4. For δ ∈ (0, 1/2), let X ∈ {0, . . . , n} be a random variable for which fX has no
roots in the ball B(1, δ). For ε ∈ (0, δ/4), we have
max
z∈S∗R(ε)
|uX(z)| 6 7n log(4/δ).
Proof. First, put S = SR(ε) and S
∗ = S∗R(ε). We use the expansion of u = uX in terms of
the roots of fX (see (10), Section 3)
uX(z) =
∑
|ζ|<1
log
∣∣1− z−1ζ∣∣+∑
|ζ|>1
log
∣∣1− zζ−1∣∣ + cX +NX log |z|, (70)
where the sums are over the roots of fX and NX = |{ζ : |ζ | < 1}|.
For z ∈ S, let λ ∈ {ζ−1}|ζ|>1 ∪ {ζ}|ζ|61; we note the inequality
|log |1− λz|| 6 max{log 4/δ, |λz|}, (71)
which holds because log |1− λz| 6 |λz| and
− log |1− λz| 6 − log(|z| · |1− λ| − |1− z|) 6 log 4/δ.
So, using that u(1) = 0, we have
|cX | 6
∑
|ζ|<1
∣∣ log |1− ζ | ∣∣ +∑
|ζ|>1
∣∣ log ∣∣1− ζ−1∣∣ ∣∣
6 n(log 4/δ),
since δ < 1. Since |NX | 6 n, we have |NX log |z|| 6 n log |z|. Now applying the triangle
inequality and (71) to (70) yields
|u(z)| 6
∑
|ζ|<1
|ζ |
|z| +
∑
|ζ|>1
|z|
|ζ | + n log 4/δ + |cX |+ |NX log |z|| 6 n
(|z|+ |z|−1 + 3 log(4/δ)) .
Putting these together with the fact that |z|−1, |z| 6 2 (since z ∈ S) implies
|u(z)| 6 7n log(4/δ),
for z ∈ S. 
Proof of Theorem 1.2 : Let X ∈ {0, . . . , n} be a random variable for which its probability
generating function fX has no zeros in the ball B = B(1, δ), for δ ∈ (0, 1/2). Note that we
may assume that σ > 211δ−1 logn otherwise (1) is trivial, with implicit constant 211. Since
X ∈ {0, . . . , n} we have σ 6 n, and therefore we may assume that δ > 1/n, otherwise the
theorem is trivial.
Using the fact that there are no roots in B implies that u(z) = uX(z) is harmonic in
the ball B. We now work in a thin, truncated sector inside of B. In particular, we set
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ε = δ/(64 logn), R = 1+δ/4, r = 1+ε and work in the sector S := SR(ε). Since SR(ε) ⊆ B,
we have that u is harmonic in a neighborhood of SR(ε).
Now choose b = 1 and, looking to apply Lemma 4.1, we verify (17). First note that for
n > 3,
1
ε
logR/r > (64 logn)δ−1 log(1 + δ/4)− 1 > 7 logn.
and therefore
exp
(
−1
ε
logR/r
)
max
z∈S∗R(0,ε)
|u(z)| 6 1
n7
(7n log 4/δ) 6
7 log 4n
n6
, (72)
using Lemma 9.4 and δ > 1/n. Thus (72) is at most 1 · (3/8), for n > 3, and thus we may
apply Lemma 4.1 to conclude that u is 1-decreasing in B(1, ε).
We now look to apply Corollary 9.3. Since u is 1-decreasing, weakly-positive and harmonic
in B(1, ε), we only need to check condition (69) for b = 1. This is easily done as∑
j>2
|aj|(ε/32)j >
(εσ
32
)2
>
(
σδ
211 log n
)2
> 1 = b,
where we have used the assumption that σ > 211δ−1 log n, since the statement is trivial
otherwise. We now apply Corollary 9.3 with ε = δ/(64 logn) to complete the proof. 
10. Multivariate central limit theorem for strong Rayleigh measures
In this section we prove that strong Rayleigh distributions satisfy central limit theorems.
For a d× d positive semi-definite matrix A and a vector µ ∈ Rd we define N(µ,A) to be the
multivariate Gaussian random variable with mean µ and covariance matrix A. To prove that
a random variable X ∈ Rd is a multivariate normal distribution, we show that “many” of its
one dimensional projections 〈X, v〉 are Gaussian. We will then apply a variant of the famous
Crame´r-Wold theorem which will allow us to conclude that X itself must be a multivariate
Gaussian.
The key connection between stable polynomials and univariate polynomials that have no
roots in a sector comes from the following fundamental observation, first made by Ghosh,
Liggett and Pemantle [27].
Lemma 10.1. Let Y ∈ Zd be a finitely supported random variable with real-stable probability
generating function fY . If v = (v1, . . . , vd) ∈ Zd>0 then the probability generating function of
〈v, Y 〉 has no zeros in the sector S(π/‖v‖∞).
Proof. Let fY be the probability generating function of Y , let fv be the probability generating
function of Y (v) := 〈v, Y 〉 and let ζ be a root of fv. First note that
fv(z) = fY (z
v1 , . . . , zvk). (73)
Now write ζ = reiθ, for r > 0, and θ ∈ [−π, π]. Since fv ∈ R[z], we may additionally
assume that θ ∈ [0, π], by possibly replacing reiθ with its conjugate. From (73), we see that
(rv1eiv1θ, . . . , rvdeivdθ) is a root of fY (z1, . . . , zd) and therefore, by the real-stability of f , there
is some i ∈ [d] with sin(viθ) < 0 and therefore θ ∈ ( πvi , π] ⊆ ( π‖v‖∞ , π]. 
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Lemma 10.1 allows us to use Theorem 1.4 to show that all the projections of a strong
Rayleigh distribution are approximately normal, in non-negative integer directions. Note
that we will take the degenerate normal N(0, 0) to also be a normal random variable: indeed,
this measure is simply the point mass at 0.
Lemma 10.2. For each n > 1, let Xn ∈ {0, . . . , n}d be a strong Rayleigh distribution with
mean µn, covariance matrix An and maximum variance σ
2
n. Put X
∗
n = (Xn − µn)σ−1n . If
σn →∞ and σ−2n An → A, then for all v ∈ Zd>0, we have that
〈X∗n, v〉 → N(0, vTAv) ,
in distribution.
Proof. Let us put Yn(v) := 〈Xn, v〉 = v1X1 + · · · + vdXd. Note that EYn(v) = 〈v, µn〉 and
that
Var(Yn(v)) = v
TAnv. (74)
From Lemma 10.1, we see that the probability generating function fYn(v) of Yn(v) has no
roots in the sector S(δ) where δ = π/‖v‖∞.
There are two cases: when v is in the null-space of A and when v is not in the null space
of A. Let us first assume that Av 6= 0. In this case we have
lim
n
Var(Yn(v))σ
−2
n = lim
n
vT
(
σ−2n An
)
v = vTAv 6= 0,
and in particular Var(Yn(v))→∞. Thus we may apply our central limit theorem for random
variables avoiding a sector, Corollary 1.5, to see that
Yn(v)− EYn(v)
(vTAnv)1/2
→ N(0, 1)
and therefore
σn
(vTAnv)1/2
〈X∗n, v〉 =
Yn(v)− EYn(v)
(vTAnv)1/2
→ N(0, 1).
Since (vTAnv)
1/2σ−1n tends to a constant as n→∞, it follows that
〈X∗n, v〉 → N(0, vTAv),
as desired.
In the other case, we have that Av = 0 and therefore Var(Yn(v))σ
−2
n → 0. So, for all
x > 0, we may apply Chebyshev’s inequality to see that
P (|Yn(v)− EYn(v)| > xσn) 6 Var(Yn(v))(xσn)−2 = o(1).
This simply means that (Yn(v)− EYn(v))σ−1n tends to a point mass at zero, in distribution.
So trivially,
〈X∗n, v〉 → N(0, 0) = N(0, vTAv),
as desired.

To “lift” this information about the projected random variables, we appeal to a theorem
of Cuesta-Albertos, Fraiman and Ransford [19], which will allow us to conclude that the
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distribution of our multivariate random variable is approximately normal from the fact that
“many” of its projections are normal. To properly state this result, we let ν be a Borel
probability measure on Rd and, for v ∈ Rd, we define the measure νv to be the “projected”
measure on R defined by
νv(B) = ν
({
x ∈ Rd : 〈v, x〉 ∈ B}) ,
for every Borel set B ⊆ R. If ν˜ is another Borel probability measure on Rd, we define
Π(ν, ν˜) ⊆ Rd to be the set of v ∈ Rd for which ν˜v = νv. In this notation, the classical Crame´r-
Wold Theorem [18] says that if ν, ν˜ are Borel probability measures such that Π(ν, ν˜) = Rd
then ν = ν˜. Cuesta-Albertos, Fraiman and Ransford have sharpened this result by showing
that it is enough for Π(ν, ν˜) to not be contained in the zero-set of a polynomial. We shall
only make use of the following corollary of this theorem (stated here as Theorem A.1), which
we derive in Appendix A.
Corollary 10.3. For d > 1, let A be d × d positive semi-definite matrix and let νA be the
Gaussian distribution on Rd with covariance matrix A and mean zero. If ν is a measure for
which Π(νA, ν) ⊇ Zd>0 then νA = ν.
Recall that a sequence of Borel probability measures νn on R
d is said to be tight, if for
every ε > 0 there exists R = R(ε) > 0, so that the ball B(0, R) satisfies νn(B(0, R)) > 1− ε,
for all sufficiently large n. We need the following basic fact, proved in Appendix A.
Fact 10.4. For each n > 1, let Xn ∈ Rd be a random variable, with finite mean µn, covari-
ance matrix An and maximum variance σ
2
n < ∞. If νn is the law of X∗n := (Xn − µn)σ−1n
then νn is a tight sequence of measures.
The key fact we use about tight sequences of measures is that they have subsequential
limits; the following easy fact can be proved by a standard diagonalization argument.
Fact 10.5. For d ∈ N and each n > 1, let νn be a Borel probability measure on Rd. If {νn}n
is a tight sequence then there exists a Borel probability measure ν and a subset S ⊆ N so that
νn → ν, in distribution, as n ∈ S and n→∞.
From here we can easily put the pieces together to finish the proof of Theorem 1.6.
Proof of Theorem 1.6. For each n > 1, let Xn ∈ {0, . . . , n}d be a random variable with mean
µn, covariance matrix An, maximum variance σ
2
n and let νn be the law ofX
∗
n := (Xn−µn)σ−1n .
We have that σ−2n An → A, for some (non-zero) matrix A.
Let νA denote the law of N(0, A); we show that every subsequence has a further subse-
quence that converges to νA, which is enough to conclude that νn → νA. For this, let S ⊂ N;
by Facts 10.4 and 10.5, we may find S ′ ⊂ S so that along S ′ we have νn → ν ′ for some mea-
sure ν ′. Convergence in distribution together with Lemma 10.2 imply that Π(νA, ν
′) ⊇ Zd>0.
Corollary 10.3 then implies ν ′ = νA. This completes the proof. 
Remark 10.6. We point out that our results here easily generalize beyond real stable poly-
nomials to other situations where fX satisfies a certain “half-plane property”. To take a
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well-known example, we say that a polynomial is Hurwitz stable if it has no roots in
{(z1, . . . , zd) ∈ Cd : Re(zi) > 0, for all i}.
Our work here implies a version of Theorem 1.6 in the case that fX is Hurwitz stable. In
fact, the only point to check is Lemma 10.1 and the rest of the proof proceeds in the same
way.
More generally, let φ ∈ (0, 2π) and define
Hφ := {(z1, . . . , zd) ∈ Cd : arg(zi) ∈ [0, φ], for all i}.
We say that a polynomial f is Hφ-stable if it has no roots in Hφ. It is not hard to see that
our results imply a central limit theorem for a sequence of random variables Xn when the
fXn are Hφ-stable polynomials and σn →∞.
11. Sharpness of results
In this section we show that our quantitative results, Theorems 1.2 and 1.4, are sharp
up to the implied constants. From this it will also follow that the conditions in the limit
theorems, Corollaries 1.3 and 1.5, are best-possible.
Our constructions follow from a few simple observations. This first observation gives a
cheap bound on the discrepancy between a discrete random variable and the standard normal
distribution. Recall that we use the notation X∗ to denote (X−µ)σ−1, for a random variable
X .
Observation 11.1. Let X ∈ Z be a random variable with mean µ < ∞ and standard
deviation12 σ ∈ [2−3,∞). Then
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| > e−16/σ,
where Z ∼ N(0, 1).
Proof. Note that since X ∈ Z, we have X∗ := (X−µ)σ−1 ∈ 1
σ
(Z−µ). Find values a, b ∈ Z−µ
so that b− a = 1, a 6 0 and b > 0. Then P(X∗ ∈ 1
σ
(a, b)) = 0 while
P
(
Z ∈ 1
σ
(a, b)
)
=
1
(2π)1/2
∫ b/σ
a/σ
e−s
2/2ds >
1
(2π)1/2
∫ 1/2σ
0
e−s
2/2ds >
e−16
σ
,
where Z ∼ N(0, 1) and we have used that one of |a| or |b| must be at least 1/2. This
allows us to obtain a lower bound on the maximum discrepancy between the two cumulative
distribution functions. We have
2 ·sup
t∈R
|P(X∗ 6 t)−P(Z 6 t)| > |P(X∗ 6 b/σ)−P(Z 6 b/σ)|+ |P(X∗ 6 a/σ)−P(Z 6 a/σ)|,
which is at least
P
(
Z ∈ 1
σ
(a, b)
)
− P
(
X∗ ∈ 1
σ
(a, b)
)
> e−16/σ,
12The 2−3 is an arbitrary choice, we just needed a sufficiently small number for the application of Theo-
rem 11.3.
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by the triangle inequality. 
The next basic observation records a key “trick” in our constructions. It says that the
transformation X 7→ k ·X does not change the maximum discrepancy with a normal. How-
ever, the standard deviation increases as σ(k ·X) = kσ(X).
Observation 11.2. Let Y ∈ Z be a random variable with finite mean µ and standard
deviation σ ∈ [2−3,∞). For k > 0, let X = k · Y . Then
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| > ck
σ(X)
,
where we can take c = e−16.
Proof. Note that σ(X) = kσ(Y ) and EX = kEY thus
X∗ = (X − EX)σ(X)−1 = (Y − EY )σ(Y )−1 = Y ∗,
and so
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| = sup
t∈R
|P(Y ∗ 6 t)− P(Z 6 t)|.
Thus, applying Observation 11.1 to Y yields
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| > e
−16
σ(Y )
=
ck
σ(X)
,
as desired. 
Our constructions for both theorems in this section are achieved simply by applying Ob-
servation 11.2 to an appropriate “seed” random variable. For Theorem 11.3, we make use of
a simple class of random variables. If θ ∈ [π/2, π], the polynomial
Pρ,θ(z) = (z − ρeiθ)(z − ρe−iθ) = x2 − 2ρ(cos θ)x+ ρ2
has non-negative coefficients and therefore Pρ,θ(z)(Pρ,θ(1))
−1 is the probability generating
function of a random variable, which we shall denote by Yρ,θ.
Now note that for each fixed θ, as ρ > 1 increases, Var(Yρ,θ) decreases as a continuous
function of ρ. Further, each random variable is non-degenerate for ρ ∈ [1,∞), implying
Var(Yρ,θ) > 0. Since we also have limρ→∞Var(Yρ,θ) = 0, there exists some a(θ) > 0 so that
{Var(Yρ,θ)}ρ>1 ⊇ [0, a(θ)].
Theorem 11.3. For every δ ∈ (0, π] and σ > 0 with δσ > 1, there exists a random vari-
able X ∈ Z>0, which is supported on finitely many integers, with standard deviation σ and
probability generating function fX for which δ = minζ:f(ζ)=0 | arg(ζ)| and
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| > c
δσ
,
where we can take c = e−16.
Proof. Let (σ, δ) be given. As
⋃
j>0[π/2
j+1, π/2j] = (0, π], we may write δ = θ/k, for some
k ∈ N and θ ∈ [π/2, π] and note that 1 6 δσ = (θσ)/k. We start by constructing a random
variable Y with standard deviation σ/k > 2−3 and minζ | arg(ζ)| = θ. We then finish by
applying Observation 11.2.
For ρ,m to be chosen later, let Yi be independent copies of Yρ,θ and let
Y =
m∑
i=1
Yi.
Of course, σ(Y ) = m1/2σ(Yρ,θ) and thus, from the discussion that precedes Theorem 11.3,
we may choose m, ρ so that m1/2σ(Yρ,θ) = σ/k. Moreover, every root ζ of the probability
generating function fY =
(
fYρ,θ
)m
of Y has arg(ζ) ∈ {−θ, θ}.
Finally, set X = k · Y . The probability generating function of X is fX(z) = fY (zk) and
thus the roots ζ of fX satisfy
arg(ζ) ∈
{
±θ/k + 2πℓ
k
mod 2π : ℓ ∈ {0, . . . , k − 1}
}
and therefore minζ:fX(ζ)=0 | arg(ζ)| = θ/k = δ. From Observation 11.2, we have that
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| > e
−16k
σ(X)
>
e−16
δσ(X)
,
where the last inequality follows from the fact that kδ = θ ∈ [π/2, π]. This completes the
proof. 
The following shows that Theorem 1.2 is sharp. Here, we apply Observation 11.2 to a sum
of Bernoulli random variables.
Theorem 11.4. For n > 1, δ > 0 and σ2 ∈ [1, n0.9) satisfying logn
δσ
6 1 there exists a random
variable X ∈ {0, . . . , n} with standard deviation σ so that minζ:fX(ζ)=0 |1− ζ | > δ and
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| > c log n
δσ
.
Proof. Let {Yi}i>1 be independent and identically distributed Bernoulli random variables
where p := P(Yi = 1) will be chosen later. Of course, we have that Var(Yi) = p(1 − p) and
the probability generating function of Yi is pz + (1− p). We set
Y =
⌊n/k⌋∑
i=1
Yi,
with k := ⌊log n/(100δ)⌋ and note that Var(Y ) = ⌊n
k
⌋
p(1 − p). We define X := kY and set
p = n−α with α ∈ [0.01, 1) to be chosen later. To apply Observation 11.2 to X , we require
that Var(Y ) > 1/8; and so we impose the condition
n1−α > log n/(100δ)
to guarantee this. Now,
Var(X) = k2
⌊n
k
⌋
p(1− p),
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is a continuous function of α as p = n−α. Also
Var(X) 6 knp(1 − p) 6 log n
100δ
n1−α(1− n−α).
and
Var(X) > knp(1− p)− k2p(1− p) > logn
200δ
n1−α(1− n−α),
where the last line holds when n > logn/(200δ) > k/2, which always holds for us as
n > σ > logn/δ, by hypothesis. So as α ∈ [0.01, 1) varies subject to n1−α > log n/(100δ),
Var(X) ranges over a set containing the interval [δ−2(log n)2, n0.9] and since logn
δσ
6 1 and
σ2 < n0.9 we may select α ∈ [0.01, 1) so that Var(X) = σ2.
Now note that deg(fX) = k⌊n/k⌋ 6 n and thus X ∈ {0, . . . , n}. Since fX(z) = fY (zk),
the roots ζ of fX are of the form ζ = β
(
1−p
p
)1/k
, where |β| = 1, which allows us to bound
min
ζ
|1− ζ | > |1− eα log nk | = |1− eα logn/⌊logn/(100δ)⌋| > δ.
Applying Observation 11.2, we see that
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| > ck
σ(X)
>
c logn
100δσ
>
C log n
δσ
,
as desired. 
12. General distributions
In this brief section we discuss how to apply our results to random variables that take
values in R, rather than just in {0, . . . , n}. In short, everything for Theorem 1.4 extends
rather naturally, but a few extra complications arise.
The first task is to fix an appropriate notion of the probability generating function of X .
Luckily, there is already a standard definition in this situation. First set zr := exp(r log z),
for all r ∈ R, where “log” denotes the standard branch of the logarithm; then define
fX(z) := EX z
X ,
for all z ∈ C \ R60, to be the probability generating function of X .
We now happen upon a feature of the more general set-up: fX does not necessarily exist
for all z and therefore it may not make any sense to discuss the zeros of fX(z) at all. To
ensure the existence of fX , for all z 6∈ R60, it is enough to impose the condition fZ(ρ) <∞
for all ρ > 0. With this assumption in hand, Morera’s theorem shows that f is analytic as
well (see Appendix A for a proof):
Lemma 12.1. Let X ∈ R be a random variable and let fX be its probability generating
function. If f(ρ) <∞ for all ρ > 0 then fX(z) is analytic in C \ R60.
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A second subtlety concerns the asymptotic growth of the logarithmic potential uX(z) :=
log |f(z)|, for |z| very large and very small. For κ, δ > 0 we say that u satisfies the (κ, δ)-
growth condition if we have
lim
|z|→∞
|uX(z)|
|z|κ = 0 and lim|z|→∞
|uX(1/z)|
|z|κ = 0, (75)
where the limits are taken with z ∈ S(δ).
In previous sections, we could ignore (75), as uX trivially satisfies the (κ, δ)-growth con-
dition for all κ > 0 when fX is a polynomial. Here, however, we are forced to take the rate
of growth into account, as it directly affects the convergence to a normal distribution.
We now state our main general theorem for zero-free sectors of probability generating
functions.
Theorem 12.2. For δ > 0, and κ > 0 let X ∈ R be a random variable with probability
generating function fX for which f(ρ) is defined for all ρ ∈ R>0. If uX satisfies the (κ, δ)-
growth condition and fX has no zeros in S(δ) then
13
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| = O
(
max{δ−1, κ}
σ
)
, (76)
where Z ∼ N(0, 1).
Again, this theorem is sharp with respect to the dependence on κ, δ and σ, as we shall see
in Subsection 12.2.
12.1. Proof of Theorem 12.2. We first notice that many of the properties of the logarith-
mic potential of X easily carry over to this more general setting. Indeed, if fX is zero-free
in the sector S(δ) then u(z) is harmonic in this sector. Also u(z) is symmetric, and weakly
positive. We also have that fX(1) = 1 and therefore uX(1) = 0. With these observations at
hand, we may prove Theorem 12.2 as we proved Theorem 1.4
Proof of Theorem 12.2. LetX ∈ R be a random variable with probability generating function
fX , satisfying fX(ρ) <∞, for all ρ > 0; that is zero-free in the sector S(δ); and so that uX
satisfies the (κ, δ)-growth condition. By the discussion above, we know that the logarithmic
potential u = uX is harmonic, symmetric and weakly-positive in S(δ). Also note that we
may assume that σ > 0, otherwise the statement of the Theorem 12.2 is meaningless.
We now choose ε = min{δ/2, 1
2κ
} and note that u is a weakly-positive, symmetric and
harmonic function on the smaller region S(ε). Now, looking to apply Lemma 4.1, we set
r := 2 and note that(
2
R
)1/ε
max
z∈S∗R(ε)
|u(z)| = O (R−1/ε+κ) = O(R−κ)→ 0 (77)
as R→∞. Thus, we may apply Lemma 4.1 to learn that u is decreasing in S(ε/2). Lemma
B.2 then implies that u is decreasing in B(1, ε/4). Since σ > 0, u satisfies the conditions of
Corollary 9.3, which finishes the proof. 
13The implicit constant may be taken to be 23258.
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12.2. Proof of the sharpness of Theorem 12.2.
Theorem 12.3. Let κ, δ ∈ (0, π) and σ be so that σ · min{δ, 1/κ} > 1. Then there exists
a random variable X ∈ Z with standard deviation σ so that uX is harmonic in S(δ), uX
satisfies the (κ, δ)-growth condition, and
sup
t∈R
|P(X∗ 6 t)− P(Z 6 t)| > c
σ
·max{κ, δ−1} . (78)
Proof. If δ 6 1/κ, we apply Theorem 11.3 to obtain a random variable X ∈ Z>0 which has
finite support and satisfies (78). Here, fX is a polynomial so log |fX | = O(log |z|) = O(|z|κ).
In the case of δ > 1/κ, let Y be the Poisson random variable with mean 4σ2/κ2. Then
Y ∈ Z with σ(Y ) = 2σ/κ. Set X = (κ/2) · Y and note σ(X) = σ and
uX(z) =
4σ2
κ2
(
zκ/2 − 1) ,
which is harmonic in S(δ) and satisfies the specified growth conditions. Applying Observation
11.2 completes the proof. 
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Appendix A. A few displaced proofs
Proof of Lemma 5.5. This follows from iterating (28): we can find k = ⌊d/(ε/2)⌋ points
y1, . . . , yk on the line segment from z1 to z2 so that d(z1, y1) 6 ε/2, d(yj, yj+1) 6 ε/2 and
d(yk, z2) 6 ε/2. Applying (28) k + 1 times completes the proof. 
Proof of Lemma 5.6. Since rescaling ε only rescales the corresponding Poisson densities, we
may assume without loss of generality that ε = 1; similarly, we may recenter both balls to
the origin. Fix w ∈ ∂B(0, 2) and z ∈ B(0, 1). By [4, eq. 1.15] we have that
Pz(w) =
1
4π
4− |z|2
|z − w|2 .
Thus
Pz(w)
P1(w)
=
4− |z|2
|z − w|2 6
4− |z|2
(2− |z|)2 =
2 + |z|
2− |z| 6 3 .

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Proof of Fact 7.4. For (53), we consider θ = (2πk)/j, where k is chosen so that so that
|(2πk)/j − π/2| 6 π/j. Hence
(cos θ)j − cos jθ < (π/j)j − 1,
which is less than −1/2 for j > 4. For j = 3 choose θ = 4π/3 so that (cos θ)3 < 0 and
cos(3θ) = 1. To see (54), we evaluate at θ = π/j to see
(cos θ)j − cos jθ > 1,
provided j > 3. 
The following is a theorem of Cuesta-Albertos, Fraiman and Ransford from [19], which we
shall use to derive Corollary 10.3.
Theorem A.1 ([19]). Let ν be a Borel probability measure on Rd for which the absolute
moments
Mk :=
∫
Rd
‖x‖k2 dν,
are finite and satisfy the Carleman condition
∑
k>1M
−1/k
k = ∞. If ν˜ is a Borel probability
measure on Rd for which Π(ν, ν˜) is not contained in the zero-set of a non-trivial polynomial
then ν = ν˜.
Proof of Corollary 10.3. For each d × d positive-semi definite matrix A, the moment gener-
ating function
∫
Rd
et‖x‖2dνA is finite for all t. This implies that that the Carleman condition∑
k>1M
−1/k
k =∞ is satisfied; indeed,∫
Rd
et‖x‖2dνA =
∑
k>0
tk
k!
Mk,
and so lim supk(Mk/k!)
1/k < C <∞. Thus for large enough k we have
M
−1/k
k > 1/(2Ck!
1/k) > 1/(2Ck),
which implies the Carleman condition.
Finally note that Zd>0 is not contained in the zero-set of a non-trivial polynomial, showing
that the hypotheses of Theorem A.1 are met. 
Proof of Fact 10.4. Tightness follows from Chebyshev’s inequality:
P(‖X∗n‖2 > x) = P(‖Xn − µn‖2 > xσn) 6
E‖Xn − µn‖22
(xσ2n)
=
Tr(An)
x2σ2n
6
d
x2
due to the fact that σ2n is the operator norm of An. 
Proof of Lemma 12.1. To prove analyticity of fX(z), we use Morera’s theorem, i.e. show that∫
γ
fX(z) dz = 0 for each closed C
1 curve γ in C \ R60. Provided we can swap integrals, we
compute ∫
γ
fX(z) dz =
∫
γ
E[zX ] dz = E
∫
γ
zX dz = 0
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where the last equality is because zx is analytic in C \ R60 for each value of x. To see that
we can swap integrals, find values 0 < r < R <∞ so that |z| ∈ [r, R] for all z ∈ γ. Then∫
γ
|E[zX ]| dz 6
∫
γ
E[rX +RX ] dz 6 |γ| · (E[rX ] + E[RX ]) <∞
where |γ| is the length of γ. Fubini’s theorem then justifies the swapping of integrals. 
Appendix B. Planar geometry calculations
Here we prove a handful of straightforward planar geometry calculations that have allowed
us to nest truncated sectors inside balls and vice-versa:
Lemma B.1. Let ε 6 1
2
. Then each point z ∈ B(1, ε) satisfies |z| ∈ [1 − ε, 1 + ε] and
| arg(z)| 6 2ε.
Proof. We note that |z| 6 1+ |1−z| 6 1+ε and |z| > 1−|1−z| > 1−ε, thereby showing the
modulus bound. For the argument bound, it is sufficient to show that the line {arg(ζ) = 2ε}
does not intersect B(1, ε). We note that the distance squared from a point tei2ε to 1 is
(t cos(2ε)− 1)2 + (t sin(2ε))2 = t2 − 2t cos(2ε) + 1 .
This quadratic achieves its minimum at t = cos(2ε), implying that the minimum distance
is sin(2ε). Using the inequality sin(θ) > θ − θ3/3 for θ > 0 together with the inequality
2ε− 8ε3/3 > ε for ε 6 1
2
shows that this distance is at least ε for ε 6 1
2
. 
Corollary B.2. Let ε 6 1. Then each point z ∈ B(1, ε/2) satisfies |z| ∈ [ 1
1+ε
, 1 + ε] and
| arg(z)| 6 ε.
Proof. The bounds on argument as well as the upper bound on modulus follow from Lemma
B.1; for the lower bound on modulus, note that the modulus is minimized for z = 1 − ε/2,
which is indeed larger than 1
1+ε
provided ε 6 1. 
Lemma B.3. Fix ε 6 1. Then for each point z with |z| ∈ [1− ε, 1+ ε] and | arg(z)| 6 ε, we
have |z − 1| 6 2ε.
Proof. Note first that the point in the region {z : |z| ∈ [1−ε, 1+ε], | arg(z)| 6 ε} of maximum
distance to 1 must be one of (1 + ε)eiε, (1− ε)eiε or one of their conjugates. Computing the
distance square of the former to 1, we see
|(1 + ε)eiε − 1|2 = ε2 + 2ε(1− cos(ε)) + 2(1− cos(ε)) 6 ε2(2 + ε) 6 4ε2 .
Similarly,
|(1− ε)eiε − 1|2 = ε2 − 2ε(1− cos(ε)) + 2(1− cos(ε)) 6 2ε2 6 4ε2 .

Lemma B.4. For each ε < 1/2, {ew : w ∈ B(0, ε)} ⊂ B(1, 2ε).
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Proof. For w ∈ B(0, ε), write w = a+ ib. Then
|ew − 1|2 = e2a − 2ea cos(b) + 1 6 e2a − 2ea(1− b2/2) + 1 = (ea − 1)2 + eab2 .
Using the inequalities (ea − 1)2 6 4a2 and ea < 4 for a < 1 yields
|ew − 1|2 6 4a2 + 4b2 = 4ε2 .

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