Remote sensing satellites can provide a large number of multispectral images. However, due to the limitations of optical sensors embedded in satellites, the spatial resolution of multispectral images is relatively low. Pansharpening aims to combine high-resolution panchromatic and multi-spectral images to generate high-resolution multi-spectral images. In this paper, we propose a pansharpening method based on a component substitution framework. We use fractional-order differential operators and guided filter to balance the spectral distortion and spatial information loss that occur when remote sensing image fusion. Fractional-order differentiation can better define the detailed map, and the guided filter can enhance the spectral information of the detailed map. Experiments show that the proposed method in this paper can better combine the spectral information and spatial information, as well as obtain satisfactory results in both subjective visual perception and objective object evaluation.
Introduction
Remote sensing technology is widely used for resource surveys, disaster monitoring, urban management, etc. Multispectral images can be obtained from different remote sensing satellites. However, due to the limitation of optical sensors embedded in satellites, we can only obtain multispectral images (MS) with lower resolution and panchromatic images (PAN) with lower spectral resolution [1] , which makes it difficult to further understand these images. We want to obtain MS images with high spatial and hyperspectral resolutions. To make full use of these two types of images, pansharpening technology can combine MS images and PAN images to obtain high-resolution multispectral images (HMS). Remote sensing images come from a variety of sensors that use different imaging modes, which makes remote sensing images diverse. More information can be obtained from a terms of preserving spectral information. The variational method can reduce the spectral distortion, but it often suffers from some blurry artefacts. With the advent of new remote sensing satellites, multi-spectral images with higher spectral resolution and panchromatic images with higher spatial resolution can be provided [24] . Existing fusion methods can easily generate spectral distortion and spatial information loss when such images are fused [25] , [26] .
The key to pansharpening is to properly estimate the missing high frequency spatial information in MS images (especially the edge information of each MS band), while maintaining its spectral content. However, most pansharpening methods extract spatial details directly from translation images without fully considering the results of the MS images, resulting in spectral distortion or insufficient spatial enhancement [27] . In this article, we try to improve the performance of the CSbased approach. We introduce the fractal gradient to represent the geometric information of the image. Fractional differentials can better preserve the details and texture of the image [28] , [29] . We follow the general CS framework to extract the original detail map. To further refine the spectral information and enhance the detailed image, a superimposed fractional-order differentiation mask is convolved with the original detail map. Eight direction masks are then superimposed to construct a unique mask. Some pansharpening methods propose using an edge reserved filter [30] , that is, a bilateral filter (BF). However, the BF may produce unwanted gradient reversal artefacts near edges. The guided filter (GF) [31] originates from the local linear model and has a better processing effect near the edge. In addition, it has a fast and non-approximate linear time algorithm. The advantage of the pansharpening method in this paper is that they can utilize additional information from a given guidance image and then make the filtering output more structured with the guidance image, i.e., structure transfer. The filtering output by the GF can capture both the structure and spectral content of the MS images [32] . First, we use the GF to decompose the MS image and the PAN image into a high frequency portion and a low frequency portion. Based on the AIHS method, we can obtain an initial guide detail map. By doing so, the spatial information is enhanced. Moreover, the GF is utilized to extract the spectral information from the MS image and to merge the information into the initial detail map. The main contributions of this paper are listed as follows.
1) To redefine the detail map and better inject the spatial information into the MS image, a superimposed fractional-order differentiation mask is convolved with the original detail map. 2) We use the GF to extract spectral information from the MS image and inject the spectral information into the detail map. The spectral distortion is effectively reduced by the GF, and the HMS images contain more spectral information and can achieve better visual effects. The remainder of this paper is organized as follows. In Section 2, we review the framework of the CS and the AIHS method and briefly introduce the basic theories of GF and fractional differentials. In Section 3, we introduce the method of this paper in detail. In Section 4, we show the results of the experiments and analyses. In Section 5, we present a comprehensive and detailed summary of the content of this article and look towards future work.
Related Work
In this section, the basic theories of the GF and AIHS methods are briefly reviewed. We provide a review of the CS framework for pansharpening.
CS Framework
The general framework [33] based on the CS method can be expressed as:
where M H k and M L k represent the high resolution and low resolution data in the i th subband, respectively, d denotes the extracted spatial details, and g k refers to an injection gain corresponding to the kth band and can be either constant or spatially variable. The CS family extracts the spatial details d as the pixel difference between the PAN image and an intensity component MS.
where P represents a PAN image and I represents a linear combination of low-resolution MS subband images.
where γ i represents the weight and n is the number of spectral bands covering the spectral range of the PAN image. The best weight is found by solving the optimization problem. The spatial detail d k has the following form:
where M L k is related to the kth band. It can be determined that in the CS framework, the selection of the different constant gain g k and different combination weight γ k will lead to different results [34] . In our work, we use the fractional fraction [35] and GF to extract the spatial details and spectral information.
AIHS Method
The IHS method fuses MS images by replacing the i-band with a PAN image, as shown in Fig. 1 . This can be expressed as in equation (5):
where P denotes the PAN image, η k denotes the gain coefficients for each band, and I represents the intensity channel of the MS image, which can be calculated according to the following equation:
where n represents the number of spectral bands in the MS image and α k is the weighting factor of subband k. The original IHS method can only use the spectral information of three channels, namely, the R channel, G channel and B channel. To overcome this problem, Tu et al. proposed the FIHS method. However, this method uses a fixed value when calculating the weighting coefficient α k . The HMS image obtained by the FIHS method still has a relatively serious spectral distortion phenomenon. To further reduce the spectral distortion, the AIHS method can adaptively calculate the coefficient α k for each frequency band. When the input image and the guidance image are different images, the GF will extract the structure information from the guidance image and merge the structure information into the input image.
Guided Filter
By establishing a local linear model, guided filtering of the input image can be performed by inputting the image itself or other images as the guided image [36] . The guided filter can then preserve the strong edges of the input image when the guided image is the input image itself. When the guided images are different, the guided filter may extract structural information from the guided images and incorporate the structural information into the input images. Guided filters have been applied to many computer vision tasks [37] , such as colouring, image fusion, image matting, etc. Fig. 2 shows the properties of the guided filtering. The guided filter filters the input image in the local window via linear transformation. Assuming that the output image and the guiding image are Q and G , respectively, at the centre point c of the local window w k , the output image Q can be regarded as the linear transformation of G at pixel c:
where (a k , b k ) is a set of linear coefficients corresponding to the pixel point p and the radius of w k is r . Assuming that the output image Q and the input image I re under external factors, such as in the case of noise or texture N , the following model exists: Q i = I i − N i . While maintaining a linear relationship between the output image Q and the input image I , the cost function is determined in the local window w k and minimized:
where ε is an adjustable orthogonalization parameter. The values of a k , b k can be obtained by linear regression equations:
where μ k and σ k are the mean and variance of the guide image G in w k , respectively, |w | is the number of all pixels contained in w k , andĪ k is the mean value of the input image I in w k . Since all of the windows w k containing the pixel points i in G and I contain different coefficients (a k , b k ), the output of the pilot filter can be calculated by the mean of the linear coefficients (a k , b k ) of all the windows w k containing pixel points i :
where
In this paper, the process of guided filtering can be expressed as:
where G is the guiding image, I is the input image, the parameter r is the filter window radius, and the orthographic parameter ε represents the degree of blur. The guided filter can effectively retain the edge information of the input image while filtering the image. The structural transfer characteristics of the pilot filter can transfer the structural details in the guided image to the input image. In image processing, the edge block effect of the image due to upsampling can be eliminated to the greatest extent possible. In addition, the guided filter also has the characteristics of gradient retention, which can effectively avoid the phenomenon of gradient inversion.
The guided filter can effectively filter high frequency information and retain the edge information of the image when conducting the guided filter on the image and can also maintain the smoothness of the edge. In equation (10), parameter ε determines the degree of blurring of the filtering window. Under the condition that the radius of the filtering window remains unchanged, the larger ε is, the larger the discrimination threshold of the flat region and mutation region in the image, the greater the degree of blurring of the image filtering, and the smaller the degree of edge detail that is retained. When the parameter ε is unchanged, the larger the filter window is, the more blurred the image. The influence of parameter ε on image filtering is greater than the influence of the window filtering radius. The ability of the guided filter to keep the edges smooth can effectively preserve the edge details of the image and smooth the flat areas of the image. Fig. 3 shows the filtering results for remote sensing images.
When the guided image is not the image itself, after the input image is subjected to guided filtering, the details of the guided image are transferred to the output image. Guided filtering can then transfer the details to the output image. The spatial structure transfer characteristics of the pilot filter can transfer the spatial details of the guided image and the texture structure into the output image while preserving the spectral characteristics of the input image. The edge details of the output image are consistent with the edge details of the leading image. Therefore, guided filtering can well adapt to the fusion of multi-spectral images and full-colour images. In the filtering process shown in Fig. 4 , the PAN image is used as the guidance image, and the MS image is used as the input image. Fig. 4(a) shows an image before filtering. In the magnified image, it is apparent that there is a block effect in the image before filtering. After guided filtering, as shown in Fig. 4(b) , the spectral characteristics of the image are hardly changed compared to the input image, but the spatial detail information in the guided image is transferred to the output image. The edge block effect of the output image is eliminated. 
Fractional Differential
A fractional-order differential [38] is a generalization of the traditional integer order differential. Mathematicians have made different attempts from different angles and obtained different definitions of fractional differentials. Three classical expressions have been proposed: Grunwald-Letnikov (G-L), Reimann-Liouville (R-L) and Caputo. G-L is extracted from the expression of integer order, while the R-L and Caputo definitions are derived from the Cauchy formula of an integral of integer order.
When the order of the fractional differential is between [0, 1], the high-frequency signal portion corresponds to the edge and noise component of the image. The image edge information enhancement of a 0-1 order fractional differential is weaker than a fractional differential of first order or more. However, the edge information of the image has also been well enhanced. In the IF signal component, which corresponds to the texture part of the image, the fractional order differentiation can better retain the detailed feature information of the image compared with the integer order differentiation. In the low frequency signal portion, which corresponds to the smooth region in the image, the fractional differential can nonlinearly preserve the low frequency information of the image to a large extent compared with integer order differentiation. When the order of the fractional differential is α > 1 in the high frequency part, the fractional differential can better enhance the edge information of the image compared to the integer differential. In the low frequency part, neither the fractional differential nor the first-order differential can extract the contour features of the image smoothing region well, and the low frequency information of the image is nonlinearly preserved to a large extent.
For non-integral real numbers α, the G-L fractional differential can be defined as:
The difference expression of a fractional differential of a continuous function f (x) can be deduced as follows:
where n is computed based on the function and corresponds for nth neighbourhood value. Extending the fractional differential of the unary function to the two-dimensional image, the expressions of the differences of two-dimensional fractional-order differentials in the X and Y directions are defined as follows:
∂f (x, y)
Proposed Method

Redefining Detail Map
In an image, the low frequency information of the image includes weak edges and texture information, and the high frequency information in the image contains noise. When the image is processed using a fractional differential, the weak edges of the image as well as the texture information can be preserved to the greatest extent possible. We want to make full use of the spatial information in the PAN image as well as the spectral information in the MS image. Utilizing fractional differentiation can make better use of the weak edges in the image. Discretize the G-L numerical to:
where ω
can be expressed as:
Take the horizontal gradient operator of the integer order Sobel operator as an example. Using the horizontal gradient operator and the 3 × 3, pixel neighbourhood to perform the convolution operation, we can determine that the gradient at the pixel point (x, y) is:
G x (x, y) is the horizontal gradient at pixel (x, y). Taking a step size x = 3, the fractional differential form of G x (x, y) can be obtained by the definition of a partial derivative:
where α represents the order of the fractional differential, α ∈ [0, 1]. The fractional-order partial derivative G α x (x, y) is calculated by using the G-L fractional differential to define the discretization. Assuming that the size of the image I (x, y) is M × M , then the fractional degree at (x, y) can be expressed as:
. K is a constant greater than or equal to 3. We can obtain the fractional differential Sobel operator as follows: We redefine the detail graph by using the mask superimposed by the fractional Sobel operator: where D R is the redefined detailed image, m is the mask obtained by using the fractional Sobel operator, and * represents the convolution operation of the mask with the detail graph. Thus, we obtain detailed images that contain more spatial information. Fig. 6 shows the process of redefining the detailed image based on the basic CS framework.
Enhanced Spectral Information
To obtain the spectral information in the MS image, we use the guided filtering to obtain the detailed image D G of the MS image and the detailed image D P of the PAN image. Then, D F is used as the guiding image and the spectral information is fused into the detailed image by using the guided filter. Fig. 7 shows the process of extracting spectral information from MS images using GF. First, we use guided filtering to extract detailed images of the MS images and PAN images.
To reduce spectral distortion, we estimate the spectral detailed image D F from M S H and P H . We use the AIHS method to adaptively calculate the optimal coefficients. 
Using the adaptive coefficient α, we can obtain a linear superposition I H of the M S H image spectral band. Fig. 7 . Using GF to extract spectral information from the MS images. First the MS image and PAN image are decomposed, and the low frequency components are eliminated to reduce the spectral distortion. We then use the AIHS method to obtain the initial detailed image D F . Then, the redefined detailed image D R is used as the guide image to further refine the spectral information from M S H .
Then, the initial detailed image can be expressed as
Spectral distortion still exists in the initial detail map D F . To solve this problem, we use the GF to extract the spectral information from the M S H image. Using M S H as the input image and D R as the guided image, the residual of the filtered MS image and the original MS image contains not only the spatial structure but also the spectral information. We can then obtain the detailed image D G .
where D G represents a detail map of spectral information enhancement. Therefore, the spectral detail map obtained based on the guided filtering can be expressed as:
Fusion Image
In the CS framework, the identity gain is represented as follows:
When the HMS image is generated, the detailed image is merged into the MS image. In this article, based on the CS framework, we represent the fusion process as:
where u, v represent weights. Fig. 8 shows the process of generating HMS images.
Experiment and Analysis
To verify the validity of the method, we performed experiments using data collected by GF-1 satellites, GF-2 satellites, Worldview-2 satellites, and Pieiades satellites. The test image is shown in Fig. 9 . We obtained remote sensing image data from different satellites from The U.S. Geological Service (for example: (A) and (D)). Table 1 shows the differences between the different satellite data sets. In processing MS images and PAN images [39] , we first downsampled the MS images and PAN images using a 1/4 bicubic interpolation factor. The downsampled MS images and PAN images are represented as DMS and DPAN, respectively. The DMS is then upsampled to the original size Fig. 8 . Fuses the detailed image. D R is a detail map that we redefine based on the CS framework, and D G and D F are enhanced detail maps based on GF. We generate HMS images based on the basic framework of CS. The Difference Among the Satellite Datasets via bicubic interpolation with a sampling factor of four. The upsampled DMS image is represented as UMS. The original MS can be used as a reference image for the results of pansharpening the UMS and DPAN images. When decomposing the MS image and the PAN image and extracting the spectral information in the MS image, we set the parameters of the GF to: r = 2, ε = 0.1.
We compare the methods in this paper with the seven classic pansharpening methods, which are: IHS [9] , Brovey [40] , PCA [5] , Wavelet [41] , GS [6] , YUV420 [42] , and CPE [43] .
Quality Evaluation
The evaluation of the fusion results of the remote sensing images needs to be made from two aspects: visual judgement and a mathematical statistical analysis. In terms of vision, it is a subjective evaluation method to judge whether the image information is clear and rich by the naked eye. The objective evaluation method generally makes a systematic, scientific and accurate evaluation of the fusion results through mathematical theory.
Remote sensing image fusion is mainly analysed from two aspects: the degree of spatial detail enhancement and the integrity of the spectral information of the image. Through subjective methods, people can intuitively judge the following: whether the spatial resolution of the pansharpening results has been improved compared with the MS images, whether the spectral information of fused images remains intact compared with the MS images, whether there are obvious artefacts in the image, whether the edge details of the image are optimized, and whether the colour and brightness of the image are consistent with the MS image. However, judging the pros and cons for the subjective evaluation method is difficult when the fusion results are close.
The objective evaluation method is based on the mathematical theory, and the fusion results of remote sensing images are evaluated objectively, systematically and comprehensively. There are many kinds of evaluation indexes for the quality of image fusion. In this paper, we choose the fusion quality evaluation indexes that are widely used in remote sensing image fusion: the correlation coefficient [44] (CC), the erreur relative global adimensionnelle de synthese (ERRGAS) [45] , the spectral angle mapper [46] (SAM), the universal image quality index UIQI [47] , a no reference image evaluation indicator QNR [48] (Quality Not requiring a Reference), the relative average spectral error (RASE) [49] , the root mean square error (RMSE), and the spectral information divergence (SID) [50] . These objective evaluation indicators can effectively display the details of the fusion results and the fidelity of the spectral features and can also make an objective and comprehensive evaluation of the fusion results.
CC mainly reflects the completeness of the spectral information of in the remote sensing image fusion results., The large value denotes that the fused result is closer to the reference image. The ideal value is 1. The ERGAS index can reflect the integrity of the preservation of spectral information of fused images. The ideal value is 0. The root mean square error (RMSE) represents the error between the reference image and the fused image;, that is, the smaller the value of RMSE is, the closer it is to the reference image, and the higher the image fusion quality of the image. The ideal value is 0. RASE can evaluate the global spectral quality of the fused image, and RASE can characterize the average performance of the image fusion method in the spectral subbands under consideration. The ideal value is 0. Spectral angle mapping (SAM) can reflect the similarity of spectral information between two vectors. The ideal value of SAM is 0, indicating that no spectral distortion occurs at this time. When measuring angles or radians, SAM generally uses the average of the entire image to test the spectral distortion of the image. The general quality index UIQI is mainly used to evaluate the correlation distortion, brightness distortion and contrast distortion of images., The closer the value of UIQI is to 1, the greater the distortion of the correlation of the fused image, and the smaller the luminance distortion and contrast distortion. QNR is a nonreference image evaluation index based on the UIQI indicator. The QNR indicator can simultaneously evaluate the spatial information loss and the spectral feature distortion of the fused image. The QNR index consists of two parts: the spectral feature distortion index D λ and the spatial information loss index D s . The smaller the value of D λ is, the smaller the distortion of the spectrum and the more complete the preservation of the spectral information is preserved. When the value of QNR is close to 1, the effect of the spatial detail is more obvious, the retained spectral information is more complete, and the fused image has a higher quality. The ideal value is 1. Spectral information divergence (SID) can measure the difference between spectra. The smaller the value of SID is, the better the fusion effect. The ideal value is 0.
Results and Comparison
The experiments were first conducted on remote sensing images captured by the Worldview-2 satellite. Fig. 10 shows the results of pansharpening. Serious spectral distortion occurs in the CPE, PCA and YUV methods, among which PCA has the most serious spectral distortion, and the overall colour of the image changes. The YUV method deepens the colour depth of the image. The colours of the buildings and land have changed. This change is because the above method loses a large amount of spectral information during the process of decomposing and fusing images. The wavelet method has a weak effect in terms of enhancing the spatial information, and the edges of the buildings and roads are blurred. The wavelet method does not efficiently utilize the spatial information from the PAN image. The Brovey method and the GS method have better results, but Fig. 10 . Comparison of the results of different methods applied to the WorldView-2 dataset. From left to right: MS image, PAN image, Brovey [40] , CPE [43] , GS [6] , IHS [9] , PCA [5] , Wavelet [41] . YUV [42] , and our method. there is no good balance between the spectral information and spatial information. The method proposed in this paper obtained the best evaluation results. The method in this paper can better balance the spectral information and the spatial information; it can not only make full use of the spatial information from the PAN image but can also retain most of the spectral information in the MS image. The results of the quantitative evaluation of the Mainland image are shown in Table 2 . The method in this paper achieves the best performance in compared to CC, UIQI, ERGAS, SAM, RAMS, REMS, QNR, D s, D λ . The second-best performance is achieved in SAM and SID. Combined with subjective feelings and objective evaluation, the method in this paper can well balance the spectral information and spatial information, as well as preserve the spatial structure and enhance the spectral information. Fig. 11 shows an image of a mountain captured by a GF-1 satellite. The fusion image obtained by the CPE method is badly distorted, and the colour of the mountains are bluer. The CPE method loses a large amount of spectral information when balancing the spatial information and spectral information. In addition, the PCA method, the wavelet method and the YUV method also exhibit different degrees of spectral distortion. The pansharpening results obtained by the wavelet method are obviously affected by the loss of spatial information: the ridges are fuzzy and artefacts appear. The method proposed in this paper, together with the Brovey method and GS method, can obtain high quality pansharpening results. The method in this paper can make full use of the spectral information in MS images and the spatial information in PAN images. To further verify the effectiveness of the method, the objective evaluation indicators are shown in Table 3 . It can be seen from the table that the method of this paper can achieve the best results in the eight evaluation indicators and achieves the second-best performance in the other two indicators. Combining people's subjective evaluation and objective evaluation indicators, the method proposed in this paper can obtain competitive pansharpening results. Fig. 11 . Comparison of the results of different methods applied to the GF-1 dataset. From left to right: MS image, PAN image, Brovey [40] , CPE [43] , GS [6] , IHS [9] , PCA [5] , Wavelet [41] , YUV [42] , and our method. [40] , CPE [43] , GS [6] , IHS [9] , PCA [5] , Wavelet [41] , YUV [42] , and our method.
The remote sensing images captured by the GF-2 satellite contain farmland and farmhouses, and the results of pansharpening are shown in Fig. 12 . The pansharpening results obtained by the PCA method and the CPE method lose a large amount of spectral information, resulting in a change in the overall colour. In the pansharpening results obtained by the wavelet method, the processing of the edge of the house is not precise enough, and artefacts appear around the farmhouse. The pansharpening results obtained by the IHS method and GS method have similar visual effects. From the enlarged images, we can see that the method proposed in this paper can obtain clearer pansharpening results. The objective evaluation results of the Farmland image are shown in Table 4 . [40] , CPE [43] , GS [6] , IHS [9] , PCA [5] , Wavelet [41] , YUV [42] , and our method. The method in this paper achieves the best performance in seven indexes and the second-best performance in three indexes. The subjective feelings are consistent with the objective evaluation. A fusion image with clear detail and a rich spectrum can be obtained by the method in this paper.
In the urban image captured by the Pleiades satellite, as shown in Fig. 13 , the YUV method, the PCA method, the IHS method and the Brovey method have severe spectral distortion and spatial detail distortion. The results obtained by the YUV method are darker in colour. From the enlarged images, it can be determined that the pansharpening results obtained by the GS method, IHS method and PAC method are darker, and the roof of the building turns grey. The Brovey method, GS method, IHS method and PCA method do not make full use of spatial details in the PAN images, resulting in unclear pansharpening results of images. The method in this paper can not only retain a large amount of spectral information but also makes full use of the spatial information of the PAN images. The objective evaluation of the city image is shown in Table 5 . The method in this article achieves the best performance in eight of the indicators. In the subjective and objective analysis, shows the stability of the pansharpening method. It can be determined from this evaluation that the method of this paper has good robustness.
TABLE 6
Algorithm Running Times the pansharpening results obtained by the method in this paper have higher quality. The objective evaluation indicators demonstrate the effectiveness of this method. Fig. 14 shows the RMSE evaluation results for the four images. From this, the stability of the CPE method is the best, and this stability is maintained in the evaluation of the four images. The method in this paper also has good stability, and can obtain the best evaluation results. According to the fluctuation degree of the RMSE evaluation results shown in Fig. 14, the method in this paper has good robustness. We evaluated the cost of the calculation for all of the compared pansharpening methods. Table 6 shows the average running time of the pansharpening algorithm. The IHS method and the YUV method have the shortest running time, while the PCA method has the longest running time. The method in this paper has a short running time and can obtain high quality HMS images in a short time, so it has strong competitiveness.
Conclusion
In this paper, we proposed a pansharpening method based on a fractional differential and the GF to improve the performance of the CS-based method. First, we obtain the original detail map based on the CS framework and then redefine the detail map using the superimposed fractional differential mask. The superimposed mask is constructed from Sobel fractional operators in eight directions. Based on this approach, high frequency information can be better injected into the MS image. Second, we use the GF to decompose the MS images and PAN images and eliminate the low frequency components in the image to reduce spectral distortion. We aim to minimize the differences between the MS image and PAN image in order to reduce spectral distortion to the greatest extent possible. In this part, we generate the initial detail map based on the AIHS method. The GF also uses this method to extract the spectral information from the MS image and merge it into the detail map. We use the redefined detail map to further refine the spectral information. Finally, we generate HMS images based on the basic framework of the CS. We use multiple detailed images to further maintain the spectral -spatial correlation. The experimental results demonstrate the effectiveness of the proposed method. The pansharpening method proposed in this paper not only better preserves the spectral information but also eliminates some undesirable block or fuzzy artefacts via combination with a fractional differential. The method in this paper provides an effective means of further improving the performance of the CS method.
In future work, we hope to further optimize the performance of the CS method. The experimental results show that the method of this paper cannot obtain the best results in some evaluation indicators, which may be due to a lack of some medium-scale details. We consider further improving the performance of the algorithm from the perspective of multi-scale analysis. We also want to extend the model to a general case. In the current work, we inject the detail map into various bands of the MS based on the CS method. In future work, we envision adaptive injection through contextual information.
