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TORSION PAIRS FOR QUIVERS AND THE WEYL GROUPS
YUYA MIZUNO AND HUGH THOMAS
Abstract. We give an interpretation of the map pic defined by Reading, which is a
map from the elements of a Coxeter group to the c-sortable elements, in terms of the
representation theory of preprojective algebras. Moreover, we study a close relationship
between c-sortable elements and torsion pairs, and give an explicit description of the
cofinite torsion classes in the context of the Coxeter group. As a consequence, we give a
proof of some conjectures proposed by Oppermann, Reiten, and the second author.
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1. Introduction
Preprojective algebras are a fundamental class of algebras, with important connections
to crystal basis theory [KS, BK, BKT], and which have also been used to illuminate the
structure of significant classes of cluster algebras [BIRS, GLS, L]. Recently, strong links
have been discovered between preprojective algebras and Weyl groups [IR1, BIRS, M],
so that the representation theory of preprojective algebras can be viewed as providing a
categorification of the structure of the corresponding Weyl group.
More specifically, let Q be a quiver without oriented cycles, let Λ be the corresponding
preprojective algebra, and let W be the corresponding Weyl group. (See also Notation
for further notation.) [IR1] introduced a class of ideals in Λ corresponding bijectively to
the elements of W ; we denote the ideal corresponding to w ∈W by Iw (see Theorem 2.6).
Define Λw = Λ/Iw. Then the objects {Iw} (respectively, {Λw}) naturally parametrize a
collection of torsion classes (respectively, torsion free classes) in modΛ as follows.
The first-named author is supported by Grant-in-Aid for JSPS Research Fellow 17J00652. The second-
named author is supported by an NSERC Discovery grant and the Canada Reseach Chairs program.
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Theorem 1.1. [BIRS] Let torsΛ (respectively, torfΛ) be the set of torsion classes (respectively,
torsion free classes) in modΛ. Then we have maps
W −→ torsΛ, w 7→ FacIw and W −→ torfΛ, w 7→ SubΛw.
The Weyl group W also has a nice connection to torsion free classes in modKQ [AIRT,
T]. Specifically, we have the following result.
Theorem 1.2. [AIRT, T] Let c-sortW be the set of c-sortable elements of W . Then there
is a bijection
c-sortW −→ {finite torsion free classes of modKQ}, w 7→ resΛw.
Here, for X a Λ-module, we write resX for the corresponding KQ-module defined by
restriction of scalars (Definition 2.7). The c-sortable elements (Definition 2.2) were orig-
inally defined by Reading [R2] for the purpose of analyzing Coxeter group combinatorics
associated to cluster algebras and noncrossing partitions.
Then, there is a natural map from torsion free classes of modΛ to torsion free classes
of modKQ, sending SubΛw to the finite torsion free class SubΛw ∩ modKQ. Then by
Theorem 1.2, on the level of the Weyl group, this gives us a map from W to the c-sortable
elements ofW . Our first main result recognizes this map as one that is already well-studied
in combinatorics.
Theorem 1.3 (Theorem 3.1). For any w ∈W , we have
SubΛw ∩modKQ = resΛpic(w).
In particular, the map
torfΛ→ torfKQ, F 7→ F ∩modKQ
is a categorical avatar of πc (Definition 2.3).
The map πc was originally introduced by Reading [R2] in purely combinatorial terms:
πc(w) is the unique maximal c-sortable element below w (where “maximal” is understood
with respect to the weak order on W ).
The map πc is of particular interest for the following reason [RS2]. Let w be a c-sortable
element of W and let (πc)−1(w) denote its inverse image. If this inverse image has a
maximum element, then the union of the Coxeter chambers corresponding to elements
u ∈ (πc)−1(w) yields a cone in the g-vector fan for the cluster algebra whose initial B-
matrix is encoded by Q. If the inverse image does not have a maximum element, then the
corresponding union of Coxeter chambers is the intersection of a cone in the g-vector fan
with the Tits cone. All maximal-dimensional cones in the g-vector fan which intersect the
Tits cone arise in one of these two ways.
On the other hand, the correspondence between W and {Iw} was enriched in [ORT] as
follows.
Theorem 1.4. [ORT] Let cof.quotKQ be the set of cofinite (i.e.,there are only finitely
many indecomposable modules which are not in the category) quotient closed subcategories
of modKQ. Then there is a bijection
W −→ cof.quotKQ, w 7→ resIw,
where resIw is the additive category generated by resIw together with all non-preprojective
indecomposable KQ-modules.
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Our investigation has one of its primary origins in the following natural questions and
the related conjectures posed in [ORT, Conjecture 11.1,11.2].
Question 1.5. (a) When is resIw a torsion class of modKQ for w ∈W ?
(b) When resIw is a torsion class, how can we relate w to a c-sortable element x which
provides the corresponding finite torsion free class resΛx ?
To give an answer, we give the following definition.
Definition 1.6. Assume that Q is a non-Dynkin quiver.
(a) A c-sortable element x is called bounded if there exists a positive integer N such
that x ≤ cN . In the Dynkin case, we regard any c-sortable element as bounded.
We denote by bc-sortW the set of bounded c-sortable elements.
(b) Let x be a c-sortable element. If there exists a maximum element amongst w ∈W
satisfying πc(w) = x, then we denote it by x̂c = x̂ and call it c-antisortable, follow-
ing the definition from [RS1]. We denote by c-antisortW the set of c-antisortable
elements of W .
In connection to these questions, it becomes important to know for which c-sortable
elements w there is a maximum element in (πc)−1(w). This question, though purely
combinatorial, has not been addressed previously in the literature. Our second main
result provides complete answers for these questions.
Theorem 1.7. We have the following bijections:
{cofinte torsion pairs of modKQ}
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(resIx̂, resΛx)
bc-sortW
(̂−)
// c-antisortW
pic(−)
oo
x x̂
Here we call a torsion pair cofinite if the torsion class is cofinite. Thus we can give a
answer to Question 1.5, confirming a conjecture of [ORT, Conjecture 11.1]: the cofinite
quotient-closed category resIw is a torsion class precisely if w is c-antisortable. More-
over, in this case the corresponding torsion free class is the one associated to πc(w),
again confirming a conjecture of [ORT, Conjecture 11.2]. Thus the theorem implies that
these torsion pairs can be completely controlled by bounded c-sortable elements and c-
antisortable elements. Moreover each category of (resIx̂, resΛx) can be described in the
context of the Coxeter group and we give explicit correspondences (Theorem 2.8 and 2.12).
Notation. Let K be an algebraically closed field. We denote by D := HomK(−,K).
Modules mean right modules. For aK-algebra Λ, we denote by modΛ the category of finite
dimensional right Λ-modules. Let X be a Λ-module. We denote by addX (respectively,
SubX, FacX) the full subcategory whose objects are direct summands (respectively, sub-
modules, factor modules) of finite direct sums of copies of X.
Acknowledgements. The first author would like to thank Osamu Iyama and Takahide
Adachi for their valuable comments and stimulating discussions. The second author would
like to thank Steffen Oppermann and Idun Reiten for their collaboration on [ORT]. Both
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authors would also like to express their appreciation to the Mathematisches Forschungsin-
stitut Oberwolfach, where our collaboration began.
2. Background
Throughout this paper, let Q be a finite connected acyclic quiver with vertices Q0 =
{1, . . . , n}. We always assume for simplicity that Q0 are admissibly numbered, that is, if
we have an arrow j → i, then j < i.
2.1. Coxeter groups.
Definition 2.1. The Coxeter group W associated to Q is defined by the generators S :=
{s1, . . . , sn} and relations
• s2i = 1,
• sisj = sjsi if there is no arrow between i and j in Q,
• sisjsi = sjsisj if there is precisely one arrow between i and j in Q.
We denote by w a word, that is, an expression in the free monoid generated by si for
i ∈ Q0 and w its equivalence class in the Coxeter group W . Each element w ∈ W can
be written in the form w = su1 · · · sul and, if l is minimal among all such expressions for
w, then l is called the length of w. In this case, we write ℓ(w) = l and we call su1 · · · sul
a reduced expression. An element c = su1 . . . sul is called a Coxeter element if l = n and
{u1, . . . , ul} = {1, . . . , n}. The Coxeter element c = s1 . . . sn is called admissible with
respect to the orientation of Q.
We note that our starting point throughout this paper is a quiver Q; the corresponding
Cartan matrix is therefore symmetric, which explains the fact that the braid relations of
W are all of the above form.
Definition 2.2. Let c be a Coxeter element. Fix a reduced expression of c and regard c
as a reduced word. For w ∈ W , we denote the support of w by supp(w), that is, the set
of generators occurring in a reduced expression of w.
We call an element w ∈ W c-sortable if there exists a reduced expression of w of the
form w = c(0)c(1) . . . c(m), where all c(t) are subwords of c whose supports satisfy
supp(c(m)) ⊂ supp(c(m−1)) ⊂ . . . ⊂ supp(c(1)) ⊂ supp(c(0)) ⊂ Q0.
Let v,w ∈ W . We write v ≤ w if there exist su1 , . . . , sul such that w = vsu1 . . . sul and
ℓ(vsu1 . . . suj) = ℓ(v) + j for 0 ≤ j ≤ l. We call ≤ the (right) weak order.
For the generators S = {s1, . . . , sn}, we let 〈s〉 := S \ {s} and denote W〈s〉 by the
subgroup of W generated by 〈s〉. For any w ∈ W , there is a unique factorization w =
w〈s〉 · w
〈s〉 maximizing ℓ(w〈s〉) for w〈s〉 ∈ W〈s〉 and ℓ(w〈s〉) + ℓ(w
〈s〉) = ℓ(w) [BB, section
2.4].
Then we give the following notion introduced by Reading [R2].
Definition 2.3. Let c be a Coxeter element and let s be initial in c. Then, define
πc(id) = id and, for each w ∈W , we define
πc(w) :=
{
sπscs(sw) if ℓ(sw) < ℓ(w)
πsc(w〈s〉) if ℓ(sw) > ℓ(w).
Then this map gives the following the result.
Theorem 2.4. [R3, Proposition 3.2][RS2, Corollary 6.2] For any w ∈ W , πc(w) is the
unique maximal c-sortable element below w in the weak order.
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For the rest of the paper, we fix c = s1 . . . sn to be an admissible Coxeter element for
Q. One of the aims of this paper is to give a representation-theoretic interpretation of the
map πc.
2.2. Preprojective algebras.
Definition 2.5. We denote by Q1 the set of arrows of a quiver Q. The preprojective
algebra associated to Q is the algebra
Λ = KQd/〈
∑
a∈Q1
(aa∗ − a∗a)〉
where Qd is the double quiver of Q, which is obtained from Q by adding for each arrow
a : i→ j in Q1 an arrow a
∗ : i← j pointing in the opposite direction.
We now recall an important relationship between preprojective algebras and the Coxeter
groups from [IR1, BIRS].
Let Λ the preprojective algebra of Q. We denote by Ii the two-sided ideal of Λ generated
by 1 − ei, where ei is a primitive idempotent of Λ for i ∈ Q0. We denote by 〈I1, . . . , In〉
the set of ideals of Λ which can be written as Iul · · · Iu1 for some l ≥ 0 and u1, . . . , ul ∈ Q0.
Then we have the following result (see also [M, Theorem 2.14] in the Dynkin case).
Theorem 2.6. [BIRS, Theorem III.1.9] There exists a bijection W → 〈I1, . . . , In〉. It is
given by w 7→ Iw = Iul · · · Iu1 for any reduced expression w = su1 · · · sul.
Note that the product of ideals is taken in the opposite order to the product of expression
of w. This follows the convention of [ORT, AIRT].
Next we briefly recall the main results of [ORT], which give a connection between path
algebras, preprojective algebras and Coxeter groups.
Definition 2.7. Let Λ be the preprojective algebra of Q. For a Λ-module X, we denote
by XKQ the KQ-module defined by restriction. Moreover we associate the subcategory
resX = addXKQ ∩modKQ.
We denote by resX the additive category generated by resX together with all non-
preprojective indecomposable KQ-modules.
Consider the infinite word c∞ = c c c . . . , where c = s1 . . . sn. For w, we take the
lexicographically first reduced expression for w in c∞ (more explicitly, among all the
reduced expressions su1 . . . sul for w in c
∞, we choose the one such that su1 is as far to the
left as possible in c∞, and, among such expressions, su2 is as far to the left as possible,
and so on for each suj). It is uniquely determined and we denote it by w. We call it
the leftmost expression for w. By identifying c∞ with the indecomposable preprojective
KQ-modules P1, . . . , Pn, τ
−P1, . . . , τ
−Pn, τ
−2P1, . . ., we have the following result.
Theorem 2.8. [ORT] The map w 7→ resIw gives a bijection between the elements ofW and
the cofinite (additive) quotient closed subcategories of modKQ. Moreover, resIw is given
by removing from modKQ the indecomposable preprojective KQ-modules corresponding to
the leftmost word w.
Here, a subcategory A in modKQ is called cofinite if there are only finitely many
indecomposable KQ-modules which are not in A. Note that any cofinite quotient closed
subcategory contains all the non-preprojective KQ-modules [ORT, Proposition 2.2].
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Example 2.9. Let Q be the following quiver
2
""❋
❋❋
1
==③③③
// 3.
Let w = s1s3s2s3s1. Then the leftmost word w is s1s2s3s2s1. Hence the corresponding
indecomposable modules are {P1, P2, P3, τ
−1P2, τ
−2P1} and hence resIw consists of the
additive hull of all indecomposable KQ modules other than these five.
Quotient closed subcategories which are also closed under extensions are called torsion
classes. They are particularly important because of their connection to tilting theory.
Therefore, it is very natural to ask when resIw is a torsion class. The aim of this paper is
to give an answer to this question, confirming [ORT, Conjecture 10.1].
2.3. Support tilting modules. Next we recall the notion of support tilting modules.
Definition 2.10. [IT] For a KQ-module X, we say that X is tilting if Ext1(X,X) = 0
and X has n pairwise non-isomorphic summands, where n is the number of vertices of Q.
We call X support tilting if there exists an idempotent e of KQ such that X is a tilting
(KQ/〈e〉)-module.
Then we have the following result (see also [AIR, Theorem 2.7] for a more general
version of this result).
Theorem 2.11. [IT, Theorem 2.11] Let Q be an acyclic quiver. There is a bijection
between the set s-tiltKQ of isomorphism classes of basic support tilting KQ-modules
and the set f-torsKQ of functorially finite torsion classes of modKQ. It is given by
s-tiltKQ ∋ T 7→ FacT ∈ f-torsKQ and f-torsKQ ∋ T 7→ P (T ) ∈ s-tiltKQ, where P (T )
denotes the direct sum of one copy of each of the indecomposable Ext-projectives of T up
to isomorphism.
2.4. Sortable elements and finite torsion free classes. In this subsection, we review
an important connection between c-sortable elements and finite torsion free classes.
First we recall layers following [AIRT]. For any reduced word w = su1 . . . sul , we have
the chain of ideals
Λ ⊃ Iu1 ⊃ Iu2Iu1 ⊃ . . . ⊃ Iul . . . Iu2Iu1 = Iw.
For j = 1, . . . , l, we define the layer
Lj
w
= eujL
j
w
:=
Iuj−1 . . . Iu1
Iuj . . . Iu1
.
Note that any layer Ljw is an indecomposable Λ-module for any j = 1, . . . , l [AIRT, The-
orem 2.3].
Then, for a c-sortable word, we can give a support tiltingKQ-module and the associated
torsion free class, which can be explicitly described by layers, as follows.
Theorem 2.12. [AIRT, Theorem 3.3, 3.11 and Corollary 3.10] Let w = c(0)c(1) . . . c(m) =
su1 . . . sul a c-sortable word.
(a) Ljw is a non-zero indecomposable KQ-module for all j = 1, . . . , l.
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Moreover, we denote by Q(0) the quiver Q restricted to the support of c(0). For i ∈ Q
(0)
0 ,
we denote by tw(i) the maximal integer such that utw(i) = i and let
Tw :=
⊕
i∈Q
(0)
0
L
tw(i)
w .
(b) Tw is a tilting kQ
(0)-module, that is, support tilting KQ-module.
(c) We have SubTw = add{L
1
w
, . . . , Ll
w
} = resΛw.
Example 2.13. Let Q be the following quiver
2
""❋
❋❋
1
==③③③
// 3.
Then s1s2s3 is a Coxeter element of Q. Let w = s1s2s3s1s2s1. Then we have
L1
w
= 1 , L2
w
= 21 , L
3
w
=
3
1 2
1
, L4
w
=
2 3
1 2
1
, L5
w
=
3
1 2 3
1 2
1
, L6
w
= 31 .
Hence we have Tw =
3
1 2
1
⊕
3
1 2 3
1 2
1
⊕ 31 and
SubTw = add{L
1
w
, . . . , Ll
w
}.
We call a torsion free class finite if it has finitely many indecomposable modules. The-
orem 2.12 implies that a c-sortable element gives a support tilting module and the finite
torsion free class associated with it. Conversely, any finite torsion free classes of modKQ
is given by a support tilting module induced by a c-sortable element as follows.
Theorem 2.14. [AIRT, Theorem 3.16] Let F be a finite torsion free class. Then there
exists a unique c-sortable word w such that Tw is a support tilting KQ-module and F =
SubTw.
Then, combining with Theorems 2.12 and 2.14, we provide the following correspondence,
which is also shown in [T].
Corollary 2.15. [AIRT, Corollary 3.18] The map w 7→ resΛw gives a bijection
{c-sortable elements} ←→ {finite torsion free classes of modKQ}.
2.5. Torsion pairs of preprojective algebras and path algebras. In this subsection,
we introduce torsion pairs associated with the Coxeter group.
Let Λ be the preprojective algebra associated to Q. For w ∈ W , define the following
subcategories
T (Iw) := {X ∈ modΛ | Ext
1
Λ(Iw,X) = 0}, F(Iw) := {X ∈ modΛ | HomΛ(Iw,X) = 0}.
Then, (T (Iw),F(Iw)) is a torsion pair in modΛ. A simple explanation is, for example,
given in [SY, Proposition 2.7] in the non-Dynkin case and see [BKT, section 5] in the
Dynkin case. Moreover, we recall the following result (we refer to [BKT, Theorem 5.10]).
Proposition 2.16. Let w = su1 · · · sul be a reduced expression of w. Then X ∈ F(Iw) if
and only if X has a filtration by the layers L1
w
, . . . , Ll
w
.
We also use the following result.
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Theorem 2.17. [IR2, Corollary 3.9] Let w ∈ W and w = su1 . . . sul be a reduced expres-
sion of w. The objects in SubΛw are exactly the objects in modΛw which have a filtration
by the layers L1
w
, . . . , Ll
w
.
Thus, as pointed out in [BKT, Examples 5.6], we have SubΛw = F(Iw).
Assume that Q is a non-Dynkin quiver. In this case, Iw is a tilting module [BIRS,
Theorem III.1.6] and hence we have T (Iw) = FacIw in modΛ. Next assume that Q is a
Dynkin quiver. By [M, Proposition 4.2], any torsion class (respectively, torsion free class)
is given as FacIw (respectively, SubΛw) for some w ∈ W . Further, the torsion free class
corresponding to FacIw is clearly F(Iw) = SubΛw, implying the following proposition:
Proposition 2.18. For any w ∈W , (FacIw,SubΛw) is a torsion pair of modΛ.
We remark that this torsion pair is the same as the one used in [L] although the con-
vention used there is different from ours (see [L, 3.2.5]).
As a corollary, we have the following result.
Corollary 2.19. Let w ∈W . Then (FacIw ∩modKQ,SubΛw ∩modKQ) is a torsion pair
of modKQ.
Proof. Clearly, we have HomKQ(X,Y ) = 0 for any X ∈ FacIw∩modKQ and Y ∈ SubΛw∩
modKQ. Next, take X ∈ modKQ and assume that we have HomKQ(X,Y ) = 0 for any
Y ∈ SubΛw ∩ modKQ. Then we get HomΛ(X,Y
′) = 0 for any Y ′ ∈ SubΛw because
modKQ is an abelian subcategory (i.e., closed under submodules and factor modules).
Therefore we get X ∈ FacIw. By the dual argument, we get the conclusion. 
2.6. Partial orders. Finally, we recall some relationships of partial orders between ele-
ments of Coxeter groups and torsion pairs.
Proposition 2.20. Let w, v ∈W . The following conditions are equivalent.
(a) w ≤ v.
(b) FacIw ⊃ FacIv in modΛ.
(c) SubΛw ⊂ SubΛv in modΛ.
Proof. The equivalence of (b) and (c) follows from the fact that (FacIw,SubΛw) is a torsion
pair in modΛ. The equivalence of (a) and (c) follows from [BIRS, II.1] (see also [IR2]). 
Moreover, we have the following results, which are essentially the same as in [ORT,
Lemma 10.5], though we do not assume that Q is Dynkin.
Proposition 2.21. Let x, y ∈ W be c-sortable elements. Then the following conditions
are equivalent.
(a) x ≤ y.
(b) ⊥(resΛx) ⊃
⊥(resΛy).
(c) resΛx ⊂ resΛy.
Proof. The equivalence of (b) and (c) follows from the fact that (⊥(resΛx), resΛx) is a
torsion pair in modKQ. Let x = su1 . . . sul be a reduced expression of x. Then, by [AIRT,
Theorem 2.7], the dimension vectors of the layers Ljx (1 ≤ j ≤ l) are given by positive
(real) roots, and the set of positive roots which appear does not depend on the choice
of reduced expressions of x. On the other hand, there exists a unique indecomposable
KQ-module which has the same dimension vector as Ljx by [K]. Hence, by Theorem 2.12,
we have the equivalence of (a) and (c). 
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3. A representation-theoretic interpretation of the map πc
Let Q be a finite connected acyclic quiver with vertices Q0 = {1, . . . , n}. We assume
that Q0 are admissibly numbered, that is, if we have an arrow j → i, then j < i. (Hence
1 is a source of Q). Let Λ be the preprojective algebra of Q. Let c be the Coxeter element
admissible with respect to the orientation of Q.
LetQ′ := µ1(Q) be the quiver obtained by reversing all arrows associated with the vertex
1. Then let T := τ−S1⊕KQ/S1 and denote the reflection functors by R
+ := HomKQ(T,−)
and R− := −⊗KQ′ T . These functors induce quasi-inverse equivalences
modKQ/[S1]
R+ //
modKQ′/[S′1],
R−
oo
where modKQ/[S1] (respectively, modKQ
′/[S′1] ) is obtained from modKQ (respectively,
modKQ′) by annihilating morphisms factoring through the simple projective KQ-module
S1 (respectively, the simple injective KQ
′-module S′1).
We denote by Q the quiver given by removing the vertex 1 and the associated arrows.
Then, the first main result is given as follows (c.f. Definition 2.3 and Theorem 2.4).
Theorem 3.1. (a) Let w ∈W which is not the identity. Then we have
SubΛw ∩modKQ =
{
add{R−(SubΛs1w ∩modKQ
′), S1} if ℓ(s1w) < ℓ(w)
SubΛw〈s1〉 ∩modKQ if ℓ(s1w) > ℓ(w).
(b) Let w ∈W . Then we have
SubΛw ∩modKQ = resΛpic(w) and FacIw ∩modKQ =
⊥(resΛpic(w)).
We give the proof of Theorem 3.1 after developing some lemmas.
First we recall that the above subcategory add{R−(SubΛs1w∩modKQ
′), S1} is a torsion
free class of modKQ.
Lemma 3.2. [T, Proposition 4.4] Let F ′ be a torsion free class of modKQ′. Then the
subcategory
F := add{R−(F ′), S1}
is a torsion free class of modKQ.
This implies the following conclusion.
Proposition 3.3. The subcategory add{R−(SubΛw ∩modKQ
′), S1} is a torsion free class
of modKQ.
Proof. SubΛw ∩modKQ
′ is a torsion free class by Corollary 2.19. Thus, Lemma 3.2 shows
the assertion. 
Next we give the following observation.
Lemma 3.4. Let w ∈ W and w = su1su2 · · · sul be a reduced expression for w. Let
LQw := {L
j
w (1 ≤ j ≤ l)| L
j
w : KQ-module}. Then we have
SubΛw ∩modKQ = Ext(L
Q
w
),
where the right hand side denotes the smallest extension closed subcategory of modKQ
containing LQw.
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Proof. By Theorem 2.17, we have LQw ⊂ SubΛw ∩modKQ. Since the category is extention
closed, we have Ext(LQw) ⊂ SubΛw ∩ modKQ. We will show the converse. Let X ∈
SubΛw ∩ modKQ. Then X has a filtration by the layers L
j
w (1 ≤ j ≤ l) from Theorem
2.17. Moreover, since X is a KQ-module, these layers consist of KQ-modules. Therefore
we get X ∈ Ext(LQw). 
Following the notation of [SY], we let
Y(I1) := {X ∈ modΛ |Tor
Λ
1 (X, I1) = 0}
= {X ∈ modΛ |S1 is not a direct summand of socle of X}.
(We refer to [SY, Lemma 2.23] and [BKT, Section 5] for the above equality.) Then we
have the following lemma.
Lemma 3.5. Let w ∈W and assume that ℓ(s1w) > ℓ(w). Then we have
SubΛw ⊂ Y(I1).
Proof. Assume that SubΛw 6⊂ Y(I1). Then S1 is a direct summand of socle of some module
X ∈ SubΛw. In particular S1 ∈ SubΛw.
On the other hand, Theorem 2.17 implies that any element in SubΛw is given by a
filtration of the layers and hence S1 is one of the layers. Moreover the dimension vectors
of the layers are the positive roots su1su2 · · · suj−1αuj (1 ≤ j ≤ l), where w = su1su2 · · · sul
is a reduced expression for w. Since ℓ(s1w) > ℓ(w), we cannot get the positive root α1,
which is a contradiction. 
Moreover we recall the following results from [AIRT] (see also [BK, Proposition 7.1]).
Proposition 3.6. Let w = s1su2 · · · sul be a reduced expression and w
′ = su2 · · · sul.
Then, for 2 ≤ j ≤ l, we have
Lj
w
≃ Lj−1
w
′ ⊗Λ I1.
Moreover,
(a) if Lj−1
w
′ is a KQ′-module, then we have L
j
w ≃ L
j−1
w
′ ⊗Λ I1 ≃ L
j−1
w
′ ⊗KQ′ T. In
particular, Ljw is KQ-module.
(b) if Ljw is KQ-module, then we have L
j−1
w
′ ≃ HomΛ(I1, L
j
w) ≃ HomKQ(T,L
j
w). In
particular, Lj−1
w
′ is a KQ′-module.
Proof. The first statement follows from [AIRT, Proposition 2.2].
(a) Assume that Lj−1
w
′ is a KQ′-module. Then [AIRT, Corollary 2.12] implies that
Lj−1
w
′ ⊗Λ I1 ≃ L
j−1
w
′ ⊗KQ′ T and hence it follows from the first statement.
(b) Dually, we obtain HomΛ(I1, L
j
w) ≃ HomKQ(T,L
j
w), which is a KQ
′-module. On the
other hand, because we have an equivalence (for example [SY, Lemma 2.16] and [BKT,
Section 5])
T (I1)
HomΛ(I1,−) //
Y(I1)
−⊗ΛI1
oo ,
we get HomΛ(I1, L
j
w) ≃ HomΛ(I1, L
j−1
w
′ ⊗Λ I1) ≃ L
j−1
w
′ . This shows the assertion. 
Then we give the following proposition, which implies the first equation of Theorem 3.1
of (a).
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Proposition 3.7. If ℓ(s1w) < ℓ(w), then we have
SubΛw ∩modKQ = add{R
−(SubΛs1w ∩modKQ
′), S1}.
Proof. Let w = s1su2 · · · sul be a reduced expression of w and w
′ = su2 · · · sul .
First, by Lemma 3.4, we have
SubΛw ∩modKQ = Ext(L
Q
w
).(1)
Similarly we have SubΛs1w ∩ modKQ
′ = Ext(LQ
′
w
′). Moreover, Lemma 3.5 implies this
category does not contain S′1, the simple injective KQ-module at 1. Then, because the
functor R− gives an equivalence between modKQ/[S1] and modKQ
′/[S′1], we have
R−(SubΛs1w ∩modKQ
′) = R−(Ext(LQ
′
w
′)) = Ext(R
−(LQ
′
w
′)).(2)
On the other hand, by Lemma 3.2, we have
Ext(R−(SubΛs1w ∩modKQ
′), S1) = add{R
−(SubΛs1w ∩modKQ
′), S1}.(3)
Thus, from (2) and (3), we get
add{R−(SubΛs1w ∩modKQ
′), S1} = Ext(R
−(LQ
′
w
′), S1).(4)
Therefore, by (1) and (4), it is enough to show
Ext(LQ
w
) = Ext(R−(LQ
′
w
′), S1).
Because L1
w
= S1, Proposition 3.6 shows that L
Q
w = {R−(L
Q′
w
′), S1} and the conclusion
follows. 
Next we deal with the case of ℓ(s1w) > ℓ(w).
Proposition 3.8. If ℓ(s1w) > ℓ(w), then we have
SubΛw ∩modKQ = SubΛw〈s1〉 ∩modKQ.
Proof. We will show
SubΛw ∩modKQ ⊂ SubΛw〈s1〉 ∩modKQ
and the converse is obvious by Proposition 2.20.
First we will show SubΛw ∩modKQ ⊂ modKQ. Note that we have Λc ≃ KQ in modΛ
and hence a KQ-module is a Λ-module annihilated by Ic [AIRT, Lemma 2.11].
Let X ∈ SubΛw∩modKQ. Since X is a KQ-module, we have X ·Ic = 0. Hence we have
X · Ic = (X · In · · · I2) · I1 = 0. Thus, we get Y := X · (In · · · I2) ∈ add(S1). On the other
hand, we have X ∈ Y(I1) by Lemma 3.5. Therefore we conclude Y = X · (In · · · I2) = 0
and hence X is a KQ-module.
Then we will show SubΛw ∩ modKQ ⊂ SubΛw〈s1〉 ∩ modKQ. If w = w〈s1〉, then
it is clear. Let w = w〈s1〉w
〈s1〉 and assume that w〈s1〉 is not the identity. Let w =
su1su2 · · · suhsuh+1 · · · sul be a reduced expression of w such that w〈s1〉 = su1su2 · · · suh .
By the above argument and Lemma 3.4, it is enough to show that Ljw is not KQ-module
if j > h. Assume that Ljw is KQ-module for some j > h. Then, by [AIRT, Theorem 2.7],
the dimension vectors of the layer Ljw is given by a (real) root of Q which contradicts the
maximality of ℓ(w〈s1〉). Thus our claim follows. 
As a consequence, we give a proof of Theorem 3.1.
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Proof of Theorem 3.1. (a) follows from Propositions 3.7 and 3.8.
We will show (b). By Corollary 2.19, (FacIw ∩modKQ,SubΛw ∩modKQ) is a torsion
pair of modKQ. Therefore, the second equality follows from the first one. We will show
the first one.
If w is the identity, then it is clear. Assume that w is not the identity. We will show
the statement by induction on the rank of Q and the length of w.
Let F := SubΛw ∩modKQ. First, assume that ℓ(s1w) < ℓ(w). Then, by (a), we have
F = add{R−(SubΛs1w ∩modKQ
′), S1}.
Let c′ := s1cs1. By induction on the length, we have
SubΛs1w ∩modKQ
′ = resΛpic′ (s1w).
Since s1π
c′(s1w) = π
c(w) is a c-sortable element, [AIRT, Theorem 3.8] implies that
add{R−1 (resΛpic′ (s1w)), S1} = resΛpic(w).
Next, assume that ℓ(s1w) > ℓ(w). Then, by (a), we have
F = SubΛw〈s1〉 ∩modKQ.
By induction on the rank, we have
SubΛw〈s1〉 ∩modKQ = resΛpi
s1c(w〈s1〉)
.
Since we have πc(w) = πs1c(w〈s1〉), we obtain the assertion. 
4. Combinatorics of Cambrian cones
In subsequent sections, we need the following combinatorial results on πc. We denote
by ♯{w ∈W | πc(w) = x} the number of elements of the set {w ∈W | πc(w) = x}.
Lemma 4.1. Let y be c-sortable. ♯{w ∈ W | πc(w) = y} is finite if and only if there
exists ŷc.
Proposition 4.2. Suppose x and y are c-sortable elements such that y covers x in the
partial order on c-sortable elements. If there exists ŷc, then there exists x̂c and ŷc > x̂c.
Lemma 4.3. Let y be c-sortable. If {w | πc(w) = y} has a maximal element, then that
element is actually the maximum.
In this section, we establish these results, using the Cambrian cones studied by Reading-
Speyer (we refer to [RS1, RS2], but see also [R1, R2, R3] for earlier work). We begin by
briefly recalling some background.
We recall some basic terminology (see [BB, H, Bo]). Let V be a real vector space of
dimension n with a basis αi (i ∈ Q0) and let V
∗ be the dual vector space with a basis ρi.
We write 〈x∗, y〉 for the canonical pairing of x∗ ∈ V ∗ and y ∈ V . We define a symmetric
bilinear form on V by (αi, αi) = 2 for any i ∈ Q0 and for i 6= j, (αi, αj) is the negative of
the number of edges between the vertices i and j of Q. We define si(αj) = αj− (αi, αj)αi.
The group generated by these reflections is the Coxeter group W associated to Q. Note
that w ∈W naturally acts on V and V ∗, and ρi is fixed by W〈si〉.
Let Φ = {w(αi)}i∈Q0,w∈W be the set of (real) roots and Φ
+ the set of positive roots. To
each root β ∈ Φ+, define a hyperplane Hβ := {v
∗ ∈ V ∗ | 〈v∗, β〉 = 0}. The connected com-
ponents of V ∗\
⋃
β∈Φ+ Hβ we refer to as chambers. Let D :=
⋂
i∈Q0
{v∗ ∈ V ∗ | 〈v∗, αi〉 ≥ 0}
be the dominant chamber. It gives a fundamental domain for the action of W on the Tits
cone ∪w∈WwD. We refer to {wD | w ∈W} as the collection of W -chambers. We say that
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wD is below Hβ (respectively, above Hβ) if it is contained inH
+
β := {v
∗ ∈ V ∗ | 〈v∗, β〉 ≥ 0}
(respectively, H−β := −H
+
β ). Moreover, let V〈si〉 be the subspace of V spanned by
{αj | j ∈ Q0 \ {i}} and D〈si〉 :=
⋂
j∈Q0\{i}
{v∗ ∈ V ∗〈si〉 | 〈v
∗, αj〉 ≥ 0}.
We denote by d(wD, vD) the set of hyperplanes which separate wD and vD. Then the
following result is well-known [Bo].
Lemma 4.4. Let w, v ∈W . The following conditions are equivalent.
(a) w ≥ v.
(b) d(wD,D) ⊇ d(vD,D).
From now on, let s be an initial reflection of c up to commutation. (We can simply take
s = s1.) We write αs for the corresponding simple root, and Hs for the corresponding
hyperplane. Moreover, for a c-sortable element x, we define
Cc(x) =
{
Csc(x) ∪ {αs} if ℓ(sx) > ℓ(x)
sCscs(sx) if ℓ(sx) < ℓ(x)
Note that Cc(x) is a basis of V . Then define the c-Cambrian cone
Conec(x) =
⋂
β∈Cc(x)
{v∗ ∈ V ∗ | 〈v∗, β〉 ≥ 0}.
Then the following result is one of the main results of [RS2], which gives a geometric
description of the fibers of πc.
Theorem 4.5. Let x be c-sortable.
(1) Then πc(w) = x if and only if wD ⊂ Conec(x) for w ∈W .
(2) Moreover, the set ♯{w ∈W | πc(w) = x} is finite if and only if Conec(x) is a finite
union of Coxeter chambers.
Example 4.6. (a) Let Q be a quiver of type A2. Then W -chambers are given as
follows.
w0D
s2s1D s1s2D
s2D s1D

✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝ D 
✽✽✽✽✽✽✽✽✽✽✽✽✽✽✽✽✽✽✽✽✽✽
Then, for example, Cc(s2) = {−α2, α1} and Conec(x) is a union of s2D and
s2s1D. These cones correspond to elements such that {w ∈W | π
c(w) = s2}.
(b) Let Q be a quiver of type A˜1. Then one can check that any element of s2, s2s1,
s2s1s2, . . . , satisfies π
c(w) = s2 and these cones are contained in (but do not
exhaust) Conec(s2).
Note that if y is a sc-sortable element, then we have Conec(y) ⊂ H
+
s . Then we have
the following property (see also [RS2, Proposition 9.6], [RS1, Lemma 6.2], [HLT, Lemma
3.12]).
Proposition 4.7. Let y ∈ W〈s〉 be sc-sortable. Then Conec(y) is generated by Conesc(y)
drawn in Hs and by ρs.
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Proof. By definition, the bounding hyperplanes of Conec(y) are Hs and the bounding
hyperplanes of Conesc(y). These latter hyperplanes are perpendicular to roots in the root
system Φ〈s〉, and therefore all pass through ρ. 
Example 4.6 also gives an example of this proposition. Using the above properties, we
give the following lemma.
Lemma 4.8. Let y be sc-sortable such that there exists ŷsc. We denote by Ŷ sc the corre-
sponding W〈s〉-chamber in Hs. Then there is a W -chamber having Ŷ
sc as an upper facet
(i.e. the chamber is below Hs) if and only if there exists ŷ
c.
Proof. Assume that there is a W -chamber having Ŷ sc as an upper facet, which we denote
by zD for some z ∈W . Let X be a W〈s〉-chamber in Conesc(y). Thus, by Lemma 4.4, we
have d(Ŷ sc,D〈s〉) ⊃ d(X,D〈s〉).
Let X ′ be a W -chamber having X as an upper facet. Such a W -chamber exists because
the hyperplanes separating it from the dominant chamber are a subset of those hyperplanes
separating zD from the dominant chamber, so there are only finitely many of them, and
there therefore exists some u ∈W such that X ′ = uD, with u ≤ z.
Let w ∈W such that πc(w) = y and consider the corresponding W -chamber wD. This
chamber is contained in Conec(y). If wD is a chamber having some W〈s〉-chamber in
Conesc(y) as an upper facet, then we have z > w as above. Hence suppose that this is not
the case. Then, since Conec(y) is generated by Conesc(y) in Hs and by ρs by Proposition
4.7, if we move from a point in wD in the direction −ρs, then we pass through some
W〈s〉-chamber in Conesc(y). Thus it implies d(X
′,D) ⊃ d(wD,D) and hence, by Lemma
4.4, we have z ≥ w. Thus z is the maximum element of the set {w | πc(w) = y}.
On the other hand, if there is no W -chamber having Ŷ sc as an upper facet, then it
implies that Conec(y) does not consist of a finite union of W -chambers. Thus Theorem
4.5 shows the non-existence of ŷc. 
We can now prove the first of the main results of this section.
Proof of Lemma 4.1. If there exists ŷc, then all the elements w satisfying πc(w) = y are
of length at most ℓ(ŷc), and therefore form a finite set.
For the other direction, we give a proof by induction on the length of y and the rank of
Q.
Suppose first that ℓ(y) > ℓ(sy). Then left multiplication by s gives an order-preserving
bijection from {w ∈W | πc(w) = y} to {w ∈W | πscs(w) = sy} ([RS2, Proposition 2.29]).
By induction on length, the statement holds for sy and therefore for y.
Next suppose that ℓ(y) < ℓ(sy). Thus y is sc-sortable. Because ♯{w ∈ W | πc(w) = y}
is finite, so is ♯{w ∈ W〈s〉 | π
sc(w) = y}. Hence there exists ŷsc by induction on rank.
We denote by Ŷ sc the corresponding W〈s〉-chamber in Hs. Then, by Theorem 4.5 and
Proposition 4.7, there exists aW -chamber having Ŷ sc as an upper facet. Therefore Lemma
4.8 implies that it gives ŷc. 
Finally, we can prove the second main result of this section.
Proof of Proposition 4.2. We give a proof by induction on the length and the rank.
Case 1. First consider the case that ℓ(x) > ℓ(sx). Since y > x, the same holds
for y. Then left multiplication by s gives bijections from {w ∈ W | πc(w) = x} and
{w ∈W | πc(w) = y} to {w ∈W | πscs(w) = sx} and {w ∈W | πscs(w) = sy}. Then, by
induction on length, we are done.
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Case 2. Next consider the case that ℓ(y) < ℓ(sy). Since y > x, the same holds for x.
Hence both x and y are sc-sortable. Then, by induction on rank, there exists x̂sc such
that ŷsc > x̂sc. We denote theseW〈s〉-chambers in Hs by X̂
sc and Ŷ sc, respectively. Then,
by Lemma 4.4, we have d(Ŷ sc,D〈s〉) ⊃ d(X̂
sc,D〈s〉).
On the other hand, Proposition 4.7 shows that Conec(y) (respectively, Conec(x)) is
generated Conesc(y) (respectively, Conesc(x)) in Hs together with the ray generated by
ρs. Moreover, by the assumption, we have that ŷ
c exists and hence there exists a W -
chamber having Ŷ sc as an upper facet by Lemma 4.8. We denote this W -chamber by Ŷ c.
Let X be the chamber having X̂sc as an upper facet. Then we have d(Ŷ c,D) ⊃ d(X,D)
from the above inequality and thus X is also a W -chamber. Thus Lemma 4.8 shows the
existence of x̂c.
Case 3. Finally consider the case that ℓ(y) > ℓ(sy) and ℓ(x) < ℓ(sx). Note that
Conec(x) and Conec(y) are separated by the hyperplane Hs, and Conec(y) is above Hs
and Conec(x) is below Hs. Because of the existence of ŷ
c and Theorem 4.5, the number of
chambers of Hs which intersect Conec(y) is finite. This set of chambers equals the set of
chambers of Hs which intersect Conec(x), because the c-Cambrian cones form a fan inside
the Tits cone [RS2, Theorem 9.1] (see also [RS3]) and y covers x in the partial order on
c-sortable elements. Therefore, Proposition 4.7 implies that this set of chambers gives
Conesc(x) in Hs.
Thus ♯{w ∈ W〈s〉 | π
sc(w) = x} is finite, and hence there exists x̂sc by Lemma 4.1.
We denote by X̂sc the corresponding W〈s〉-chamber in Hs. On the other hand, because
♯{w ∈ W : πc(w) = y} is finite, Conec(y) is a union of W -chambers by Theorem 4.5. In
particular, the chamber having X̂sc as a lower facet is a W -chamber, and therefore the
same is also true of the the chamber having X̂sc as an upper facet. Thus, again by Lemma
4.8, this shows the existence of x̂c.
Finally, the above argument also shows that ŷc > x̂c. 
Proof of Lemma 4.3. The proof is by induction on the length and rank of y. If ℓ(sy) < ℓ(y),
then, as before, [RS2, Proposition 2.29] allows us to conclude by induction.
Now consider the case that ℓ(sy) > ℓ(y). Let x be a maximal element of {w ∈ W |
πc(w) = y}. It determines a cone xD in Conec(y). Consider moving from the interior of
this cone in the direction −ρ1. This must cross a boundary of xD, and in so doing, it
passes into another W -chamber above xD, so as it crossed the wall of xD, it must also
have crossed a wall of Conec(y). By the definition of Conec(y), the only wall not parallel
to ρs is Hs. So one of the boundary walls of xD must lie on Hs.
Let x′ be the element of W〈s〉 corresponding to the W〈s〉-chamber xD∩Hs. We claim x
′
is maximal in {w ∈W〈s〉 | π
sc(w) = y}. If it weren’t then there would be some direction we
could move upwards in Hs from xD ∩Hs while staying in Conesc(y). But by Proposition
4.7, this would give us a direction we could move from xD while staying inside Conec(y),
contradicting the fact that x is maximal.
Now, by induction on rank, we know that x′ is actually maximum in {w ∈ W〈s〉 |
πsc(w) = y}, i.e., x′ = ŷsc. We also know that xD is the W -chamber immediately below
the W〈s〉-chamber corresponding to x
′. We can therefore apply Lemma 4.8 to conclude
that there exists a maximum element of {w ∈W | πc(w) = y}, which must be x. 
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5. Cofinite torsion classes and bounded c-sortable elements
Next we study a relationship between cofinite torsion classes and c-sortable elements.
First we give the following easy lemma.
Lemma 5.1. Let w ∈ W . If resIw is a torsion class, then it is functorially finite. In
particular, there exists an Ext-projective KQ-module T of resIw such that FacT = resIw.
Proof. Since resIw is cofinite, the corresponding torsion free class is finite and, in particular,
it is functorially finite. Hence so is resIw by [S] (see also [AIR, Proposition 1.1]). Thus,
the statement follows from Theorem 2.11. 
We recall the following result from [ORT, Lemma 3.1] (and the sentence before it).
Lemma 5.2. [ORT, Lemma 3.1] For finite dimensional Λ-modules M and N , there is a
surjective morphism
HomKQ(τ
−(MKQ), NKQ)→ Ext
1
Λ(M,N),
where Ext1Λ(−,−) denotes the subfunctor of Ext
1
Λ(−,−) given by KQ-split short exact
sequences.
Then we have the following proposition.
Proposition 5.3. Let w ∈W . If resIw is a torsion class, then we have
FacIw ∩modKQ = resIw.
Proof. Clearly we have FacIw ∩modKQ ⊂ resIw. We will show the converse.
By Lemma 5.1, there exists Ext-projective T in resIw such that FacT = resIw. Let P
be an indecomposable direct summand of T . It is enough to show that P is contained in
FacIw ∩modKQ.
Since resIw is cofinite and contains all non-preprojectiveKQ-modules, P is preprojective
and hence P is in resIw. Therefore, by taking large N , P is a subquotient of the finite
dimensional module Iw/IcN . It is therefore a submodule of a finite dimensional quotient
of Iw. Hence we have a KQ-split exact sequence of finite dimensional modules
0→ P → E →M → 0
with E,M in FacIw.
By Lemma 5.2, Ext1Λ(M,P ) is a quotient of HomKQ(τ
−(MKQ), P ), which is isomorphic
to DExt1KQ(P,MKQ). Since MKQ is in resIw, we have Ext
1
KQ(P,MKQ) = 0 because P
is Ext-projective in resIw. Thus, P is itself a quotient of Iw and hence P is in FacIw ∩
modKQ. 
As a consequence, we have the following result, which shows [ORT, Conjecture 11.2].
Theorem 5.4. Let w ∈W . If resIw is a torsion class, then the corresponding torsion free
class (resIw)
⊥ is given by resΛpic(w).
Proof. Corollary 2.19 implies that (FacIw ∩modKQ,SubΛw ∩modKQ) is a torsion pair of
modKQ. On the other hand, by Proposition 5.3, we have FacIw ∩modKQ = resIw. Thus
Theorem 3.1 (b) shows the assertion. 
Next we give the following definition.
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Definition 5.5. Assume that Q is a non-Dynkin quiver. A c-sortable element x is called
bounded c-sortable if there exists a positive integer N such that x ≤ cN . In the Dynkin
case, we regard any c-sortable element as bounded c-sortable. We denote by bc-sortW the
set of bounded c-sortable elements.
Example 5.6. (a) Let Q be the following quiver
1 // 2 +3 3.
Because
c3 = s1s2s3s1s2s3s1s2s3
= s1s2s3s1s2s1s3s2s3
= s1s2s3s2s1s2s3s2s3,
we have s1s2s3s2 ≤ c
3 and hence s1s2s3s2 is bounded c-sortable.
(b) Let Q be the following quiver
2
""❋
❋❋
1
==③③③
// 3.
Then one can check that s1s2s3s2 is not bounded c-sortable.
Then we give the following lemma.
Lemma 5.7. Let x be a c-sortable element. Then the following are equivalent.
(a) x is bounded c-sortable.
(b) Any module of resΛx is a preprojective module.
(c) The corresponding torsion class ⊥(resΛx) is cofinite.
Proof. It is enough to consider the non-Dynkin case.
Then we have resΛcN = add{KQ, τ
−(KQ), . . . , τ−N (KQ)}. On the other hand, by
Proposition 2.21, we have x ≤ cN if and only if resΛx ⊂ resΛcN . Thus it implies the the
equivalence of (a) and (b). The equivalence of (b) and (c) is straightforward from the
structure of the AR quiver. 
Moreover, it is convenient to introduce the following terminology.
Definition 5.8. Let x be a c-sortable element. If there exists a maximum element amongst
w ∈ W satisfying πc(w) = x, then we denote it by x̂c = x̂ and call it c-antisortable. We
denote by c-antisortW the set of c-antisortable elements of W .
Example 5.9. (a) Let Q be the following quiver
1 // 2 +3 3.
Take a c-sortable element x = s1s2s3s2. Then one can check that x̂ = s1s2s3s2s1.
(b) Let Q be the following quiver
2
""❋
❋❋
1
==③③③
// 3.
Take a c-sortable element x = s1s2s3s2. Consider the following infinite word
s1s2s3s2s1s3s2s1s3s2s1s3s2 · · · .
Then from the word, any arbitrarily long prefix w will satisfy πc(w) = x. Thus, x̂
does not exist.
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We call a torsion pair cofinite if the torsion class is cofinite. Then we give a description
of w when resIw is a torsion class as follows.
Theorem 5.10. (a) Let w ∈ W . If resIw is a torsion class, then π
c(w) is bounded
c-sortable and w = π̂c(w).
(b) Let x be a c-sortable element. If x is bounded c-sortable, then there exists x̂ and
resIx̂ is a torsion class.
(c) There is a bijection
bc-sortW −→ {cofinite torsion pairs of modKQ}, x 7→ (resIx̂, resΛx).
Proof. (a) Assume that resIw is a torsion class. By Theorem 5.4, we have resIw =
⊥(resΛpic(w)). Then, Lemma 5.7 implies that π
c(w) is bounded c-sortable.
Assume that there exists u ∈W with ℓ(u) > ℓ(w) and πc(u) = πc(w). Then by Theorem
3.1, we have
res(Iu) ⊃ FacIu ∩modKQ =
⊥(resΛpic(w)) = resIw.
Because res(Iu) (respectively, resIw) consists of the category which is obtained by removing
ℓ(u) (respectively, ℓ(w)) indecomposable KQ-modules from the preprojective modules by
Theorem 2.8, this is impossible.
Thus the set of y ∈ W with πc(y) = πc(w) consists of element of length at most ℓ(w),
which is a finite set. By Lemma 4.1, there exists a maximum element of this fibre. Since
w is of maximal length in the fibre, this maximum element must be w by Lemma 4.3 .
(b) By Lemma 5.7, ⊥(resΛx) is a cofinite torsion class. Hence we have
⊥(resΛx) = resIw
for some w ∈ W from Theorem 2.8. Then Theorem 5.4 implies πc(w) = x and (a) shows
that w = x̂.
(c) This follows from the above (a), (b), Corollary 2.15 and 5.4 and Lemma 5.7. 
Thus, these torsion pairs can be controlled by bounded c-sortable elements and c-
antisortable elements.
Example 5.11. (a) Let Q = (1 → 2 → 3). Then the AR quiver of modKQ is given
by
3
2
1
❁
❁❁
❁
2
1
??⑦⑦⑦⑦
!!❈
❈❈
3
2
  ❅
❅❅
❅
?>=<89:;1
==④④④④
2
>>⑦⑦⑦⑦
?>=<89:;3
For example, we take a c-sortable element x = s1s3. Then we have the torsion
free class resΛx = add{ 1 , 3 } whose modules are circled above. The corresponding
torsion class is add{ 21 , 2 } whose modules are squared above. By Theorem 2.8, it
is given as resIw for w = s1s3s2s1. Then one can check that this elements gives x̂.
(b) Let Q = (1 → 2 ⇒ 3). Then the preprojective component of the AR quiver of
modKQ is given a translation quiver [ASS] of the following form:
?>=<89:;•
%
❇❇
❇ •
&
❊❊❊
•
&
❊❊❊
•
?>=<89:;•
8@②②②②
""❊
❊❊
❊ •
!!❇
❇❇
❇
:B
⑤⑤⑤
•
8@②②②
""❊
❊❊
•
8@②②②
· · ·
?>=<89:;•
<<②②②②
•
>>⑤⑤⑤
?>=<89:;•
<<②②②②
•
<<②②②
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For example, we take a c-sortable element x = s1s2s3s2, which is bounded
c-sortable. Then resΛx consists of the modules which are circled above. The
corresponding torsion class consists of the modules which are squared above and
all the rest. It is given as resIw for w = s1s2s3s2s1. Therefore our theorem implies
that we have x̂ = s1s2s3s2s1.
6. Maximum elements of πc-fibres
In the previous section, we showed that there exists x̂c for a c-sortable element x if x is
bounded c-sortable. Our final aim is to show the converse.
Theorem 6.1. Let x be a c-sortable element. Then the following are equivalent.
(i) x is bounded c-sortable.
(ii) There exists x̂.
In particular, there is a bijection
bc-sortW
(̂−)
// c-antisortW.
pic(−)
oo
In the Dynkin case, the statement follows from [R3], so that we assume that Q is
non-Dynkin in this section.
Before proving the theorem, we first deal with a special class of c-sortable elements.
Proposition 6.2. Let x be a c-sortable element. Assume that x is unbounded, but any
c-sortable element x′ with x′ < x is bounded. Then we have ♯{w ∈W | πc(w) = x} =∞.
Remark 6.3. The above condition on x is equivalent to saying that any proper torsion
free subcategory of resΛx is in the preprojective component by Lemma 5.7. Equivalently
any torsion class properly containing ⊥(resΛx) is cofinite.
From now on, we fix the above x, that is, x is an unbounded c-sortable element, such that
any c-sortable element x′ with x′ < x is bounded. Then we give the following observation.
Lemma 6.4. In the above setting, there exists an Ext-projective T of ⊥(resΛx) such that
T is preprojective and
FacT = ⊥(resΛx).
Proof. Let x = su1 · · · sul be a c-sortable reduced expression of x, and let x
′ = su1 · · · sul−1 .
Let T ′ be the sum of the Ext-projective indecomposable modules of ⊥(resΛx′). We know
that T ′ is preprojective and FacT ′ = ⊥(resΛx′) by our assumption. In the poset of torsion
free classes, SubΛx covers SubΛx′ , so
⊥(resΛx′) covers
⊥(resΛx) in the poset of torsion
classes. It follows from [AIR] that the Ext-projectives of ⊥(resΛx) can be obtained from
T ′ by a single mutation; that is to say, there is an indecomposable summand T ′1 of T
′
such that the summands of T ′/T ′1 are also Ext-projectives of
⊥(resΛx), and the remaining
indecomposable Ext-projective of ⊥(resΛx) is either 0 or is the righthand term in the
following exact sequence:
T ′1 → U → T1 → 0,
where U is a minimal left addT ′/T ′1-approximation of T
′
1. Since T1 is a quotient of U ∈
FacT ′/T ′1, we know that FacT
′/T ′1 = FacT
′/T ′1 ⊕ T1 =
⊥(resΛx), so T
′/T ′1 satisfies the
hypotheses of the lemma. 
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Next we recall a result of [ORT]. Fix the infinite word c∞ = c c c . . . , where c = s1 . . . sn.
We say that an infinite subword w of c∞ is leftmost if, for all m ≥ 0, the subword of c∞
consisting of the first m letters of w is leftmost. Then we have the following result.
Theorem 6.5. [ORT, Theorem 8.1] There is a bijection between the leftmost subwords
of c∞ and the quotient closed subcategories of the preprojective component P. The word
corresponds to the missing indecomposable modules of the subcategory.
In our case, because x is unbounded c-sortable, ⊥(resΛx) is not cofinite by Lemma 5.7.
Then, from the above theorem, there exists the infinite leftmost word
su1 . . . suj . . .
which corresponds to the indecomposable modules which are not in ⊥(resΛx) ∩ P .
Under the above setting, let vj := su1 . . . suj for l ≥ 0. Then we have
⊥(resΛx) ∩ P =⋂
j≥0 resIvj . Note that we have j ≤ i if and only if vj ≤ vi, or equivalently, FacIvj ⊃ FacIvi
by Proposition 2.20. Our aim is to show that we can take arbitrary large j such that
πc(vj) = x.
By modifying Proposition 5.3, we obtain the next statement.
Lemma 6.6. Under the above setting, for any vj, we have
FacIvj ∩modKQ ⊃
⊥(resΛx).
Proof. By Lemma 6.4, it is enough to show that we have P ∈ FacIvj ∩ modKQ for
any indecomposable preprojective Ext-projective P of ⊥(resΛx). Since
⊥(resΛx) ∩ P =⋂
j≥0 resIvj , we have P ∈ resIvj for all j. Choose j sufficiently large that Ext
1
KQ(P,M) = 0
for all M in resIvj . Thus, as in the proof of Proposition 5.3, we have a KQ-split short
exact sequence of finite dimensional Λ-modules
0→ P → E →M → 0
with E,M in FacIvj .
Since MKQ ∈ resIvj , we have Ext
1
KQ(P,MKQ) = 0. Because Lemma 5.2 implies that
Ext1Λ(M,P ) is a quotient of HomKQ(τ
−(MKQ), P ) ≃ DExt
1
KQ(P,MKQ), we have P ∈
FacIvj ∩ modKQ. This holds for all j sufficiently large, and since FacIvj ∩ modKQ is
monotonically decreasing, it holds for all j. Thus FacIvj ∩ modKQ ⊃
⊥(resΛx) for all
j. 
Moreover we have the following result.
Lemma 6.7. Under the above setting, there exists k such that for all l ≥ k
FacIvl ∩modKQ =
⊥(resΛx).
Proof. Because FacIvj ∩ modKQ is monotonically decreasing and FacIvj ∩ modKQ ⊃
⊥(resΛx) by Lemma 6.6, there exist k and a torsion class J such that J = FacIvl∩modKQ
for all l ≥ k.
On the other hand, since FacIvj ∩modKQ ∩ P ⊂ resIvj , we have⋂
j≥0
(FacIvj ∩modKQ ∩ P) ⊂
⋂
j≥0
resIvj =
⊥(resΛx) ∩ P .
Then if J ) ⊥(resΛx), then J is cofinite from our assumption, which is clearly a
contradiction. Thus we get J = ⊥(resΛx). 
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Then we give a proof of Proposition 6.2.
Proof of Proposition 6.2. By Theorem 3.1 and Lemma 6.7, there exists k such that, for
all l ≥ k,
⊥(resΛpic(vl)) = FacIvl ∩modKQ =
⊥(resΛx).
Thus Proposition 2.21 shows that πc(vl) = x for all l ≥ k and the conclusion follows. 
Finally, we obtain a proof of Theorem 6.1.
Proof of Theorem 6.1. By Theorem 5.10, (i) implies (ii). We show that (ii) implies (i).
Let x be a c-sortable element which is not bounded c-sortable. Take an unrefinable
chain of c-sortable elements x1 < · · · < xl = x. Then there exists xk for some 1 ≤ k ≤ l
satisfying the condition of Proposition 6.2. Therefore we have ♯{w ∈ W | πc(w) = xk} =
∞. Then, Proposition 4.2 shows the claim. The second statement follows from the first
statement. 
Consequently, we give a proof of the following conjecture, which was shown in the
Dynkin case [ORT, Proposition 11.4].
Corollary 6.8. [ORT, Conjecture 11.1] The following conditions are equivalent.
(i) resIw is a torsion class.
(ii) For every i ∈ Q0 such that ℓ(wsi) > ℓ(w), we have that π
c(wsi) > π
c(w).
Proof. (i) implies (ii). This follows from Theorem 5.10 (a).
(ii) implies (i). Condition (ii) amounts to saying that w is maximal among {x ∈ W |
πc(x) = πc(w)}. Lemma 4.3 tells us that w is actually the maximum element, i.e., w =
π̂c(w). By Theorem 6.1, w is bounded c-sortable. Then Theorem 5.10 (b) implies that
resIw is a torsion class. 
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