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In this paper, we propose an effective method based on the Faster-RCNN structure
to combine RGB and depth images for pedestrian detection. During the training stage,
we generate a semantic segmentation map from the depth image and use it to refine the
convolutional features extracted from the RGB images. In addition, we acquire more
accurate region proposals by exploring the perspective projection with the help of depth
information. Experimental results demonstrate that our proposed method achieves the
state-of-the-art RGBD pedestrian detection performance on KITTI [12] dataset.
1 Introduction
Pedestrian detection is a key task in many vision based applications, such as surveillance
and autonomous driving. Despite the fact that significant progress has been made in recent
years [3, 7, 8, 36], there is still room for improvement [38], especially under challenging
conditions such as partial occlusions and insufficient illumination. Such conditions, however,
are difficult to handle with RGB images alone.
Recent work has shown that depth images could be used as a good complementary to
RGB images [16, 19, 25, 26]. Unlike RGB images, depth images will not provide fine ap-
pearance details of the objects, but rather present more clear silhouettes of them. In addition,
depth images show a better description of the relationship of the spatial positions of the ob-
jects in a scene, which enriches the representations of each target object. For example in Fig.
1, if we apply a cluster analysis on the depth region of the pedestrian in the green bounding
box, we can clearly distinguish the pedestrian from the occluding object in front of it and
the background behind it. For depth images generated from other sensors (e.g. lidar), they
are also not affected by bad lighting conditions, which seriously harms the quality of RGB
images from visible cameras.
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Figure 1: An RGB and depth image pair from KITTI dataset. With a cluster analysis of the
depth region in the bounding box, the person is distinguished from the occluding object and
the background, which can be utilized to boost the detection performance.
Looking back the development of RGBD pedestrian detection researches, depth informa-
tion was used as additional hand-crafted features in traditional computer vision techniques.
Detectors trained with the combination of depth and RGB features showed an improved per-
formance [11, 33, 34]. After the rise of Convolutional Neural Networks (CNNs) [18, 23, 29],
most RGBD object detection frameworks apply two parallel CNN network streams for RGB
and depth modalities, and fuse them in early or late layers [9, 10, 16, 19, 25]. However, in
those work, RGB and depth images are processed in the same way, which neglects the dif-
ferent characteristics of RGB and depth image modalities. Some researchers take advantage
of the depth images to reduce the searching space of candidate regions [2, 21], but the spatial
relationship illustrated in Fig. 1 is still not well exploited.
In this paper, we focus on how to better utilize the depth images for pedestrian detection.
We demonstrate that by refining RGB features with the guidance of depth information, the
detection performance can be significantly improved, even without directly extracting fea-
tures from depth images. As far as we know, this is different from all the existing RGBD
pedestrian detection frameworks, which equally feed the network with RGB and depth im-
ages and train them together. Our major contribution is threefold:
• First, we propose to use depth image to guide the reweighting of the convolutional
features extracted from RGB images. It helps the classification network to pay more
attention on the features from the target pedestrian instead of on the non-pedestrian
regions (e.g. occluding objects, background). This framework shows an significant
improvements on pedestrian detection, both for the visible pedestrians and partially
occluded ones.
• Second, by exploring the projection relationship with depth information, we generate
better candidate regions during the region proposal stage, which further improves the
framework of our RGBD detector.
• Third, our proposed RGBD detector significantly outperforms the baseline method
Faster R-CNN and the state-of-the-art RGBD detection algorithms on KITTI dataset.































Depth Guided ROI Filtering Net
Depth Guided Feature Reweighting Net
Figure 2: The architecture of our proposed RGBD pedestrian detector. It is based on a Faster-
RCNN structure with two subsets: (1) Depth Guided Feature Reweighting Net, which pro-
duces the weights for the convolutional feature of each ROI. (2) Depth Guided ROI Filtering
Net, which evaluate each ROI with the perspective projection relationship. The reweighted
feature are used in classification.
2 Related Work
CNN based pedestrian detection: With the rise of CNNs, significant improvements have
been made in object detection tasks [13, 14, 18, 23, 27, 29]. One pioneer work used deep
CNNs for pedestrian detection was proposed in [28], which combined CNNs with unsu-
pervised multi-stage feature learning. Some works [1, 20, 31, 32] follow the RCNN [14]
structure, which integrates external proposals with CNN framework and outperforms the
traditional hand-crafted feature based pedestrian detectors [8, 24] by a significant margin.
Later, Fast-RCNN [13] and Faster-RCNN [27] further improves the RCNN framework by
sharing computations during feature extraction and region proposal generation. Some adap-
tations of the Faster-RCNN framework has reached state-of-the-art results in pedestrian de-
tection [36, 37]. In this paper, an adapted Faster-RCNN framework which takes RGB and
depth images as inputs is used in our experiments.
Pedestrian detection in RGBD images: Early works [5, 21, 30] extended hand-crafted
features from RGB data with depth information to provide a richer representation. [30] and
[15] designed HOG-like features in depth channel and trained a SVM classifier for pedestrian
detection. Depth is also used to reduce the search space of candidate regions [4, 21, 35]. In
most CNN based methods, features are extracted from RGB and depth images independently
and fused together for further classification. Gupta et al. [16] proposed to encode depth
image into a three-channel (height above ground, horizontal disparity and angle to gravity)
depth image, and used a CNN network pre-trained on RGB images to extract depth features.
Tanguy et al. [25] exhaustively trained several models to explore the optimal fusion layer of
RGB and depth features in CNN networks. Gupta et al. [17] transfered supervisions from
RGB images to depth images to achieve a richer representation. Instead of equally extracting
features from RGB and depth images, our method takes advantage of the depth modality to
refine the RGB features, which outperforms the existing RGBD detection methods.

















(b) CNN classification with reweighted features
Figure 3: The comparison of the typical CNN classification process with our method. We
reweight the convolutional features according to the depth information, which increase the
contribution of features from the pedestrian.
3 Framework
An overview of our framework is illustrated in Fig. 2. It is based on the Faster-RCNN
structure [27]: A CNN network (e.g. VGG16 net) takes an RGB image as input and extracts
the convolutional feature of the whole image. Then a region proposal network (RPN) is used
to generate regions of interest (ROIs). After cropping the features of each ROI from the
feature map, a ROI-Pooling layer is applied to generate same-length features for each ROI.
Then the features will go through a classification network, usually some fully connected
layers, to produce the classification results and bounding box regression informations.
Two subnets are added to the Faster-RCNN structure to take advantage of the depth
image: Depth Guided Feature Reweighting Net and ROI Filtering net. The depth region
of each ROI is put into the reweighting net, where a binary map is produced to indicates
the pixels from the target pedestrian and guides the reweighting of the RGB convolutional
features. Depth images are also used in the ROI generation process: In the depth guided ROI
filtering net, the size of each candidate region will be evaluated according to the perspective
projection relationship with the help of the depth image. ROIs which have reasonable size
will be kept for classification, while others are removed.
3.1 Depth Guided Feature Reweighting
Typically, machine learning based detectors treat all the pedestrians equally. For example
in Fig. 3(a), pedestrian samples with variant appearances (e.g. different postures, occlusion
conditions, backgrounds...) will go through a CNN network to generate a n-dimensional
feature vector F and produce a classification score, which can be computed in Eq. 1:
Score = ∑ωiFi, i = 0,1, ...,n (1)
where ωi represents the weight of the classification network (here we equivalent the classifi-
cation network as a 1-layer fully connected network), which determines the contribution of
feature Fi to the classification score. For different pedestrian samples, Fi could either come
from the pedestrian region, or come from non-pedestrian regions such as the background
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Figure 4: Computing the average dis-
tance between the head center and the
pixels from layer m. Only pixels from
the head region are taken into account.
Figure 5: The projection relationship of a camera.
We can compute the distance between the pedes-
trian and the camera through depth information,
and further estimate the height of the pedestrian.
or the occluding object. Therefore, the network should be adaptive to different pedestrian
samples, by increasing ωi to enhance the contribution of Fi which comes from the pedes-
trian region, while decreasing ωi to reduce the influence of Fi which comes from the non-
pedestrian region. However, ωi is fixed after training, so we propose to reweight Fi instead.
The flowchart of the reweighting net is illustrated in Fig. 3(b). The depth image is used to
guide the generation of feature weights in three steps:
Semantic Segmentation: We apply a 3-means clustering for the depth region of each ROI to
segment it into three parts. Normally the top depth layer, which is nearest to the camera and
has the smallest depth value, represents the pedestrian (see the first sample in Fig. 3(b)). But
when the pedestrian is partially occluded (see the second and third samples in Fig. 3(b)), the
occluding object becomes the top depth layer, while the pedestrian and background occupy
middle layer and bottom layer, respectively.
Binarization: The goal of binarization is to generate a binary map which marks the pixels
from the pedestrian region. To realize this, we propose to choose the depth layer which is
nearest to the center of the head region, which we define as the top 1/3 of each ROI, see
Fig. 4. Note that we only consider the pixels from the head region, which has the smallest
probability of being occluded. (w2 ,
h
6 ) represents the center point of the head region, where
w and h indicates the width and height of the ROI region, respectively. Dist(m) is defined
to represent the average euclidean distance between the head center and all the pixels from
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where (xmi ,y
m
i ) indicates the location of the ith pixel from the mth depth layer, while N
m
indicates the total pixel numbers from layer m. Pixels from the layer with the smallest
Dist(m) will be set as 1, while other pixels are all set to 0.
Weights Learning: The binary maps will go through two fully connected layers to generate
the weight vector, which is followed by a sigmoid computation and a reshape operation to
get the final weight cube. It will have the same size with the convolutional feature. After a
element-wise multiplication, the reweighted feature will be sent to the classification network.
Note that, similar to our scheme, Zhang et al. [39] proposed an attention net to guide
the reweighting of convolutional features. However, it only focuses on the occlusion condi-
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tions, which uses part detectors to generate heat maps and reweight the feature by channel
to increase the contribution of visible body parts. In our method, we take advantage of the
depth map to better distinguish the pedestrian with not only the occluding object, but also
the background, which improves the detection performances of both fully visible and par-
tially occluded pedestrians. In addition, we also use the depth map to eliminate unreasonable
candidates during the generation of ROIs, which is explained in Sec. 3.2.
3.2 Depth Guided ROI Filtering
In typical Faster-RCNN structure, an RPN is used to generate ROIs for further classification.
In order to make sure true positives will not be lost in this stage (or they will not be recovered
any more), the number of ROIs is normally large. On one hand, it harms the efficiency of
the detector. On the other hand, some high score false positive ROIs are still difficult to
be recognized during the classification. In this section we propose to take advantage of the
depth information to efficiently screen some unreasonable ROIs.





where dist represents the distance between the pedestrian and camera, while hperson repre-
sents the real height of the pedestrian. According to the depth value, dist can be computed





where the depth value of the pedestrian is computed by the same method described in Section
3.1. In Eq. 3, we assume the range of hperson to be [1m, 2m], which should include most of
the pedestrian heights in real life. The bounding boxes with a height out of this range are
considered to be unreasonable, and removed from the ROI candidates.
4 Experiments
In this section, we will first introduce the implementation details. Then we will show some
experiments of the two subnets in our framework. In the end, we will compare our method
with the baseline method and some state-of-the-art RGBD detection methods.
4.1 Implementation Details
Our RGBD pedestrian detection framework is based on an adapted version of Faster-RCNN:
In order to better fit for pedestrians, we use 4 aspect ratios of [1, 1,5, 2, 2.5] and 5 scales of
[1, 2, 4, 8, 16] in the RPN, which allows more human-like regions and small regions during
the ROI generation. We use the VGG16 net pre-trained on ImageNet as the feature extraction
network, but the last max-pooling layer is removed, which reduced the feature stride from
16 pixels to 8 pixels to further improve the detection of small pedestrians. To evaluate the
performance of our adapted Faster-RCNN detector, we apply a 3-fold cross validation in the
KITTI training set, which shows the average precision (AP) improvements from 61.5% to
67.3%. This adapted Faster-RCNN will be one of our baseline method.
The depth images are generated from [6], which is computed from the lidar cloud points.
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(a) FRCNN (b) FR+RW (c) FR+RW (d) feature before reweight (e) feature after reweight
Figure 6: Three detection samples from FRCNN and our FR+RW method. After the feature
reweighting guided by the depth image, our FR+RW method generates more distinguishable
classification scores for true positive and false positive detections.
4.2 Experiments on Feature Reweighting
In order to evaluate our feature reweighting method, we compare the detection results of our
baseline Faster-RCNN (denoted as FRCNN) structure and the Faster-RCNN with our Depth
Guided Feature Reweighting Net (denoted as FR+RW).
Fig. 6 shows three detection samples, including a fully visible pedestrian, a partially
occluded pedestrian and a false detection. We can find that after a depth-guided feature
reweighting, our FR+RW method significantly increases the classification score of the true
positive detections (row 1 and row 2), while reduces the classification scores of the false
positive detection (row 3). We attribute it to larger contributions of the features from the
pedestrian region, while the feature reweighting does not help the non-pedestrian detections
in a reasonable way. The convolutional features before and after reweighting are visualized
in Fig. 6(d) and Fig. 6(e). Here we show the feature channels 162-262 from the 512 channel
features extracted from the VGG16 net. More detection results of multiple pedestrians are
shown in Sec. 4.4.
4.3 Experiments on ROI Filtering
In default settings of FRCNN, the RPN will select at most 300 ROIs for further classification,
which requires much computation. We compare the top 30 ROIs generated from default
RPN and RPN with our ROI filtering network (denoted as FRCNN+filter) in Fig. 7. We can
find that with the ROI filtering network, the generated ROIs will be mostly focused on the
pedestrian regions. It allows us to use fewer ROIs during the region proposal generation. In
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(a) FRCNN (b) FRCNN+filter
Figure 7: The top 30 ROIs generated from the RPN of FRCNN and our FRCNN+filter
method. The ROIs generated from our method has higher quality, which are mostly located
at pedestrian regions.
our following experiments, we choose to use the top 100 ROIs for classification.
4.4 Comparison with other methods
Here we compare our proposed method with several baseline methods:
FRCNN: Our adapted version of Faster-RCNN (see Sec. 4.1 for detailed settings). This
method is used as our baseline RGB pedestrian detector and denoted as FRCNN.
FRCNN+dep: In order to make a fair comparison with our method which also uses depth
images, we train two parallel network streams to extract features from both RGB and depth
modalities and fuse them in later layers. We compared different fusion points for all the five
convolutional layers in VGG16 net and found fusion after layer-3 performed best, which was
consistent with the results in [22, 25]. So in our experiment, we fuse the layer-3 RGB and
depth features by adding a concatenation layer, which follows with a 1x1 convolution filter
to connect to the fourth convolutional layer. This structure is used as our baseline RGBD
pedestrian detector and denoted as FRCNN+dep.
Cross-modal: In our experiments we also compare with the state-of-the-art RGBD object
detection method [17]. The middle layer features from RGB modality is used as supervision
for learning rich representations from depth modality. It is used as another baseline RGBD
detector and denoted as Cross-modal.
Proposed: Our RGBD pedestrian detector illustrated in Fig. 2, which is based on the FR-
CNN structure and contains two subnets: Depth Guided Feature Reweighting Net and ROI
Filtering Net.
We evaluate the above methods on KITTI dataset. The detection results are evaluated
based on three levels of difficulty (Easy, Moderate and Hard), which are defined by different
height, occlusion level and truncation percentage of the pedestrians. Since the ground truth
labels of the test set are not available, in our experiments we randomly split the training set
(7481 images) into three sets and apply a 3-fold cross-validation for evaluation.





Figure 8: The comparison results of FRCNN, FRCNN+dep, Cross-model and our proposed
method. The proposed method outperforms the other methods, especially under occlusion
conditions.
Table 1 shows that by naively fusing RGB and depth features in CNN networks, the FR-
CNN+dep method does not achieve an obvious improvement. We attribute this to the charac-
teristics of the KITTI dataset, because most of the images are captured in daytime and with
sufficient luminance, which diminishes the advantage of the depth modality. Then we find
the state-of-the-art RGBD detection method Cross-modal achieves a significant improve-
ment in all the three test cases, while our proposed method further outperforms Cross-modal
by 0.9%, 3.2% and 8.1% in Easy, Moderate and Hard test cases, respectively. It shows that
our method works well under more difficult conditions (e.g. occlusion), which is also proved
in the detection results in Fig. 8.
5 Conclusion
In this paper, we propose an RGBD pedestrian detection framework, which takes advantage
of depth images to guide the refining of convolutional features extracted from RGB images.
In addition, the depth image is also used to guide the filtering of unreasonable ROIs accord-
ing to the projection relationships. We report state-of-the-art performance on KITTI dataset,
which outperforms the existing RGBD object detection methods, especially under occlusion
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Method Easy Moderate Hard
FRCNN 72.8% 67.3% 61.8%
FRCNN+dep 74.2% 66.8% 63.7%
Cross-modal 82.6% 72.6% 65.1%
Proposed 83.5% 75.8% 73.2%
Table 1: Comparison between the four methods. Our proposed method outperforms the
others, especially in Moderate and Hard cases.
conditions.
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