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Resumo
O objetivo deste trabalho foi o desenvolvimento de uma metodologia para representar
um solo desconhecido através de um modelo de solo estratiﬁcado em camadas horizon-
tais, a partir do qual o engenheiro pode realizar projetos de aterramentos elétricos com
elevada precisão. A metodologia utiliza a curva de resistividade aparente experimental,
obtida através de medições realizadas no solo, com o auxílio de um terrômetro de quatro
terminais, e cálculos envolvendo a resistência medida. Esta curva então é comparada com
a curva de resistividade aparente teórica, obtida através de cálculos realizados sobre um
modelo desse solo estratiﬁcado horizontalmente, cujos parâmetros são conjeturados.
Os parâmetros deste solo, como o número de camadas, junto com a resistividade e a
espessura de cada camada, são otimizados através do método de Evolução Diferencial, com
performance aprimorada através da computação paralela, de modo que ambas as curvas
de resistividade aparente ﬁquem suﬁcientente próximas, e passe a ser possível representar
o solo desconhecido através do modelo de solo disposto em camadas horizontais dotado
de parâmetros otimizados.
De modo a auxiliar o método de Evolução Diferencial, no caso de haver estagnação
durante uma quantidade arbitrária de gerações, é proposta uma metodologia de desestag-
nação do processo de otimização, para expandir o espaço de busca e testar novas combi-
nações, permitindo que o algoritmo encontre uma solução melhor e/ou saia de mínimos
locais.
Foi ainda proposta uma nova metodologia para suavizar picos de erro entre as curvas de
resistividade aparente, dando oportunidades para soluções mais uniformes se destacarem,
de modo a aumentar a precisão do algoritmo como um todo, minimizando o erro máximo.
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Também são propostas metodologias para veriﬁcação da aproximação polinomial da
função característica do solo e do cálculo da curva de resistividade aparente teórica, in-
cluindo na avaliação pontos intermédios entre os utilizados pelo polinômio.
Finalmente, é apresentado um procedimento de análise estatística, de modo a possi-
bilitar a classiﬁcação de amostras de solo. Nele, a metologia de estratiﬁcação de solos é
aplicada em um grupo de controle, composto por solos estratiﬁcados em camadas hori-
zontais. Utilizando inferência estatística, poder-se-á calcular a quantidade de solos em
uma amostra que, com uma margem de erro, não segue o modelo de solo em camadas
horizontais.
Palavras-chave: Aterramentos Elétricos, Resistividade Aparente, Estratiﬁcação de
Solo, Evolução Diferencial (DE), Inferência Estatística.
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Abstract
This work's objective is the development of a methodology to represent an unknown
soil through a stratiﬁed horizontal multilayer soil model, from which the engineer may
carry out eletrical grounding projects with high precision. The methodology uses the
experimental electrical apparent resistivity curve, obtained through measurements on the
ground, using a 4-wire earth ground resistance tester kit, along with calculations involving
the measured resistance. This curve is then compared with the theoretical electrical
apparent resistivity curve, obtained through calculations over a horizontally stratiﬁed
soil, whose parameters are conjectured.
This soil model parameters, such as the number of layers, in addition to the resistivity
and the thickness of each layer, are optimized by Diﬀerential Evolution method, with
enhanced performance through parallel computing, in order to both apparent resistivity
curves get close enough, and it is possible to represent the unknown soil through the
multilayer horizontal soil model ﬁtted with optimized parameters.
In order to assist the Diﬀerential Evolution method, in case of a stagnation during an
arbitrary amount of generations, an optimization process unstuck methodology is propo-
sed, to expand the search space and test new combinations, allowing the algorithm to ﬁnd
a better solution and/or leave the local minima.
It is further proposed an error improvement methodology, in order to smooth the error
peaks between the apparent resistivity curves, by giving opportunities for other more
uniform solutions to excel, in order to improve the whole algorithm precision, minimizing
the maximum error.
Methodologies to verify the polynomial approximation of the soil characteristic function
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and the theoretical apparent resistivity calculations are also proposed by including middle
points among the approximated ones in the veriﬁcation.
Finally, a statistical evaluation prodecure is presented, in order to enable the classi-
ﬁcation of soil samples. The soil stratiﬁcation methodology is used in a control group,
formed by horizontally stratiﬁed soils. By using statistical inference, one may calculate
the amount of soils that, within an error margin, does not follow the horizontal multilayer
model.
Keywords: Grounding, Apparent Resistivity, Soil Stratiﬁcation Modelling, Diﬀeren-
tial Evolution (DE), Statistical Inference.
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Capítulo 1
Introdução
Na Engenharia Elétrica, os aterramentos elétricos exercem uma vasta gama de fun-
ções em um sistema elétrico. Podem assumir conﬁgurações distintas, tanto na quanti-
dade e posicionamento de seu eletrodos, quanto em sua dimensão, conforme sua função
[VISACRO 2002].
Dentre estas funções, na área de Engenharia Elétrica, destacam-se as seguintes:
• Função de segurança, de modo a evitar ou ao menos minimizar efeitos indesejáveis de
energização de partes metálicas expostas ao contato, carregamento de cargas estáti-
cas em corpos ou equipamentos industriais, descargas atmosféricas, e desequilíbrios
por falhas no sistema;
• Função de limitação de níveis de potenciais a patamares seguros, reduzindo riscos
relacionados às tensões de passo e de toque;
• Função de condução, sendo utilizado como condutor efetivo no circuito de alimen-
tação, e.g., nos sistemas MRT (Monofásico com Retorno pela Terra), largamente
adotados em áreas rurais, e nos sistemas CC (Corrente Contínua).
Ao desenvolver um sistema de aterramento elétrico, o conhecimento da estrutura do solo
é imprescindível para que este seja bem sucedido. Devido às características da formação
geólógica do solo ao longo dos anos, o modelo em camadas horizontais tem produzido ex-
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celentes resultados comprovados na prática, sendo bastante difundido nas áreas de estudo
de solos, incluindo a Engenharia Elétrica [KINDERMANN e CAMPAGNOLO 1995].
Desta maneira, este modelo é o ponto de partida de projetos de aterramentos elétricos
para as diversas ﬁnalidades, onde devem ser conhecidos a quantidade de camadas presentes
no modelo, bem como a resistividade e espessura de cada camada [SUNDE 1968]. A partir
destes parâmetros do solo, o engenheiro pode projetar e escolher os elementos mais ade-
quados para contemplar a ﬁnalidade do aterramento, variando a dimensão do aterramento,
bem como a quantidade, comprimento e posicionamento das hastes de aterramento, ou es-
colher outra abordagem, e.g., cabo horizontal [KINDERMANN e CAMPAGNOLO 1995].
A resistividade aparente elétrica reﬂete diretamente o comportamento elétrico do solo
[SUNDE 1968]. Por isto, ao longo do tempo, muitas pesquisas foram realizadas com o
objetivo de estimar os parâmetros do solo de acordo com o modelo de solo em cama-
das horizontais. A partir dos dados obtidos através da aplicação do método de Wenner
[WENNER 1916], este trabalho propõe uma nova metodologia para determinar de forma
eﬁciente e otimizada tais parâmetros.
1.1 Estado da Arte
Um solo raramente é homogêneo, e a resistividade do mesmo tende a variar a diferen-
tes profundidades [WENNER 1916]. Assim, o modelo de solo de camadas horizontais é
adequado para representar o modelo físico de um solo desconhecido.
No começo dos estudos de estratiﬁcação de solo, usava-se um modelo de solo com
duas camadas horizontais, que possuía boa aproximação em alguns casos. Assim, Seedher
e Arora estimaram os parâmetros de solos estratiﬁcados em duas camadas, alcançando
uma boa precisão em alguns casos, onde o solo se aproximava deste modelo bicamada
[SEEDHER e ARORA 1992].
Com o surgimento de várias técnicas para estratiﬁcar solos em duas camadas, Del
Alamo revisou a base matemática, e comparou a performance de oito destas técnicas. Seu
trabalho mostrou que elas não são eﬁcientes em problemas não lineares com restrições
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desiguais [DEL ALAMO 1993]. Era evidente que uma estratiﬁcação em duas camadas não
iria teria precisão aceitável em muitos casos, pois muitos solos possuem modelo físico exato
muito distante deste modelo. Deste modo, as pesquisas se voltaram para estratiﬁcações
multicamada, onde o número de camadas poderia ser maior que dois.
Métodos simpliﬁcados podem até ser interessantes, mas não são suﬁcientes para obten-
ção dos parâmetros de um solo com três ou mais camadas. Assim, as pesquisas começaram
a incluir métodos mais soﬁsticados de otimização. De modo a superar a integral da re-
sistividade aparente, Zhang introduziu o Método das Imagens Complexas (CIM) para a
simpliﬁcar a expressão dessa integral, e os parâmetros do solo foram otimizados utilizando
o método BroydenFletcherGoldfarbShanno (BFGS) [ZHANG et. al. 2005].
Posteriormente, algoritmos evolutivos foram aplicados para classiﬁcar estruturas e en-
contrar os parâmetros de solos. Lee utilizou redes neurais artiﬁciais (ANN) e propôs
um algoritmo para realizar esta tarefa [LEE et. al. 2005]. No entanto, a rede era cons-
truída por tentativa e erro, além de ser difícil de codiﬁcar, pois variava de acordo com a
capacidade do perito e os valores (pesos) iniciais.
Com o objetivo de estimar os parâmetros de um solo estratiﬁcado em camadas horizon-
tais, para aplicações mais práticas, as pesquisas verteram para o uso de meta-heurísticas,
que utilizavam como base dados experimentais do solo desconhecido. Gonos e Stathopulos,
assim como Zhiqiang e Bin, utilizaram Algoritmos Genéticos (GA) como método de otimi-
zação, o que permitiu a obtenção de melhores resultados [GONOS e STATHOPULOS 2005]
[ZHIQIANG e BIN 2011]. Já Calixto propôs uma nova maneira de determinar a estrutura
do solo, introduzindo como parâmetro a ser otimizado a quantidade de camadas que a
estratiﬁcação horizontal possui [CALIXTO et. al. 2010].
Segundo He, Algoritmos Genéticos podem exigir um longo tempo de processamento
para alcançar uma solução quase ótima, além de serem difíceis de implementar. Assim
sendo, ele propôs o uso de outra meta-heurística para realizar a obtenção dos parâme-
tros de um solo desconhecido: O método de otimização por enxame de partículas (PSO)
[HE et. al. 2013]. Porém, de acordo com Vesterstrom e Thomsen, PSO não possui ope-
radores evolutivos, como cruzamento e mutação, além de ser mais complicado e possuir
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muitos parâmetros deﬁnidos pelo usuário, em comparação com outros algoritmos, e.g., o
método de Evolução Diferencial (DE) [VESTERSTROM e THOMSEN 2004].
O método de Evolução Diferencial, segundo seus criadores Storn e Price, é simples,
robusto, converge rapidamente e é ótimo para encontrar mínimos globais. Além disso,
possui poucos parâmetros para deﬁnir, é altamente paralelizável, e pode ser reutilizado
para diversos outros problemas [STORN e PRICE 1997].
Diversas pesquisas foram realizadas com o intuito de comparar o método de Evo-
lução Diferencial com outras meta-heurísticas e algoritmos de otimização, tanto pelos
criadores [STORN e PRICE 1997] [PRICE et. al. 2005], como em pesquisas posterio-
res [VESTERSTROM e THOMSEN 2004] [PANDURO et. al. 2009] [DEB et. al. 2011],
onde se mostrou superior em termos de performance e simplicidade.
1.2 Desenvolvimento do Trabalho
A metodologia desenvolvida neste trabalho propõe que um solo desconhecido, que
possua sua curva de resistividade aparente experimental levantada através do método de
Wenner [WENNER 1916], possa ser representado por um modelo de solo estratiﬁcado em
múltiplas camadas horizontais. A partir deste modelo, calcula-se a curva de resistividade
aparente teórica [SUNDE 1968] [ORELLANA 1972]. Como a curva experimental reﬂete,
na prática, o comportamento elétrico do solo real, o método de otimização ajusta os
parâmetros do solo estratiﬁcado, para que ele tenha comportamento elétrico semelhante
ao solo experimental.
A Evolução Diferencial, em virtude de seus predicados, foi escolhida para otimizar os
parâmetros do solo. A performance e a capacidade de se executar o algoritmo de maneira
paralela certamente chamaram a atenção. Porém, a simplicidade para o utilizador foi o
aspecto que mais se destacou pois, com poucos parâmetros deﬁnidos, este método ﬁca
mais amigável para a construção de uma aplicação a ser utilizada por usuários leigos em
Inteligência Artiﬁcial.
Isto permitirá que o objetivo deste trabalho seja atingido: Desenvolver uma aplicação
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para permitir ao engenheiro conhecer, com elevada precisão, os parâmetros de um solo
desconhecido segundo o modelo de estratiﬁcação multicamada. Além disso, ela deve ser
capaz de utilizar todo o potencial existente nas máquinas disponíveis e nas que ainda
serão desenvolvidas.
Ao desenvolver um projeto de aterramento elétrico, o engenheiro precisa conhecer os
parâmetros do modelo de solo estratiﬁcado em camadas horizontais. Para obtê-los, pri-
meiramente são realizadas medições experimentais no solo desconhecido. Posteriormente
deve-se inserir os dados destas medições no software desenvolvido que, com uma margem
de erro pretendida, irá fornecer os parâmetros desse solo. Estes parâmetros podem então
ser utilizados no projeto do aterramento elétrico. O trabalho desenvolvido tem aplicação
em outras áreas, e.g. em agricultura de precisão [CALIXTO et. al. 2010].
Aplicações envolvendo meta-heurísticas tendem a demandar um tempo grande de exe-
cução, sendo recomendável o uso de computação paralela. Para explorar computadores
com múltiplos núcleos de processamento e outras tecnologias que estão disponíveis, é ne-
cessário fazer bom uso da computação paralela, através de um método simples e eﬁciente.
Também são necessárias linguagens e ferramentas de programação que não ﬁquem obso-
letas antes que a tecnologia ﬁque madura, ou os recursos ﬁnanceiros estejam disponíveis
para implementação e desenvolvimento. Por estas razões, no desenvolvimento do software
que aplica a metodologia apresentada foi utilizada a linguagem Racket [RACKET 1994].
Na otimização via Evolução Diferencial, pode haver estagnação durante muitas gera-
ções, o que irá conduzir a um grande aumento no tempo do processamento, ou fazer com
que o programa termine precocemente sem atingir a precisão pretendida, por atingir o
número de gerações máximo deﬁnido. Para contornar esta situação, é proposta uma nova
metodologia de desestagnação do processo de otimização. Quando for detectada tal situ-
ação, indivíduos distintos serão criados para explorar melhor o espaço de busca, de modo
a possibilitar o teste de novas combinações e permitir que o algoritmo deixe tal situação.
Para aprimorar a precisão da otimização, é proposta uma metodologia de tratamento
de picos de erros, de modo a suavizá-los, uma vez que será realizada a aproximação de
duas curvas, com quantidade de pontos igual à quantidade de medições experimentais re-
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alizadas. Ela dará oportunidades para soluções mais uniformes se destacarem diminuindo
assim o erro máximo da solução, de forma a aumentar a precisão global.
Também são propostas novas metodologias para veriﬁcação da aproximação polinomial
da função característica do solo e do cálculo da curva de resistividade aparente teórica, de
modo a assegurar a validade da metodologia proposta. As veriﬁcações irão diagnosticar
a presença do problema de Runge e/ou instabilidade na aproximação polinomial, e seu
reﬂexo na curva de resistividade aparente [RUNGE 1901]. Isto será feito incluindo pontos
intermédios e comparando a aproximação com o algoritmo de Sunde [SUNDE 1968].
Quanto maior a discrepância entre o modelo de solo utilizado e o modelo físico exato do
solo desconhecido, maior a distância entre as curvas de resistividade aparente experimental
e teórica. Isto pode ocorrer por diversos fatores, como falhas na medição, formação
irregular do solo, obstáculos como pedras e fendas, o que vai iludir a metodologia de
otimização dos parâmetros do solo, visto que tal erro estará na diferença entre os modelos
e não na metolodologia em si.
Para ﬁns de classiﬁcação de solos desconhecidos, é proposto um procedimento de aná-
lise estatística da metodologia. É realizada uma inferência estatística da metodologia
proposta, aplicando-a em um grupo de controle, composto por solos que são certamente
estratiﬁcados em camadas horizontais. Tem-se assim uma medida da capacidade da meto-
dologia em estratiﬁcar corretamente solos cujo modelo físico exato seja próximo ao modelo
de solo utilizado. Posteriormente, é realizada uma análise para classiﬁcar qualquer amos-
tra de solos quanto à similaridade com o modelo utilizado.
1.3 Apresentação do Trabalho
Este trabalho é dividido nos seguintes capítulos:
• No capítulo 2 é apresentada a linguagem de programação utilizada neste trabalho,
o Racket, abordando suas características;
• Já no capítulo 3 é mostrado como obter a resistividade aparente experimental de
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um solo desconhecido;
• O capítulo 4 aborda o cálculo da resistividade aparente teórica do solo no modelo
multicamada utilizado, com parâmetros conhecidos;
• Por sua vez, o capítulo 5 revisa o método de otimização utilizado, a Evolução Dife-
rencial;
• No capítulo 6 é mostrado o que é computação paralela e como utilizá-la no Rac-
ket, juntamente com alguns testes realizados, além da aplicação desta forma de
computação no método de Evolução Diferencial.
• O capítulo 7 tem como objetivo apresentar a metodologia desenvolvida para obter os
parâmetros de um solo estratiﬁcado em camadas horizontais a partir de dados expe-
rimentais, bem como as metodologias de desestagnação do processo de otimização e
suavização de picos de erros, além da veriﬁcação da aproximação polinomial da fun-
ção característica do solo otimizado e seu reﬂexo no cálculo da curva de resistividade
aparente teórica;
• Os resultados da aplicação da metodologia para diversos estudos de caso realizados
estão no capítulo 8;
• No capítulo 9 é abordada a análise estatística utilizada para avaliar a metodologia
apresentada, juntamente com os testes realizados e a análise de qualquer amostra
de solos;
• Já no capítulo 10 se encontra a conclusão do trabalho, além de trabalhos visados
para o futuro, de modo a aprofundar nesta área de pesquisa.
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Capítulo 2
A Linguagem Racket
Neste trabalho, todos os programas foram codiﬁcados em Racket [RACKET 1994].
Esta linguagem foi inﬂuenciada pelo Scheme, até o padrão R5RS, e pelo LISP, a "lingua
franca"da Inteligência Artiﬁcial, de tal maneira que mantém diversas características destas
linguagens. Dentre elas, destacam-se o cálculo lambda, Read-Eval-Print-Loop (REPL) e
a notação inﬁxa. Criada pela PTC inc., empresa fundada por Matthias Felleisen, era
conhecida até Junho de 2010 como PLT Scheme.
Os termos let over lambda, ambiente léxico salvo ou closure, se referem a um bloco
de código que pode ser passado como argumento para uma função. Basicamente pode
ser entendido como uma dualidade função/ambiente, onde uma outra função retorna
outra função como resultado [HOYTE 2008]. Este aspecto, também presente no Racket,
será muito bem aproveitado, principalmente no uso da computação paralela, tanto nos
elementos criadores quanto nos elementos executores.
Apesar de possuir base na teoria de programação, Racket foi criado para ser utilizado
como uma linguagem para múltiplos propósitos, para produzir software. Deste modo,
trata-se de uma linguagem multiparadigma: Funcional, procedural, modular, orientada a
objetos, lógica, reﬂexiva e de alta-ordem. Ao identiﬁcar partes de um programa onde tal
paradigma se destaca, é possível utilizá-lo para produzir o melhor código possível.
Esta linguagem possui uma biblioteca bastante extensa, que apresenta ferramentas
para desenvolvimento em redes e web, interface com o sistema operacional, expressões
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regulares, uma completa framework de GUI, gráﬁcos, computação paralela, etc. Também
gera executáveis para Windows, Mac OS X e Unix.
Racket é utilizada em projetos e aplicações comerciais. Um exemplo notável é o site
da Hacker News, que executa em Arc, desenvolvido em Racket. A empresa Naughty Dog
utiliza Racket como linguagem de scripting em diversos de seus jogos.
Diversas características interessantes estão presentes no Racket. Uma delas, muito
poderosa, é o sistema de macros, que permite ao usuário ampliar a sintaxe básica. Isto
é possível e fácil porque dados e programas possuem a mesma representação: ambos são
listas. Se o código fonte contém além da aplicação, os macros necessários para processar
a sintaxe utilizada na escrita do código-fonte, a aplicação se torna praticamente imune a
obsolescência [TOBIN-HOCHSTADT et. al. 2011].
Seu sistema modular de primeira ordem permite importação e exportação de extensões
da linguagem, por isto é muito fácil criar e também utilizar bibliotecas confeccionadas por
terceiros. Além disso, o Racket permite ao desenvolvedor programar de maneira tipada e
não tipada, além de mecanismos para unir programas feitos de ambas as maneiras.
Por exemplo, a interface gráﬁca e as estruturas de computação paralela não suportam
programação tipada. Porém, outras funcionalidades suportam, com vantagens. Assim,
de modo a conseguir unir uma aplicação tipada com elementos que não permitem uma
programação tipada, o desenvolvedor pode utilizar os mecanismos de união e veriﬁcação
para ligar os dois programas, e assim conseguir fazer uso das ferramentas que necessita.
O Racket tipado permite uma grande gama de otimizações. Suporta transformações
especializadas de números em ponto ﬂutuante, elimina a redundância do veriﬁcador de
tipos e, com funções especíﬁcas para determinado tipo, aprimora drasticamente a perfor-
mance da aplicação. E utilizando as expressões lambda de forma correta, o aumento na
performance é ainda maior.
A motivação para utilização desta linguagem é o fato de ela gerar códigos binários
rápidos, além de ser simples, objetiva, de modo a aumentar a produtividade, bem como
todas as ferramentas inclusas na própria linguagem, que permite a confecção de um pro-
grama com computação paralela, interface gráﬁca, gráﬁcos, closures e extensa biblioteca
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matemática, com funções especíﬁcas para tipos de números diferentes.
Um arquivo que contém um código em Racket possui o suﬁxo .rkt. Para o desenvolvi-
mento dos programas é utilizada a IDE DrRacket, vide ﬁgura 2.1.
Figura 2.1: Interface da IDE DrRacket
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Capítulo 3
Obtenção da Resistividade Aparente
Experimental do Solo
Na prática, é possível obter a resistividade elétrica aparente experimental ρaE de um
solo desconhecido, com o uso de um terrômetro, como ilustrado na ﬁg. 3.1, sucedido
de alguns cálculos. Este equipamento possui quatro terminais equipados com eletrodos,
sendo dois deles para injeção de corrente C1 e C2, e outros dois para medição de tensão
P1 e P2.
Figura 3.1: Terrômetro Digital de Quatro Terminais
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Em um terreno, deﬁne-se uma direção na superfície do solo, onde os quatro eletrodos
são enterrados, perpendiculamente, em linha reta, separados por uma distância a, como
disposto na ﬁg. 3.2.
Figura 3.2: Medição de Resistência com Terrômetro
Este método foi proposto por Frank Wenner [WENNER 1916], e é o mais preciso para
a medição da resistividade aparente do solo em pequena escala [IEEE Std. 81 2012]. Ele
consiste na injeção de uma corrente I, através do terminal C1, com seu retorno no terminal
C2. Esta corrente passando entre os pontos 1 e 4, produz uma diferença de potencial entre
os pontos 2 e 3, que pode ser obtida subtraindo-se a tensão lida nos terminais P1 e P2.
A distância a utilizada na medição é diretamente proporcional à profundidade alcançada
no solo.
Portanto, de acordo com a Lei de Ohm, ao dividir a diferença de potencial pela corrente
injetada, obtém-se a resistência elétrica do solo R para esta conﬁguração (3.1).
R =
V2 − V3
I
(3.1)
A partir da resistência lida no terrômetro, pode-se calcular a resistividade aparente
experimental do solo ρaE, em função da distância a (3.2).
ρaE(a) = 2 · pi · a ·R (3.2)
Ao variar o espaçamento entre os eletrodos a, realizando a medição da resistência
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através do terrômetro a cada valor de a, e calculando os valores de ρaE(a), é possível
levantar a curva de resistividade aparente experimental do solo. Variando a distância a,
varia-se profundidade alcançada no solo.
Um exemplo do resultado deste processo está disposto a seguir, realizado na Cargill,
em Uberlândia. Nele foram realizadas medições experimentais de resistência, utilizando o
terrômetro, com a ∈ [0.5, 1, 2, 4, 8, 16, 32]. Depois de calculadas as resistividades aparentes
experimentais ρaE(a), vide equação (3.2), os dados foram dispostos na tabela 3.1. Com
estes dados, foi criado o gráﬁco presente na ﬁg. 3.3, ilustrando uma curva de valores
ρaE(a) em relação às distâncias a.
Tabela 3.1: Exemplo de Medição de Resistividade Aparente Experimental
a(m) ρaE(Ω.m)
0.5 125
1.0 182
2.0 251
4.0 275
8.0 239
16.0 268
32.0 376
Figura 3.3: Exemplo de Curva de Resistividade Aparente Experimental
A resistividade aparente elétrica experimental reﬂete diretamente, na prática, o com-
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portamento elétrico do solo [SUNDE 1968]. Assim, o método de otimização se baseará
nesta curva experimental, e ajustará os parâmetros do solo no modelo estratiﬁcado em
camadas horizontais, para que ambos apresentem comportamento elétrico similar.
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Capítulo 4
Cálculo da Resistividade Aparente
Teórica do Solo Multicamada
A partir de um solo já estratiﬁcado é possível, através de uma modelagem matemática,
obter uma expressão da resistividade elétrica aparente teórica ρaT em função da distância
a, onde a é a mesma distância utilizada na abordagem experimental, vide capítulo 3.
Em um solo estratiﬁcado em n camadas horizontais, seus parâmetros são conhecidos:
Número de camadas, bem como as resistividades e espessuras de cada camada:
• Número de camadas ⇒ n;
• Resistividades ⇒ [ρ1,ρ2,...,ρj,...,ρ(n−1),ρn];
• Espessuras ⇒ [h1,h2,...,hj,...,h(n−1),∞];
Assim, considere um potencial elétrico V2, no ponto 2, devido a uma corrente pon-
tual injetada no ponto 1, onde ambos os pontos estão separados por uma distância a, e
presentes na superfície deste solo estratiﬁcado, conforme ﬁg. 4.1.
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Figura 4.1: Solo Estratiﬁcado em Camadas Horizontais
O potencial da superfície, no ponto 2, de um solo estratiﬁcado, pode ser expressado
segundo (4.1) [ORELLANA 1972].
V2 =
I · ρ1
2 · pi ·
∫ ∞
0
Nn(m) · J0(ma)dm (4.1)
Onde ρ1 é a resistividade da primeira camada e J0 é a Função de Bessel de ordem zero
e tipo um. A função característica do solo Nn(m) deﬁne a estrutura do solo, relacionando
as resistividades ρj e espessuras hj, assim como m, que é uma variável auxiliar indepen-
dente. Na verdade, esta variável auxiliar vem da solução da equação de Laplace, sendo
exatamente sua variável de integração.
Ao aplicar o método de Wenner na superfície do solo, vide ﬁgs. 3.2 e 4.1, é possível
calcular a diferença de potencial entre os pontos 2 e 3, devido a uma corrente pontual
injetada no ponto 1 retornada no ponto 4, onde todos os pontos estão separados por uma
distância a, e presentes na superfície deste solo estratiﬁcado, como disposto em (4.2).
V2 − V3 = 2 · I · ρ1
2 · pi ·
∫ ∞
0
Nn(m)[J0(ma)− J0(2ma)]dm (4.2)
Realizando algumas manipulações, e multiplicando por a nos dois lados da equação,
obtém-se (4.3).
2 · pi · a · (V2 − V3)
I
= 2 · ρ1 · a ·
∫ ∞
0
Nn(m)[J0(ma)− J0(2ma)]dm (4.3)
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Aplicando as equações (3.1) e (3.2) no lado esquerdo da equação, pode-se obter a
resistividade aparente teórica do solo em função da distância entre os eletrodos ρaT (a),
com os potenciais da expressão (3.1), já aplicada a uma fonte pontual de corrente em um
solo estratiﬁcado em camadas horizontais, através de (4.4).
ρaT (a) = 2 · ρ1 · a ·
∫ ∞
0
Nn(m)[J0(ma)− J0(2ma)]dm (4.4)
De modo a calcular a resistividade aparente teórica do solo ρaT para uma distância a, é
necessário resolver a integral presente em (4.4). O primeiro passo para isto é encontrar a
função característica Nn(m). De posse dos parâmetros de um solo estratiﬁcado, é possível
obter tal função utilizando o Algoritmo de Sunde [SUNDE 1968] em conjunto com uma
aproximação polinomial da curva característica do solo.
O Algoritmo de Sunde é uma lei de formação que relaciona todas as resistividades ρj
e espessuras hj, vide ﬁg. 4.1, e gera a curva característica do solo. Nele, temos presente
o termo e−2mh1 , onde h1 é a espessura da primeira camada e m representa o mesmo
parâmetro apresentado na equação (4.1).
A variável auxiliar m pertence a um conjunto aberto, tal que 0 < m < +∞. Fazendo
E = e−2mh1 , ter-se-á que 1 > E ≥ 0, onde esta variável E pertence a um conjunto
semiaberto, e portanto, será adotada como uma nova variável em substituição a m.
No Algoritmo de Sunde, encontra-se a variável e−2mhj , para o cálculo de N1(m). De
modo a relacioná-la com E, é feita a manipulação matemática (4.5).
e−2mhj = e−2mh1·
hj
h1 = E
hj
h1 = Erj (4.5)
Onde rj =
hj
h1
.
Assim, para um valor de E, pode-se encontrar o respectivo valor de N1(E) através do
algoritmo de Sunde (4.6).
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Começo
⇓
K(n−1) =
ρ(n−1)−ρn
ρ(n−1)+ρn
N(n−1)(E) =
1−K(n−1)·Er(n−1)
1+K(n−1)·Er(n−1)
 Relaciona asduas camadas inferiores
⇓
Kj =
ρj ·Nj+1(E)−ρ(j+1)
ρj ·Nj+1(E)+ρ(j+1)
Nj(E) =
1−Kj ·Erj
1+Kj ·Erj
 Relaciona ascamadas j+1 e j
⇓
K1 =
ρ1·N2(E)−ρ2
ρ1·N2(E)+ρ2
N1(E) =
1−K1·E
1+K1·E
 Relaciona asduas camadas superiores
⇓
Fim
(4.6)
O valor de N1(E), obtido através do Algoritmo de Sunde, é exatamente o valor da fun-
ção característica Nn(m). Desta maneira, pode-se obter os pontos da curva característica
do solo N1(E), onde 0 ≤ E < 1.
Assim, de modo a obter uma curva N1(E), basta calcular, via Algoritmo de Sunde, para
uma quantidade D de valores de E, os respectivos valores N1(E). Como o objetivo é obter
uma função que represente a curva N1(E), ela pode ser decomposta em um polinômio de
grau D através da equação (4.7).
N1(E) = A0E
0 + A1E
1 + A2E
2 + A3E
3 + ...+ ADE
D (4.7)
Onde A0, A1, ..., AD são os coeﬁcientes do polinômio.
No algoritmo de Sunde (4.6), o caso E = 0 resulta em N1(E) = 1 e, consequentemente,
em A0 = 1. Deste modo, é possível trabalhar apenas com os D últimos valores de A.
Assim, um exemplo de conjunto de valores E pode ser obtido de acordo com (4.8).
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E ∈
{
1
D + 1
,
2
D + 1
,
3
D + 1
, ...,
D − 1
D + 1
,
D
D + 1
}
(4.8)
E a decomposição (4.7) pode ser transformada em (4.9).
N1(E)− 1 = A1E1 + A2E2 + A3E3 + ...+ ADED (4.9)
Aplicando o algoritmo de Sunde para D valores de E, D expressões resultantes de (4.9)
são deﬁnidas em (4.10).
N1(E1)− 1 = A1E11+A2E21 + ...+ ADED1
N1(E2)− 1 = A1E12+A2E22 + ...+ ADED2
N1(E3)− 1 = A1E13+A2E23 + ...+ ADED3
...
N1(ED)− 1 = A1E1D+A2E2D + ...+ ADEDD
(4.10)
Utilizando notação matricial, é possível representar (4.10) como (4.11).
 E
(DxD)
 ·
 A
(Dx1)
 =
N1 − 1
(Dx1)
 (4.11)
De posse de todos os D valores de Ei e dos respectivos valores de N1(Ei), as expressões
(4.10) e (4.11) representam um sistema de D equações e D incógnitas. Resolvendo o sis-
tema, obtém-se os valores dos coeﬁcientes do polinômio, conjunto [1, A1, A2, ..., Ai, ..., AD].
Deste modo, obtém-se a função polinomial que representa a função característica do solo
(4.12).
Nn(m) = N1(E) = 1 +
D∑
i=1
(Ai · Ei) (4.12)
A curva N1(E) ou Nn(m), em (4.12), caracteriza o solo estratiﬁcado. Nela estão embu-
tidos todos os parâmetros deste solo, ou seja, o número de camadas, com a resistividade
e espessura de cada camada.
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Para um determinado polinômio de grau D, é possível calcular o erro de aproximação e
veriﬁcar a presença do fenômeno de Runge [RUNGE 1901], via metodologia de veriﬁcação,
seção 7.4. Caso a precisão não esteja satisfatória ou houver instabilidade, pode-se repetir
o procedimento utilizando uma quantidade diferente de valores de E, e consequentemente
um polinômio de outro grau.
Substituindo Nn(m) de (4.12) na expressão (4.4), chega-se a (4.13).
ρaT (a) = 2 · ρ1 · a ·
∫ ∞
0
[1 +
D∑
i=1
(Ai · Ei)] · [J0(ma)− J0(2ma)]dm (4.13)
Um termo genérico da somatória em (4.13) pode ser escrito como (4.14).
2 · ρ1 · a ·
∫ ∞
0
[Ai · Ei] · [J0(ma)− J0(2ma)]dm (4.14)
Para auxiliar, será usada a solução analítica, já conhecida, da integral que relaciona a
exponencial com a Função de Bessel (4.15).
∫ ∞
0
J0(mx)e
−mydm =
1√
x2 + y2
(4.15)
Lembrando que E = e−2mh1 , a integral em (4.14) pode ser resolvida através de (4.15),
resultado em (4.16)
2 · ρ1 · a · Ai ·
[
1√
4 · h21 · i2 + a2
− 1√
4 · h21 ∗ i2 + 4a2
]
(4.16)
Aplicando o resultado encontrado em (4.16) na equação (4.13), e realizando algumas
manipulações algébricas, obtém-se (4.17).
ρaT (a) = ρ1 ·
1 + 2
D∑
i=1
Ai · 1√
4 · (h1
a
)2 · i2 + 1 −
1
2 ·
√(
h1
a
)2 · i2 + 1
 (4.17)
Organizando a expressão (4.17), tem-se a expressão ﬁnal (4.18).
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ρaT (a) = ρ1 · [1 + 2
D∑
i=1
(Ai · Si(a))] (4.18)
O termo Si(a) pode ser calculado a partir da equação (4.19).
Si(a) =
1√
4 · (h1
a
)2 · i2 + 1 −
1
2 ·
√(
h1
a
)2 · i2 + 1 (4.19)
Portanto, Ai (4.18) é o coﬁciente do expoente i da função polinomial que representa a
função característica do solo N1(E) (4.12).
Deste modo, pode-se calcular a resistividade aparente teórica em função da distância
dos eletrodos ρaT (a), de um solo estratiﬁcado em camadas horizontais com parâmetros
conhecidos.
De posse dos parâmetros do solo estratiﬁcado, e com o uso das mesmas distâncias entre
os eletrôdos a do capítulo 3, é possível obter uma curva de resistividade elétrica aparente
teórica, análoga à curva de resistividade elétrica aparente experimental.
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Capítulo 5
Evolução Diferencial
Algoritmos de otimização evolucionários são métodos heurísticos, utilizados em pro-
blemas onde soluções analíticas e algoritmos exatos são incapazes de prover soluções ou
alternativas satisfatórias. Problemas que envolvem otimização global são recorrentes por
toda a comunidade cientíﬁca.
Em geral, o propósito é otimizar alguma propriedade de um sistema. Normalmente,
uma função objetivo, que realizará a avaliação das soluções, é projetada, e utilizada
para escolher seus parâmetros de forma apropriada, obedecendo uma heurística pré-
determinada. Tanto o cálculo do erro quanto o do ﬁtness são particulares ao problema.
A ﬁg. 5.1 ilustra, de maneira genérica, o funcionamento de um método de otimização
utilizando algoritmo evolucionário. Ao seu ﬁm, o indivíduo que possuir as propriedades
mais próximas dos dados empíricos é escolhido como solução.
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Figura 5.1: Procedimento de Otimização
O principal problema de qualquer algoritmo evolucionário é a deﬁnição de uma função
objetivo. Isto requer a geração de dados a partir de um processo empírico, geração de
dados a partir das soluções apresentadas, e ﬁnalmente a comparação entre estes dados, o
que permite o discernimento entre o término e a continuação do processo de otimização.
Para isto, é necessário deﬁnir qual o erro máximo desejado W , bem como a quantidade
de gerações máxima a ser executada C, presentes na condição de parada, vide ﬁg. 5.1.
Uma condição de parada, é que o erro do melhor indivíduo esteja dentro do máximo
desejado. A cada procedimento de otimização, uma geração é criada. Assim, mesmo que
o erro não seja alcançado, a quantidade de gerações é limitada para a otimização não
ocorrer indeﬁnidamente.
Através de pesquisas acerca do estado da arte, em busca de metodologias de otimi-
zação melhores, e também aproveitando o conhecimento adquirido nas disciplinas da
pós-graduação, concluiu-se que o método de Evolução Diferencial seria utilizado neste
trabalho, pelos predicados que possui, para otimizar os parâmetros de um solo horizon-
talmente estratiﬁcado. No capítulo 8, estão presentes estudos de caso comparando esta
metodologia com outras realizadas em pesquisas anteriores.
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Diversas pesquisas foram realizadas com o intuito de comparar o método de Evo-
lução Diferencial com outras meta-heurísticas e algoritmos de otimização, tanto pelos
criadores [STORN e PRICE 1997] [PRICE et. al. 2005], como em pesquisas posterio-
res [VESTERSTROM e THOMSEN 2004] [PANDURO et. al. 2009] [DEB et. al. 2011],
onde se mostrou superior em termos de performance e simplicidade.
Evolução Diferencial é um algoritmo evolucionário simples e direto, porém muito po-
deroso, com o objetivo de realizar otimização global. Foi introduzido inicialmente por
Storn e Price [STORN e PRICE 1997].
A simplicidade foi o aspecto que mais chamou a atenção, pois, com poucos parâme-
tros deﬁnidos, este método ﬁca mais amigável para a construção de uma aplicação a ser
utilizada por usuários leigos em Inteligência Artiﬁcial.
Mesmo que a velocidade de processamento não seja o fator mais importante neste
trabalho, algumas pesquisas concluíram que este poderoso método supera diversos ou-
tros métodos de otimização [STORN e PRICE 1997] [PRICE et. al. 2005], inclusive os
métodos de Algoritmos Genéticos (GA) e Otimização por Enxame de Partículas (PSO)
[VESTERSTROM e THOMSEN 2004] [DEB et. al. 2011] [PANDURO et. al. 2009], po-
dendo ainda ser aprimorado e ter sua performance melhorada, seja modiﬁcando seus
parâmetros [BREST et. al. 2006], ou aperfeiçoando seu algoritmo [SUN et al. 2012].
Abaixo estão algumas características do método de Evolução Diferencial:
• Capacidade de lidar com funções custo não-lineares, não-diferenciáveis e multimo-
dais;
• Performance aprimorável com o uso da computação paralela, de modo a utilizar todo
o potencial das máquinas atuais. Esta característica será explorada no capítulo 6;
• Poucas variáveis de controle, cujos valores são ajustados de maneira relativamente
simples;
• Auto-ajuste do passo de adaptação. Conforme a população converge, os passos
são cada vez menores, pois a mutação é baseada na diferenciação dos genes dos
indivíduos;
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• Bons resultados na convergência para um mínimo global, segundo pesquisas anteri-
ores.
Conforme a ﬁg. 5.1, o método de Evolução Diferencial é executado na etapa de Oti-
mização das Amostras, quando a condição de parada não é alcançada. A ﬁg. 5.2 ilustra
como ocorre a otimização de um indivíduo/população via Evolução diferencial.
Figura 5.2: Procedimento de Evolução Diferencial
Este procecimento é feito para a população. Ao ﬁnal do processamento de todos os
indivíduos de uma população, uma geração de evolução é concluída. Note que cada
indivíduo evolui de maneira singular, independente de outros, sempre baseado na geração
atual. Nas seções a seguir serão detalhadas as etapas do método de Evolução Diferencial
[PRICE et. al. 2005].
5.1 Parâmetros de Controle
Uma das vantagens apresentadas pelo método de Evolução Diferencial é a sua sim-
plicidade, necessitando de poucos parâmetros de controle, deﬁnidos pelo usuário, para
funcionar de forma satisfatória. Abaixo, segue uma lista com estes parâmetros:
• P: Fator de perturbação, tal que 0 ≤ P ≤ 1;
• Cr: Probabilidade de cruzamento, tal que 0 ≤ Cr ≤ 1;
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• NP: Tamanho da população, tal que NP > 6, para contemplar as estratégias de
mutação;
Por indicação de Storn e Price, os valores otimizados destes parâmetros de controle
são:
• P ∈ [0.5, 1.0];
• Cr ∈ [0.8, 1.0];
• NP ≥ 10 · C;
Onde C é a quantidade de genes de um indivíduo da população.
5.2 Cálculo do Fitness
Logo após ser constatado que a condição de parada não foi alcançada, a evolução
basear-se-á na população de uma geração g. A partir de uma função objetivo, com base
na comparação com a propriedade desejada, deﬁnida especiﬁcadamente para uma proble-
mática, todos os indivíduos da população da geração g devem ter seu ﬁtness calculado.
Neste trabalho, a função que calcula tal ﬁtness está deﬁnida em (7.4).
A notação Xn,g representa um indivíduo da população, onde n é o seu índice na po-
pulação, e g sua geração. Assim, depois de ser calculado o ﬁtness de cada indivíduo, o
resultado desta etapa será os pares indivíduo/ﬁtness. Abaixo segue um exemplo para uma
população de tamanho t.
Indivíduos da População
X1,g, X2,g, X3,g, ..., Xt−1,g, Xt,g
⇓
Fit(X1,g), F it(X2,g), F it(X3,g), ..., F it(Xt−1,g), F it(Xt,g)
Fitness da População
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Durante o processo de Evolução Diferencial, todos os indivíduos serão evoluídos. Assim,
o indivíduo alvo da evolução possuirá notação Xi,g, onde 1 ≤ i ≤ t, de modo a abranger
a população.
Dependendo da estratégia de Evolução diferencial utilizada, vide seção 5.3, é impor-
tante conhecer qual o melhor indivíduo da população de uma geração g, i.e, o indivíduo
com o maior ﬁtness, uma vez que ele poderá ser utilizado no processo de mutação.
5.3 Estratégias Possíveis
De modo a facilitar a identiﬁcação das principais variantes da Evolução Diferencial, a
notação DE/m/d/c será utilizada, onde:
• m: Especiﬁca a estratégia de mutação;
• d: Determina quantas diferenças serão realizadas na etapa de mutação;
• c: Indica a modalidade de cruzamento realizado.
5.4 Mutação
Realizada após o cálculo da habilidade, a mutação tem como objetivo gerar um indi-
víduo mutante, cuja notação é Mi,g, onde i é o índice do indivíduo alvo da evolução.
Este indivíduo mutante, em uma próxima etapa, realizará um cruzamento com o indiví-
duo alvo da evolução Xi,g. Para isto, é realizado um processo que dependerá da estratégia
escolhida. A seguir serão detalhados os procedimentos para a obtenção do indivíduo
mutante.
5.4.1 Seleção dos Participantes
A quantidade de participantes a ser selecionada varia de acordo com a estratégia uti-
lizada, e todos os indivíduos envolvidos devem ser mutuamente exclusivos.
Abaixo segue uma lista com a identiﬁcação dos participantes para uma geração g:
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• Xi,g: Representa o indivíduo alvo da Evolução Diferencial;
• Xry,g: Representa um participante escolhido de maneira aleatória, onde onde ry é
um número natural e nunca igual a i;
• Xbest,g: Representa melhor indivíduo da população sem o indivíduo alvo.
Na descrição das estratégias, a quantidade de indivíduos a ser selecionada aleatóri-
amente é igual a max(y) + 1. Além disso, todos os indivíduos utilizados devem ser
mutuamente exclusivos.
5.4.2 Diferenciação e Perturbação
O processo de mutação no método de Evolução Diferencial ocorre por diferenciação
e perturbação, podendo ocorrer 1 ou 2 diferenciações. Assim, por quantidade de dife-
renciações, ter-se-á as estratégias DE/m/1/c e DE/m/2/c. Abaixo, neste trabalho, são
detalhadas as estratégias de mutação Rand, Best e Target-to-Best.
O que ocorre é a diferenciação de um ou dois pares de participantes, vide seção 5.4.1,
que é a subtração de seus cromossomos correspondentes, seguida de uma perturbação por
um fator P , vide seção 5.1, que é a multiplicação da diferença por este fator.
Após isto, serão somados os resultados destas operações com o participante alvo da
mutação. Esta soma é realizada também por cromossomos correspondentes. O resultado
da mutação será um indivíduo mutante Mi,g. Abaixo segue uma descrição das estratégias
de Evolução Diferencial, no formato DE/m/d/c:
• DE/Rand/1/c: Mi,g = Xr0,g + P (Xr1,g −Xr2,g)
• DE/Rand/2/c: Mi,g = Xr0,g + P (Xr1,g −Xr2,g) + P (Xr3,g −Xr4,g)
A estratégia Rand utiliza somente indivíduos aleátórios mutuamente exclusivos em sua
composição, tanto na(s) diferenciação(ões) como no alvo da mutação.
• DE/Best/1/c: Mi,g = Xbest,g + P (Xr0,g −Xr1,g)
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• DE/Best/2/c: Mi,g = Xbest,g + P (Xr0,g −Xr1,g) + P (Xr2,g −Xr3,g)
A estratégia Best também utiliza indivíduos aleátórios mutuamente exclusivos na(s)
diferenciação(ões). Porém, o alvo da mutação é o melhor indivíduo Xbest,g, i.e., aquele
com o maior ﬁtness.
• DE/Target-to-Best/1/c: Mi,g = Xi,g + P (Xbest,g −Xr0,g)
• DE/Target-to-Best/2/c: Mi,g = Xi,g + P (Xbest,g −Xi,g) + P (Xr0,g −Xr1,g)
Já a estratégia Target-to-Best tem como indivíduo alvo da mutação o indivíduo alvo
da evolução Xi,g, e como base, na diferenciação, o melhor indivíduo Xbest,g, como se o
indivíduo alvo fosse mutar em direção ao melhor. Na estratégia com duas diferenciações,
o indivíduo alvo da evolução entra na primeira diferenciação.
5.5 Cruzamento
Após a etapa de mutação ser concluída, um indivíduo mutante Mi,g é gerado. Nesta
etapa, é realizado o cruzamento entre o indivíduo alvo da Evolução Diferencial Xi,g,
e o respectivo indivíduo mutante Mi,g, resultando em um indivíduo evoluído Ei,g. A
probabilidade de cruzamento Cr, um parâmetro de controle, serve para saber se ocorrerá
ou não o cruzamento.
Nas seções a seguir serão detalhadas as estratégias de cruzamento exponencial e bino-
mial, com notação DE/m/d/Exp e DE/m/d/Bin respectivamente.
5.5.1 Cruzamento Exponencial
O cruzamento binomial, cuja notação é DE/m/d/Exp, é uma modalidade de cruza-
mento em um único ponto. Para cada gene do indivíduo, um número aleatório rand é
gerado, tal que 0 ≤ rand ≤ 1.
Ao cruzar os indivíduos, analisando um gene por vez, enquanto rand ≤ Cr, o cruza-
mento acontece, e o indivíduo Ei,g será composto por genes do indivíduo mutante Mi,g.
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Uma vez que rand > Cr, todos os outros cromossomos de Ei,g serão oriundos de Xi,g, e
não há mais sorteio de número aleatório rand.
Do ponto onde rand > Cr para trás, todos os cromossomos do indivíduo evoluído Ei,g
são oriundos do indivíduo mutante Mi,g. A partir deste ponto, todos os cromossomos
de Ei,g são oriundos do indivíduo alvo da mutação Xi,g, não havendo outra conﬁguração
possível.
Caso no primeiro sorteio rand > Cr, o indivíduo evoluído Ei,g será Mi,g. Porém, caso
nunca aconteça de rand > Cr, Ei,g será Xi,g. A ﬁg. 5.3 ilustra o cruzamento binomial.
Figura 5.3: Cruzamento Exponencial
5.5.2 Cruzamento Binomial
O cruzamento exponencial, conhecido como estratégia DE/m/d/Bin, é uma modali-
dade de cruzamento multiponto. Para cada cromossomo analisado, um número aleatório
rand é gerado, tal que 0 ≤ rand ≤ 1. Ao cruzar os indivíduos, todos os cromossomos
são processados, um por vez, independente do valor de rand, diferente do cruzamento
binomial.
Para cada cromossomo, se rand ≤ Cr, o cruzamento acontece, e o indivíduo Ei,g terá
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aquele cromossomo oriundo deMi,g. Caso contrário, se rand > Cr, o referido cromossomo
de Ei,g será oriundo de Xi,g.
Ao contrário do cruzamento binomial, esta modalidade permite a mudança da origem
dos cromossomos em diversos pontos, resultando em uma maior diversidade de indivíduos
gerados a partir deste procedimento de cruzamento. A ﬁg. 5.4 ilustra o cruzamento
exponencial.
Figura 5.4: Cruzamento Binomial
5.6 Seleção por Fitness
Na última etapa, a de Seleção, para cada índice, os respectivos indivíduos original e
evoluído irão lutar por um lugar na geração futura. Será escolhido quem possuir o melhor
ﬁtness. Assim, para que este processo de seleção aconteça, deve-se calcular o ﬁtness de
todos os indivíduos evoluídos En,g, vide seção 5.2.
Com o ﬁtness dos indivíduos da geração atual Xn,g e das suas respectivas evoluções
En,g, o indivíduo Xn,g+1, que fará parte da próxima geração, em caso de maximização do
ﬁtness, é deﬁnido por (5.1). Caso o objetivo seja minimização do ﬁtness, troque o sinal
de maior (>) por menor (<).
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Xn,g+1 =

En,g se Fitness(En,g) > Fitness(Xn,g)
Xn,g senão
(5.1)
Abaixo segue um exemplo para uma população de tamanho t.
População da geração g
X1,g, X2,g, X3,g, ..., Xt−1,g, Xt,g
⇓
X1,g+1, X2,g+1, X3,g+1, ..., Xt−1,g+1, Xt,g+1
População da geração g+1
Este processo anula a necessidade de um processo de elitismo, como presente no Algo-
ritmo Genético, pois a melhor solução nunca será perdida. Ela será substituída apenas se
for encontrada outra solução melhor.
5.7 Considerações Finais
Através do procedimento de otimização, realizado pelo método de Evolução Diferencial,
os indivíduos são otimizados de modo que, a cada geração, uma população com indivíduos
melhores e mais próximos da solução do problema tende a ser gerada.
Tal meta-heurística será crucial para que seja possível encontrar, dentro de uma mar-
gem de erro, o solo estratiﬁcado correspondente ao solo desconhecido, objetivo deste
trabalho,
Informações da Evolução Diferencial aplicadas a este trabalho, tais como tamanho do
indivíduo, tipo do gene, tratamento de indivíduos inválidos, tamanho da população e
função objetivo, estão presentes no capítulo 7.
Como a Evolução Diferencial é um procedimento altamente paralelizável, no capítulo
6 é detalhado como será realizada esta paralelização, de modo a aprimorar a performance
deste método de otimização nas máquinas atuais.
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Capítulo 6
Computação Paralela
Computação paralela é uma forma de computação em que há processamento de dados,
instruções ou tarefas distintas simultaneamente, por diferentes núcleos de processamento
[ALMASI e GOTTLIEB 1989]. É operado sob o princípio de que grandes problemas
geralmente podem ser divididos em problemas menores, que então são resolvidos concor-
rentemente, ou seja, em paralelo [ADVE et al. 2008].
Entre 1980 e 2004, o aumento da frequência foi o principal recurso para melhorar o
desempenho dos computadores. Com uma maior frequência de processamento, gasta-
se menos tempo para processar cada instrução, aumentando assim a performance do
computador [HENNESSY e PATTERSON 2002]. Devido a diminuição da razão entre o
aumento da performance e o custo, além da crescente preocupação do consumo de energia
por parte dos computadores, máquinas dotadas de múltiplos núcleos de processamento
tornaram-se dominantes no mercado a partir de 2004. Com isso, a computação paralela
passou a ser cada vez mais popular.
O ganho de performance depende muito da estratégia utilizada e da porcentagem do
programa que é paralelizável. Quanto maior for a parte do programa possível de ser pa-
ralelizada, maior o ganho de performance por este tipo de estratégia [AMDAHL 1967]
e [GUSTAFSON 1988]. Porém, a computação paralela também apresenta desvantagens.
Para usar múltiplos núcleos de processamento ou computadores simultaneamente há um
custo (memória, comunicação, entre outros), e dependendo da situação pode não com-
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pensar pagar.
Deve ser levado em consideração que, para permitir o processamento simultâneo de di-
versos fragmentos, devem ser criadas entidades, que serão estudadas posteriormente. Para
manter estas entidades é preciso memória, independente da arquitetura utilizada (mul-
tiprocessador ou multicomputador). Além disso, para que informações sejam trocadas
entre estas entidades há o custo da comunicação [GRAMA et al. 2003].
Além dos custos computacionais, programas que utilizam o recurso da computação pa-
ralela são mais difíceis de programar que programas sequenciais. Isto acontece, pois a con-
corrência introduz diversas novas variáveis ao contexto, como a condição de corrida, além
de potenciais defeitos, como deadlocks1 e starvation2 [PATTERSON e HENNESSY 1998].
A computação paralela será tratada neste trabalho somente como uma ferramenta,
que possibilitará o uso do potencial das máquinas atuais, quando executarem o método de
Evolução Diferencial. Além disso, todos os experimentos envolvendo computação paralela
serão realizados em uma máquina, dotada de múltiplos núcleos de processamento, com o
objetivo de aprimorar a performance da aplicação. Conteúdo adicional é somente para
informação do leitor.
6.1 Condições Para Uso de Computação Paralela
Além da arquitetura do hardware, também é necessário analisar o programa em que se
deseja utilizar a computação paralela. Considere P1 e P2 como processos que executem
fragmentos de um programa, com entradas I1 e I2, e saídas O1 e O2, respectivamente.
Segundo [BERNSTEIN 1966], quando os dois fragmentos de um programa satisfazem
certas condições, chamadas de condições de Bernstein, eles são independentes e podem
ser executados em paralelo. De maneira simpliﬁcada, as condições são as seguintes:
• Independência de ﬂuxo (I2 ∩ O1 = ∅): Um fragmento não pode produzir um
1Situação desastrosa, onde um processo de um programa precisa de um determinado recurso que está
com outro, e este outro precisa do recurso do primeiro para continuar, assim travando a execução.
2Quando um processo nunca é executado, pois processos de prioridade maior sempre o impedem de
ser executado.
42
resultado que será utilizado por outro fragmento;
• Independência de variáveis (I1 ∩ O2 = ∅): Um fragmento não pode necessitar,
para sua execução, que uma variável seja preenchida por outro fragmento;
• Independência de saída (O1∩O2 = ∅): As saídas de diferentes fragmentos devem
ser independentes. Porém, quando duas saídas escrevem em um mesmo local, a saída
ﬁnal deve vir do fragmento que terminou sua execução por último.
Existem diversos tipos de paralelismo, mas o paralelismo a nível de dado é o mais
utilizado para aplicações cientíﬁcas e de engenharia. Ele está inerente a laços de repetição,
focando em distribuir o dado por diferentes nós computacionais, para serem processados
em paralelo [CULLER et al. 1999].
6.2 Modelos de Programação Paralela no Racket
Linguagens de programação, bibliotecas, API e modelos foram criados para desenvol-
ver programas que utilizam computação paralela. Diversas abordagens foram estudadas,
dentre elas: Multiplexação, multi-processos, e multi-threads [DAVIS et al. 2004]. Em
Racket, a utilização pura de threads permite a programação concorrente, em um proces-
sador. Porém, a computação paralela não pode ser utilizada por esta aborgadem. Deve-se
utilizar Futures [SWAINE et. al. 2010] ou Places [TEW et. al. 2011].
Racket Futures é uma abordagem de paralelização incremental de sistemas de execução,
e pode ser utilizada de maneira simples, para processar diversos sistemas de execução
sequenciais em paralelo, com o uso de máquinas virtuais. Ela provê o uso da computação
paralela em processadores com múltiplos núcleos com um esforço muito pequeno, quando
comparado a abordagem convencional.
No entanto, o nível de paralelismo com Futures é ideal para sistemas onde não haja
sincronização ou alocações em paralelo, uma vez que quem deﬁne como será realizado o
paralelismo é o próprio Racket. Assim, a gama de aplicações com computação paralela
em Racket Futures é limitada, se restringindo à operações seguras e sem sincronismo.
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A implementação atual no Racket é melhor para operações numéricas, como algoritmos
matemáticos, dentre outros.
Isto acontece pois, quando é detectada uma tentativa de realização de uma operação
muito complexa ou insegura, ou quando há muitas alocações, o Racket decide não realizar
tais operações em paralelo, mesmo que isto seja possível. No entanto, com o uso de
uma ferramenta presente no próprio Racket, chamada linha do tempo de execução, vide
ﬁg. 6.1, é possível prever se a aplicação será ou não paralelizada com sucesso utilizando
Futures, através de uma simulação temporal de sua execução [SWAINE et. al. 2012].
Figura 6.1: Linha do Tempo de Execução - Fonte: [SWAINE et. al. 2012]
Analisando a aplicação a ser paralelizada e, por veriﬁcar necessidade de sincronização
a cada geração processada, Racket Futures não se mostra como uma boa alternativa para
paralelizar o algoritmo de Evolução Diferencial, devido à complexidade do algoritmo,
e também ao desejo de um controle maior sobre a computação paralela. Assim, esta
alternativa foi descartada.
A outra alternativa, denominada Racket Places, cria uma nova instância separada da
máquina virtual do Racket, denominada place. Diversas places podem ser criadas dentro
de uma mesma máquina. Cada instância pode ser executada em paralelo a outras places
e ao processo principal. Todo o poder da linguagem Racket está disponível em cada place.
Esta abordagem permite uma construção mais customizada dos elementos que executarão
em paralelo, ao contrário dos Futures.
Nesta arquitetura, cada place possui seu próprio espaço de endereçamento dentro de
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uma única máquina. Assim, todos os módulos de código executados, bem como os dados,
são carregados separadamente em cada place. A coleta de lixo também é feita indivi-
dualmente. Uma representação das places dentro de um processo Racket está na ﬁg.
6.2.
Figura 6.2: Places dentro do Processo - Fonte: [TEW et. al. 2011]
A comunicação entre places é feita somente por passagem de mensagem, via canais
de comunicação bidirecionais, por funções que garantem a segurança e a independência
das computações em paralelo. Para isto, somente dados imutáveis podem ser envia-
dos/recebidos através destes canais.
Porém, ao contrário de outras estruturas de passagem de mensagem, o canal de uma
place suporta o envio e recebimento de dados estruturados, incluíndo valores booleanos,
números, caracteres, símbolos, string de variados tipos, tuplas, listas, vetores, estruturas
customizadas, etc. Endereços de places também podem ser enviados através dos canais de
comunicação, permitindo ao programa possuir topologias de comunicação customizadas,
variando de acordo com a criatividade e necessidade do desenvolvedor. Somente valores
de alta ordem, e.g. funções, não podem ser enviados através destes canais, por serem
valores mutáveis.
Uma arquitetura de passagem de mensagens, com elementos que possuem espaço de
endereçamento exclusivo, é mais fácil ser utilizada do que arquiteturas que usam memória
compartilhada por diversas entidades. Além de evitar problemas criados por esta memória
compartilhada, fazendo necessário o uso de mecanismos de controle e gerenciamento de
memória, a comunicação por passagem de mensagens deixa o desenvolvedor mais focado
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na comunicação e transmissão de dados, minimizando os possíveis problemas, permitindo
uma escalabilidade maior da aplicação.
Os canais de comunicação são assíncronos, ou seja, enviam mensagem e continuam a
executar suas tarefas, de forma que o remetente não precise sincronizar com o destinatário.
Somente o recebimento ou espera da mensagem que é uma instrução síncrona.
Por todos os seus recursos e características, além da facilidade em se adaptar ao método
de Evolução Diferencial, a Racket Places foi a abordagem escolhida para a computação
paralela. Neste trabalho será realizada a computação paralela em uma máquina mul-
tiprocessada, entre seus núcleos de processamento, utilizando somente a memória desta
máquina.
Com a estratégia deﬁnida, serão detalhadas as ferramentas que permitirão a criação e
manipulação das Racket Places. Abaixo segue a descrição das funções que serão utilizadas
para implementar o paralelismo do método de Evolução Diferencial:
(place ch func) Cria uma place e retorna o canal de comunicação bidirecional dela.
Toda a passagem e recebimento de mensagem deve utilizar este canal. Dentro da
função func a referência do canal é ch;
(place-channel-put ch msg) Envia uma mensagem msg para um canal ch;
(place-channel-get ch) Recebe uma mensagem de um canal ch. Bloqueia a execução
da place ou processo principal até que uma mensagem seja recebida.
Ao utilizar Racket Places, elas irão executar em paralelo, caso hajam núcleos de pro-
cessamento disponíveis para isto. Assim, é importante as places para receber mensagens e
realizar seu trabalho. A arquitetura da aplicação paralela, i.e., quem aguarda ordem para
realizar um trabalho, quem informa quando um trabalho deve ser realizado, é totalmente
customizável. Um exemplo completo do uso das Racket Places para realizar computação
paralela, com detalhamento e testes, é mostrado na próxima seção.
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6.3 Problematização: Identiﬁcação de Números Primos
De modo a testar o ganho de performance e ilustrar o conceito de computação para-
lela, é proposto o seguinte problema: Encontrar todos os números primos entre 2 e um
determinado número.
Os números primos, e as suas propriedades, foram pela primeira vez estudados extensi-
vamente pelos antigos matemáticos Gregos. Entende-se por número primo, todo número
cujo o resto da divisão dele por 1(um) ou por ele mesmo é igual a 0(zero). Um algoritmo
bem simples para saber se um número é primo é o seguinte:
Defina q = 2
Loop
Se q < número, faça
Se (número % q) == 0, faça
O número não é primo, retorne falso
Caso contrário, faça
q = q + 1
Retorne para Loop
Caso contrário, faça
O número é primo, retorne verdadeiro
Fim Loop
Sabendo identiﬁcar quais números são primos, basta construir uma outra função que
executa o algoritmo acima para cada valor em um intervalo, colocando em uma lista os
números identicados como primos. Um algoritmo para executar esta tarefa é o seguinte:
Dados: nini = limite inicial
nfin = limite final
Defina i = nini
res = lista de resultado
Loop
Se i <= nfin, faça
Se i for primo, faça
Coloque i dentro de res
i = i + 1
Retorne para Loop
Fim Loop
Retorne a lista res
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O problema de encontrar todos os números primos em um intervalo, de maneira se-
quencial, é resolvido por este algoritmo. Neste caso, cada número é testado individual e
independentemente. Porém, para testar e ilustrar a computação paralela utilizando Rac-
ket Places, podemos dividir estes números em grupos, e realizar identiﬁcações em paralelo,
de acordo com a capacidade do hardware.
6.3.1 Divisão do Intervalo Numérico
Com um grupo de números a serem identiﬁcados, é possível fazer uso da computação
paralela, a nível de dado, de maneira bem simples. Basta dividir um intervalo grande
em grupos menores, já que um número não depende de outros para ser identicado como
primo. Porém, algumas considerações devem ser feitas:
• Todo número primo par será identiﬁcado como não primo em um tempo muito
pequeno, comparado aos demais;
• Números primos muito grandes tendem a demorar muito mais tempo para serem
identiﬁcados do que números primos pequenos.
Assim, visto que o que importa nesta seção é mensurar ganho de performance e não o
tempo geral, o algoritmo de identiﬁcação de números primos será modiﬁcado, de forma a
balancear os tempos de identiﬁcação entre todos os números:
Defina q = 2
primo? = false
Loop
Se q < número, faça
Se (número % q) != 0, faça
primo? = true
q = q + 1
Retorne para Loop
Caso contrário, faça
Retorne primo?
Fim Loop
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Mesmo que um número seja identiﬁcado como não primo, todo o espectro de números
entre 2 e o número a ser identiﬁcado será processado, cumprindo com o objetivo de
balancear os tempos de execução.
Caso, em uma situação hipotética, o intervalo de números [2, 10000] fosse diretamente
dividido em dois, [2, 5001] e [5002, 10000], o primeiro grupo teria um tempo de execução
muito menor que o segundo. Isto afetaria o comportamento da computação paralela,
pois o tempo de execução total é sempre igual ao tempo de execução do fragmento que
despendiou mais tempo. Durante algum tempo, somente um dos grupos seria processado,
enquanto o outro já teria seus resultados gerados.
Assim, para prevenir este problema e permitir que os grupos tenham um tempo de
execução similar, de modo a distribuir a carga entre os núcleos de processamento, é
importante que na divisão dos números a magnitude seja levada em consideração.
Para isto, a divisão dos grupos será feita em rodadas, onde cada número é atribuído a
um grupo por vez até que a totalidade dos números seja distribuída, conforme algoritmo
a seguir:
Defina q = 2
grupos = número de núcleos de processamento
i = 1
Loop
Se q <= número, faça
Atribua q ao grupo i
Se i == grupos, faça
i = 1
Caso contrário, faça
i = i + 1
Retorne para Loop
Caso contrário, faça
Retorne os grupos devidamente divididos
Fim Loop
Abaixo se encontra um exemplo da execução deste algoritmo, realizada no intevalo
[2, 20], dividido em 4 (quatro) grupos. Observe as listas com os números a serem identi-
ﬁcados por cada place.
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> (grupos 20 4)
'((2 6 10 14 18) (3 7 11 15 19) (4 8 12 16 20) (5 9 13 17))
Com o intervalo numérico dividido em grupos, na próxima seção será abordada a rotina
do sistema para processar estes grupos em paralelo.
6.3.2 Rotina do Sistema
Uma vez que os grupos de números a serem identiﬁcados foram deﬁnidos, deve-se deﬁnir
qual será a rotina do sistema para realizar a tarefa toda, distribuindo o trabalho realizado.
Antes de delegar tarefas às places, que realizam o trabalho em paralelo, estas devem ser
criadas. No momento da criação, obtém-se seus canais de comunicação, por onde serão
enviados os grupos de números a serem identiﬁcados. Uma visão geral do sistema está
disposta na ﬁg. 6.3.
Figura 6.3: Visão Geral da Aplicação de Identiﬁcação de Números Primos Paralelizada
Assim, no início da aplicação, são criadas as places e enviados a elas os respectivos
grupos de números. Neste exato momento, as places são requisitadas para executarem sua
rotina de trabalho. De posse do seu grupo, cada uma realiza a identiﬁcação dos números
sob sua responsabilidade, enviando o resultado posteriormente ao processo principal.
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Enquanto as places não terminarem seu trabalho, o processo principal aguarda o re-
cebimento dos dados, e é bloqueado enquanto todas as places não enviarem os números
primos identiﬁcados (execução síncrona, etapa em cinza). Assim que estes elementos são
recebidos, o processo principal volta a ser executado, mostrando a totalidade dos números
que são primos, concatenando as informações recebidas pelas places.
6.3.3 Rotina de Trabalho da Place
Partindo do princípio que uma place, depois de criada, possa receber e enviar mensagens
através de seu canal de comunicação bidirecional, é deﬁnida uma rotina de trabalho para
cada uma delas que, caso o hardware permita, será executada em paralelo. Seu principal
trabalho é identiﬁcar, dentro do grupo de sua responsabilidade, quais números são primos.
Desta maneira, a ﬁg. 6.4 demonstra sua rotina de trabalho.
Figura 6.4: Rotina de Trabalho de uma Place
Assim que a place é criada, a primeira coisa que ela faz é aguardar por uma mensagem.
É através destas mensagens que a place será controlada, e saberá quando deve realizar
suas tarefas. É importante lembrar que a execução da place será bloqueada enquanto a
mensagem não é recebida (execução síncrona, etapa em cinza). Ao receber a mensagem
com seu grupo de números, ela irá identiﬁcar quais são os primos, como disposto na seção
6.3.1. Posteriomente enviará sua parte do trabalho para o processo principal, e aguardará
por uma nova mensagem.
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6.3.4 Resultados
Para os testes, foram realizadas várias execuções em sequência, com números no in-
tervalo {x ∈ N|x = 1000 · k ∀ k = [20, 200]}. Os testes foram realizados em uma máquina
dotada de processador Intel R© CoreTM i7-4770K, com quatro processadores e oito núcleos
de processamento lógico, graças à tecnologia Intel R© Hyper-threading [INTEL 2013].
Em cada teste, o programa deve identiﬁcar quais são os números primos entre 2 e o
número utilizado, seguindo as seguintes conﬁgurações:
• Sequencial, identiﬁcando um número após o outro;
• 2 places, consequentemente 2 núcleos de processamento;
• 4 places, consequentemente 4 núcleos de processamento;
• 6 places, consequentemente 6 núcleos de processamento;
• 8 places, consequentemente todos os núcleos de processamento,
De modo a comparar os tempos de execução totais, foram mensurados os tempos de
execução de todas as conﬁgurações, dando origem a um gráﬁco relacionando os tempos
de execução e o limite superior, i.e, o número utilizado. O resultado se encontra na ﬁg.
6.5.
Para calcular a aceleração obtida com o aprimoramento via computação paralela S,
relacionou-se o tempo de execução na conﬁguração sequencial Tseq e o tempo de execução
nas outras conﬁgurações Tpar, conforme (6.1).
S =
Tseq
Tpar
(6.1)
Um gráﬁco relacionando a aceleração obtida e o limite superior utilizado no teste se
encontra na ﬁg. 6.6.
A performance na execução de uma aplicação depende de diversos fatores instantâneos,
e.g. as atividades que o sistema operacional esteja executando. Como foram realizados
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Figura 6.5: Tempo de Execução / Núcleos
Figura 6.6: Aceleração / Núcleos
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diversos testes, percebe-se uma tendência no valor do aprimoramento de performance,
dependendo da quantidade de places utilizada:
• 2 places/núcleos: 190
• 4 places/núcleos: 350
• 6 places/núcleos: 450
• 8 places/núcleos: 380
Como pode ser percebido nos valores dos testes, há custos inerentes ao uso da compu-
tação paralela, que fazem com que o ganho de performance não seja igual a quantidade
de núcleos utilizada.
Também observa-se uma relação diferenciada entre o primeiro par (2 e 4 places) e o
segundo par (6 e 8 places) de conﬁgurações: Como a máquina possui 4 processadores, o
primeiro par de testes conseguiu um aprimoramento relativo ao número de processadores
maior comparado ao outro par. Porém, a tecnologia Hyper-threading, com núcleos de
processamento lógico, permitiu um resultado melhor por parte do segundo par.
Dentro do segundo par de conﬁgurações, o que usa uma menor quantidade de places
se mostrou melhor, devido à necessidade de execução de tarefas por parte do sistema
operacional, o que faz pausar a execução de algumas places em alguns momentos quando
todos os núcleos são utilizados pela aplicação.
Desta maneira, os testes realizados levam a concluir que a computação paralela, utili-
zando Racket Places, aprimora com sucesso a performance de um programa paralelizável,
e que esta é uma ferramenta que auxiliará na aplicação da metodologia objetivo deste
trabalho. Na seção 6.4 serão aplicados os conceitos mostrados aqui para realizar, em
paralelo, a evolução dos indivíduos de uma população via Evolução Diferencial.
6.4 Realização da Evolução Diferencial em Paralelo
Antes de colocar esta arquitetura em prática, é necessário veriﬁcar se o método de
Evolução Diferencial é passível de paralelização com Racket Places, através das condições
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de Bernstein. Veja a seguir:
• Independência de ﬂuxo: Cada indivíduo é evoluído independentemente, baseando-
se somente no estado atual da população, ou seja, nenhum fragmento irá produzir
um resultado necessário por outro;
• Independência de variáveis: Cada place utiliza seu próprio espaço de endere-
çamento. Portanto, cada fragmento utilizará suas próprias variáveis localmente. A
comunicação interfragmento é realizada somente por passagem de mensagem.
• Independência de saída: As saídas não escreverão no mesmo local. O processo
principal irá recolher todos os resultados, em ordem, para depois veriﬁcar as condi-
ções de parada.
Com a estratégia de paralelização em Racket deﬁnida, bem como veriﬁcadas as condi-
ções de Bernstein para o método de Evolução Diferencial, nesta seção será detalhado como
será aplicado a computação paralela em conjunto com o método de otimização, no sistema
que implementará o método de Evolução Diferencial, permitindo que os indivíduos sejam
evoluídos e outras operações sejam feitas em paralelo.
Na ﬁg. 5.1 é possível observar claramente um laço de repetição: Se a condição de
parada não for alcançada, as amostras são otimizadas (etapa Otimizar Amostras) e os
dados acerca delas são gerados (etapa Geração de Dados). Em uma aplicação sequencial,
todos os indivíduos da população seriam otimizados e seus dados seriam gerados, um após
o outro.
Porém, ao dividir esta população em grupos menores, de acordo com a quantidade de
núcleos de processamento que a máquina detém, é possível distribuir estes grupos entre os
diferentes núcleos, para serem processados em paralelo. Toda a computação paralela será
realizada em uma única máquina multicore, com um único espaço de busca, objetivando
o aprimoramento da performance da aplicação.
Uma vez que a evolução de um indivíduo é realizada baseando-se somente nos indi-
víduos população atual, e de forma independente, esta estratégia encaixa muito bem no
contexto do trabalho.
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6.4.1 Divisão do Processamento da População
Para saber quantos indivíduos serão processados por cada núcleo de processamento,
foi desenvolvida uma metodologia para realizar a divisão mais próxima da população em
grupos pequenos, de tal maneira que a diferença entre grupos não passará de 1 (um)
indivíduo. Devido aos tempos de processamento, da evolução dos indivíduos e do cálculo
de seus ﬁtness, serem muito próximos, os grupos serão processados em tempos quase
iguais, tornando esta divisão eﬁciente para esta aplicação.
O pseudocódigo abaixo ilustra como será feita a divisão do trabalho para cada proces-
sador, pela função (divide npop nplaces) onde o argumento npop representa o tamanho
da população, e nplaces representa a quantidade de places que se deseja utilizar. A quan-
tidade de núcleos de processamento lógicos disponíveis em uma máquina pode ser obtida
pela função (processor-count), e ajustada para aprimorar a performance ou permitir ao
usuário utilizar a máquina enquanto executa a aplicação.
Dados: npop = tamanho da população
nplaces = quantidade de places
Defina share = quociente exato de NP/nplaces
left = resto de NP/nplaces
listatrabalho = lista de nplaces elementos com valor share
Defina i = 0
Enquanto left > 0 faça
listatrabalho[i]++, i++, left--
Fim Enquanto
Retorne listatrabalho
Abaixo se encontra um exemplo da execução da função divide, realizada para dividir
uma população de 100 indivíduos em 6 (seis) places. Observe a lista com a quantidade
de indivíduos a ser processado por cada place.
> (divide 100 6)
'(17 17 17 17 16 16)
Assim, de acordo com o exemplo, enquanto na abordagem sequencial um único núcleo
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de processamento iria processar 100 indivíduos, ao utilizar 6 núcleos de processamento,
cada um processará entre 16 e 17 indivíduos por geração. Ao variar o tamanho da popu-
lação e a quantidade de núcleos que se deseja utilizar, estes valores mudarão. Porém, a
diferença de indivíduos processados nunca será maior que 1 (um).
6.4.2 Rotina do Sistema
Uma vez que a quantidade de indivíduos a serem otimizados e terem seus dados gerados
foi deﬁnido para cada place, que realizará tal tarefa em paralelo, deve-se deﬁnir qual será
a rotina do sistema.
Quanto à modalidade de computação, o sistema que implementará o método de Evo-
lução Diferencial pode ser dividido em duas partes: A parte sequencial e a parte em
paralelo.
Tanto a otimização da população via Evolução Diferencial, quanto a geração de dados
acerca dela, serão realizados em paralelo, dividindo-se tal população em grupos meno-
res, a serem processados separadamente pelas places. É onde a maior parte do esforço
computacional se encontra. Todo o restante será feito sequencialmente.
Antes de delegar tarefas às places, estas devem ser criadas. No momento da criação,
obtém-se seus canais de comunicação, por onde serão enviados os parâmetros iniciais ou
os parâmetros para realizar uma evolução, e recebidos os grupos evoluídos juntamente
com os dados gerados.
Deste modo, sabendo quais as atividades serão realizadas em paralelo pelas places, e
quais serão realizadas sequencialmente pelo processo principal, ter-se-á a uma visão geral
do sistema, conforme a ﬁg. 6.7.
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Figura 6.7: Visão Geral da Aplicação de Evolução Diferencial Paralelizada
Assim, no início da aplicação, na parte sequencial, são criadas as places e enviados a
elas o parâmetros iniciais. A população inicial é criada e os dados iniciais são gerados. A
condição de parada é veriﬁcada. Caso ela não seja alcançada, outra geração de indivíduos
deverá ser gerada.
Neste exato momento as places são requisitadas para executarem sua rotina de traba-
lho. Elas são comunicadas acerca do estado da população da geração atual. De posse
destas informações, cada uma realiza a evolução e geração de dados do grupo sob sua
responsabilidade, enviando o resultado posteriormente ao processo principal.
Enquanto as places não terminarem seu trabalho, o processo principal aguarda o rece-
bimento dos dados, e é bloqueado enquanto todas as places não enviarem os indivíduos
evoluídos e seus dados (execução síncrona, etapa em cinza). Assim que estes elementos
são recebidos, o processo principal volta a ser executado, dando continuidade ao processo
de evolução.
6.4.3 Gerenciamento da População
Com a quantidade de trabalho deﬁnida para cada núcleo de processamento, o pri-
meiro passo do programa é criar as places, obtendo assim uma lista com seus canais de
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comunicação.
Assim, para controlar qual será o grupo da place, basta saber quantos elementos seu
grupo possui, e uma closure [HOYTE 2008], como mostrado abaixo, pode informar em
qual índice o processamento da place começa ou alterar este valor. O código abaixo está
em Racket.
(define (counter)
(let [(c 0)]
(case-lambda
[()
c]
[(inc)
(set! c (+ c inc))])))
Ao executar a função counter, uma closure é criada. Caso esta closure resultante seja
executada sem argumentos, ela retorna a posição inicial de responsabilidade da place.
Caso tenha como argumento um número natural, ela incrementa esta posição inicial.
Esta estrutura de funções condicionais anônimas, controladas pela aridade, é feita pelo
comando case-lambda.
Ao criar todas as places, pode-se armazenar seus canais em uma lista. O pseudocódigo
abaixo ilustra como será feita a criação das places, baseado na lista com a quantidade de
indivíduos a ser processado por cada núcleo de processamento, vide seção 6.4.1.
Dados: listatrabalho = lista com o tamanho do grupo de cada place
cont = closure criada a partir da função (counter)
Defina listaplaces = lista vazia
Para todos os elementos de listatrabalho faça
trabalho = elemento corrente da listatrabalho
posinicial = (cont)
Crie a place e armazene seu canal em listaplaces
Envie posinicial, trabalho e os parâmetros iniciais para a place
(cont trabalho)
Fim
Assim, baseando-se no exemplo de lista de trabalho '(17 17 17 17 16 16), cada place
possuirá uma posição inicial e uma quantidade de indivíduos, culminando em uma faixa
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de posições correspondente a seu grupo:
• Place/Núcleo 1: Posição 0, 17 indivíduos ⇒ Faixa 0-16;
• Place/Núcleo 2: Posição 17, 17 indivíduos ⇒ Faixa 17-33;
• Place/Núcleo 3: Posição 34, 17 indivíduos ⇒ Faixa 34-50;
• Place/Núcleo 4: Posição 51, 17 indivíduos ⇒ Faixa 51-67;
• Place/Núcleo 5: Posição 68, 16 indivíduos ⇒ Faixa 68-83;
• Place/Núcleo 6: Posição 84, 16 indivíduos ⇒ Faixa 84-99;
6.4.4 Rotina de Trabalho da Place
Partindo do princípio que uma place, depois de criada, possa receber e enviar mensagens
através de seu canal de comunicação bidirecional, é deﬁnida uma rotina de trabalho para
cada uma delas, que será executada em paralelo. Seu principal trabalho é evoluir um
grupo e gerar dados acerca dele. Desta maneira, a ﬁg. 6.8 demonstra sua rotina de
trabalho.
Figura 6.8: Rotina de Trabalho de uma Place
Assim que a place é criada, a primeira coisa que ela faz é aguardar por uma mensagem.
É através destas mensagens que a place será controlada, e saberá quando deve realizar
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suas tarefas. É importante lembrar que a execução da place será bloqueada enquanto a
mensagem não é recebida (execução síncrona, etapa em cinza). Dois tipos de mensagens
podem ser recebidos: Parâmetros iniciais ou parâmetros de evolução.
Parâmetros Iniciais
A mensagem com os parâmetros iniciais é crucial para o início das tarefas, pois conterá
todos os valores que a place necessitará para executar suas tarefas de maneira satisfatória.
São parâmetros iniciais os seguintes elementos:
• Posição inicial de responsabilidade da place;
• Quantidade de elementos no grupo da place;
• Parâmetros de controle da Evolução Diferencial;
• Estratégia de mutação;
• Estratégia de cruzamento;
• Parâmetros para a geração de dados, vide seção 7.1.1;
• Parâmetros de condição de contorno, vide seção 7.1.2.
Uma vez que os parâmetros iniciais são recebidos, eles são carregados no espaço de
endereçamento da place, como ilustrado na ﬁg. 6.2, e uma conﬁrmação é enviada ao
processo principal. Esta abordagem permite que a place possa ser reutilizada para a
diversas otimizações distintas que possuem os mesmos parâmetros iniciais.
Parâmetros de Evolução
Já a mensagem com os parâmetros de evolução, deve ser enviada quando deseja-se
realizar a evolução e geração de dados acerca do grupo a ser evoluído. É importante
ressaltar que a place deve ser sempre carregada com os parâmetros iniciais antes de poder
realizar a evolução. Isto é assegurado no processo principal, que controla as places. São
parâmetros de evolução os seguintes elementos:
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• Indivíduos que compõem a população atual;
• Fitness dos indivíduos da população atual;
• Parâmetro de desestagnação, vide seção 7.2.
De posse da população atual e seus dados, o grupo é otimizado através do método de
Evolução Diferencial, seus dados são gerados, e estas informações são enviadas ao processo
principal.
Depois de realizar qualquer processamento em paralelo, a place aguarda por uma evo-
lução, ou parâmetros iniciais para serem carregados, culminando na otimização de outro
problema.
Procedimento das Places
A vantagem de poder contar com valores de alta ordem pode ser muito bem aproveitada
aqui. Basta apenas que as places sejam closures. Cada uma armazena seus parâmetros, e
executa uma de três funções, dependendo de seus argumentos. Esta estrutura de funções
condicionais anônimas, controladas pela aridade e, no Racket Tipado, pelo tipo, é feita
pelo comando case-lambda.
Caso não haja argumentos, ela retorna uma mensagem com seu estado atual, para
monitoramento. Caso os argumentos sejam estruturas que armazenam os parâmetros
iniciais, eles são carregados. Caso contrário, o grupo de sua responsabilidade é evoluído.
Isto pode ser visto no pseudocódigo, aproximado do Racket tipado, abaixo.
(define: (createWorker) : Tipos e respectivos retornos
(let*: [Parâmetros Iniciais Armazenados]
(case-lambda:
[(Parâmetros Iniciais)
Carregue os parâmetros iniciais
Retorne uma confirmação]
[(Parâmetros de Evolução)
Evolua o grupo de sua responsabilidade
Calcule o fitness de todos
Retorne o grupo com os respectivos fitness]
[()
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Retorne o estado atual]
)))
Após entender como será realizada a Evolução Diferencial de modo paralelo, em múl-
tiplos núcleos de processamento dentro de uma máquina, no próximo capítulo será deta-
lhada a metodologia proposta neste trabalho, de modo a encontrar o solo estratiﬁcado em
camadas horizontais, com comportamento elétrico similar ao de um solo desconhecido.
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Capítulo 7
Metodologia Proposta
Observe que, foi feito no capítulo 4, o caminho inverso do que realmente é aplicado
na prática: Partiu-se de um solo estratiﬁcado em camadas horizontais, com parâmetros
conhecidos, e, através do algoritmo de Sunde, chegou-se na função característica deste
solo. A partir daí, foi calculada a resistividade aparente teórica do solo em função da
distância dos eletrodos ρaT (a).
Na prática, vide capítulo 3, parte-se de um solo desconhecido, onde aplica-se o método
de Wenner para obtenção da resistividade aparente experimental do solo em função da
distância dos eletrodos ρaE(a).
Utilizando o mesmo conjunto de espaçamentos a, ter-se-á a situação apresentada na
ﬁg. 7.1.
Figura 7.1: Situação Prática/Teórica
Mas a situação desejada é que a partir de um solo desconhecido, seja estimado um solo
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estratiﬁcado em camadas horizontais, onde o número de camadas, e respectivas resisti-
vidades e espessuras sejam conhecidos, e que ambos possuam propriedades com valores
próximos, onde o primeiro seja uma representação do segundo, devido ao comportamento
elétrico similar.
Nas seções seguintes será detalhada a metodologia de otimização, utilizando Evolução
Diferencial em conjunto com Racket Places, bem como a desestagnação do processo de
otimização, o tratamento de picos de erro e a veriﬁcação do solo multicamada otimizado.
7.1 Metodologia de Otimização
A propriedade em comum, levantada por ambos os métodos, presentes nos capítulos 3
e 4, é a resistividade aparente em função da distância entre os eletrodos ρa(a).
Desta maneira, ter-se-ão dois solos:
• Referência: Solo desconhecido, do qual deseja-se saber suas características, onde é
aplicado o método de Wenner para a geração de dados, i.e., a curva de resistividade
aparente experimental ρaE(a).
• Amostra: Solo estratiﬁcado em camadas horizontais, gerado como amostra, que
possui suas características conhecidas. O algoritmo de Sunde é o responsável pela
geração de seus dados, i.e., a curva de resistividade aparente teórica ρaT (a).
Neste trabalho, ter-se-á uma população de solos amostra. A metodologia proposta
realizará a otimização da população, via Evolução Diferencial, até que a condição de
parada seja alcançada.
Na ﬁg. 7.2, pode-se observar como funciona a metodologia que encontra a amostra de
solo estratiﬁcado mais próxima do solo referência.
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Figura 7.2: Metodologia de Otimização
1. A abordagem prática (processo direto), calcula as resistividades aparentes experi-
mentais do solo referência. Estas resitividades são então guardadas para posterior
comparação com as amostras de solo geradas;
2. Amostras de solo horizontalmente estratiﬁcado são geradas aleatoriamente, for-
mando uma população inicial, e suas resistividades aparentes teóricas são calcu-
ladas;
3. A resistividade aparente de todas as amostras são comparadas com a referência
(7.3), e a que possuir menor erro é utilizada na veriﬁcação da condição de parada:
(a) Caso o erro seja satisfatório ou o número de gerações tenha estourado um
limite, a melhor amostra de solo encontrada é considerada a estratiﬁcação do
solo referência;
(b) Caso contrário, as amostras são então avaliadas e otimizadas, via método de
Evolução Diferencial, e um novo conjunto de amostras é então gerado e o passo
3 é realizado novamente.
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Deste modo, ao ﬁm do processo de otimização, ter-se-á, com uma margem de erro, a
estratiﬁcação horizontal do solo que fora um dia desconhecido, representado pelo melhor
indivíduo da população.
Caso o erro esteja fora do limite estipulado, o processo não concluiu sua tarefa com
sucesso. Se o limite de erro for um valor muito pequeno, considere elevá-lo. Porém, um
erro de magnitude considerável pode ser causado por diferenças entre o modelo de solo
estratiﬁcado em camadas horizontais e o solo desconhecido. Mais detalhes no capítulo 9.
7.1.1 Parâmetros para a Geração de Dados
Para realizar a geração de dados acerca de um solo estratiﬁcado, i.e., o ﬁtness baseado
nas resistividades aparentes ρaT para cada espaçamento a, os seguintes parâmetros são
necessários:
• Lista de espaçamentos a;
• Lista de resistividades experimentais ρaE;
• Grau do polinômio D, vide equação (4.7);
7.1.2 Condições de Contorno Físicas
Neste trabalho, um solo estratiﬁcado horizontalmente possuirá seus parâmetros otimi-
zados, de modo que seu comportamento elétrico se assemelhe ao de um solo desconhecido.
Porém, os valores dos parâmetros devem obedecer à condições de contorno, para preservar
seu signiﬁcado físico, além de atender à restrição da equação (4.15).
Deste modo, os seguintes parâmetros possuirão suas respectivas condições de contorno:
• Número de camadas: Deve ser um número natural maior ou igual a 2, pois neste
trabalho o objetivo é um solo estratiﬁcado em camadas horizontais, e não um solo
homogêneo;
• Resistividades: Deve ser um número real positivo;
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• Espessuras: Deve ser um número real positivo.
No momento da evolução dos indivíduos, mais precisamente na etapa de mutação, vide
seção 5.4, caso alguma característica mutada esteja fora das condições de contorno, são
realizadas até mais quatro tentativas de mutação. Caso ainda persista a característica
inválida, um valor aleatório válido é gerado no lugar da mutação, de modo a não perpetuar
a execução neste ponto.
7.1.3 Codiﬁcação dos Solos Amostra
Todos os solos amostra, que são os indivíduos que compõem a população a ser evoluída
através da metodologia proposta, possuirão três tipos de elementos em sua codiﬁcação,
como observado na ﬁg. 4.1:
• Número de camadas;
• Par resistividade e espessura das camadas superiores;
• Resistividade da última camada, que possui espessura inﬁnita.
Com exceção do número de camadas, que deve ser um valor natural maior que 2, todos
os outros genes do indivíduo são números reais positivos. O parâmetro a ser deﬁnido
cmax, que representa a quantidade máxima de camadas que um solo amostra pode possuir,
deﬁne a quantidade de genes que todos os indivíduos de uma população terão. Todos os
indivíduos serão codiﬁcados a partir dele, em uma lista, da seguinte maneira:
(c, ρ1, h1, ρ2, h2, ..., ρcmax−1, hcmax−1, ρcmax)
Onde c é o número de camadas deste solo amostra, e ρi e hi são as resistividades e
espessuras de cada camada.
Assim, todos os indivíduos terão o mesmo tamanho e as operações do método de
Evolução Diferencial podem ser executadas sem problema. Porém, quando for aplicado
o Algoritmo de Sunde, serão utilizados somente c elementos, sendo os (c − 1) primeiros
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pares resistividade e espessura, juntamente com a resistividade da última camada. Esta
codiﬁcação também apresenta vantagens na desestagnação do processo de otimização,
vide seção 7.2. Um exemplo está disposto abaixo, com cmax = 6 e c = 3:
(3, ρ1, h1, ρ2, h2, ρ3,h3, ρ4, h4, ρ5, h5, ρ6)
⇓
(ρ1, h1,ρ2, h2, ρ6)
Por indicação de Storn e Price, vide seção 5.1, o tamanho da população sugerido é dez
vezes a quantidade de cromossomos. Assim, para um parâmetro a ser deﬁnido cmax, o
tamanho da população sugerido Tam é deﬁnido por (7.1).
Tam ≥ 20 · cmax (7.1)
7.1.4 Cálculo do Erro
Para calcular o erro, compara-se a resistividade aparente do solo referência e do solo
amostra, resultando em uma medida de quão distante a amostra está do solo referência.
O erro relativo pontual ep(a), para um valor de a, pode ser calculado através de (7.2).
ep(a) =
∣∣∣∣ρaT (a)− ρaE(a)ρaE(a)
∣∣∣∣ · 100 (7.2)
Em uma situação prática, são realizadas Z medições. Replicando este cálculo para
todos os Z valores de a, obtém-se o erro relativo médio entre a resistividade aparente
destes dois solos (7.3).
Erro =
∑Z
i=1 ep(ai)
Z
(7.3)
Esta medida de erro relativo médio será utilizada na condição de parada da metodolo-
gia, vide ﬁgs. 5.1 e 7.2.
É importante salientar que o erro relativo médio é quem garante uma maior semelhança
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do comportamento elétrico do solo, i. e., da resistividade aparente.
7.1.5 Função Objetivo
A melhor amostra de solo será a que possuir o menor erro em relação ao solo referência.
Como o melhor avaliado deve possuir o maior valor de ﬁtness, a função objetivo, que deﬁne
o ﬁtness de determinado solo amostra, está disposta em (7.4).
Fitness =
1
Erro
(7.4)
Também pode se utilizar o Erro e, como mostrado na seção 5.6, realizar a minimização
do ﬁtness. Desta maneira podemos comparar n amostras: Aquela que possuir o valor
mais apropriado de Fitness é a amostra mais apta a ser o solo que procuramos, e também
possuirá uma probabilidade maior de ser usado no processo de evolução, passando para a
outra geração na etapa de seleção.
7.2 Desestagnação do Processo de Otimização
Durante a otimização dos solos amostra via Evolução Diferencial, podem ocorrer si-
tuações onde o processo ﬁca estagnado, i.e., não há aprimoramento do melhor solo e
consequentemente não há diminuição do erro. Nestas situações, possivelmente a evolução
ﬁcou presa em um mínimo local.
Mesmo que o método de Evolução Diferencial seja eﬁciente em encontrar mínimos glo-
bais, diante de tal situação é interessante auxiliá-lo, de forma com que ele possa continuar
sua otimização e encontrar resultados melhores ao longo das gerações.
Desta maneira, para realizar este trabalho, foi desenvolvida a desestagnação do processo
de otimização, que é executada quando a evolução não apresenta aprimoramento durante
uma quantidade arbitrária de gerações.
Assim, quando esta quantidade, deﬁnida pelo usuário, de gerações sem aprimoramento
é atingida, um parâmetro é passado para as places trabalhadoras, de modo que a Evolução
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Diferencial normal dê lugar a este procedimento, que acontece conforme descrito abaixo:
1. Primeiramente, uma população aleatória é gerada, obedecendo às condições de con-
torno, vide seção 7.1.2;
2. Esta população aleatória é utilizada para a realização da mutação da população
atual;
3. Os indivíduos mutantes resultantes são utilizados no cruzamento com os elementos
da população atual;
4. A seleção é feita normalmente, de tal forma que continuarão prevalecendo as me-
lhores amostras de solo;
5. Após a geração da população evoluída para a geração anterior, será realizado um
teste de camadas com cada solo amostra:
• O número de camadas existente na amostra é desprezado, e são testadas todas
as combinações de número de camadas entre cmin e cmax, que representam o
número mínimo e máximo de camadas, deﬁnido pelo usuário;
• O solo amostra respectivo, com o número de camadas que resulte no melhor
ﬁtness, é escolhido para compor a próxima geração.
Este procedimento ocorre uma só vez, e, assim como ocorre no método de Evolução
Diferencial, as melhores soluções jamais serão perdidas. Seja qual for o resultado da
desestagnação, a otimização continuará normalmente.
O objetivo deste procedimento é espalhar os solos amostra no espaço de busca, de
maneira que algumas amostras possam melhorar, além de otimizar o número de cama-
das para cada solo amostra, de modo que ambas operações auxiliem na otimização das
amostras com maior ﬁtness.
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7.3 Tratamento de Picos de Erro
Em alguns casos observados, os resultados obtidos via metodologia proposta apre-
sentaram erros muito distintos entre pontos consecutivos. Entre dois valores de a, que
possuem determinados erros próximos, aparece um valor de a que apresenta um valor de
erro desproporcional, um pico de erro. Um exemplo de tal situação se encontra na ﬁg.
7.3.
Figura 7.3: Exemplo de Pico de Erro
Isto acontece, pois a otimização não ocorre somente em um ponto, mas sim em diversos
pontos de maneira conjunta, em uma curva. Este indivíduo, por mais que agora detenha
o menor erro e o melhor ﬁtness, possui um comportamento inadequado em um ponto em
particular, o que pode acentuar a imprecisão pontualmente.
Outros solos, por mais que apresentem até o presente momento um menor ﬁtness,
são mais adequados, por possuir um erro menor neste determinado ponto, mesmo apre-
sentando erro um pouco maior nos pontos no entorno. Isto ocorre, pois o erro estará
distribuído ao longo da curva, em magnitude menor, deixando o comportamento no pico
em particular mais adequado, o que diminui sua inﬂuência no resultado.
Por mais que o objetivo deste tratamento seja a minimização dos picos de erro máximo,
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o mais importante para a metodologia é o erro médio relativo. Somente em casos onde o
erro máximo se destaca, como um pico, é necessário fazer um tratamento mais rigoroso.
Para tal, no cálculo do ﬁtness, devemos penalizar soluções que possuem picos de erro,
em benefício das outras soluções. O tratamento propõe a penalização da solução, com a
elevação do erro pontual, proporcionalmente ao que ultrapassar um determinado limiar.
Isto consequentemente diminuirá o ﬁtness da solução, o que dará oportunidade para que
outras soluções melhores, ou seja, mais uniformes, possam sobressair.
Assim sendo, para aplicar o tratamento de picos de erro, calcule o erro relativo pontual
ep(a) (7.2) e veriﬁque a condição disposta em (7.5).
ep(a) =

ep(a) se ep(a) > l
ep(a) + [2 · (ep(a)− l)] senão
(7.5)
Onde l é o limiar de porcentagem de erro desejado para penalização, deﬁnido pelo
usuário.
Caso o erro relativo pontual ultrapasse o limiar l, ele será acrescido de duas vezes a
diferença entre o erro calculado e o limiar desejado.
Após isto, proceda com o cálculo do erro médio relativo, conforme (7.3) . A solução
que possuir valores de erro que excedam l será penalizada, dando lugar à soluções com
erros mais uniformes. É interessante ressaltar que este tratamento será realizado para o
cálculo do ﬁtness, e não para o cálculo do erro para a condição de parada.
7.4 Veriﬁcação do Solo Multicamada Otimizado
Ao observar a ﬁg. 7.2, pode-se notar que o Algoritmo de Sunde é o responsável por
gerar os dados sobre as amostras de solo, ou seja, a curva de resistividade aparente teórica.
Sua precisão inﬂuencia diretamente todo o processo, uma vez que afeta o cálculo do
erro do solo estratiﬁcado, consequentemente impactando na condição de parada. Além
disso, tem efeito sobre a aptidão das amostras da população, afetando também o processo
de Evolução Diferencial.
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Caso o processo de cálculo das resistividades aparentes teóricas possua falhas ou não
seja preciso, o solo estratiﬁcado encontrado pelo processo de otimização não representará
apropriadamente o solo em que foi aplicado o método de Wenner.
Desta maneira, é prudente realizar a veriﬁcação do processo de geração de dados, i.e.,
o Algoritmo de Sunde em conjunto com a aproximação polinomial, de modo a assegurar
a autenticidade da metodologia proposta.
Neste processo, a aproximação polinomial (4.11) pode gerar uma função característica
do solo imprecisa, uma vez que o polinômio é condicionado a aproximar-se somente dos
pontos desejados, i.e., os D valores de E, onde D é o grau do polinômio. Mesmo que
a aproximação polinomial contemple estes pontos, ela pode apresentar comportamentos
indesejados entre eles, além da possibilidade de ocorrer o fenômeno de Runge, o que pode
gerar imprecisão na geração de dados [RUNGE 1901]. Deste modo, é importante realizar
uma veriﬁcação que contemple tanto os D valores de E, como os pontos intermediários.
O objetivo é gerar 7 (sete) pontos intermediários entre cada par de valores consecutivos
de E. Para isto, será utilizada a representação em frações. Com dois números quaisquer,
é calculado o mínimo múltiplo comum e multiplicado o numerador e denominador de
ambos por 2. O número intermediário possuirá mesmo denominador. Para o numerador
do número intermediário Numinter, é calculado o valor médio, conforme (7.6).
Numinter =
Num2 −Num1
2
+Num1 (7.6)
Onde Num1 e Num2 são os respectivos numeradores do par de valores consecutivos de
E. Ao realizar esta operação mais duas vezes para todos os intervalos obtidos, alcança-se
o objetivo. Na ﬁg. 7.4, é exempliﬁcada a geração dos pontos intermediários.
Para todos osD valores de E, será avaliada um quantidadeW de pontos, contemplando
os valores de E e seus pontos intermediários (7 pontos para cada um dos (D−1) intervalos,
além dos D pontos iniciais). Assim, W pode ser deﬁnido por (7.7)
W = 8D − 7 (7.7)
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Figura 7.4: Cálculo dos Pontos Intermediários
Ao observar a equação (4.8) e aplicar o raciocínio presente na ﬁg. 7.4, pode-se obter
os W valores que serão utilizados na veriﬁcação da metodologia através de (7.8).
Emany ∈
{
8
(D + 1) · 8 ,
9
(D + 1) · 8 ,
10
(D + 1) · 8 , ...,
8 ·D − 1
(D + 1) · 8 ,
8 ·D
(D + 1) · 8
}
(7.8)
Assim sendo, serão realizadas duas veriﬁcações: A primeira sobre a curva característica
do solo, e a segunda sobre a resistividade aparente teórica.
7.4.1 Curva Característica do Solo
Nesta etapa, as curvas características de um solo estratiﬁcado, geradas de duas ma-
neiras diferentes, serão comparadas: Uma gerada diretamente pelo Algoritmo de Sunde,
e outra gerada pela solução do sistema linear. Para tanto, será utilizado, em ambos os
casos, o mesmo conjunto de W valores de E, conforme (7.8).
A curva referência NRef , é gerada aplicando-se a expressão (4.6) aos W valores de E,
culminando em uma matriz Wx1.
Já a curva amostra NSam (7.9), é resultado do produto da matriz dos coeﬁcientes do
polinômio A (4.11), e da matriz EMany. Esta última é gerada de acordo com a equação
(4.10), porém com uma quantidade W de valores de E.
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 NSam
(Wx1)
 =
 EMany
(WxD)
 ·
 A
(Dx1)
 (7.9)
Ao comparar e calcular o erro entre a curva de referência NRef (E) e a curva amostra
NSam(E), ter-se-á a dimensão do erro da aproximação polinomial na curva característica
do solo.
Para uma análise mais visual, um gráﬁco contendo as curvas NRef (E) e NSam(E) é
traçado para os estudos de caso, vide capítulo 8.
7.4.2 Resistividade Aparente do Solo
A partir da curva referência NRef , e da matriz EMany (7.9), pode-se obter os coeﬁcientes
deste novo polinômio AMany, resolvendo o sistema sobredeterminado (7.10).
 EMany
(WxD)
 ·
AMany
(Dx1)
 =
 NRef
(Wx1)
 (7.10)
Ao multiplicar a matriz transposta ETmany pelas matrizes Emany eNRef , torna-se possível
solucionar o sistema sobredeterminado e, consequentemente, encontrar a matriz AMany
(7.11).
ETMany · EMany
(DxD)
 ·
AMany
(Dx1)
 =
ETMany ·NRef
(Dx1)
 (7.11)
Encontrando a matriz AMany, pode-se calcular a resistividade aparente ρaTmany(a) para
W valores de E, contemplando os pontos intermediários, através da expressão (4.18).
Nesta curva, estará o reﬂexo da aproximação polinomial em muitos pontos no resultado
ﬁnal, a resistividade aparente teórica.
Ao comparar e calcular o erro entre as curvas ρaT (a) e ρaTmany(a), ter-se-á a dimensão
do erro da aproximação polinomial no cálculo da resistividade aparente teórica de um solo
estratiﬁcado em camadas horizontais.
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Para uma análise mais visual, um gráﬁco contendo as curvas ρaT (a) e ρaTmany(a) é
traçado para os estudos de caso, vide capítulo 8.
78
Capítulo 8
Resultados
Neste capítulo são apresentados os resultados alcançados utilizando a metodologia pro-
posta, em diversos estudos de caso, de modo a demonstrar sua aplicação na prática. Os
estudos de caso baseiam-se tanto em medições reais, realizadas em solos desconhecidos,
como em medições realizadas em trabalho de terceiros, de modo a comparar esta meto-
dologia com as existentes anteriormente.
Em diversos testes realizados, a adoção de D = 40, onde D é o grau do polinômio
que aproxima a função característica, resultou em sucesso, mostrando tanto boa precisão
na aproximação como boa estabilidade nas veriﬁcações. Deste modo, todos os resultados
apresentados neste capítulo adotam este valor. Porém, nada impede que sejam utilizados
outros valores para D em outros trabalhos. Assim, de acordo com (4.8), os valores de E
utilizados se encontram em (8.1).
E ∈
{
1
41
,
2
41
,
3
41
,
4
41
, ...,
37
41
,
38
41
,
39
41
,
40
41
}
(8.1)
E de acordo com (7.8), os valores de E na veriﬁcação dos solos estratiﬁcados em ca-
madas horizontais se encontram em (8.2).
E ∈
{
8
328
,
9
328
,
10
328
,
11
328
...,
317
328
,
318
328
,
319
328
,
320
328
}
(8.2)
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8.1 Estudo de Caso I
No Estudo de Caso I, foram realizadas medições em um solo desconhecido, localizado
na fazenda Botafogo, no município de Três Ranchos - GO - Brasil, com o apoio de Elder
Luiz Rodrigues Silva [SILVA 2014]. A resistência do solo foi medida, de acordo com o
método de Wenner, e sua resistividade aparente experimental foi calculada, vide capítulo
3. Através destes valores, a metodologia proposta foi aplicada, dando origem a um solo
estratiﬁcado em camadas horizontais, com parâmetros conhecidos, e que representa, com
certa margem de erro, o solo desconhecido. A partir deste, foram calculadas as resistivi-
dades aparentes teóricas deﬁnitivas, além de serem feitas as devidas veriﬁcações, tanto na
curva característica, quanto na resistividade aparente teórica.
Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 8.1. Na ﬁg. 8.1, estão
ilustradas ambas curvas de resistividade aparente.
Tabela 8.1: Resultados Alcançados - Estudo de Caso I
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 2393 2393 0.00
1.0 2752 2741 0.40
2.0 3418 3449 0.91
4.0 4549 4545 0.09
8.0 6333 6335 0.03
16.0 8444 8509 0.77
32.0 10455 10444 0.11
Erro Médio 0.33
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Figura 8.1: Curvas de Resistividade Aparente - Estudo de Caso I
Na tabela 8.2, estão presentes os parâmetros do solo estratiﬁcado em camadas horizon-
tais que possui comportamento elétrico semelhante ao solo desconhecido prospectado.
Tabela 8.2: Solo Estratiﬁcado Resultante - Estudo de Caso I
Camada ρ(Ω.m) h(m)
1 2286.6 0.77
2 4199.26 2.89
3 11325.84 14.27
4 12851.72 ∞
Já nas ﬁguras 8.2a e 8.2b, estão presentes as veriﬁcações do solo estratiﬁcado, respec-
tivamente da curva característica e da curva de resistividade aparente teórica.
81
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.2: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso I
8.2 Estudo de Caso II
Para o Estudo de Caso II, também foram realizadas medições em um solo desconhecido
para obtenção das resistividades aparentes experimentais do solo. Porém, as medições
foram realizadas em uma localidade diferente, dentro da mesma fazenda pesquisada no
estudo de caso I.
Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 8.3. A ﬁg. 8.3 ilustra as
curvas de resistividade aparente experimental e teórica.
Tabela 8.3: Resultados Alcançados - Estudo de Caso II
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 3094 3094 0.00
1.0 3713 3712 0.03
2.0 4360 4399 0.89
4.0 5152 4677 9.22
8.0 4021 4025 0.10
16.0 2211 2211 0.00
32.0 944 944 0.00
Erro Médio 1.46
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Figura 8.3: Curvas de Resistividade Aparente - Estudo de Caso II
Na tabela 8.4, estão presentes os parâmetros do solo estratiﬁcado em camadas horizon-
tais, encontrados pelo processo de otimização.
Tabela 8.4: Solo Estratiﬁcado Resultante - Estudo de Caso II
Camada ρ(Ω.m) h(m)
1 2787.94 0.52
2 5157.51 7.99
3 700.82 ∞
Por sua vez, nas ﬁguras 8.4a e 8.4b, estão presentes as veriﬁcações do solo estratiﬁcado,
respectivamente da curva característica e da curva de resistividade aparente teórica.
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(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.4: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso II
Particularmente neste estudo de caso, o solo estratiﬁcado otimizado gerado apresenta
um pico de erro onde a = 4.0m, visto a diferença do erro neste ponto e nos demais,
conforme ﬁg. 8.3. Porém, com a metodologia de tratamento de picos de erro apresentada
na seção 7.3, é possível reverter esta situação e obter uma solução mais uniforme.
Assim, a metodologia foi aplicada novamente para os mesmos valores experimentais,
mas desta vez penalizando os indivíduos que apresentavam erros relativos pontuais maiores
que 5.0%. Com isto, foi encontrada uma outra solução com o erro mais uniformemente
distribuído, culminando na atenuação do pico de erro.
Para este novo experimento, os valores das distâncias entre os eletrodos, das respectivas
resistividades aparentes, e dos erros, estão presentes na tabela 8.5. Já na ﬁg. 8.5, estão
ilustradas as curvas de resistividade aparente experimental e teórica.
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Tabela 8.5: Resultados Alcançados - Estudo de Caso II - Tratamento de Picos
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 3094 3094 0.00
1.0 3713 3713 0.00
2.0 4360 4513 3.51
4.0 5152 4894 5.01
8.0 4021 4178 3.90
16.0 2211 2211 0.00
32.0 944 944 0.00
Erro Médio 1.77
Figura 8.5: Curvas de Resistividade Aparente - Estudo de Caso II - Tratamento de Picos
Por sua vez, a tabela 8.6 abriga os parâmetros do solo estratiﬁcado em camadas ho-
rizontais, encontrados pelo processo de otimização em conjunto com o tratamento de
picos.
Tabela 8.6: Solo Estratiﬁcado Resultante - Estudo de Caso II - Tratamento de Picos
Camada ρ(Ω.m) h(m)
1 2832.91 0.59
2 5555.27 7.43
3 722.65 ∞
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Já nas ﬁguras 8.6a e 8.6b, estão presentes as veriﬁcações do solo estratiﬁcado presente
na tabela 8.6, respectivamente da curva característica e da curva de resistividade aparente
teórica.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.6: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso II - Tratamento de Picos
8.3 Estudo de Caso III
Já no Estudo de Caso III, com o intuito de comparar esta metodologia com outras
criadas anteriormente, foram utilizados como ponto de partida os valores de resistivida-
des aparentes experimentais presentes em trabalhos anteriores. Como referência, foram
analisados os trabalhos de Gonos and Stathopulos [GONOS e STATHOPULOS 2005],
Zhiqiang e Bin [ZHIQIANG e BIN 2011] e He [HE et. al. 2013]. Os resultados alcança-
dos nestes trabalhos podem ser observados na tabela 8.7.
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Tabela 8.7: Resultados de Trabalhos Anteriores - Estudo de Caso III
Experimental Gonos Zhiqiang He
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%) ρaT (Ω.m) Erro(%) ρaT (Ω.m) Erro(%)
1.0 138 148 7.25 144 4.35 140 1.45
3.0 79 95 20.25 92 16.46 75 5.06
6.0 71 79 11.27 77 8.45 70 1.41
8.0 67 81 20.90 78 16.42 72 7.46
10.0 80 84 5.00 81 1.25 76 5.00
15.0 88 96 9.09 93 5.68 88 0.00
20.0 99 109 10.1 105 6.06 101 2.02
40.0 151 146 3.31 142 5.96 143 5.30
60.0 170 165 2.94 162 6.06 168 1.18
Erro Médio 10.01 7.70 3.15
Em ordem cronológica, é possível notar um aprimoramento dos resultados, com erro
relativo médio de 10.01% no trabalho de Gonos e Stathopulos, diminuindo para 7.70%
com Zhiqiang e Bin, e culminando em 3.15% no trabalho de He. Os solos estratiﬁcados
otimizados pelas metodologias deles estão presentes na tabela 8.8.
Tabela 8.8: Solos Estratiﬁcados em Trabalhos Anteriores - Estudo de Caso III
Gonos Zhiqiang He
Camada ρ(Ω.m) h(m) ρ(Ω.m) h(m) ρ(Ω.m) h(m)
1 164.5 1.2 160.69 1.16 193.88 0.74
2 71.6 10.6 70.65 11.44 65.93 12.3
3 203.7 ∞ 204.36 ∞ 231.77 ∞
Porém com a metodologia proposta, incluindo os métodos de desestagnação da evolução
e de tratamento de picos de erro, resultados melhores foram alcançados neste trabalho,
resultando em um erro relativo médio de 1.95%.
Os valores das distâncias entre os eletrodos, e das respectivas resistividades aparentes
experimentais, retirados dos trabalhos citados, estão presentes na tabela 8.9, bem como as
respectivas resistividades aparentes teóricas do solo, encontrado através da metodologia
proposta, e o erro relativo. Na ﬁg. 8.7 estão ilustradas as curvas de resistividade aparente
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experimental e teórica.
Tabela 8.9: Resultados Alcançados - Estudo de Caso III
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
1.0 138 138 0.00
3.0 79 79 0.00
6.0 71 71 0.00
8.0 67 72 7.46
10.0 80 75 6.25
15.0 88 87 1.14
20.0 99 101 2.02
40.0 151 150 0.66
60.0 170 170 0.00
Erro Médio 1.95
Figura 8.7: Curvas de Resistividade Aparente - Estudo de Caso III
Na tabela 8.10, estão presentes os parâmetros do solo estratiﬁcado em camadas hori-
zontais, encontrados pela metodologia proposta, utilizado para calcular a curva de resis-
tividade aparente teórica.
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Tabela 8.10: Solo Estratiﬁcado Resultante - Estudo de Caso III
Camada ρ(Ω.m) h(m)
1 171.01 0.88
2 67.13 16.02
3 1225.59 10.54
4 80.16 ∞
Finalmente, nas ﬁguras 8.8a e 8.8b, estão presentes as veriﬁcações do solo estratiﬁcado
gerado neste estudo de caso, conforme tabela 8.10, respectivamente da curva característica
e da curva de resistividade aparente teórica.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.8: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso III
8.4 Estudo de Caso IV
Novamente com o intuito de comparar os resultados obtidos neste trabalho com os
resultados presentes no estado da arte, foram utilizados neste estudo de caso valores
de resistividades aparentes experimentais presentes nos trabalhos de Gonos and Statho-
pulos [GONOS e STATHOPULOS 2005], Zhiqiang e Bin [ZHIQIANG e BIN 2011] e He
[HE et. al. 2013]. Os resultados alcançados em trabalhos anteriores podem ser observados
na tabela 8.11.
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Tabela 8.11: Resultados de Trabalhos Anteriores - Estudo de Caso IV
Experimental Gonos Zhiqiang He
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%) ρaT (Ω.m) Erro(%) ρaT (Ω.m) Erro(%)
1.0 214 203 5.14 201 6.07 215 0.47
3.0 256 250 2.34 250 2.34 249 2.73
5.0 273 282 3.30 282 3.30 282 3.30
10.0 307 294 4.23 294 4.23 300 2.28
15.0 284 274 3.52 274 3.52 281 1.06
20.0 250 252 0.80 252 0.80 258 3.20
30.0 225 222 1.33 222 1.33 225 0.00
50.0 210 198 5.71 199 5.24 200 4.76
80.0 186 190 2.15 190 2.15 191 2.69
Erro Médio 3.16 3.22 2.28
Neste estudo de caso, ambos os trabalhos que utilizaram Algoritmos Genéticos, de
Gonos e Zhiqiang, alcançaram erros relativos médios semelhantes, respectivamente 3.16%
e 3.22%. Já o trabalho de He alcançou resultados melhores, diminuindo este erro para
2.28%. Os solos otimizados pelas metodologias deles estão presentes na tabela 8.12.
Tabela 8.12: Solos Estratiﬁcados em Trabalhos Anteriores - Estudo de Caso IV
Gonos Zhiqiang He
Camada ρ(Ω.m) h(m) ρ(Ω.m) h(m) ρ(Ω.m) h(m)
1 196.9 1.7 194.83 1.68 211.59 2.25
2 351.7 8.4 353.46 8.23 379.72 7.5
3 185.2 ∞ 186.27 ∞ 187.01 ∞
Porém, com a aplicação da metodologia proposta, resultados melhores foram novamente
alcançados, resultando em um erro relativo médio de 1.87%.
Os valores das distâncias entre os eletrodos, e das respectivas resistividades aparentes
experimentais, retirados dos trabalhos citados, estão presentes na tabela 8.13, bem como
as respectivas resistividades aparentes teóricas do solo, encontrado através da metodologia
proposta, e o erro relativo. Na ﬁg. 8.9 estão ilustradas as curvas de resistividade aparente
experimental e teórica.
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Tabela 8.13: Resultados Alcançados - Estudo de Caso IV
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
1.0 214 215 0.47
3.0 256 252 1.56
5.0 273 290 6.23
10.0 307 306 0.33
15.0 284 280 1.41
20.0 250 255 2.00
30.0 225 225 0.00
50.0 210 201 4.29
80.0 186 187 0.54
Erro Médio 1.87
Figura 8.9: Curvas de Resistividade Aparente - Estudo de Caso IV
Na tabela 8.14, estão presentes os parâmetros do solo estratiﬁcado em camadas hori-
zontais, encontrados pela metodologia proposta, utilizado para calcular a curva de resis-
tividade aparente teórica.
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Tabela 8.14: Solo Estratiﬁcado Resultante - Estudo de Caso IV
Camada ρ(Ω.m) h(m)
1 212.23 2.75
2 583.6 3.19
3 206.17 27.92
4 173.3 ∞
Finalmente, nas ﬁguras 8.10a e 8.10b, estão presentes as veriﬁcações do solo estra-
tiﬁcado gerado neste estudo de caso, conforme tabela 8.14, respectivamente da curva
característica e da curva de resistividade aparente teórica.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.10: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso IV
8.5 Estudo de Caso V
No Estudo de Caso V, foram realizadas medições em um solo desconhecido, localizado
na fazenda Custódia, no município de Catalão - GO - Brasil, com o apoio de Elder Luiz
Rodrigues Silva [SILVA 2014]. Através dos valores das resistividades aparente experi-
mentais, a metodologia proposta foi aplicada, culminando em um solo estratiﬁcado em
92
camadas horizontais, com parâmetros conhecidos, e que representa, com certa margem de
erro, o solo desconhecido. A partir deste, foram calculadas as resistividades aparentes teó-
ricas deﬁnitivas, além de serem feitas as devidas veriﬁcações, tanto na curva característica,
quanto na resistividade aparente teórica.
Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 8.15. Na ﬁg. 8.11, estão
ilustradas ambas curvas de resistividade aparente.
Tabela 8.15: Resultados Alcançados - Estudo de Caso V
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 4291 4291 0.00
1.0 3945 3945 0.00
2.0 3066 3068 0.07
4.0 2387 2388 0.04
8.0 2814 2812 0.07
16.0 4523 4520 0.07
32.0 7238 7231 0.10
Erro Médio 0.05
Figura 8.11: Curvas de Resistividade Aparente - Estudo de Caso V
Na tabela 8.16, estão presentes os parâmetros do solo estratiﬁcado em camadas hori-
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zontais, encontrados pela metodologia proposta.
Tabela 8.16: Solo Estratiﬁcado Resultante - Estudo de Caso V
Camada ρ(Ω.m) h(m)
1 4369.29 1.19
2 1882.92 6.55
3 16032.77 ∞
Já nas ﬁguras 8.12a e 8.12b, estão presentes as veriﬁcações do solo estratiﬁcado, res-
pectivamente da curva característica e da curva de resistividade aparente teórica.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.12: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso V
8.6 Estudo de Caso VI
Por sua vez, no Estudo de Caso VI, foram realizadas medições em outro solo des-
conhecido. Através dos valores das resistividades aparente experimentais, a metodologia
proposta foi aplicada, culminando em um solo estratiﬁcado em camadas horizontais. Com
base nos parâmetros deste solo, foram calculadas as resistividades aparentes teóricas, além
de serem feitas as devidas veriﬁcações, tanto na curva característica, quanto na resistivi-
dade aparente teórica.
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Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 8.17. Na ﬁg. 8.13, estão
ilustradas ambas curvas de resistividade aparente.
Tabela 8.17: Resultados Alcançados - Estudo de Caso VI
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
2.0 3389 3385 0.12
4.0 1900 1889 0.58
8.0 585 592 1.20
16.0 568 570 0.35
32.0 823 824 0.12
Erro Médio 0.47
Figura 8.13: Curvas de Resistividade Aparente - Estudo de Caso VI
Na tabela 8.18, estão presentes os parâmetros do solo estratiﬁcado em camadas hori-
zontais, utilizado para calcular a curva de resistividade aparente teórica.
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Tabela 8.18: Solo Estratiﬁcado Resultante - Estudo de Caso VI
Camada ρ(Ω.m) h(m)
1 4021.22 2.73
2 120.21 3.78
3 17219.68 3.22
4 193.56 ∞
Nas ﬁguras 8.14a e 8.14b, estão presentes as veriﬁcações do solo estratiﬁcado, respec-
tivamente da curva característica e da curva de resistividade aparente teórica.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.14: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso VI
8.7 Estudo de Caso VII
No Estudo de Caso VII, foram realizadas medições em um solo desconhecido, localizado
na empresa Cargill, no município de Uberlândia - MG - Brasil. Através dos valores
das resistividades aparentes experimentais, onde se observou duas grandes inﬂexões, a
metodologia proposta foi aplicada, culminando em um solo estratiﬁcado em camadas
horizontais, com parâmetros conhecidos, e que representa, com certa margem de erro, o
solo desconhecido. A partir deste, foram calculadas as resistividades aparentes teóricas,
além de serem feitas as devidas veriﬁcações.
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Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 8.19. Na ﬁg. 8.15, estão
ilustradas ambas curvas de resistividade aparente.
Tabela 8.19: Resultados Alcançados - Estudo de Caso VII
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 125 125 0.00
1.0 185 182 1.62
2.0 252 251 0.40
4.0 271 275 1.48
8.0 235 239 1.70
16.0 267 268 0.37
32.0 375 376 0.27
Erro Médio 0.83
Figura 8.15: Curvas de Resistividade Aparente - Estudo de Caso VII
Na tabela 8.20, estão presentes os parâmetros do solo estratiﬁcado em camadas hori-
zontais que possui comportamento elétrico semelhante ao solo desconhecido prospectado.
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Tabela 8.20: Solo Estratiﬁcado Resultante - Estudo de Caso VII
Camada ρ(Ω.m) h(m)
1 96.25 0.48
2 429.52 2.76
3 81.72 3.56
4 595.52 ∞
Já nas ﬁguras 8.16a e 8.16b, estão presentes as veriﬁcações do solo estratiﬁcado, res-
pectivamente da curva característica e da curva de resistividade aparente teórica.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.16: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso VII
8.8 Estudo de Caso VIII
Assim como no estudo de caso anterior, o Estudo de Caso VIII foi realizado na empresa
Cargill, no município de Uberlândia - MG - Brasil. Através dos valores das resistividades
aparente experimentais, onde se observou duas inﬂexões ainda maiores, a metodologia
proposta foi aplicada, que originou um solo estratiﬁcado em camadas horizontais. A
partir deste, foram calculadas as resistividades aparentes teóricas deﬁnitivas, além de
serem feitas as devidas veriﬁcações, tanto na curva característica, quanto na resistividade
aparente teórica.
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Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 8.21. Na ﬁg. 8.17, estão
ilustradas ambas curvas de resistividade aparente.
Tabela 8.21: Resultados Alcançados - Estudo de Caso VIII
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 114 114 0.00
1.0 160 154 3.75
2.0 224 229 2.23
4.0 299 306 2.34
8.0 332 323 2.71
16.0 247 247 0.00
32.0 239 250 4.60
64.0 466 446 4.29
Erro Médio 2.49
Figura 8.17: Curvas de Resistividade Aparente - Estudo de Caso VIII
Na tabela 8.22, estão presentes os parâmetros do solo estratiﬁcado em camadas hori-
zontais, encontrado pelo processo de evolução diferencial.
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Tabela 8.22: Solo Estratiﬁcado Resultante - Estudo de Caso VIII
Camada ρ(Ω.m) h(m)
1 101.73 0.71
2 454.73 7.46
3 36.72 5.93
4 13587.1 1.04
5 51111.42 ∞
Já nas ﬁguras 8.18a e 8.18b, estão presentes as veriﬁcações do solo estratiﬁcado.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.18: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso VIII
8.9 Estudo de Caso IX
Assim como nos dois estudos de caso anteriores, o Estudo de Caso IX foi realizado
na empresa Cargill, no município de Uberlândia - MG - Brasil. Porém, diferentemente
deles, a curva de resistividade aparente não apresentou inﬂexões relevantes. Baseado nas
resistividades aparentes experimentais, a metodologia proposta foi aplicada, que originou
um solo estratiﬁcado em camadas horizontais de parâmetros conhecidos. A partir deste,
foram calculadas as resistividades aparentes teóricas, além de serem feitas as devidas
veriﬁcações, tanto na curva característica, quanto na resistividade aparente teórica.
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Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 8.23. Na ﬁg. 8.19, estão
ilustradas ambas curvas de resistividade aparente.
Tabela 8.23: Resultados Alcançados - Estudo de Caso IX
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 139 142 2.16
1.0 217 216 0.46
2.0 310 298 3.87
4.0 358 363 1.40
8.0 390 405 3.85
16.0 472 443 6.14
32.0 506 521 2.96
64.0 671 672 0.15
Erro Médio 2.62
Figura 8.19: Curvas de Resistividade Aparente - Estudo de Caso IX
Na tabela 8.24, estão presentes os parâmetros do solo estratiﬁcado em camadas hori-
zontais, encontrado pela metodologia proposta, base para a resistividade aparente teórica
calculada.
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Tabela 8.24: Solo Estratiﬁcado Resultante - Estudo de Caso IX
Camada ρ(Ω.m) h(m)
1 84.84 0.31
2 419.32 8.3
3 459.39 29.90
4 4398.83 ∞
Já nas ﬁguras 8.20a e 8.20b, estão presentes as veriﬁcações do solo estratiﬁcado, res-
pectivamente da curva característica e da curva de resistividade aparente teórica.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.20: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso IX
8.10 Estudo de Caso X
O Estudo de Caso X foi realizado em uma área onde uma empresa planejava instalar
uma nova unidade, na cidade de Quirinópolis - GO - Brasil. Assim, foram realizadas
medições e estratiﬁcações em alguns locais para saber onde seriam instalados alguns ele-
mentos da unidade, e.g. a subestação de energia, malha de proteção contra descargas
atmosféricas, etc.
Através dos valores das resistividades aparente experimentais a metodologia proposta
foi aplicada, culminando em um solo estratiﬁcado em camadas horizontais, com parâme-
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tros conhecidos, e que representa, com certa margem de erro, o solo desconhecido. A
partir deste, foram calculadas as resistividades aparentes teóricas deﬁnitivas, além de se-
rem feitas as devidas veriﬁcações, tanto na curva característica, quanto na resistividade
aparente teórica.
Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 8.25. Na ﬁg. 8.21, estão
ilustradas ambas curvas de resistividade aparente.
Tabela 8.25: Resultados Alcançados - Estudo de Caso X
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 345 237 31.30
1.0 241 241 0.00
2.0 246 266 8.13
4.0 370 354 4.32
8.0 457 454 0.66
16.0 367 365 0.54
32.0 124 124 0.00
Erro Médio 6.42
Figura 8.21: Curvas de Resistividade Aparente - Estudo de Caso X
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Na tabela 8.26, estão presentes os parâmetros do solo estratiﬁcado em camadas hori-
zontais, encontrado pela metodologia proposta.
Tabela 8.26: Solo Estratiﬁcado Resultante - Estudo de Caso X
Camada ρ(Ω.m) h(m)
1 236.67 3.04
2 4790.6 1.3
3 22.32 ∞
Já nas ﬁguras 8.22a e 8.22b, estão presentes as veriﬁcações do solo estratiﬁcado, res-
pectivamente da curva característica e da curva de resistividade aparente teórica.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.22: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso X
8.11 Estudo de Caso XI
Realizado na mesma área que o estudo de caso anterior, o Estudo de Caso XI visou
pesquisar um local diferente na mesma área.
Através dos valores das resistividades aparente experimentais a metodologia proposta
foi aplicada, culminando em um solo estratiﬁcado em camadas horizontais, com parâme-
tros conhecidos, e que representa, com certa margem de erro, o solo desconhecido. A
partir deste, foram calculadas as resistividades aparentes teóricas deﬁnitivas, além de se-
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rem feitas as devidas veriﬁcações, tanto na curva característica, quanto na resistividade
aparente teórica.
Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 8.27. Na ﬁg. 8.23, estão
ilustradas ambas curvas de resistividade aparente.
Tabela 8.27: Resultados Alcançados - Estudo de Caso XI
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 157 157 0.00
1.0 252 240 4.76
2.0 321 359 11.84
4.0 469 446 4.90
8.0 407 407 0.00
16.0 296 298 0.68
32.0 249 249 0.00
Erro Médio 3.17
Figura 8.23: Curvas de Resistividade Aparente - Estudo de Caso XI
Na tabela 8.28, estão presentes os parâmetros do solo estratiﬁcado em camadas hori-
zontais, encontrado pela metodologia proposta.
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Tabela 8.28: Solo Estratiﬁcado Resultante - Estudo de Caso XI
Camada ρ(Ω.m) h(m)
1 119.57 0.5
2 717.8 3.23
3 236.53 ∞
Já nas ﬁguras 8.24a e 8.24b, estão presentes as veriﬁcações do solo estratiﬁcado.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.24: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso XI
8.12 Estudo de Caso XII
Realizado na mesma área que os dois estudos de caso anteriores, o Estudo de Caso XII
visou pesquisar um local diferente na mesma área.
Através dos valores das resistividades aparente experimentais a metodologia proposta
foi aplicada, culminando em um solo estratiﬁcado em camadas horizontais, com parâ-
metros conhecidos, e que representa, com certa margem de erro, o solo desconhecido.
A partir deste, foram calculadas as resistividades aparentes teóricas deﬁnitivas, além de
serem feitas as devidas veriﬁcações.
Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 8.29. Na ﬁg. 8.25, estão
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ilustradas ambas curvas de resistividade aparente.
Tabela 8.29: Resultados Alcançados - Estudo de Caso XII
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 358 269 5.79
1.0 231 265 34.89
2.0 246 244 0.75
4.0 571 177 64.91
8.0 102 105 4.55
16.0 287 105 50.00
32.0 132 135 0.00
Erro Médio 22.98
Figura 8.25: Curvas de Resistividade Aparente - Estudo de Caso XII
Na tabela 8.30, estão presentes os parâmetros do solo estratiﬁcado em camadas hori-
zontais, encontrado pela metodologia proposta.
Tabela 8.30: Solo Estratiﬁcado Resultante - Estudo de Caso XII
Camada ρ(Ω.m) h(m)
1 270.03 2.92
2 61.85 7.13
3 181.13 ∞
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Já nas ﬁguras 8.26a e 8.26b, estão presentes as veriﬁcações do solo estratiﬁcado.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 8.26: Veriﬁcação do Solo Estratiﬁcado - Estudo de Caso XII
8.13 Considerações Finais
Como é possível observar nos estudos de caso descritos neste capítulo, a metodologia
proposta foi um sucesso em otimizar os parâmetros de solos no modelo estratiﬁcado em
camadas horizontais, de forma que estes apresentaram comportamento elétrico semelhante
aos solos desconhecidos, onde foram realizadas medições experimentais.
Além destes estudos de casos mostrados, diversas medições e otimizações foram re-
alizadas. Porém, o objetivo deste capítulo foi relatar casos de uso onde as curvas de
resistividade aparente experimental tivessem perﬁs diferentes, otimitindo redundâncias,
além de comparar os resultados obtidos neste trabalho com o estado da arte.
Os estudos de caso I, II, V e VI apresentaram resultados altamente satisfatórios, onde os
solos estratiﬁcados otimizados possuem resistividades aparentes bem próximas ao obtido
experimentalmente.
Particulamente no estudo de caso II, onde foi observado com destaque um pico de
erro, a metodologia de tratamento foi aplicada com sucesso, sendo possível observar que
o processo de otimização deu oportunidade para soluções mais uniformes se sobressaírem,
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resultando em um solo otimizado com pico de erro suavizado.
Já nos estudos de caso III e IV, ao comparar os resultados obtidos neste trabalho
com os obtidos em trabalhos anteriores, notou-se uma melhora no erro médio relativo em
ambos os casos, culminando em solos estratiﬁcados em camadas horizontais que possuem
propriedades elétricas mais próximas dos solos desconhecidos estudados.
Nos estudos de caso VII e VIII, múltiplas inﬂexões acentuadas estão presentes nas
curvas de resistividade aparente experimental. Porém isto não foi problema para a meto-
dologia proposta, que conseguiu otimizar os parâmetros do solo estratiﬁcado com pequena
margem de erro. É possível notar que, mesmo que o estudo de caso IX tenha sido rea-
lizado próximo aos dois anteriores, ele não apresentou as mesmas inﬂexões acentuadas,
indicando mudança no perﬁl do solo nesta área.
Porém, em alguns casos de uso, mesmo após múltiplas tentativas de aplicação da me-
todologia proposta, não se obteve o sucesso alcançado anteriormente. É possível observar
isto nos estudos de caso X e XII, onde o solo otimizado apresentou semelhança no com-
portamento elétrico bem aquém do observado nos outros estudos de caso. Ainda assim,
o estudo de caso XI, realizado em um local próximo, apresentou resultados satisfatórios,
contrariando o que era esperado.
Assim, quais fatores inﬂuenciam a aplicação desta metodologia, que apesar de encontrar
ótimos resultados em diversas situações, melhores que os alcançados em trabalhos ante-
riores, a apresentar uma performance distinta? É possível quantiﬁcar esta performance
distinta? Um estudo envolvendo esta reﬂexão está presente no capítulo 9.
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Capítulo 9
Procedimento de Análise Estatística
Na metodologia proposta, apresentada no capítulo 7, caso o modelo físico exato seja
próximo ao modelo de solo em camadas horizontais, o erro alcançado tende a ser pequeno
e dentro do desejado, e ambos os solos possuem propriedades elétricas semelhantes. Po-
rém, há situações em que o erro alcançado é de uma magnitude considerável, conforme
observado nos estudos de caso X e XII. Há um fator de erro a ser considerado nesta
abordagem e que não pode ser mensurado pelo método de Wenner: A diferença entre os
modelos de solo.
Devido à sua própria natureza, o solo desconhecido não se comporta exatamente como
o modelo utilizado. E quanto maior esta diferença, menos provável será a metodologia
proposta ter sucesso. Também, por se tratar de uma metodologia baseada em uma meta-
heurística, ela pode falhar, e serem necessárias múltiplas execuções para se obter sucesso.
Ainda assim, mesmo diversas aplicações da metodologia podem não produzir um resultado
com erro relativo médio dentro do desejado, ainda mais se este for muito pequeno, no caso
do solo não ser disposto em camadas horizontais homogêneas.
O objetivo do procedimento de análise estatística descrito neste capítulo é justamente
saber qual a probabilidade da metodologia ser aplicada com sucesso, em um solo cujo
modelo físico seja semelhante ao modelo em camadas horizontais e, a partir dessa proba-
bilidade de sucesso da metodologia, poder realizar uma análise para qualquer amostra de
solos, de modo a saber quantas destas amostras não seguem o modelo de solo em camadas
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horizontais.
9.1 Estrutura do Solo
Em pequena escala, o solo tende a ser disposto em camadas horizontais. Porém, há
situações em que esta estrutura é alterada devido à presença de obstáculos no subsolo e
fenômenos geológicos podem dar uma característica disforme ao solo. Em outros casos, a
umidade pode prejudicar por alterar temporariamente a resistividade do solo. [FAO 2006]
[EBERHARDT 2014].
Em um solo desconhecido que possua modelo físico exato próximo ao modelo de solo
em camadas horizontais bem deﬁnidas, o resultado tende a ser bastante bom, inferior a
1%. A ﬁg. 9.1 ilustra um solo assim.
Figura 9.1: Solo em Camadas Horizontais Regulares Homogêneas
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Porém, alguns solos não apresentam uma estrutura bem deﬁnida, com camadas hori-
zontais regulares e homogêneas. As linhas que separam duas camadas consecutivas não
são horizontais. A ﬁg. 9.2 ilustra um solo assim. Deste modo, a semelhança do compor-
tamento elétrico do solo relativamente ao modelo em camadas horizontais determina o
sucesso ou fracasso da metodologia proposta.
Figura 9.2: Solo Irregular Próximo ao Modelo em Camadas Horizontais
Já em outros solos situações piores podem acontecer, como a disformidade ou um
obstáculo perturbar ainda mais a deﬁnição das camadas. Dentre estes obstáculos podem
estar pedras, ﬁssuras, fendas, lençol freático, colônias de animais, além de elementos
inseridos pelo homem, como outros aterramentos, fundações de construções já demolidas,
dentre outros. Também, o modelo físico exato pode não ser nada parecido com o modelo
estratiﬁcado em camadas horizontais devido a fatores geológicos. Uma ilustração de solo
com obstáculos é apresentada na ﬁg. 9.3.
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Figura 9.3: Solo Irregular com Obstáculos Naturais
Assim, em muitas situações onde o erro da solução é considerável, a razão pode estar
no modelo físico exato do solo desconhecido. A metodologia fornece uma solução com
erro médio relativo agravado de acordo com a disparidade entre o modelo físico exato
e o modelo em camadas horizontais. Também, pelo fato de a metodologia proposta se
basear em uma meta-heurística, ela pode não alcançar o erro médio relativo desejado
por ter ﬁcado presa em um mínimo local, ou por não ter convergido em uma quantidade
determinada de gerações.
Desta maneira, como a formação irregular do solo ou a presença de obstáculos não pode
ser detectada utilizando o método de Wenner, propõe-se um procedimento de avaliação da
metodologia e consequente análise de qualquer amostra de solos em que ela for aplicada.
9.2 Características da Análise
Para a realização da análise estatística compreendida no procedimento proposto, deve
ser deﬁnido o tamanho da amostra a analisar, de forma que esta possa ser uma repre-
sentação do espaço amostral, i. e., do universo a ser analisado. Para a deﬁnição desta
amostra, é muito importante saber o tamanho deste espaço amostral [COCHRAN 1977].
O princípio para estimar o tamanho do espaço amostral é o seguinte: Em um intervalo
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entre dois números reais há uma quantidade inﬁnita de números. Assim, como solos estra-
tiﬁcados em camadas horizontais possuem parâmetros contidos em intervalos contínuos
de números reais (seção 7.1.2) e em um espaço N-dimensional devido à disposição em N
camadas, é possível concluir que o tamanho do espaço amostral que engloba todos os solos
estratiﬁcados possíveis é inﬁnito.
Além disso, é preciso saber o objetivo da análise, que deﬁnirá a saída do procedimento.
Isto é essencial para a escolha da distribuição amostral a ser utilizada, pois deﬁne como
o procedimento será realizado [WACKERLY et. al. 2008]. A variável de saída de um
procedimento qualquer pode assumir dois perﬁs:
• Contínuo: Variáveis contínuas podem assumir qualquer valor em um intervalo;
• Discreto: Variáveis discretas podem assumir uma quantidade contável de valores
possíveis.
Ao ser aplicada em medidas de resistividade aparente experimental, a metodologia
proposta pode ter dois desfechos: terminar por ter alcançado seu objetivo possuindo erro
médio relativo dentro do desejado, ou por ter atingido o número máximo de gerações
permitido sem alcançar o erro desejado (seção 7.1).
O objetivo é justamente diferenciar estes dois desfechos. Assim, a veriﬁcação do sucesso
da metodologia proposta terá uma saída dicotômica: Caso o erro relativo médio alcançado
pela metodologia seja menor ou igual a P% (7.3), onde {P ∈ R|P > 0}, o experimento
será considerado um sucesso, saída 1. Caso contrário, será considerado um fracasso,
saída 0. Assim, como a saída pode possuir apenas dois valores possíveis, ela possui um
perﬁl discreto. Consequentemente tem-se uma distribuição de natureza discreta. Uma
ilustração deste comportamento está disposto na ﬁg. 9.4.
115
Figura 9.4: Função de Veriﬁcação de Sucesso
9.3 Base Teórica Estatística
Uma distribuição amostral é a distribuição de probabilidades de uma medida estatística
baseada em uma amostra aleatória. É um conceito muito importante pois fornece uma
grande simpliﬁcação e pode ser usado para inferência estatística. Além disso, permite
que considerações analíticas sejam baseadas na distribuição amostral de uma medida
estatística [WACKERLY et. al. 2008].
Na inferência estatística uma amostra é coletada, e nela são aplicados procedimentos
estatísticos. Tais procedimentos possibilitam a obtenção de parâmetros desejados que
descrevem a população com uma margem de erro, pois são obtidos de uma amostra e não
da população toda. Uma ilustração deste procedimento segue na ﬁg. 9.5. Deﬁnido o nível
de aproximação desejado, é possível saber a dimensão da amostra para que esta reﬂita o
comportamento da população.
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Figura 9.5: Processo de Inferência Estatística
A seguir são apresentados os conceitos que vão permitir saber qual a dimensão da
amostra, i.e. quantos testes estatísticos devem ser realizados para que a partir de uma
inferência estatística com margem de erro e nível de conﬁança determinados, seja possí-
vel realizar considerações analíticas a partir dos resultados do procedimento de análise
proposto.
9.3.1 Escolha da Distribuição Amostral
Como apresentado na seção 9.2, as saídas da veriﬁcação de sucesso das amostras a
tratar neste estudo são discretas. Assim, apresentam-se abaixo alguns tipos de distribuição
amostral discreta [WACKERLY et. al. 2008] [WROUGHTON e COLE 2013]:
• Bernoulli: Distribuição de sucessos em uma única tentativa. Nesta tentativa
há sucesso ou falha. E. g. se em um solo a metodologia for aplicada, qual a
probabilidade de ele ser estratiﬁcado com sucesso?
• Binomial: Distribuição do sucesso em N tentativas de Bernoulli. Neste caso
haverá N tentativas, e deseja-se saber em quantas delas haverá sucesso. E. g. se a
metodologia proposta for aplicada em 50 solos quaisquer, qual a probabilidade que
40 solos sejam estratiﬁcados com sucesso? A distribuição de Bernoulli é um caso
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especial da distribuição binomial, onde N = 1. Aqui o número de tentativas é ﬁxo,
e o número de sucessos é variável.
• Hipergeométrica: Similar à distribuição Binomial no tocante ao interesse no
número de sucessos em N tentativas. Porém, se trata da distribuição do sucesso
quando todas as tentativas são feitas com elementos mutuamente exclusivos, ou
seja, quando se sorteia um elemento e este não pode ser sorteado novamente, fazendo
com que a probabilidade mude a cada tentativa. Ex: Se a metodologia proposta
for aplicada em 50 solos mutuamente excludentes, qual a probabilidade de 40 solos
sejam estratiﬁcados com sucesso.
Ao analisar o objetivo do procedimento de análise estatística, percebe-se que a distri-
buição hipergeométrica é a que melhor se encaixa no contexto deste trabalho pois o desejo
é que todos os solos avaliados sejam distintos. Porém, se a quantidade de tentativas for
pequena em comparação ao tamanho do espaço amostral, as tentativas não são indepen-
dentes, mas a dependência possui apenas um pequeno efeito, tal que se aproxima bastante
da distribuição Binomial [WROUGHTON e COLE 2013].
Como o tamanho do espaço amostral é inﬁnito, o número de tentativas sempre terá
uma magnitude muito menor, justiﬁcando o uso da distribuição binomial no procedimento
de análise proposto. Há uma razão para que estas distribuições sejam bastante utilizadas:
o Teorema do Limite Central.
9.3.2 Teorema do Limite Central
A base para o procedimento proposto é um dos conceitos mais fundamentais e pro-
fundos na estatística: O Teorema do Limite Central, também conhecido como CLT
[WACKERLY et. al. 2008]. Ele sustenta a distribuição amostral escolhida na seção an-
terior.
Seja x¯ a média amostral de uma amostra de tamanho n, conforme (9.1).
x¯ =
∑n
i=1 xi
n
(9.1)
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E que a população tenha média µ e desvio padrão σ. Havendo várias amostras, deﬁne-
se o valor médio de x¯, µx¯, e o desvio padrão de x¯, σx¯, pelas equações (9.2) e (9.3)
respectivamente.
µx¯ = µ (9.2)
σx¯ =
σ√
n
(9.3)
O teorema diz que quando a distribuição da população é normal, a distribuição de
x¯ também é normal para qualquer valor de n. E para um valor suﬁcientemente grande
de n, a distribuição de x¯ é aproximadamente normal, independente da distribuição da
população.
Caso a distribuição amostral seja discreta e a amostra for suﬁcientemente grande,
é possível utilizar o teorema para que a distribuição de x¯ seja aproximadamente uma
distribuição binomial, baseada na distribuição normal. A base é que a soma da pro-
babilidade da metodologia proposta funcionar com sucesso ou fracassar obedeça a (9.4)
[WACKERLY et. al. 2008].
p+ q = 1 (9.4)
Aqui p é a probabilidade de sucesso e q a probabilidade de fracasso, para cada elemento.
De acordo com o Teorema de de Moivre-Laplace [de MOIVRE 1756] [FELLER 1968],
um caso especíﬁco do Teorema do Limite Central, caso p e q sejam positivos e obede-
çam a (9.4), pode-se aﬁrmar que a distribuição binomial B(n, p) é aproximadamente a
distribuição normal com média µ = n · p e desvio padrão σ = √n · p · q, conforme (9.5).
B(n, p) ≈ N(n · p,√n · p · q) (9.5)
Assim, a distribuição agora binomial de x¯ terá média µx¯ e desvio padrão σx¯ deﬁnidos
respectivamente pelas equações (9.6) e (9.7).
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µx¯ = n · p (9.6)
σx¯ =
√
n · p · q (9.7)
Uma vez que o Teorema do Limite Central descreve o comportamento de x¯, é possível
utilizá-lo em uma analogia para descrever as proporções de uma população a partir de
uma amostra aleatória de tamanho n. Suponha que cada elemento desta amostra possua
ou não uma característica, e que o sucesso aconteça quando um elemento possua tal
característica. O objetivo é contar o número de sucessos. Esta é exatamente a descrição
da distribuição binomial. Nesta amostra, x elementos possuem tal característica, ou seja,
x é o número de sucessos. B(n, p) representa uma variável binomial de n tentativas e
probabilidade de sucesso p, de modo que x = B(n, p). A proporção de indivíduos que
possui tal característica pˆ é disposta em (9.8).
pˆ =
x
n
=
B(n, p)
n
(9.8)
Relacionando as equações (9.5)e (9.8), obtém-se (9.9).
pˆ =
1
n
B(n, p) ≈ 1
n
N(np,
√
npq) = N(p,
√
pq
n
) (9.9)
O Teorema do Limite Central para as proporções diz que caso as condições do Teorema
de Moivre-Laplace ocorram, a distribuição amostral de uma amostra de tamanho suﬁci-
entemente grande (n > 30) é aproximadamente normal, e terá média µpˆ e desvio padrão
σpˆ, deﬁnidos respectivamente pelas equações (9.10) e (9.11).
µpˆ = p (9.10)
σpˆ =
√
pq
n
(9.11)
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Assim, conclui-se que é possível assumir que a distribuição amostral da nossa amostra
discreta é normal, e utilizar todo o aparato estatístico existente em favor do procedimento
proposto.
9.3.3 Margem de Erro
A margem de erro é uma expressão estatística do erro de amostragem aleatória no
resultado de uma pesquisa. É uma medida da proximidade do resultado de uma amostra
em relação ao resultado obtido se o espaço amostral fosse todo utilizado no procedimento
estatístico [COCHRAN 1977]. Suponha que em uma amostra de solos qualquer a meto-
dologia proposta foi aplicada com 90% de sucesso. Uma margem de erro de 3% implica
que o intervalo esperado para o sucesso no universo de solos pretendido é de 90 ± 3%, i.
e., um valor entre 87 e 93%.
9.3.4 Nível de Conﬁança e Valor Crítico
O nível de conﬁança, ou probabilidade de conﬁança, refere-se à porcentagem de todas as
amostras possíveis em que se pode esperar um comportamento dentro da margem de erro
prevista. Suponha que todas as possíveis amostras sejam coletadas da mesma população.
Um nível de conﬁança de 95% implica que 95% das amostras teriam os resultados dentro
do esperado [NEYMAN 1937] [COCHRAN 1977].
A partir de um nível de conﬁança nc, é possível calcular seu valor crítico Z. Porém,
este já se encontra tabelado conforme tabela 9.1 [COCHRAN 1977].
Tabela 9.1: Valores críticos para níveis de conﬁança
nc(%) 50 80 90 95 99
Z 0.67 1.28 1.64 1.96 2.58
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9.4 Cálculo do Tamanho da Amostra
É possível calcular o tamanho da amostra que, dentro de uma margem de erro e nível
de conﬁança, representará o espaço amostral [COCHRAN 1977]. Para tal, deve-se deﬁnir
valores para o nível de conﬁança nc e para a margem de erro m. A partir do nível de
conﬁança, encontra-se o respectivo valor crítico Z, conforme tabela 9.1.
A distribuição binomial é perfeitamente simétrica quando a probabilidade de sucesso
p for igual a 0.5 e possui alguma assimetria quando p 6= 0.5. Além disso, a aproximação
da distribuição normal pela distribuição binomial funciona melhor quando p = 0.5 e o
tamanho da amostra é grande. Quando a probabilidade de sucesso está em uma faixa
de valores, utiliza-se o valor mais próximo de 0.5 para o cálculo do tamanho da amostra,
Tam. E quando o valor de p é desconhecido, no caso deste trabalho, utiliza-se p = 0.5, de
modo a maximizar a variância e consequentemente o tamanho da amostra.
Sendo N o tamanho da população, caso Tam/N seja um valor desprezável, Tam será
uma aproximação suﬁciente de N , com o nível de conﬁança escolhido. Neste trabalho
como o valor de N é inﬁnito, Tam será utilizado como o tamanho da amostra que reﬂete
o comportamento da população, i. e., do espaço amostral, dentro da margem de erro e
nível de conﬁança deﬁnidos. Assumindo que será realizada amostragem aleatória e que a
distribuição amostral das proporções seja normal, conforme seção 9.3.2, é possível calcular
o tamanho da amostra Tam através de (9.12).
Tam =
Z2 · p · (1− p)
m2
(9.12)
A variância é deﬁnida por (9.13).
σ2 =
p · (1− p)
Tam
(9.13)
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9.5 Procedimento de Análise Proposto
Nesta seção é proposto um procedimento de análise da metodologia e de classiﬁcação
de amostras de solos desconhecidos, partindo do princípio de que é utilizado o modelo de
solo estratiﬁcado em camadas horizontais. Como visto na seção 9.1, os solos podem ser
divididos em três categorias:
1. Solos estratiﬁcados em camadas horizontais;
2. Solos cujo modelo físico exato está próximo ao modelo em camadas horizontais;
3. Solos cujo modelo físico exato está distante do modelo em camadas horizontais.
A partir destas três categorias, é possível determinar dois grupos de solos:
• Solos estratiﬁcáveis: Dentro deste grupo estão os solos das categorias 1 e 2.
Nestes solos a metodologia pode ser aplicada com sucesso;
• Solos não estratiﬁcáveis: Dentro deste grupo estão os solos da categoria 3.
Nestes solos a metodologia não obtém sucesso por o erro ser superior ao desejado.
O que irá deﬁnir se um solo pertence ao grupo dos estratiﬁcáveis ou ao grupo dos não
estratiﬁcáveis será o erro relativo médio desejado. Quanto maior este erro mais distante
o modelo físico do solo poderá estar do modelo em camadas horizontais, e ainda assim a
metodologia ser aplicada com sucesso.
Duas situações serão analisadas, dentro da possibilidade de geração de amostras: Um
conjunto de controle contendo solos estratiﬁcados em camadas horizontais, e um conjunto
de teste que contenha solos das três categorias mencionadas, i. e., qualquer solo. Enquanto
no primeiro conjunto o objetivo é a avaliação da metodologia, no segundo a meta é a
classiﬁcação dos solos.
9.5.1 Avaliação da Metodologia
Nesta seção é mostrado o procedimento a ser seguido para avaliar a metodologia pro-
posta neste trabalho. A ideia principal é calcular qual a probabilidade da metodologia
123
proposta funcionar com sucesso, caso o solo desconhecido possua características físicas
próximas ao modelo utilizado, ou seja, pertença ao grupo dos solos estratiﬁcáveis. O
procedimento está disposto na ﬁg. 9.6.
Figura 9.6: Avaliação da Metodologia
Solos estratiﬁcados em camadas horizontais são gerados e suas resistividades aparentes
teóricas são calculadas e serão utilizadas como resistividades aparentes experimentais. So-
mente as resistividades aparentes são utilizadas, eliminando quaisquer informações acerca
da estrutura do solo. Desta maneira, há a certeza de que o fator irregularidade do modelo
físico exato foi eliminado das amostras.
Posteriormente, a metodologia para otimização dos parâmetros do solo proposta é
aplicada, utilizando estes dados agora experimentais para encontrar os respectivos solos
estratiﬁcados em camadas horizontais otimizados, com comportamentos elétricos seme-
lhantes. Por ﬁm é calculada a probabilidade da metodologia otimizar com sucesso os
parâmetros de um solo estratiﬁcável, pmet′.
Geração da Amostra
Para gerar uma amostra que reﬂita o comportamento da população, deve-se calcular o
tamanho dela de acordo com o disposto na seção 9.4. Como não se sabe a probabilidade
de sucesso adota-se p = 0.5. Além disso, deve-se deﬁnir valores de fronteira para os
parâmetros dos solos, assim como ocorre na metodologia proposta, vide seção 7.1.2, de
modo que seus parâmetros sejam válidos:
• Número de camadas: c ∈ N | cmin ≤ c ≤ cmax;
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• Resistividades: ρi ∈ R | ρmin ≤ ρi ≤ ρmax;
• Espessuras: hi ∈ R | hmin ≤ hi ≤ hmax.
De forma a fazer uma análise de todo o espectro de números de camadas, deve ser
gerada a mesma quantidade de amostras para cada valor de c e, aleatoriamente, gerar as
resistividades e espessuras destas amostras. Assim, com a amostra de Tam solos gerada,
segue-se para o próximo passo.
Cálculo da Resistividade Aparente
Nesta etapa é realizado o cálculo da resistividade aparente teórica nos solos gerados,
ρaT , como no capítulo 4. De modo a contemplar diversos casos experimentais, gera-
se grupos de distâncias entre hastes a com os valores mais utilizados pelo engenheiro,
e realiza-se uma distribuição equitativa destes grupos entre os solos da amostra. Um
exemplo segue abaixo, com as distâncias medidas em metros:
• Grupo 1: [0.5 1.0 2.0 4.0 8.0 16.0 24.0] ⇒ ∼25%;
• Grupo 2: [0.5 1.0 2.0 4.0 8.0 16.0 24.0 32.0] ⇒ ∼25%;
• Grupo 3: [0.5 1.0 2.0 4.0 8.0 16.0 24.0 32.0 48.0] ⇒ ∼25%;
• Grupo 4: [0.5 1.0 2.0 4.0 8.0 16.0 24.0 32.0 48.0 64.0] ⇒ ∼25%.
Assim, cada solo estará vinculado à um grupo de valores de a, como em um cená-
rio experimental. Ao calcular os valores das resistividades aparentes teóricas para cada
distância entre hastes, ao ﬁnal desta etapa resultarão pares de ρaT e a.
Aplicação da Metodologia Proposta
De posse dos valores de ρaT e a, sendo o primeiro agora tratado como ρaE, aplica-se
a metodologia proposta, apresentada no capítulo 7. Para isto acontecer, três parâmetros
devem ser deﬁnidos:
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• O erro relativo médio desejado P%, conforme ﬁg. 9.4;
• A quantidade de gerações máxima;
• O número de tentativas da metodologia antes de considerar a aplicação um fracasso.
Sendo baseada em uma meta-heurística, a metodologia proposta pode falhar ao tentar
encontrar um erro mínimo dentro do esperado. Porém, como ela é baseada em fatores
aleatórios dirigidos, o desfecho pode mudar em outra tentativa e acontecer um sucesso.
Assim a metodologia é aplicada um número deﬁnido de vezes, que entrará como parâmetro
no resultado da avaliação.
Ao aplicar a metodologia proposta na amostra controlada de solos, ter-se-á o erro
relativo médio alcançado em cada um deles.
Veriﬁcação do Sucesso
Após aplicar a metodologia proposta e calcular o erro relativo médio alcançado em
todas as amostras, nesta etapa é realizada a veriﬁcação do sucesso. A saída da avaliação
do solo será 1 para sucesso ou 0 para fracasso, conforme (9.14).
Saída =

0 se Erro > P%
1 caso contrário
(9.14)
De posse da quantidade de solos em que a metodologia atingiu o sucesso e do tamanho
da amostra Tam, é possível calcular a proporção de sucessos da metodologia pˆ através de
(9.8). Como a amostra gerada reﬂete o espaço amostral, com uma margem de erro m
e nível de conﬁança nc, a probabilidade pmet′ da metodologia otimizar com sucesso os
parâmetros de um solo estratiﬁcável será pˆ±m%.
9.5.2 Análise do Resultado da Avaliação da Metodologia
É importante salientar que, caso a metodologia obtenha sucesso em determinado solo,
é certo que se trata de um solo estratiﬁcável, pois a metodologia é aplicável somente a
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solos deste grupo. Ao adaptar (9.4) para o experimento em ambiente controlado, i. e.,
somente com solos estratiﬁcáveis, vide seção 9.5.1, tem-se a equação (9.15).
pmet
′ + qmet′ = 1 (9.15)
Onde pmet′ e qmet′ são respectivamente as probabilidades de sucesso e falha da me-
todologia em ambiente controlado. Sabendo o total de solos em que a metodologia foi
aplicada, ntotal, e a quantidade de solos em que se obteve sucesso, nsuc, pode-se calcular
a probabilidade de sucesso de acordo com (9.16).
pmet
′ =
nsuc
ntotal
(9.16)
Neste procedimento em ambiente controlado, todos os solos são da categoria de solos
estratiﬁcados, e pertencem ao grupo dos solos estratiﬁcáveis. Assim, a quantidade de
solos estratiﬁcáveis nest obedece a equação (9.17).
nest = ntotal (9.17)
Ao combinar (9.16) e (9.17), a equação (9.18) descreve o número de sucessos da meto-
dologia.
nsuc = pmet
′ · nest (9.18)
9.5.3 Classiﬁcação de Amostra de Solos
Nesta seção é realizada uma generalização da análise descrita na seção 9.5.2, para um
conjunto contendo solos estratiﬁcáveis e/ou não estratiﬁcáveis. Assim, pode-se calcular a
quantidade e/ou percentual de solos não estratiﬁcáveis em uma amostra qualquer de solo,
desde que o erro relativo médio desejado seja P%, ou seja, um valor igual ao utilizado no
teste com conjunto de solos controlado.
Neste conjunto de teste ter-se-á tanto solos estratiﬁcáveis como não estratiﬁcáveis.
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Assim, a quantidade total de solos obedecerá à equação (9.19).
ntotal = nest + nnest (9.19)
Onde nnest representa o número de solos não estratiﬁcáveis.
Na avaliação da metodologia, a única falha apresentada era por culpa da própria me-
todologia qmet′. Porém, em um conjunto de teste, a falha também pode ser causada por
um solo que possui modelo físico exato distante do modelo em camadas horizontais, cuja
probabilidade é denominada qsolo. Assim, com o auxílio de (9.15) e (9.19), a equação
(9.4), no caso de uma amostra com solos de qualquer tipo, pode ser escrita como (9.20).
pmet
′ + qmet′ + qsolo = 1 (9.20)
Assim será feito um novo procedimento, agora com este conjunto de teste, de modo a
avaliar qual o número de sucessos da metodogia nesta nova situação. Este conjunto pode
ser obtido com medições práticas.
Figura 9.7: Avaliação de uma Amostra de Solos
De posse dos dados experimentais de solos, vide capítulo 3, a metodologia proposta é
aplicada de maneira análoga à seção 9.5.1. Neste novo procedimento com qualquer solo,
as probabilidades de sucesso e falha, respectivamente pmet e qmet, seguem a equação (9.21).
pmet + qmet = 1 (9.21)
Para calcular a probabilidade de sucesso da metodologia para esta amostra pmet, deve
ser utilizado o mesmo valor de erro relativo médio para veriﬁcar o sucesso do grupo
controlado. A partir disto, basta saber a quantidade de sucessos nsuc, obtida através
da condição disposta em (9.14), a quantidade total de solos avaliados ntotal, e utilizar a
128
equação (9.22).
pmet =
nsuc
ntotal
(9.22)
Sabendo que onde há sucesso é certeza que o solo é estratiﬁcável, o número de sucessos
nsuc já está deﬁnido em (9.18). Ao substituir este valor em (9.22), obtém-se (9.23).
pmet =
pmet
′ · nest
ntotal
(9.23)
Após alguma manipulação algébrica, é possível calcular a quantidade de solos estrati-
ﬁcáveis conforme (9.24).
nest =
pmet · ntotal
pmet′
(9.24)
De posse da quantidade total de solos da amostra e do número de solos estratiﬁcáveis,
a partir de (9.19) pode-se obter a quantidade de solos não estratiﬁcáveis na amostra nnest
através de (9.25).
nnest = ntotal − nest = ntotal − pmet · ntotal
pmet′
(9.25)
É importante salientar que a probabilidade da metodologia funcionar com sucesso,
pmet
′, é na verdade um intervalo de valores devido à margem de erro m, implícita na
inferência estatística. O maior valor possível é 1. Deste modo, o valor de pmet′ a ser
calculado para realização do procedimento se encontra em (9.26).
pmet
′ = min(pmet′ ±m, 1) (9.26)
9.6 Realização do Procedimento Estatístico
Nesta seção, todo o procedimento descrito na seção 9.5 é realizado na prática, para
elucidar o procedimento proposto e gerar resultados, de modo a permitir uma análise da
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aplicação da metodologia proposta, além de realizar a generalização dos resultados para
dados experimentais.
9.6.1 Parâmetros Utilizados
Para a realização do experimento, os seguintes parâmetros foram deﬁnidos para o
cálculo do tamanho da amostra Tam:
• Nível de conﬁança: 99%;
• Margem de erro: 1%;
Ao realizar os cálculos, conforme seção 9.4, conclui-se que a amostra deve conter 16641
solos. E através de (9.13), a variância calculada é 1.5023 · 10−5.
Os valores de fronteira para os solos dispostos em camadas horizontais envolvidos neste
experimento estão dispostos abaixo:
• Número de camadas: 2 ≤ c ≤ 10;
• Resistividades (Ωm): 20.0 ≤ ρi ≤ 20000.0;
• Espessuras (m): 0.2 ≤ hi ≤ 20.0;
De modo a contemplar diversos casos de medição, os espaçamentos entre as hastes
utilizadas pertencem aos seguintes grupos, com as distâncias medidas em metros:
• Grupo 1: 4161 solos ⇒ [0.5 1.0 2.0 4.0 8.0 16.0 24.0];
• Grupo 2: 4160 solos ⇒ [0.5 1.0 2.0 4.0 8.0 16.0 24.0 32.0];
• Grupo 3: 4160 solos ⇒ [0.5 1.0 2.0 4.0 8.0 16.0 24.0 32.0 48.0];
• Grupo 4: 4160 solos ⇒ [0.5 1.0 2.0 4.0 8.0 16.0 24.0 32.0 48.0 64.0];
Já para a metodologia proposta, os parâmetros utilizados foram os seguintes:
• Erro médio relativo máximo (P%): 2%;
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• Tamanho da população: 200;
• Estratégia da Evolução Diferencial: DE/Best/2/Exp;
• Número máximo de gerações: 2000;
• Número de tentativas antes de falha: 5.
9.6.2 Resultados
Em testes realizados utilizando os parâmetros deﬁnidos na seção anterior, os resulta-
dos obtidos com um conjunto de solos estratiﬁcados em camadas horizontais foram os
seguintes:
Sucesso: 16607 / 99.7957%
Fracasso: 34 / 0.2043%
Total: 16641 / 100%
Assim, com base nos resultados obtidos, se a metodologia for aplicada em um solo
estratiﬁcável, utilizando os mesmos parâmetros, ela terá entre 98.796 e 100% de proba-
bilidade de encontrar um solo estratiﬁcado cujo comportamento elétrico terá um erro
médio relativo de no máximo 2% com 99% de nível de conﬁança. É importante salientar
que, nos testes realizados, nenhuma das 34 amostras em que a metodologia fracassou foi
constatado erro médio relativo maior que 8%.
Caso a metodologia seja aplicada com os mesmos parâmetros, em uma quantidade ntotal
de solos, e forem obtidos nsuc sucessos, a quantidade de solos não estratiﬁcados pode ser
calculada pela equação (9.27).
nnest = ntotal − pmet · ntotal
min(0.99796± 0.01, 1) (9.27)
Suponha que são realizadas 100 medições no solo e a metodologia proposta é apli-
cada em todas elas, com os mesmos parâmetros utilizados na seção 9.6.1. Assuma que
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em 93 delas a metodologia obtém sucesso. Assim, de acordo com (9.22), pmet = 0.93.
Substituindo os valores na equação (9.27), tem-se (9.28).
nnest = 100− 0.93 · 100
min(0.99796± 0.01, 1) = [5.86, 7] (9.28)
Pela análise estatistíca estima-se que entre 5 e 7 medições terão sido realizadas em
solos não estratiﬁcáveis. A metodologia não terá obtido o erro desejado em no máximo 2
aplicações.
9.6.3 Comparação do Número de Camadas
Na prática é impossível saber o número de camadas que um solo desconhecido possui
através do método de Wenner. Porém, como no conjunto de controle, que visa avaliar a
metodologia proposta aplicada a solos estratiﬁcáveis, o número de camadas foi gerado e é
conhecido, nesta seção é mostrada uma comparação dos solos amostra gerados e dos solos
otimizados encontrados pela metodologia.
Como o objetivo é a semelhança do comportamento elétrico entre o solo desconhecido e
o solo otimizado, o número de camadas dos dois pode ser distinto, como disposto abaixo:
Número de camadas igual: 2807 / 16.867976684093502%
Número de camadas diferente: 13834 / 83.1320233159065%
Total: 16641 / 100%
De uma maneira mais detalhada, a ﬁg. 9.8 mostra a ditribuição das diferenças de
camada entre os solos gerados para avaliação e os solos otimizados para se comportar
como os anteriores.
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Figura 9.8: Distribuição da Diferença das Camadas
Nas próximas seções são detalhados dois casos envolvendo as diferenças mais extremas,
de oito camadas.
Caso 1 - Amostra 7503
Neste caso foi gerado um solo de duas camadas, sendo as resistividades aparentes
teóricas calculadas e utilizadas como experimentais. Assim, através dos valores das resis-
tividades aparentes agora experimentais a metodologia proposta foi aplicada, culminando
em um solo estratiﬁcado em dez camadas horizontais, que representa, com certa margem
de erro, o solo amostra gerado. A partir deste, foram calculadas as resistividades apa-
rentes teóricas deﬁnitivas, além de serem feitas as devidas veriﬁcações, tanto na curva
característica, quanto na resistividade aparente teórica.
Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 9.2. Na ﬁg. 9.9, estão
ilustradas ambas curvas de resistividade aparente.
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Tabela 9.2: Resultados Alcançados - Caso 1
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 4576 4535 0.90
1.0 4583 4542 0.89
2.0 4637 4594 0.93
4.0 4973 4923 1.01
8.0 6290 6255 0.56
16.0 8894 8908 0.16
24.0 10613 10482 1.23
32.0 11750 11298 3.85
Erro Médio 1.19
Figura 9.9: Curvas de Resistividade Aparente - Caso 1
Na tabela 9.3, estão presentes os parâmetros do solo gerado como amostra e do solo
otimizado a partir das resistividades aparentes experimentais do solo gerado.
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Tabela 9.3: Solos Gerado e Otimizado - Caso 1
Solo Amostra Solo Otimizado
Camada ρ(Ω.m) h(m) Camada ρ(Ω.m) h(m)
1 4575.16 6.18 1 4534.73 6.48
2 15466.05 ∞ 2 18372.72 12.02
3 13792.79 10.83
4 5800.19 3.22
5 17581.01 0.97
6 17066.65 13.08
7 17871.02 7.33
8 4100.96 14.67
9 4864.24 15.0
10 8536.38 ∞
Já nas ﬁguras 9.10a e 9.10b, estão presentes as veriﬁcações do solo estratiﬁcado.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 9.10: Veriﬁcação do Solo Estratiﬁcado - Caso 1
Caso 2 - Amostra 16190
Já neste caso ocorreu o contrário. Um solo de dez camadas foi gerado e tendo as resis-
tividades aparentes teóricas calculadas e utilizadas como experimentais. A metodologia
proposta foi aplicada, culminando em um solo estratiﬁcado em duas camadas horizon-
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tais, que representa, com certa margem de erro, o solo gerado. A partir deste, foram
calculadas as resistividades aparentes teóricas deﬁnitivas, além de serem feitas as devidas
veriﬁcações.
Os valores das distâncias entre os eletrodos, das respectivas resistividades aparentes
experimentais e teóricas, e dos erros, estão presentes na tabela 9.4. Na ﬁg. 9.11, estão
ilustradas ambas as curvas de resistividade aparente.
Tabela 9.4: Resultados Alcançados - Caso 2
a(m) ρaE(Ω.m) ρaT (Ω.m) Erro(%)
0.5 848 845 0.35
1.0 849 847 0.24
2.0 863 861 0.23
4.0 943 938 0.53
8.0 1198 1192 0.50
16.0 1576 1596 1.27
24.0 1790 1822 1.79
32.0 1935 1957 1.14
48.0 2127 2100 1.27
64.0 2275 2170 4.62
Erro Médio 1.19
Figura 9.11: Curvas de Resistividade Aparente - Caso 2
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Na tabela 9.5, estão presentes os parâmetros do solo gerado como amostra e do solo
otimizado.
Tabela 9.5: Solos Gerado e Otimizado - Caso 2
Solo Amostra Solo Otimizado
Camada ρ(Ω.m) h(m) Camada ρ(Ω.m) h(m)
1 847.74 5.38 1 845.27 5.18
2 3004.9 4.26 2 2298.14 ∞
3 1558.4 13.02
4 18825.75 3.50
5 413.67 12.96
6 14256.22 7.60
7 12558.48 12.05
8 13585.61 1.09
9 13535.59 2.49
10 10074.74 ∞
Já nas ﬁguras 9.12a e 9.12b, estão presentes as veriﬁcações do solo estratiﬁcado.
(a) Curva Característica (b) Resistividade Aparente Teórica
Figura 9.12: Veriﬁcação do Solo Estratiﬁcado - Caso 2
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9.7 Considerações Finais
Neste capítulo foi apresentado um procedimento para avaliar tanto a aplicação da
metodologia proposta, quanto uma amostra de solos que o engenheiro deseja estratiﬁcar,
possibilitando a realização de conclusões analíticas a partir do resultado.
A inferência estatística realizada foi baseada nas características da metodologia e em
conceitos já consolidados na comunidade cientíﬁca, além de estar alicerçada em um dos
conceitos mais fundamentais na estatística: O Teorema do Limite Central.
Os resultados do procedimento de avaliação da metodologia foram conﬁrmados em di-
versos outros testes realizados, dentro da margem de erro. E sua aplicação em quaisquer
dados experimentais é muito simples, bastando saber a quantidade de experimentos re-
alizados e a taxa de sucesso. Deste modo, mesmo que nem todos os dados obtidos pelo
método de Wenner culminem em solos estratiﬁcados com comportamento elétrico den-
tro do esperado, é possível quantiﬁcar quantos possuem modelo físico exato distante do
utilizado.
Além disso, pode-se concluir que solos com diferentes números de camada podem apre-
sentar comportamento elétrico similar, mesmo em cenários extremos. Porém, caso não se
ﬁque satisfeito com a estratiﬁcação, é possível mudar a condição de contorno de número
de camadas para que esta situação não ocorra, mesmo que isto não altere em nada o
projeto de aterramento elétrico, visto que há semelhança no comportamento elétrico.
Quando o resultado não for satisfatório, é recomendado que medições sejam realizadas
utilizando-se outras distâncias, aﬁm de se evitar possíveis obstáculos pontuais.
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Capítulo 10
Conclusão
A necessidade de conhecer a estrutura do solo onde se deseja instalar um sistema de
aterramento elétrico é uma necessidade real na área de Engenharia Elétrica, pois o uso
deste tipo de sistema, seja para qual ﬁnalidade for, é uma crescente demanda tanto no
Brasil quanto no mundo. Uma prova disto é a criação, em 2011, da NBR 14136, que
deﬁne o padrão oﬁcial de tomadas no Brasil. Neste padrão, as tomadas contam com
condutor terra para permitir a ligação de aparelhos elétricos à um sistema de aterramento
elétrico. Também há uma preocupação das indústrias e grandes empreendimentos com
a instalação de sistemas de aterramento elétrico, com o objetivo de evitar acidentes e
avarias em equipamentos.
Este trabalho permite que o engenheiro conheça com maior precisão a estrutura do
solo onde se deseja instalar o sistema de aterramento elétrico, baseado nas propriedades
elétricas desse solo, de modo que a resistência do sistema de aterramento seja adequada
e ele cumpra seu papel com alta qualidade.
Neste trabalho foi proposta uma nova metodologia (capítulo 7) para realizar a estra-
tiﬁcação de solos desconhecidos utilizando o modelo em camadas horizontais, de forma a
obter um modelo que possua comportamento elétrico semelhante ao do solo prospectado,
com elevada precisão. De modo a auxiliar a metodologia a ultrapassar mínimos locais e
limitar o erro máximo e não apenas o erro médio entre as curvas de resistividade apa-
rente, foram propostas, respectivamente, a desestagnação do processo de otimização e o
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tratamento de picos de erro.
No inicío deste trabalho foi realizado um estudo do estado da arte, de forma a saber em
qual patamar estavam os estudos da comunidade cientíﬁca. Analisando as metodologias já
desenvolvidas, foram pesquisados métodos de otimização que poderiam ser melhores que
aqueles já utilizados. Assim, através de diversos trabalhos de outros autores comparando
diferentes métodos, foi concluído que o método de Evolução Diferencial poderia produzir
melhores resultados.
Para produzir os dados experimentais acerca das propriedades elétricas do solo, o mé-
todo de Wenner (capítulo 3) foi estudado e aplicado, de modo a produzir valores de
resistividades aparentes experimentais com qualidade.
Houve uma atenção especial na precisão do processo direto (capítulo 4), i. e., o cál-
culo da resistividade aparente teórica baseado em um modelo solo disposto em camadas
horizontais. A precisão desta etapa é de suma importância para a metodologia proposta
neste trabalho, pois qualquer imprecisão ou erro produziria resultados ﬁnais equivocados.
Houve bastante atenção aos fundamentos físicos escritos por Orellana e à aplicação do
algoritmo de Sunde, de forma a respeitar todas as condições de contorno físicas e matemá-
ticas que o problema possui. Qualquer imprecisão na aproximação polinomial pode causar
problemas, pois a otimização é balizada por este processo que produz as resistividades
aparentes teóricas dos solos estratiﬁcados em camadas horizontais. Por este motivo foi
proposta a veriﬁcação da precisão do modelo de solo multicamada otimizado obtido (seção
7.4), no tocante à aproximação polinomial da curva característica do solo e à resistividade
aparente teórica calculada.
Na implementação do método de Evolução Diferencial, a computação paralela foi utili-
zada no aprimoramento da performance da metodologia (capítulo 6), atingindo resultados
satisfatórios e permitindo que a metodologia proposta fosse executada em menos tempo.
Após obter sucesso em casos reais com medições realizadas em solos de propriedades
rurais e de empresas, a metodologia proposta foi depois aplicada em medições experi-
mentais presentes no estado da arte, para comparação (capítulo 8). Os resultados obtidos
foram melhores, de forma que o solo estratiﬁcado em camadas horizontais otimizado, fruto
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da aplicação da metodologia proposta, possui comportamento elétrico mais semelhante
ao solo experimental do que as metodologias anteriores.
Quando, em alguns estudos de caso reais a metodologia não conseguia obter um erro
dentro do desejado, percebeu-se que era necessário um estudo acerca da estrutura do
solo, visto que a aplicação da metodologia estava condicionada ao atendimento de uma
premissa primordial: O solo prospectado deve ter modelo físico exato próximo ao modelo
em camadas horizontais. Sem meios de detectar isto pelo processo prático, foi feito um
estudo estatístico para a aplicação da metodologia proposta (capítulo 9). Foi criado o
procedimento estatístico que a priori avalia a probabilidade de sucesso da metodologia
quando o solo é estratiﬁcável em camadas horizontais. A posteriori o resultado obtido
nesta avaliação é generalizado, permitindo a avaliação de qualquer amostra de solos e sua
consequente classiﬁcação quanto à semelhança entre seu modelo físico exato e o modelo
em camadas horizontais, utilizado pela metodologia, permitindo estimar a quantidade de
solos da amostra que não são estratiﬁcáveis.
Diante disto, é possível dizer que este trabalho contribui para a área de aterramen-
tos elétricos de uma forma signiﬁcativa e inovadora, pois permite conhecer, baseado no
comportamento elétrico, a estrutura elétrica do solo onde se planeja a instalação de um
sistema de aterramento. Deste modo, o sistema pode ser melhor projetado, de forma a
atender aos objetivos para o qual fora designado.
10.1 Contribuições
As contribuições dadas por este trabalho foram, então, as seguintes:
• Uma nova metodologia proposta para estimar os parâmetros da estrutura do solo
em camadas horizontais, baseado em medições experimentais, que permite alcançar
resultados melhores que os presentes no estado da arte;
• O uso da computação paralela aplicada de maneira clara e intuitiva, que permite
que a aplicação utilize todo o potencial de processamento dos computadores atuais
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e seja executada mais rapidamente;
• O tratamento de picos de erro de forma a minimizar o erro máximo obtido, que
proporcionou a obtenção de curvas de resistividade aparente mais suaves;
• Através das metodologias de veriﬁcação do processo direto propostas, proveu meios
para veriﬁcar a precisão e validar o processo direto, de forma a assegurar que os
resultados obtidos sejam de qualidade;
• O uso da inferência estatística, para avaliar a probabilidade de sucesso da metodo-
logia e classiﬁcar qualquer amostra de solos, no tocante à semelhança com o modelo
de solo estratiﬁcado em camadas horizontais;
• Deste trabalho resultaram as seguintes publicações:
 PEREIRA W., SOARES M. e MARTINS NETO L., Horizontal Multilayer
Soil Parameter Estimation Through Diﬀerential Evolution, IEEE Transacti-
ons on Power Delivery, vol. 31, no. 2, pp. 622-629. DOI: 10.1109/TP-
WRD.2015.2475637 - Revista Qualis A1 Internacional - Artigo publicado;
 PEREIRA W., SOARES M., PAULO COIMBRA A. e MARTINS NETO L.,
Statistical Methodology for Soil Sample Classiﬁcation According to the Hori-
zontal Multilayer Model - Artigo submetido em revista Qualis A1 Internacional.
10.2 Trabalhos Futuros
Abaixo segue uma lista com trabalhos futuros propostos:
• Uso de algoritmos evolucionários probabilísticos, e. g., PBIL, MPBIL, etc;
• Aproximação da função característica do solo através de outras abordagens, e. g.,
polinômio de Chebyshev;
• Uso de GPUs na aplicação da computação paralela da metodologia proposta;
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• Implementação de ilhas de indivíduos no método de Evolução Diferencial com com-
putação paralela;
• Utilização da inferência bayesiana na realização da inferência estatística;
• Associação entre o modelo do solo estratiﬁcado em camadas horizontais e as irregu-
laridades inerentes ao solo real, utilizando o método dos elementos ﬁnitos;
• Uso do método dos elementos ﬁnitos para detectar padrões de comportamento em
solos que não possuem modelo físico exato próximo ao modelo em camadas horizon-
tais.
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