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1 . (Reverse convex programming problem)
(reverse convex programming problem)
$P_{1}$ : $f(x)$ ,
1 $(x)\geq 0,$ $i=1,2,$ $\ldots,m(\geq n)$ .
$f$ : $R^{n}arrow R^{1}$ $g;$ : $R^{n}arrow R^{1}$ $g:(x)\geq 0$
(reverse convex region)
Rosen [14] ‘ Meyer [6] Kuhn-Tncker


















$A$ $m\cross n$ $(m\geq n)$ $g$ : $R^{n}arrow R^{1}$ $D_{0}\equiv\{x|Ax=$
$b,$ $x\geq 0$} $p_{\}$ $D_{0}$ $G$
$D_{0}$ $D_{0}\backslash G$ ‘ conv$(D_{0}\cap G)$
$x^{k}$ $D$ $x^{h}\not\in G$
$x^{h}$ $D$ $adj(x^{h})$ $n$ $\{s_{1}^{h}, s_{2}^{h}, \ldots, s_{n}^{h}\}$










(2) $H(x^{h})$ : $eM^{-1}(x-x^{h})\geq 1$
($) $M=[z_{1}^{h}-x^{h}, z_{2}^{h}-ae^{h}, \ldots,z_{n}^{h}-x^{h}]$
$nX_{-}n$ $e=(1,1, \ldots, 1)$ $7t$
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. $D\supset(D\cap H(x^{h}))\supset(D\cap G)$ .
: [3, Theorem 10] I
$x^{k}$ $x^{h}$ $D$ $n$
$d_{j}^{h},$ $j=1,2,$ $\ldots$ , nn’(nn’ ) $n$ ‘ (2) cut
cut
cut ‘ Carvajal-Moreno cut
(4) $H(x^{h})$ : $y^{*}(x-\iota^{h})\geq y_{0}^{l}$
$(y_{0}^{*}, y^{*})$ $P_{5}$
$p_{\epsilon:}$ $y0$
$\alpha_{j}^{*}yd_{j}^{h}\geq y0,$ $j=1,2_{t}\ldots,$ $n’$ ,
$\sum_{:=1}^{n’}\alpha_{i}^{*}yd_{i}^{h}\leq 1$ .
$n’=n$ (2) (4) cut $H(x^{h})$ $p_{\}$
$-\backslash 1$
$0k=0$
1 $D=D_{h}$ $\min\{c’x|x\in D\}$ $x^{h}$ $x^{h}\in G$
$x^{h}$ $p_{\}$ 2
2 $D$ $1=D_{h}\cap H(x^{h})$ 1
















$SP_{1}$ : $f_{0}(x, \omega)$ ,
$(2, \omega)\leq 0,$ $i=1,2,$ $\ldots,$ $m$ ,
$\epsilon\in X\subset R^{n},$ $\omega\in\Omega$ .
, $i=0,1,$ $\ldots,$ $m$ $R^{n}$ $X$ $R^{n}$
(6) $B\{f:(x, \omega)\}\leq 0$
(7) $Pr\{f:(x,\omega)\leq 0\}\geq\alpha$







SP2: $\max B_{F}[f_{0}(x, \omega)+\phi(ae, \omega)]$ ,
$F\in \mathcal{F}$
$x\in X\subset R^{n},$ $\omega\in\Omega$ .



















$\sum_{j=1}^{n}\beta_{ij}x_{j}=\eta_{i},$ $i=1,2,$ $\ldots,l$ ,






$l$ 1 2 LP
3.1. $l=1$ [9]
$\alpha$ $\beta^{\iota_{\}}$ CI$(\sim;\alpha)$ LP










$g^{-}(x)\geq 0,$ $g^{+}(x)\geq 0$ $p0$ : $\max\{c’z|x\in D_{0}\}$
$x^{0}$ $g^{+}(x^{0})\geq 0$ $g^{-}(x^{0})\geq 0$ $x^{0}$ $P$ 2
$x$
$g(x)$




$P$ $D_{0}$ $\theta G$
1 $x^{h},$ $k=0,1,2,$ $\ldots$ , $ae^{h}$ $D_{0}$








$l\geq 2$ $\sum_{j}^{n_{=1}}\beta_{ij j}=\eta$; $\eta_{i}\in CI_{i}(x;\alpha),$ $i=1,2,$ $\ldots,$ $l$
$l=1$ $P$
$P$ : $c^{\iota_{\}}$ ,
$A\sim=b$ ,
$\eta_{\dot{n}}\in CI_{i}(x;\alpha),$ $i=1,2,$ $\ldots,l$ ,
$\geq 0.
$\in CI_{i}(x;\alpha)$ (10) $g:(ae)\geq 0$ $l\geq 2$ $D_{0}$
2
$\{x^{h}\}$ [$]
. $\min\{dx|x\in D_{h}\}$ $\{x^{h}\}$
: $\{r^{h}\}$ $k$ $||x^{h}-x^{h+1}||<_{-}$
$\epsilon$
$x^{h}$ $H(x^{h})$ dist $(x^{h}, H(x^{h}))$ $x^{h}\in D_{k}\backslash H(x^{h})$
$ae^{h+1}\in D_{k}\cap H(x^{h})$ dist$(x^{h}, H(x^{h}))<\epsilon$ $D_{h+1}=D_{h} \cap[\bigcap_{i\in L}H(x^{h}; i)]$
dist $(ae^{h}, H(x^{h}; i))\leq\epsilon$
(11) $c’x^{k}\geq c’z_{j^{h}}(i),$ $j=1,2,$ $\ldots,n$
$z_{i^{h}}(i)\in H(x^{h}; i),$ $j=1,2,$ $\ldots,$ $n$
7
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$z_{i}^{h}(\ovalbox{\tt\small REJECT},$ $j=1,2,$ $\ldots,n$ $x^{h}$ $D_{h}$
$g_{i}(x)\geq 0$ $H(x^{h})$ (11)
$||x^{h}-z_{j}^{h}(i)||\leq\epsilon$ $z_{j}^{k}(i)$ 1








$\overline{H}(ae^{h})$ : $d’ \min c’z_{j}^{h}(i)$ $P$



















$\nabla g_{i}(x^{h}(i))’(x-x^{h}(i))\geq 0,$ $i=1,2,$ $\ldots,$ $l$ ,
$\geq 0.
$P$ ’ $x^{h}$ $P$ ’




Set $karrow 0$ ;
$P^{0}$ ;
while $x_{h}\not\in D$ do
begin
ir $r^{h}$ $D_{0}$
then Tuy Carvajal-Moreno cut $H(x^{h})$
else $s_{1}^{h},$ $\epsilon^{h},$ $\ldots$ , cut ;




















cut $H( \iota^{h})=\bigcap_{i\epsilon r}H(r^{h};i)$ ;
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