We study the critical behavior ͑CB͒ of all period p-tuplings (pϭ2,3,4, . . . ) in N (Nϭ2,3,4, . . . ) symmetrically coupled one-dimensional maps. We first investigate the CB for the Nϭ2 case of two-coupled maps, using a renormalization method. Three ͑five͒ kinds of fixed points of the renormalization transformation and their relevant ''coupling eigenvalues'' associated with coupling perturbations are found in the case of even ͑odd͒ p. We next study the CB for the linear-and nonlinear-coupling cases ͑a coupling is called linear or nonlinear according to its leading term͒, and confirm the renormalization results. Both the structure of the critical set ͑set of the critical points͒ and the CB vary according to whether the coupling is linear or nonlinear. Finally, the results of the two-coupled maps are extended to many-coupled maps with Nу3, in which the CB depends on the range of coupling.
I. INTRODUCTION
Universal scaling behavior of period p-tuplings (pϭ2,3,4, . . . ) has been found in a one-parameter family f A (x) of one-dimensional ͑1D͒ unimodal maps with a quadratic maximum. As the nonlinearity parameter A increases, a stable fixed point undergoes the cascade of period-doubling bifurcations accumulating at a finite parameter value A ϱ . The period-doubling sequence corresponding to the MSS ͑Metropolis, Stein, and Stein ͓1͔͒ sequence R* n ͓for details of the MSS sequences and the ͑ * ͒-composition rule, see
Refs. ͓1,2͔͔ exhibits an asymptotic scaling behavior ͓3͔.
What happens beyond the period-doubling accumulation point A ϱ is interesting from the viewpoint of chaos. The parameter interval between A ϱ and the final boundary-crisis point A c beyond which no periodic or chaotic attractors can be found within the unimodality interval is called the ''chaotic'' regime. Within this region, besides the period-doubling sequence, there are many other sequences of periodic orbits exhibiting their own scaling behavior. In particular, every primary pattern P ͓that cannot be decomposed using the ͑ * ͒ operation͔ leads to a MSS sequence P* n . For example, PϭRL leads to a period-tripling sequence, PϭRL 2 to a period-quadrupling sequence, and the three different PϭRLR 2 ,RL 2 R, and RL 3 to three different periodquintupling sequences. Thus there exist infinitely many higher period p-tupling (pϭ3,4, . . . ) sequences inside the chaotic regime. Unlike the period-doubling sequence, stability regions of periodic orbits in the higher period p-tupling sequences are not adjacent on the parameter axis, because they are created by their own tangent bifurcations. The asymptotic scaling behavior of these ͑disconnected͒ higher period p-tupling sequences characterized by the parameter and orbital scaling factors, ␦ and ␣, vary depending on the primary pattern P ͓2,4-10͔.
In this paper we consider N (Nϭ2,3,4, . . . ) symmetrically coupled 1D maps, which may be used as models of coupled nonlinear oscillators such as Josephson-junction arrays or chemically reacting cells, and so on ͓11͔. We are interested in the critical behavior ͑CB͒ of period p-tuplings ( pϭ2,3, . . . ) in the coupled 1D maps. The period-doubling case with pϭ2 was previously studied ͓12,13͔. Here we study the critical scaling behavior of all the other higher period p-tuplings ( pϭ3,4, . . . ) .
Using a renormalization method, we first investigate the critical behavior for the Nϭ2 case of two-coupled maps in Sec. II. In the case of even ͑odd͒ p, we find three ͑five͒ kinds of fixed points of a renormalization transformation and their relevant coupling eigenvalues ͑CE's͒ associated with coupling perturbations. A short account of the renormalization result has already been published ͓14͔. We next consider two kinds of couplings, linear-and nonlinear-coupling cases; a coupling is called linear or nonlinear according to its leading term. As examples of the linear-and nonlinear-coupling cases, we study the linearly and dissipatively coupled maps, respectively, in Sec. III, and confirm the renormalization results. The structure of the critical set ͑set of the critical points͒ varies depending on the nature of coupling. In the linearly coupled case, an infinite number of critical line segments and the zero-coupling critical point, at which the N 1D maps become uncoupled, constitute the critical set, while in the dissipatively coupled case, the critical set consists of only one critical line segment, one end of which is the zerocoupling critical point. The CB also depends on the position on the critical set. For even ͑odd͒ p, three ͑four͒ kinds of fixed points govern the CB for the linearly coupled case, whereas only two ͑three͒ fixed points govern the CB for the dissipatively coupled case.
In Sec. IV we extend the results of the two-coupled maps to many-coupled maps with Nу3. It is found that the critical scaling behavior depends on the range of coupling. In the extreme long-range case of global coupling, in which each 1D map is coupled to all the other 1D maps with equal strength, both the structure of the critical set and the CB are the same as those for the two-coupled case, independently of N. However, for the cases of nonglobal couplings of shorter range, a significant change in the structure of the critical set may or may not occur according to whether the coupling is linear or not. For the case of a linear nonglobal coupling, only the zero-coupling critical point is left in the parameter plane, which is in contrast to the global-coupling case. On the other hand, for the case of a nonlinear nonglobal coupling, one critical line segment still remains, as in the globally coupled case. Finally, a summary is given in Sec. V.
II. RENORMALIZATION ANALYSIS OF TWO-COUPLED MAPS
In this section we first discuss stability of periodic orbits in two-coupled 1D maps, and then study the CB associated with period p-tuplings (pϭ2,3,4, . . . ) using a renormalization method. Three ͑five͒ kinds of fixed points of a renormalization operator and their relevant CE's with moduli larger than unity are found in the case of even ͑odd͒ p.
A. Stability of periodic orbits in two-coupled maps
We consider a map T consisting of two symmetrically coupled 1D maps, T: ͭ x tϩ1 ϭF͑x t ,y t ͒ϭ f ͑ x t ͒ϩg͑ x t ,y t ͒ y tϩ1 ϭF͑ y t ,x t ͒ϭ f ͑ y t ͒ϩg͑ y t ,x t ͒, ͑2.1͒
where t denotes a discrete time, f (x) is a 1D unimodal map with a quadratic maximum at xϭ0, and g(x,y) is a coupling function. The uncoupled 1D map f satisfies a normalization condition
and the coupling function g obeys a condition
g͑x,x ͒ϭ0 for any x.
͑2.3͒
The two-coupled map ͑2.1͒ is invariant under the exchange of coordinates such that x↔y. The set of all points which are invariant under the exchange of coordinates forms a symmetry line yϭx. An orbit is called a͑n͒ ͑in-phase͒ synchronous orbit if it lies on the symmetry line, i.e., it satisfies x t ϭy t for all t.
͑2.4͒
Otherwise, it is called an ͑out-of-phase͒ asynchronous orbit.
Here we study only the synchronous orbits, which can be easily found from the uncoupled 1D map, x tϩ1 ϭ f (x t ), because of the condition ͑2.3͒. Stability analysis of a periodic orbit in the two-coupled map T can be conveniently carried out in a set of new coordinates (X,Y ), defined by
Xϭ
͑ xϩy ͒ 2 , Y ϭ ͑ xϪy ͒ 2 .
͑2.5͒
Here X and Y correspond to the synchronous and asynchronous modes of the orbit, respectively. For example, for a synchronous orbit Xϭx and Y ϭ0, whereas for an asynchronous orbit Y 0. In order to study the stability of a synchronous orbit with period q, we consider an infinitesimal perturbation (␦X,␦Y ) to the orbit. Here ␦X and ␦Y correspond to the synchronous-mode and asynchronous-mode perturbations, respectively. Linearizing the q-times iterated map T q ͑ex-pressed in terms of the new coordinates͒ at an orbit point, we obtain a linearized map,
͑2.6͒
where the Jacobian matrix J (ϵDT q ) of T q is given by the q product of the Jacobian matrix DT of T along the orbit:
͑2.7͒
Here the prime denotes a derivative with respect to x, and G(x)ϭ‫ץ‬g(x,y)/‫ץ‬y͉ yϭx ; hereafter, G(x) will be referred to as the ''reduced coupling function '' of g(x,y) . Note that ␦X and ␦Y become decoupled for the case of a synchronous orbit ͑i.e., J has a diagonalized form͒.
The eigenvalues of J, called the stability multipliers of the orbit, are then given by
The two stability multipliers, 0 and 1 , determine the stability of the synchronous orbit against the synchronous-mode and asynchronous-mode perturbations, respectively. Hereafter, they will be called the synchronous and asynchronous stability multipliers, respectively. Note also that the synchronous stability multiplier 0 is just the stability multiplier of the uncoupled 1D map, and the coupling affects only the asynchronous stability multiplier 1 .
A synchronous orbit is stable when it is stable against both the synchronous-mode and asynchronous-mode perturbations, i.e., the moduli of both stability multipliers are less than unity (͉ i ͉Ͻ1 for iϭ0,1). Hence the stable region of a synchronous orbit in the parameter plane is bounded by the synchronous and asynchronous bifurcation lines determined by the equations i ϭϮ1 for iϭ0,1, as will be seen in Sec. III. When the 0 ϭ1 (Ϫ1) line is crossed, the synchronous orbit loses its stability via synchronous saddle-node ͑period-doubling͒ bifurcation. On the other hand, when the 1 ϭ1 (Ϫ1) line is crossed, it becomes unstable via asynchronous pitchfork ͑period-doubling͒ bifurcation. Some brief explanations on the bifurcations are given below.
In the case of a synchronous saddle-node bifurcation, the synchronous orbit collides with an unstable synchronous orbit with the same period, and then they disappear, like the tangent bifurcation in the 1D maps. On the other hand, there are two types of supercritical and subcritical bifurcations for each case of the pitchfork and period-doubling bifurcations. In the supercritical case of the synchronous ͑asynchronous͒ pitchfork and period-doubling bifurcations, the synchronous orbit loses its stability, and gives rise to the birth of a pair of new stable synchronous ͑asynchronous͒ orbits with the same period and a new stable synchronous ͑asynchronous͒ period-doubled orbit, respectively. However, in the subcritical case of the synchronous ͑asynchronous͒ pitchfork and perioddoubling bifurcations, the synchronous orbit becomes unstable by absorbing a pair of unstable synchronous ͑asyn-chronous͒ orbits with the same period and an unstable synchronous ͑asynchronous͒ period-doubled orbit, respectively. ͑For more details on bifurcations on 2D dissipative maps, refer to ͓15͔.͒
B. Renormalization analysis
We now consider the period p-tupling renormalization transformation N, which is composed of the p-times iterating (T ( p) ) and rescaling (B) operators:
Here the rescaling operator B is
͑2.10͒
because we consider only synchronous orbits. Applying the renormalization operator N to the coupled map ͑2.1͒ n times, we obtain the n-times renormalized map T n of the form
Here f n and g n are the uncoupled and coupling parts of the n-times renormalized function F n , respectively. They satisfy the following recurrence equations:
and the rescaling factor is chosen to preserve the normalization condition f nϩ1 (0)ϭ1, i.e.,
The recurrence relations ͑2.12͒ and ͑2.13͒ define a renormalization operator R of transforming a pair of functions ( f ,g):
͑2.17͒
A map T c with the nonlinearity and coupling parameters set to their critical values is called a critical map:
͑2.18͒
A critical map is attracted to a fixed map T* under iterations of the renormalization transformation N:
T*: ͭ x tϩ1 ϭF*͑x t ,y t ͒ϭ f *͑x t ͒ϩg*͑ x t ,y t ͒ y tϩ1 ϭF*͑ y t ,x t ͒ϭ f *͑ y t ͒ϩg*͑ y t ,x t ͒.
͑2.19͒
Here ( f *,g*) is a fixed point of the renormalization operator R with ␣ϭ1/f * (pϪ1) (1):
͑2.20͒
This 
where F n,2 (p) (x)ϵ‫ץ‬F n (p) (x,y)/‫ץ‬y͉ yϭx . Then Eqs. ͑2.12͒ and ͑2.21͒ define a ''reduced renormalization operator'' R of transforming a pair of functions ( f ,G):
͑2.22͒
We look for fixed points ( f *,G*) of R, which satisfy
͑2.23͒
Here f * is just the 1D fixed function and G* is the reduced coupling fixed function of g*, i.e., G*(x) ϭ‫ץ‬g*(x,y)/‫ץ‬y͉ yϭx .
For the general period p-tupling case, we have ͓17͔
͑2.26e͒
Thus we find three ͑five͒ kinds of fixed points ( f *,G*) of R for the case of even ͑odd͒ p.
In the case of a critical map ͑2.18͒, the synchronous and asynchronous stability multipliers 0,n and 1,n of the synchronous orbits are given by ͓see Eq. ͑2.8͔͒
where G c (x) is the reduced coupling function of g c (x), i.e., G c (x)ϭ‫ץ‬g c /‫ץ‬y͉ yϭx . As n→ϱ, they converge to their limit values 0 * and 1 * , called the critical synchronous and asynchronous stability multipliers, respectively: 0 *ϭ lim n→ϱ 0,n , 1 *ϭ lim n→ϱ 1,n .
͑2.28͒
Here 0 * is just the critical stability multiplier * for the 1D case, and the coupling affects only 1 * . The values of 1 * depend on the fixed points, as shown below. The invariance of a fixed map T* under iterations of the period p-tupling renormalization transformation N implies that, if T* has a periodic point (x,y) with period p n , then B Ϫ1 (x,y) is a periodic point of T* with period p nϩ1 . Since rescaling leaves the stability multipliers unaffected, all synchronous orbits of period p n (nϭ0,1,2, . . . ) have the same stability multipliers, which are just the critical stability multipliers. Consequently, they have the values of the stability multipliers of the fixed point of the fixed map T*:
where x is the fixed point of the 1D fixed function ͓i.e., x ϭ f *(x )], and 0 * is just the critical stability multiplier * of the uncoupled 1D map. Note that 1 * depends on the reduced coupling fixed function G*(x):
where the cases ͑2.30a͒ -͑2.30c͒ exist for all p, but the cases ͑2.30d͒ and ͑2.30e͒ exist only for odd p. Consider a pair of functions ( f *,G ). Here G (x) is not necessarily a reduced coupling fixed function G*(x). When f n (x)ϭ f *(x) and G n (x)ϭG (x), the function F n,2
Eq. ͑2.21͒ will be denoted by F 2 (p) (x/␣). We now examine the evolution of a pair of functions ( f *ϩh,G ϩ⌽) close to ( f *,G ) under the reduced renormalization operator R . Linearizing R at ( f *,G ), we obtain a linearized operator L of transforming a pair of infinitesimal perturbations (h,⌽):
where
͑2.35͒
Here the variations ␦ f n (p) (x/␣) and ␦F n,2
When G (x) is a reduced fixed coupling function G*(x) of Eq. ͑2.26͒, the operator L of Eq. ͑2.31͒ becomes a linearized transformation of R at a fixed point ( f *,G*). A pair of perturbations (h*,⌽*) is then called an eigenperturbation with eigenvalue , if it satisfies
͑2.36͒
The reducibility of L into a semiblock form implies that to determine the eigenvalues of L it is sufficient to work independently in each of h(x) subspace and ⌽(x) subspace. That is, one can find eigenvalues of L 1 and L 2 separately and then they give the whole spectrum of L.
We 
͑2.39͒
͑2.40e͒
For 
Using the fact that f *Ј(0)ϭ0, it can be easily shown that when xϭ0, Eq. ͑2.41͒ becomes
Letting x→0 in Eq. ͑2.25͒, we also have
Then Eq. ͑2.42͒ reduces to ⌽*͑0 ͒ϭ␣⌽*͑ 0 ͒.
͑2.44͒
There are two cases. For the case ⌽*(0) 0, we have the first CE, 1 ϭ␣.
͑2.45͒
The eigenfunction ⌽ 1 *(x) with CE 1 is of the form
where a i 's (iϭ1,2, . . . ) are some constants. For the other case ⌽*(0)ϭ0, it is found that f *Ј(x) is an eigenfunction for the CE equation ͑2.41͒. When ⌽*(x)ϭ f * Ј (x), Eq.
͑2.41͒ becomes
We therefore have the second relevant CE,
with reduced coupling eigenfunction ⌽ 2 *͑x͒ϭ f *Ј͑x͒.
͑2.49͒
Note that ⌽ 2 *(x) has no constant term, while ⌽ 1 *(x) has a constant term. Thus we find two relevant CE's, 1 ϭ␣ and 2 ϭ p, for the zero-coupling case.
The nth image ⌽ n of a general reduced coupling perturbation ⌽ under the linear transformation L 2 has the form ⌽ n ͑ x ͒ϭ͓L 2 n ⌽͔͑x͒ ϳ␣ 1 1 n ⌽ 1 *͑x͒ϩ␣ 2 2 n ⌽ 2 *͑x͒ for large n,
͑2.50͒
because the irrelevant part of ⌽ n becomes negligibly small for large n. Here ␣ 1 and ␣ 2 are relevant components. A coupling is called linear or nonlinear according to its leading term. In the case of a linear coupling, in which the coupling perturbation (x,y) has a leading linear term, its reduced coupling function ⌽(x) has a leading constant term, and hence ⌽(0) 0. However, for any other case of nonlinear coupling with a leading nonlinear term, its reduced coupling function has no constant term, and hence ⌽(0)ϭ0. Note that the relevant component ␣ 1 becomes zero for the nonlinear-coupling case, while it is nonzero for the linearcoupling case. Consequently, the CB associated with coupling perturbations is governed by two relevant CE's, 1 ϭ␣ and 2 ϭ p, for the linear-coupling case, but by only one CE, 2 ϭ p, for the nonlinear-coupling case, which will be confirmed in Sec. III.
We now consider the cases of two ͑four͒ other reduced coupling fixed functions G*(x)'s for even ͑odd͒ p ͓see Eq. ͑2.26͔͒. They are associated with CB at critical points other than the zero-coupling critical point, as will be seen in Sec. 
There exists a relevant CE, ϭp, ͑2.52͒
when ⌽*(x) is a nonzero constant function, i.e., ⌽*(x)ϭb (b is a nonzero constant͒. For odd p there are two additional reduced coupling fixed functions,
is just that of Eq. ͑2.51͒. Therefore it has the same CE, ϭp , as that for the case G*(x)ϭ 1 2 ͓ f * Ј (x)Ϫ1͔. However, the critical asynchronous stability multipliers 1 * for the two cases are different ͓see Eq. ͑2.30͔͒. When G*(x)ϭ f * Ј (x), the CE equation ͑2.38͒ is the same as that for the case G*(x)ϭ0. Hence it also has two relevant CE's, 1 ϭ␣ and 2 ϭp. However, 1 * for this case is different from that for the case G*(x)ϭ0, as can be seen in Eq. ͑2.30͒. The results of relevant CE's, along with those of the critical asynchronous stability multipliers, are listed in Table I .
III. LINEAR AND NONLINEAR COUPLINGS
We choose f (x)ϭ1ϪAx 2 as the uncoupled 1D map and consider two kinds of couplings, linear and nonlinear couplings. As examples of the linear-and nonlinear-coupling cases, we study the linearly and dissipatively coupled maps, respectively, and confirm the renormalization results. The structure of the critical set ͑set of the critical points͒ varies depending on the kind of coupling. In the linearly coupled case, an infinite number of critical line segments, together with the zero-coupling critical point, constitute the critical set, whereas in the dissipative case, the critical set consists of only one critical line segment, one end of which is the zerocoupling critical point. The CB also depends on the position on the critical set. For even ͑odd͒ p, three ͑four͒ kinds of fixed points govern the CB for the linearly coupled case, while only two ͑three͒ kinds of fixed points govern the CB for the dissipative case.
A. Linearly coupled maps
We numerically study the CB of period p-tuplings in two linearly coupled 1D maps with the coupling function
where c is the coupling parameter. The critical scaling behavior depends on whether p is even or odd.
As an example of odd period p-tuplings, we take the period-tripling case ( pϭ3) and study its CB. The stability diagrams of synchronous orbits with period qϭ3 n (nϭ0,1,2,3) are shown in Figs. 1 and 2. As noted in Sec. II A, the stable region of each synchronous orbit of level n ͑period 3 n ) in the parameter plane is bounded by the four synchronous and asynchronous bifurcation curves determined by the equations i,n ϭϮ1 for iϭ0,1. Since each synchronous orbit of level n is created by its own synchronous saddle-node bifurcation ͑which occurs for 0,n ϭ1), a sequence of stability regions with increasing n is not connected, unlike the period-doubling case ͓13͔. We now examine the treelike structure of stability regions. Figure 1 shows the stability regions of synchronous orbits of the lowest two levels ͑i.e., nϭ0 and 1). The synchronous orbit with period qϭ1 is stable in some quadrilateral-shape region containing the cϭ0 line segment. However, the stability region of the next level nϭ1 consists of three quadrilateral-shape areas. They can be regarded as ''daughter'' quadrilaterals of the ''mother'' quadrilateral of level 0. That is, it may be thought that they branch off from the mother quadrilateral.
We next consider the stability regions of higher levels in Fig. 2 . The branchings occur from the central one containing the cϭ0 line segment and its nearest-neighboring one ͑i.e., the right one͒ among the three quadrilaterals of level 1 ͓see Figs. 2͑a͒ and 2͑b͔͒, while there is no branching from the left one ͓see Fig. 2͑c͔͒ . This rule governs the treelike structure of the stability regions. That is, for each level n branchings occur only from two quadrilateral-shape areas, the central one containing the cϭ0 line segment and its nearestneighboring one. However, an infinite number of successive branchings occur only for the case of the central quadrilateral including the cϭ0 line segment ͓see Fig. 2͑a͔͒ . For the case of the nearest-neighboring quadrilateral, branching occurs only once, and after that, successive quadrilaterals of higher levels pile up without any further branchings ͓e.g., see Fig.  2͑b͔͒ . For the cases of quadrilaterals other than the central and its nearest-neighboring ones, successive quadrilaterals of higher levels pile up without any branchings ͓e.g., see Fig.  2͑c͔͒ .
A sequence of stability regions with increasing period is called a ''period-tripling route,'' like the period-doubling case ͓13͔. There are two kinds of period-tripling route. The sequence of the quadrilateral-shape areas containing the cϭ0 line segment converges to the zero-coupling point cϭ0 on the AϭA ϱ We now study the critical scaling behavior on the critical set. First, consider the case of the Z 3 route ending at the zero-coupling critical point. The CB for this zero-coupling case is governed by the zero-coupling fixed map ͑2.19͒ with g*(x,y)ϭ0, which has two relevant CE's, 1 ϭ␣ (ϭϪ9.277 341 . . . ) and 2 ϭ3 ͑see Table I͒ as follows.
We follow the synchronous orbits of period qϭ3 n up to level nϭ10 in the Z 3 route, and obtain a self-similar sequence of parameters (A n ,c n ), at which each orbit of level n has some given stability multipliers ( 0 , 1 ) ͑e.g., 0 ϭϪ1 and 1 ϭ1). Then the sequence ͕(A n ,c n )͖ converges geometrically to the zero-coupling critical point (A ϱ (3) ,0). In order to see the convergence of each of the two scalar sequences ͕A n ͖ and ͕c n ͖, define ␦ n ϵ⌬A n / ⌬A nϩ1 and n ϵ⌬c n /⌬c nϩ1 , where ⌬A n ϭA n ϪA nϪ1 and ⌬c n ϭc n Ϫc nϪ1 . Then they converge to their limit values ␦ and , respectively, as shown in Table II . Hence the two sequences ͕A n ͖ and ͕c n ͖ obey one-term scaling laws asymptotically:
where ␦ϭ55.247 . . . and ϭϪ9.277 . . . . Note that the nonlinearity-parameter scaling factor ␦ is just that for the 1D case, and the value of the coupling-parameter scaling factor is close to that of the first CE, 1 (ϭ␣). In order to take into account the effect of the second relevant CE, 2 (ϭ3), on the scaling of the sequence ͕⌬c n ͖,
we extend the simple one-term scaling law ͑3.2͒ to a twoterm scaling law ͓18͔:
Ϫn for large n, ͑3.3͒
where ͉ 2 ͉Ͼ͉ 1 ͉, and C 1 and C 2 are some constants. This is a kind of multiple-scaling law ͓19͔. Equation ͑3.3͒ gives
where s 1 ϭ 1 ϩ 2 and s 2 ϭ 1 2 . Then 1 and 2 are solutions of the following quadratic equation: 2 Ϫs 1 ϩs 2 ϭ0.
͑3.5͒
To evaluate 1 and 2 , we first obtain s 1 and s 2 from ⌬c n 's using Eq. ͑3.4͒:
Ϫ⌬c n ⌬c nϩ2 .
͑3.6͒
Note that Eqs. ͑3.3͒-͑3.6͒ hold only for large n. In fact the values of s i 's and i 's (iϭ1,2) depend on the level n. Therefore we explicitly denote s i 's and i 's by s i,n 's and i,n 's, respectively. Then each of them converges to a constant as n→ϱ:
͑3.7͒
Three sequences ͕ 1,n ͖, ͕ 2,n ͖, and ͕ 1,n 2 / 2,n ͖ are shown in Table III . The second column shows rapid convergence of 1,n to its limit value 1 (ϭϪ9.277341 . . . ), which is close to the renormalization result of the first relevant CE, 1 (ϭ␣). ͑Its convergence to ␣ is faster than that for the case of the above one-term scaling law.͒ From the third and fourth columns, we also find that the second scaling factor 2 is given by a product of two relevant CE's, 1 and 2 , 2 ϭ 1 2 2 , ͑3.8͒ 
Stability diagram of the synchronous 3 n -periodic orbits of the lowest two levels nϭ0,1 in two linearly coupled maps. Each periodic orbit of level n is born via its own saddle-node bifurcation. Its stable regions, denoted by qϭ3 n , are bounded by four bifurcation curves determined by i ϭϮ1 for iϭ0,1. The horizontal and nonhorizontal solid ͑short-dashed͒ boundary lines ͓i.e., the 0 ϭϪ1 (1) and 1 ϭϪ1 (1) bifurcation curves͔ correspond to the synchronous and asynchronous period-doubling ͑synchronous saddle-node and asynchronous pitchfork͒ bifurcation curves, respectively.
where 1 ϭ␣ and 2 ϭ3. It has been known that every scaling factor in the multiple-scaling expansion of a parameter is expressed by a product of the eigenvalues of a linearized renormalization operator ͓19͔.
We also study the effect of CE's on the asynchronous stability multipliers of synchronous periodic orbits. Consider the two-coupled map ͑2.1͒ with f (x)ϭ f c (x) and g(x,y)ϭ(x,y). Here f c (x) is the 1D critical map with the nonlinearity parameter set to its critical value AϭA ϱ (p) and is an infinitesimal coupling parameter. The map for ϭ0 is just the critical map T c at the zero-coupling critical point consisting of two uncoupled 1D critical maps f c . It is attracted to the zero-coupling fixed map ͑2.19͒ with F*(x,y)ϭ f *(x) under iterations of the renormalization transformation N of Eq. ͑2.9͒. Hence the reduced coupling function G(x) ͓ϭ⌽ϵ‫(ץ‬x,y)/‫ץ‬y͉ yϭx ͔ corresponds to an infinitesimal reduced coupling perturbation to the reduced coupling fixed function G*(x)ϭ0.
In the period p-tupling case, the stability multipliers 0,n and 1,n of the p n -periodic orbit are the same as those of the fixed point of the n times renormalized map N n (T), which are given by 0,n ϭ f n Ј͑x n ͒,
Here ( f n ,G n ) is the nth image of ( f c ,G) under the reduced renormalization transformation R , x n is just the fixed point of f n (x) ͓i.e., x n ϭ f n (x n )͔ and converges to the fixed point x of the 1D fixed map f *(x) as n→ϱ. The first stability multiplier 0,n converges to the 1D critical stability multiplier *ϭ f * Ј (x ) as n→ϱ. For the period-tripling case,
is given in Eq. ͑2.50͔͒, the asynchronous stability multiplier has the form 1,n Ӎ 0,n Ϫ2⌽ n ͑x͒ Ӎ*ϩ͓e 1 1 n ϩe 2 2 n ͔ for large n, ͑3.10͒
where e 1 ϭϪ2␣ 1 ⌽ 1 *(x ) and e 2 ϭϪ2␣ 2 f *Ј(x ). Therefore the slope S n of 1,n at the zero-coupling critical point (ϭ0) is
Here the coefficients e 1 and e 2 depend on the initial reduced function ⌽(x), because ␣ n 's are determined only by ⌽(x).
Note that the coefficient e 1 is zero for the nonlinear-coupling case, whereas it is nonzero for the linear-coupling case.
Hence the growth of S n for large n is governed by the two relevant CE's, 1 ϭ␣ and 2 ϭ p, for the linear-coupling case, but only by the second relevant CE, 2 ϭp, for the nonlinear-coupling case. Figure 3 shows three plots of 1,n (A ϱ (3) ,c) versus c for nϭ2, 3, and 4. The slope S n of 1,n at the zero-coupling critical point increases with n, and obeys well the two-term scaling law,
FIG. 2. Stability diagram of the synchronous 3
n -periodic (nϭ1,2,3) orbits of level n in two linearly coupled maps. Each periodic orbit of level n is created via its own saddle-node bifurcation. Its stable regions, denoted by qϭ3 n , are bounded by four bifurcation curves determined by i ϭϮ1 for iϭ0,1. The solid and short-dashed boundary lines represent the same as those in Fig. 1 where t 1 ϭr 1 ϩr 2 and t 2 ϭr 1 r 2 . As in the scaling for the coupling parameter, we first obtain t 1 and t 2 of level n from S n 's:
͑3.14͒
Then the scaling factors r 1,n and r 2,n of level n are given by the roots of the quadratic equation, r n 2 Ϫt 1,n r n ϩt 2,n ϭ0. They are listed in Table IV and converge to constants r 1 (ϭ 1 ) and r 2 (ϭ 2 ) as n→ϱ, whose accuracies are higher than those of the coupling-parameter scaling factors.
We next consider the cases of L 3 routes, each of which converges to a critical line segment. In each L 3 route, there are two kinds of self-similar sequences of parameters (A n ,c n ), at which each orbit of level n has some given stability multipliers; the one converges to the left end point of the critical line segment and the other converges to the right end point. As an example, consider the leftmost L 3 route ͓see Fig. 2͑c͔͒ , which converges to the critical line segment with two ends (A ϱ (3) ,c l ) and (A ϱ (3) ,c r ). We follow, in the leftmost L 3 route, two self-similar sequences of parameters, one converging to the left end and the other converging to the right end. In both cases, the sequence ͕A n ͖ converges geometrically to its accumulation value A ϱ (3) as in the case of the Z 3 route,
where ⌬A n ϭA n ϪA nϪ1 and ␦ϭ55.247 . . . . The sequences ͕c n ͖ for both cases also obey the one-term scaling law,
where ⌬c n ϭc n Ϫc nϪ1 . The convergence of the scaling factor n of level n to its limit value (ϭ3) is shown in Table I , we find that the CB near the left end is governed by the fixed
that near the right end is governed by the fixed point with
Figure 4 shows the behavior of the asynchronous stability multiplier 1,n (A ϱ (3) ,c) near the leftmost critical line segment. The slopes S n of 1,n at both ends obey well the oneterm scaling law,
where ϭ3. For any fixed value of c inside the critical line segment, 1,n converges to zero as n→ϱ. That is, all the interior points are critical points with 1 *ϭ0. Hence the CB inside the critical line segment becomes the same as that of the 1D map, which will be discussed in more detail below. This kind of 1D-like CB is governed by the fixed point with G*(x)ϭ 1 2 f * Ј (x), which has no relevant CE's ͑see Table I͒. For the case of a synchronous orbit in two linearly coupled 1D maps, its two Lyapunov exponents are given by
͑3.19͒
Here 0 ( 1 ) is the synchronous ͑asynchronous͒ Lyapunov exponent characterizing the mean exponential rate of divergence of nearby orbits along ͑across͒ the symmetry line yϭx. Note that the synchronous Lyapunov exponent 0 is just that of the uncoupled 1D map and the coupling affects only the asynchronous Lyapunov exponent 1 . In order to see the phase dynamics near the critical line segment in more detail, we fix the value of the nonlinearity parameter AϭA ϱ (3) and obtain the asynchronous Lyapunov exponent 1 of the synchronous orbit by varying the coupling parameter c, which is shown in Fig. 5 . ͑Note that the synchronous Lyapunov exponent 0 of the synchronous quasiperiodic or-TABLE II. In the Z 3 route, we followed a sequence of parameters (A n ,c n ) at which the pair of stability multipliers ( 0,n , 1,n ) of the orbit of period 3 n is (Ϫ1,1). This sequence converges to the zero-coupling critical point (A ϱ (3) ,0) with the scaling factors shown in the second and third columns. bit becomes zero on the AϭA ϱ (3) line.͒ Inside the critical line segment (c l ϽcϽc r ), the synchronous quasiperiodic orbit on the yϭx symmetry line becomes a synchronous attractor with 1 Ͻ0. Since the dynamics on the synchronous attractor is the same as that for the uncoupled 1D case, the critical maps at interior points exhibit essentially 1D-like CB. However, as the coupling parameter c passes through c l or c r , the asynchronous Lyapunov exponent 1 of the synchronous quasiperiodic orbit increases from zero, and hence the coupling leads to desynchronization of the interacting systems. Thus the synchronous quasiperiodic orbit ceases to be an attractor outside the critical line segment, and new asynchronous attractors appear. This is illustrated in Fig. 6 .
We also study the critical scaling behavior of the asynchronous Lyapunov exponent 1 near both ends for the case AϭA ϱ (3) . As shown in Fig. 7 , the asynchronous Lyapunov exponent 1 varies linearly with respect to c near both ends, i.e., 1 ϳ, ϵcϪc* (c*ϭc l or c r ). The critical scaling behavior of 1 near both ends is obtained from the same CE, ϭ3, of the fixed points with G*(x)ϭ 1 2 ͓1Ϯ f * Ј (x)͔. Consider a map with nonzero ͑but with AϭA ϱ (3) ) near both ends. It is then transformed into a new one of the same form, but with a renormalized parameter Ј under a renormalization transformation. Here the parameter obeys a scaling law,
Јϭϭ3.
͑3.20͒
Then the asynchronous Lyapunov exponent 1 satisfies the homogeneity relation
This leads to the scaling relation
with exponent ϭln3/lnϭ1.
͑3.23͒
We now study the CB of period quadruplings ( pϭ4), as an example of even period-p tuplings. The stability diagrams of synchronous orbits of period qϭ4 n (nϭ0,1,2,3) are shown in Figs. 8 and 9 . The treelike structure of stability regions is similar to that for the period-tripling case. As shown in Fig. 8 , four ''daughter'' quadrilaterals of level 1 branch off from its ''mother'' quadrilateral of level 0. However, an infinite number of successive branchings occur only for the case of the central quadrilateral including the cϭ0 line ͓see Fig. 9͑a͔͒ . For the cases of quadrilaterals other than the central one, successive quadrilaterals of higher levels pile up without any branchings ͓see Figs. 9͑b͒ and 9͑c͔͒ .
Like the period-tripling case, there are two kinds of period-quadrupling route which are a sequence of stability regions with increasing period. The sequence of the quadrilaterals containing the cϭ0 line segment, called the We first consider the case of the Z 4 route ending at the zero-coupling critical point. As in the period-tripling case, the critical scaling behavior for this zero-coupling case is also governed by the zero-coupling fixed map with two relevant CE's, 1 ϭ␣ (ϭϪ38.819 074 . . . ) and 2 ϭ4 as follows.
We follow, in the Z 4 route, the synchronous orbits of period qϭ4 n up to level nϭ7, and obtain a self-similar sequence of parameters (A n ,c n ), at which the pair of stability multipliers ( 0,n , 1,n ) of the 4 n -periodic orbit is (Ϫ1,1).
Then the sequence ͕(A n ,c n )͖ converges to the zero-coupling critical point (A ϱ (4) ,0). Here the sequence ͕A n ͖ obeys well the one-term scaling law,
where ⌬A n ϭA n ϪA nϪ1 and the scaling factor ␦ TABLE IV. In the period-tripling case, scaling factors r 1,n and r 2,n in the two-term scaling for the slope S n of the asynchronous stability multiplier 1,n at the zero-coupling critical point are shown in the second and third columns, respectively. (ϭ981.594 . . . ) is just the parameter scaling factor for the 1D case. On the other hand, the sequence ͕c n ͖ obeys well the two-term scaling law,
where ⌬c n ϭc n Ϫc nϪ1 , ͉ 2 ͉Ͼ͉ 1 ͉, and C 1 and C 2 are some constants. As shown in Table VI , the two scaling factors 1 and 2 are given by
We also study the effect of the CE's on the asynchronous stability multipliers 1,n of synchronous orbits. It is found that the growth of the slope S n of 1,n at the zero-coupling critical point is also governed by the two CE's, i.e., S n ϳd 1 1 n ϩd 2 2 n for large n, ͑3.27͒
where d 1 and d 2 are some constants. We next consider the cases of L 4 routes, each of which ends at a critical line segment. As an example, consider the leftmost L 4 route ͓see Fig. 9͑c͔͒ , in which we follow two self-similar sequences of parameters, one converging to the left end (A ϱ (4) ,c l ) of the critical line segment and the other one converging to the right end (A ϱ (4) ,c r ). As in the case of the Z 4 route, the sequence ͕A n ͖ converges geometrically to its limit value A ϱ (4) with the 1D scaling factor ␦. The sequence ͕c n ͖ also obeys the one-term scaling law,
where ⌬c n ϭc n Ϫc nϪ1 . The convergence of the scaling factor n of level n to its limit value is shown in Table VII. Note that the scaling factors at both ends are the same, i.e. ϭ4. Moreover, the critical asynchronous stability multipliers 1 * at both ends are also the same, i.e., 1 *ϭ1, as shown in Table VII . This is in contrast to the period-tripling case where 1 *'s at both ends are different. We also compare the values of and 1 * with those of the CE and 1 * listed in Table I and find that the CB at both ends is governed by the same fixed point ( f *,G*) of R with G*(x) ϭ 1 2 ͓ f * Ј (x)Ϫ1͔, unlike the period-tripling case. Figure 10 shows the behavior of the asynchronous stability multiplier 1,n (A ϱ (4) ,c) near the leftmost critical line segment. The growth of the slope S n of 1,n at both ends is governed by the CE (ϭ4), i.e., S n ϳ n for large n.
͑3.29͒ TABLE V. We followed, in the leftmost L 3 route, two selfsimilar sequences of parameters. One sequence of parameters (A n ,c n ), at which 0,n ϭϪ1 and 1,n ϭ0.8, converges to the left end (A ϱ (3) ,c l ) of the critical line segment with the scaling factor n of the coupling parameter shown in the second column. The other sequence of parameters (A n ,c n ), at which 0,n ϭϪ1 and 1,n ϭϪ0.8, converges to the right end (A ϱ (3) ,c r ) with the scaling factor n of the coupling parameter shown in the fourth column. In both cases the scaling factors are the same. The convergence of the sequence ͕ 1,n ͖ to its limit values 1 * at the left ͑right͒ end is also shown in the third ͑fifth͒ column. Note that the values of 1 *'s at both ends are different. However, for any fixed value of c inside the critical line segment, 1,n converges to zero as n→ϱ. Thus all the interior points become critical ones with 1 *ϭ0. Consequently, the CB inside the critical line segment becomes the same as that of the 1D map, as will be seen below. This kind of 1D-like CB is governed by the fixed point with G*(x)ϭ 1 2 f * Ј (x), which has no relevant CE's ͑see Table I͒. In order to see the phase dynamics near the critical line segment in more detail, we fix the value of the nonlinearity parameter AϭA ϱ (4) and obtain the asynchronous Lyapunov exponent 1 ͓see Eq. ͑3.19͔͒ of the synchronous orbit by varying the coupling parameter c, which is shown in Fig. 11 . Inside the critical line segment (c l ϽcϽc r ), the synchronous quasiperiodic orbit on the yϭx symmetry line becomes a synchronous attractor with 1 Ͻ0, as shown in Fig. 12͑a͒ . Note that the dynamics on the synchronous attractor is the same as that for the uncoupled 1D case. Hence the critical maps inside the critical line segment exhibit 1D-like CB. However, as the coupling parameter c passes through c l or c r , the asynchronous Lyapunov exponent 1 of the synchronous quasiperiodic orbit increases from zero, and hence the coupling leads to desynchronization of the interacting systems. Thus the synchronous quasiperiodic orbit ceases to be an attractor outside the critical line segment, and new asynchronous attractors appear, as shown in Figs. 12͑b͒ and  12͑c͒ .
We also study the scaling behavior of the asynchronous Lyapunov exponent 1 near both ends of the critical line values, each of which is obtained by iterating the map 100 000 times to eliminate transients and then averaging over another 500 000 iterations. segment. As in the period-tripling case, using the scaling theory, one can also obtain the scaling relation of 1 , 1 ϳ⑀ with exponent ϭln4/lnϭ1, where (ϭ4) is the
CE of the fixed point with G*(x)ϭ
Hence the asynchronous Lyapunov exponent 1 varies linearly with respect to c near both ends.
Finally, we briefly summarize the results for the linearcoupling case. The critical set consists of the zero-coupling critical point and an infinite number of critical line segments. The CB at the zero-coupling critical point is governed by the zero-coupling fixed map with two CE's, 1 (ϭ␣) and 2 (ϭp), for all period p-tupling cases. However, the CB near both ends of each critical line segment depends on whether p is even or odd. In the case of odd p, the CB at one end is governed by a fixed point ( f *,G*) of R with G*(x)ϭ 1 2 ͓1Ϫ f * Ј (x)͔ and that at the other end by another fixed point with G*(x)ϭ 1 2 ͓1ϩ f * Ј (x)͔. These two fixed points have only one CE, ϭp. On the other hand, in the case of even p, the CB at both ends is governed by the same fixed point with G*(x)ϭ 1 2 ͓ f * Ј (x)Ϫ1͔. Inside the critical line segment, the CB is the same as that of the 1D map for all period p-tupling cases. This kind of 1D-like CB is governed by the fixed point with G*(x)ϭ 1 2 f * Ј (x), which has no relevant CE's. Consequently, for even ͑odd͒ p, three ͑four͒ kinds of fixed points govern the CB for the linearly coupled case.
B. Dissipatively coupled maps
As an example of the nonlinear-coupling case, we consider two dissipatively coupled 1D maps with the coupling function
and study the CB of the period triplings ( pϭ3) and period quadruplings ( pϭ4). Figures 13͑a͒ and 13͑b͒ show the stability diagrams of synchronous orbits with period qϭp n (nϭ1,2,3) for pϭ3 and 4, respectively. As previously shown, each stability region of level n ͑period p n ) in the parameter plane is bounded by four bifurcation curves determined by i,n ϭϮ1 for iϭ0,1. An infinite sequence of such stability regions, called the ''period p-tupling route,'' converges to a critical line joining two ends (A ϱ (p) ,c l *) and (A ϱ (p) ,c r *), where A ϱ (p) is the accumulation point of the period p-tupling sequence for the 1D case, c l *ϭ0 and c r *ϭ2, as shown below. Hence only one critical line segment constitutes the critical set for the dissipative case, unlike the linearly coupled case.
Consider two dissipatively coupled 1D maps on the line AϭA ϱ (p) in the parameter plane, in which case the reduced coupling function of the coupling function ͑3.30͒ is given by G͑x ͒ϭ c 2 f c Ј͑x͒,
where f c is the 1D critical map with the nonlinearity parameter set to its critical value. By successive applications of the renormalization operator R to ( f c ,G), we have
where f 0 (x)ϭ f c (x), G 0 (x)ϭG(x), and c 0 ϭc. Here f n converges to the 1D fixed map f *(x).
The fixed points of the recurrence equations ͑3.33͒ and ͑3.34͒ for c are denoted by solid circles in Fig. 14 exist for pϭ4. Stability of a fixed point c* is determined by its stability multiplier given by ϭdc n /dc nϪ1 ͉ c * . Note that the fixed point at c*ϭ1 is superstable (ϭ0). The basin of attraction to the superstable fixed point becomes the open interval (0,2), because any initial c inside the interval 0ϽcϽ2 converges to c*ϭ1. For the period-tripling case, both ends c l *ϭ0 and c r *ϭ2 of the interval are unstable fixed points with ϭ3, and all points outside the interval diverge to the plus or minus infinity. However, for the quadrupling case, only the left end c l *ϭ0, which is also the image of the right end c r *ϭ2 under the recurrence relation ͑3.34͒, is an unstable fixed point with ϭ4, and all points outside the interval diverge to the minus infinity. Thus the line segment connecting two end points c l *ϭ0 and c r *ϭ2 becomes the critical line for the dissipative-coupling case.
FIG. 8. Stability diagram of the synchronous 4
n -periodic orbits of the lowest two levels nϭ0,1 in two linearly coupled maps. Each periodic orbit of level n is created via its own saddle-node bifurcation. Its stable regions, denoted by qϭ4 n , are bounded by four bifurcation curves determined by i ϭϮ1 for iϭ0,1. The solid and short-dashed boundary lines represent the same as those in Fig. 1 .
All critical maps inside the critical line segment are attracted to the fixed maps with the same reduced coupling function G*(x)ϭ 1 2 f * Ј (x). These fixed maps have no relevant CE's, because the fixed point c*ϭ1 is superstable. Hence the critical maps at interior points exhibit essentially 1D-like CB. In the period-tripling case, the critical map at the left end c l * is attracted to the zero-coupling fixed map,
͑3.37͒
with the reduced coupling function G*(x)ϭ0, and the critical map at the right end c r * to another fixed map,
͑3.38͒
with the reduced coupling fixed function G*(x)ϭ f * Ј (x).
However, in the period-quadrupling case, the critical maps at both ends are attracted to the zero-coupling fixed map ͑3.37͒. Note that the two fixed maps of Eqs. ͑3.37͒ and ͑3.38͒ have the same relevant CE's, 1 ϭ␣ and 2 ϭ p ͑see Table I͒ . However, for this dissipatively coupled case, the CB's near both ends are governed only by the second CE, 2 ϭp ͓i.e., the first relevant component ␣ 1 in Eq. ͑2.50͒ becomes zero͔, which can be easily understood from the fact that the fixed points c*ϭ0,2 are unstable ones with stability multiplier ϭ p.
We study the critical scaling behavior associated with coupling near the critical line segment and confirm the renor- TABLE VII. We followed, in the leftmost L 4 route, two selfsimilar sequences of parameters (A n ,c n ), at which 0,n ϭϪ1 and 1,n ϭ0.8. One sequence converges to the left end (A ϱ (4) ,c l ) of the critical line segment with the scaling factor n of the coupling parameter shown in the second column. The other sequence converges to the right end (A ϱ (4) ,c r ) with the scaling factor n of the coupling parameter shown in the fourth column. In both cases the scaling factors are the same. The convergence of the sequence ͕ 1,n ͖ to its limit values 1 * at the left ͑right͒ end is also shown in the third ͑fifth͒ column. Note that the values of 1 *'s at both ends are the same. n , are bounded by four bifurcation curves determined by i ϭϮ1 for iϭ0,1. The solid and shortdashed boundary lines represent the same as those in Fig. 1 . The stability diagrams starting from the central, right, and left stability regions of level 1 are shown in ͑a͒, ͑b͒, and ͑c͒, respectively. See the text for other details. malization results. For the dissipative-coupling case, the stability multipliers of synchronous orbits with period qϭ p n (pϭ3,4) become
͑3.39͒
Let the pair of stability multipliers of the synchronous orbit of level n ͑period p n ) at a point (A,c) be ( 0 , 1 ). Then there exists a ''conjugate point'' (A,Ϫcϩ2), at which the pair of stability multipliers becomes ( 0 ,Ϫ 1 ) and ( 0 , 1 ) for pϭ3 and 4, respectively. For cϭ1, 1 ϭ0 and the two conjugate points become degenerate.
Like the linearly coupled case, we follow the synchronous orbits of level n in the period p-tupling route, and obtain a self-similar sequence of parameters (A n ,c n ), at which each orbit of level n has some given stability multipliers ( 0 , 1 ). Without loss of generality, we choose 0 ϭϪ1. Then one can find a pair of mutually conjugate sequences.
One sequence ͕(A n ,c n )͖ can be obtained by fixing Ϫ1Ͻ 1 Ͻ0, which converges to the zero-coupling critical point (A ϱ (p) ,0) as follows:
Ϫn for large n, ͑3.40͒ where A ϱ ( p) and ␦ are just those for the 1D case. Note that the coupling-parameter scaling factor is just the second relevant CE, 2 (ϭ p), of the zero-coupling fixed map ͑3.37͒. The ''conjugate sequence'' can also be obtained by following p n -periodic orbits with 1,n ϭϪ 1 and 1 for pϭ3 and 4, respectively. This kind of conjugate sequence ͕(A n ,c n )͖ converges to the right-end critical point (A ϱ (p) ,2) ͑i.e., the conjugate point of the zero-coupling critical point͒ as follows:
Ϫn for large n.
͑3.41͒
Note also that the asymptotic scaling of the couplingparameter sequence is governed only by the second CE, 2 ϭp, of the ''conjugate'' fixed map ͑3.38͒ for pϭ3 and of the zero-coupling fixed map ͑3.37͒ for pϭ4. Hence the critical scaling behavior of the coupling parameter near both ends becomes the same. Figures 15͑a͒ and 15͑b͒ show three plots of 1,n (A ϱ (p) ,c) versus c for nϭ1,2,3 in the period-tripling ( pϭ3) and period-quadrupling (pϭ4) cases, respectively. The critical asynchronous stability multipliers 1 * of Eq. ͑2.28͒ at both ends of the critical line segment can be easily obtained from Eq. ͑3.39͒. For pϭ3, 1 *ϭ*(Ϫ*) at the left ͑right͒ end (* is the critical stability multiplier for the 1D case͒, while for pϭ4, 1 *ϭ* at both ends. The slopes S n of 1,n at both ends also obey well the same one-term scaling law,
where c*ϭc l * or c r * Hence the growth of S n for large n is governed only by the second CE, 2 (ϭp). All interior points of the critical line segment become critical ones with 1 *ϭ0, because at any interior point 1,n converges to zero as n→ϱ. Hence the CB inside the critical FIG. 13 . Stability diagram of the synchronous orbits for the ͑a͒ period-tripling (pϭ3) and ͑b͒ period-quadrupling (pϭ4) cases in two dissipatively coupled maps. Each periodic orbit of level n is born via its own saddle-node bifurcation. Its stable regions, denoted by qϭp n (nϭ1,2,3), are bounded by four bifurcation curves determined by i ϭϮ1 for iϭ0,1. The solid and short-dashed boundary lines represent the same as those in Fig. 1. FIG. 14. Fixed points of the recurrence equations ͑a͒ ͑3.33͒ and ͑b͒ ͑3.34͒. The intersection points between the curves of Eqs. ͑3.33͒ and ͑3.34͒ and the line c n ϭc nϪ1 are just the fixed points, denoted by solid circles.
line segment becomes the same as that of the 1D map, as will be seen below. This kind of 1D-like CB is governed by the fixed maps with the same reduced coupling function G* Ј (x)ϭ 1 2 f * Ј (x), which have no relevant CE's.
For the dissipatively coupled case, the asynchronous Lyapunov exponent 1 is given by
where 0 is the 1D Lyapunov exponent of Eq. ͑3.18͒. In order to see the phase dynamics near the critical line segment, we fix the value of the nonlinearity parameter AϭA ϱ ( p) . Then, the asynchronous Lyapunov exponent be-
. Inside the critical line segment (0ϽcϽ2), the synchronous quasiperiodic orbit on the yϭx symmetry line becomes a synchronous attractor with 1 Ͻ0 ͓see Figs. 6͑a͒ and 12͑a͔͒. Note that the dynamics on the synchronous attractor is the same as that for the uncoupled 1D case. Hence the critical maps inside the critical line segment exhibit 1D-like CB. However, as the coupling parameter c passes through c l * or c r * the asynchronous Lyapunov exponent 1 of the synchronous quasiperiodic orbit increases from zero, and hence the coupling leads to desynchronization of the interacting systems. Thus the synchronous quasiperiodic orbit ceases to be an attractor outside the critical line segment, and new asynchronous attractors appear, as shown in Fig. 16 .
We also study the scaling behavior of the asynchronous Lyapunov exponent 1 near both ends of the critical line segment. The asynchronous Lyapunov exponent near both ends becomes 1 ϳ⑀, where ⑀ϵcϪc* (c*ϭc l * or c r *). As in the linearly coupled case, using the scaling theory, one can also obtain the scaling relation of 1 , 1 ϳ⑀ with exponent ϭlnp/ln 2 ϭ1, where 2 (ϭp) is the second CE of the fixed maps ͑3.37͒ and ͑3.38͒.
IV. EXTENSION TO MANY-COUPLED MAPS
In this section we study the CB of period p-tuplings in N (Nу3) coupled 1D maps, in which the coupling extends to the Kth ͕1рKр(N/2)͓(NϪ1)/2͔ for even ͑odd͒ N͖ neighbor͑s͒ with equal strength. It is found that the CB depends on the range of coupling. In the global-coupling case, in which each 1D map is coupled to all the other 1D maps with equal strength, both the structure of the critical set and the CB are the same as those for the two-coupled case, irrespectively of N. However, for the cases of nonglobal couplings of shorter range, a significant change in the structure of the critical set may or may not occur according to whether the coupling is linear or not. As examples of the linear and nonlinear nonglobal couplings, we study the linearly and diffusively coupled, nearest-neighbor coupling cases, respectively. For the linearly coupled case, of the infinite number of period p-tupling routes for the global-coupling case, only the route ending at the zero-coupling critical point is left in the parameter plane. On the other hand, for the diffusively coupled case, one critical line segment constitutes the critical set, as in the globally coupled case.
A. Stability of periodic orbits in many-coupled maps
Consider N symmetrically coupled 1D maps with a periodic boundary condition,
where N is a positive integer larger than or equal to 2, xϭ(x 1 , . . . ,x N ), and is the cyclic permutation of x ͓i.e., xϭ(x 2 , . . . ,x 1 )͔. Here x m (t) is the state of the mth element at a discrete time t, and the periodic condition imposes x m (t)ϭx mϩN (t) for all m. Like the two-coupled case with Nϭ2, the function F consists of two parts:
where f is an uncoupled 1D map with a quadratic maximum at xϭ0, and g is a coupling function. The uncoupled 1D map f satisfies the normalization condition ͑2.2͒, and the coupling function g obeys the condition g͑x, . . . ,x͒ϭ0 for any x.
͑4.3͒
The N-coupled map T has a cyclic permutation symmetry, Ϫ1 T͑x͒ϭT͑x͒ for all x, ͑4.4͒
where Ϫ1 is the inverse of . The set of all fixed points of forms a symmetry line on which
͑4.5͒
It follows from Eq. ͑4.4͒ that the cyclic permutation commutes with the map T, i.e., TϭT. Hence the symmetry line becomes invariant under T, i.e., if a point x lies on the symmetry line, then its image T(x) also lies on it. An orbit is called a synchronous orbit if it lies on the symmetry line, i.e., it satisfies
Otherwise, it is called an asynchronous orbit. Here we study only the synchronous orbits. They can be easily found from the uncoupled 1D map, x(tϩ1)ϭ f ͓x(t)͔, because of the condition ͑4.3͒. A general form of coupling for odd N (Nу3) is given by
where c is a coupling parameter and u is a function of one variable. Here the coupling extends to the Kth neighbors with equal coupling strength, and the function g satisfies the condition ͑4.3͒. The extreme long-range interaction for Kϭ(NϪ1)/2 is called a global coupling, for which the coupling function g becomes
This is a kind of mean-field coupling, in which each element is coupled to all the other elements with equal coupling strength. All the other couplings with KϽ(NϪ1)/2 ͑e.g., nearest-neighbor coupling with Kϭ1) will be referred to as nonglobal couplings. The Kϭ1 case for Nϭ3 corresponds to both the global coupling and the nearest-neighbor coupling.
We next consider the case of even N (Nу2). The form of coupling of Eq. ͑4.7͒ holds for the cases of nonglobal couplings with Kϭ1, . . . , (NϪ2)/2 (Nу4). The global coupling for KϭN/2 (Nу2) also has the form of Eq. ͑4.8͒, but it cannot have the form of Eq. ͑4.7͒, because there exists only one farthest neighbor for KϭN/2, unlike the case of odd N. The Kϭ1 case for Nϭ2 also corresponds to the nearest-neighbor coupling as well as to the global coupling, like the Nϭ3 case.
The stability analysis of an orbit in many-coupled maps is conveniently carried out by Fourier transforming with respect to the discrete space ͕m͖ ͓20͔. Consider an orbit ͕x m (t);mϭ1, . . . ,N͖ of the N-coupled maps ͑4.1͒. The discrete spatial Fourier transform of the orbit is
The Fourier transform j (t) satisfies j *(t)ϭ NϪ j (t) (* denotes complex conjugate͒, and the wavelength of a mode with index j is N/ j for jрN/2 and N/(NϪ j) for jϾN/2. To determine the stability of a synchronous orbit ͓x 1 (t)ϭ•••ϭx N (t)ϵx(t) for all t͔, we consider an infinitesimal perturbation ͕␦x m (t)͖ to the synchronous orbit, i.e., x m (t)ϭx(t)ϩ␦x m (t) for mϭ1, . . . ,N. Linearizing the N-coupled map ͑4.1͒ at the synchronous orbit, we obtain
͑4.11͒
Hereafter the functions G (l) will be called ''reduced'' coupling functions of g(x 1 , . . . ,x N ).
Let ␦ j (t) be the Fourier transform of ␦x m (t), i.e.,
Here ␦ 0 is the synchronous-mode perturbation, and all the other ␦ j 's with nonzero indices j are the asynchronousmode perturbations. Then the Fourier transform of Eq. ͑4.10͒ becomes
͑4.13͒
Note that all the modes ␦ j become decoupled for the synchronous orbit.
For a synchronous orbit with period q, its linear stability is determined by iterating the linearized map ͑4.13͒ q times:
͑4.14͒
That is, the stability multipliers of the orbit are given by
Here the first stability multiplier 0 is associated with the stability against the synchronous-mode perturbation, and hence it may be called the synchronous stability multiplier.
On the other hand, all the other stability multipliers j ( j 0) are called the asynchronous stability multipliers, because they are associated with the stability against the asynchronous-mode perturbations. A synchronous orbit becomes stable when it is stable against all the synchronous-mode and asynchronous-mode perturbations, i.e., the moduli of all stability multipliers are less than unity (͉ j ͉Ͻ1 for jϭ0, . . . ,NϪ1). Hence the stable region of the synchronous orbit in the parameter plane is bounded by the synchronous and asynchronous bifurcation lines determined by the equations j ϭϮ1 for jϭ0, . . . ,NϪ1. When the 0 ϭ1(Ϫ1) line is crossed, the synchronous orbit loses its stability via synchronous saddlenode ͑period-doubling͒ bifurcation. However, when the j ( j 0)ϭ1(Ϫ1) line is crossed, it becomes unstable via asynchronous pitchfork ͑period-doubling͒ bifurcation.
It follows from Eq. ͑4.3͒ that
Hence the synchronous stability multiplier 0 for jϭ0 becomes
which is just the stability multiplier of the uncoupled 1D map. While there is no coupling effect on 0 , the coupling generally affects asynchronous stability multipliers j of j 0. The effect of the coupling on the asynchronous stability multipliers depends on the range of coupling, as will be seen in the next two subsections.
B. Global-coupling case
In this subsection we study the CB of period p-tuplings in many-coupled maps with a global coupling. It is shown that both the structure of the critical set and the CB for the case of N globally coupled maps are the same as those for the case of two-coupled maps, independently of N.
In the case of the global coupling ͑4.8͒, the reduced coupling functions of Eq. ͑4.11͒ become
͑4.30͒
Then, together with Eq. ͑4.21͒, Eq. ͑4.30͒ defines a reduced renormalization operator R of transforming a pair of functions ( f ,G) such that ( f nϩ1 ,G nϩ1 )ϭR ( f n ,G n ).
We look for fixed points ( f *,G*) of R such that ( f *,G*)ϭR ( f *,G*). Here f *(x) is just the 1D fixed function. Only the equation for G* is therefore left to be solved. Since the transformation ͑4.30͒ for G holds for any globally coupled map cases with Nу2, it can be regarded as a generalized version of Eq. ͑2.21͒ for the two-coupled case. Comparing the expression in Eq. ͑4.30͒ with that in Eq. ͑2.21͒, one can easily see that they are the same except for the factor N. Making a change of the independent reduced coupling function
is transformed into Eq. ͑2.21͒. Consequently, rescaling the solutions ͑2.26͒ for the two-coupled case with the scaling factor 2/N, one can obtain the solutions for the case of N globally coupled maps:
͑4.31e͒
Thus there exist three ͑five͒ fixed points ( f *,G*) of R for the case of even ͑odd͒ p, independently of N. For the same reason as for the two-coupled maps ͓see Eq. ͑2.29͔͒, the critical stability multipliers have the values of the stability multipliers of the fixed point of the fixed map T*. From Eqs. ͑4.17͒ and ͑4.19͒, we obtain two independent critical stability multipliers 0 * and 1 * :
where x is the fixed point of the 1D fixed function ͓i.e., x ϭ f *(x )͔ and 0 * is just the critical stability multiplier * of the uncoupled 1D map. Substituting G*'s into Eq. ͑4.32͒, we obtain the same critical asynchronous stability multipliers 1 * as in the case of two-coupled maps, as listed in Table   VIII .
Consider an infinitesimal perutrbation (h,⌽) to a fixed point ( f *,G*) of the reduced renormalization operator R .
Linearizing R at the fixed point, we obtain the recurrence equation for the evolution of (h,⌽), (h nϩ1 ,⌽ nϩ1 ) ϭL(h n ,⌽ n ). As in the two-coupled case, the linearized operator L also has a semiblock form †i.e., h nϩ1 (x) ϭ͓L 1 h n ͔(x) and ⌽ nϩ1 (x)ϭ͓L 2 ⌽ n ͔(x)ϩ͓L 3 h n ͔(x) ‡. It follows from the reducibility of L into a semiblock form that one can find eigenvalues of L 1 and L 2 separately and then they give the whole spectrum of L.
All the fixed points ( f *,G*) have a common relevant eigenvalue ␦ of L 1 ͑i.e., the relevant eigenvalue for the case of the uncoupled 1D maps͒ associated with the critical scaling of the nonlinearity parameter of the uncoupled 1D map. However, the relevant CE's of L 2 , associated with the critical scaling of the coupling parameter, depend on the kind of the fixed points, as in the case of the two-coupled maps. Consider an infinitesimal perturbation ⌽ to a fixed point G* of the recurrence equation ͑4.30͒. Linearizing Eq. ͑4.30͒ at the fixed point G*, we obtain an equation for the evolution of ⌽ ͓i.e., ⌽ nϩ1 (x)ϭL 2 ⌽ n (x)͔. Note again that Eq. ͑4.30͒ is transformed into the recurrence equation ͑2.21͒ for the two-coupled case under a mere scale change of the independent reduced coupling function G(x)→(2/N)G(x). Consequently, the CE equation ͓i.e., L 2 ⌽*(x)ϭ⌽*(x)͔ for the case of N globally coupled maps becomes the same as that for the case of two-coupled maps, independently of N. Then, following the same procedure of Sec. II B, one can obtain the same CE's as those for the case of two-coupled maps, as listed in Table VIII .
C. Nonglobal-coupling cases
In this subsection, we choose f (x)ϭ1ϪAx 2 as the uncoupled 1D map and study the CB of the period p-tuplings for the nonglobal-coupling cases. A significant change in the structure of the critical set may or may not occur according to whether the coupling is linear or not. As examples of the TABLE VIII. Independent reduced coupling fixed functions G*(x), relevant CE's , and independent critical asynchronous stability multipliers 1 * in all the period p-tupling cases are shown for the case of N globally coupled maps. The first three for G*(x) exist for all p, whereas the last two exist only for odd p. Here ␣ and * are the orbital scaling factor and the critical stability multiplier for the 1D case, respectively. Note that and 1 * for each G*(x) are also the same as those for the two-coupled case, independently of N.
linear and nonlinear nonglobal couplings, we study the linearly and diffusively coupled, nearest-neighbor coupling cases, respectively. For the linearly coupled case, only the zero-coupling critical point is left in the parameter plane, which is in contrast to the global-coupling case. On the other hand, for the diffusively coupled case, one critical line segment constitutes the critical set, as in the global-coupling case.
Consider a nonglobal coupling of the form ͑4.7͒ and define
where 1рKр͓(NϪ2)/2͔͓(NϪ3)/2͔ for even ͑odd͒ N larger than 3. Then we have
G͑x ͒ for 2рlр1ϩK or for Nϩ1ϪKрlрN 0 otherwise.
͑4.34͒
Substituting G (l) 's into Eq. ͑4.15͒, we find that each stability multiplier j ͑associated with the stability against the jth-mode perturbation͒ is given by
͑4.36͒
Hence, unlike the global-coupling case ͓see Eq. ͑4.19͔͒, the stability multipliers vary depending on the coupling range K as well as on the mode number j. Since S N (K, j)ϭS N (K,NϪ j), the stability multipliers satisfy
Thus it is sufficient to consider only the case of 0р jр(N/2) ͓(NϪ1)/2͔ for even ͑odd͒ N. Comparing the expression in Eq. ͑4.35͒ with that in Eq. ͑4.19͒ for j 0, one can easily see that they are the same except for the factor S N (K, j). Consequently, making a change of the coupling parameter c→c/S N (K, j), the stability multiplier j for the nonglobal-coupling case of range K becomes the same as that for the global-coupling case. For each mode with nonzero index j, we consider a region in the parameter plane, in which a synchronous orbit is stable against the perturbations of both modes with indices 0 and j. This stable region is bounded by four bifurcation curves determined by the equations 0 ϭϮ1 and j ϭϮ1, and it will be denoted by U N . For the case of global coupling, those stable regions coincide, irrespectively of N and j, because all the asynchronous stability multipliers j ( j 0) are the same, independently of N. The stable region for this global-coupling case will be denoted by U G . Note that U G itself is just the stability region of the synchronous orbit, irrespectively of N, because the synchronous orbit is stable against the perturbations of all the synchronous and asynchronous modes in the region U G .
However, the stable regions U N vary depending on the coupling range K and the mode number j for the nonglobalcoupling cases, i.e., U N ϭU N (K, j). To find the stability region of a synchronous orbit in an N-coupled map with a given K, one may start with the stability region U G for the global-coupling case. Rescaling the coupling parameter c by a scaling factor 1/S N (K, j) for each nonzero j, the stable region U G is transformed into a stable region U N (K, j). Then the stability region of the synchronous orbit is given by the intersection of all such stable regions U N . A significant change in the stability diagram of the synchronous orbits of period p n (nϭ0,1,2, . . . ) may or may not occur according to whether the coupling is linear or not, as will be seen below.
As the first example, we study the linearly coupled, nearest-neighbor coupling case with Kϭ1, in which the coupling function is
͑4.38͒
This kind of coupling can be regarded as a generalized version of Eq. ͑3.1͒ for the linearly coupled case for Nϭ2. ͑Note that as mentioned above, the cases of Nϭ2 and 3 correspond to the global-coupling case.͒ For Kϭ1, the scaling factor 1/S N (K, j) of Eq. ͑4.36͒ becomes
͑4.39͒
This scaling factor 1/S N (1,j) has its minimum value 3 4 ͕3/͓4cos 2 (/2N)͔͖ at j min ϭ(N/2)͓(NϪ 1 2 )͔ for even ͑odd͒ N. We also note that the minimum value for odd N depends on N, but as N→ϱ it converges to the minimum value for the case of even N.
Rescaling the coupling parameter c with the scaling factor 1/S N (1,j), the stability region U G for the Nϭ2 and 3 cases of global coupling is transformed into the region U N (1,j) for NϾ3. Then, as a result of the intersection of all such regions U N (1,j), only the region U N (1,j min ) including a cϭ0 line segment is left as the stability region of a synchronous orbit. Consequently, of the infinite number of period p-tupling routes for the global-coupling case, only the Z p route ending at the zero-coupling critical point (A ϱ (p) ,0) remains. Thus only the zero-coupling point is left as a critical point in the parameter plane. An example for the period-tripling case with pϭ3 is shown in Fig. 17 . The largest stability region corresponds to the stability region for the Nϭ2 and 3 cases of the global coupling, while the smallest one corresponds to that for the case of even N (NϾ2). Between them, there exist stability regions for the case of odd N (NϾ3) ͑e.g., see the Nϭ5 case in Fig. 17͒ .
We now examine the CB near the zero-coupling critical point for the case of the linearly coupled, nearest-neighbor coupling. Consider a self-similar sequence of parameters (A n ,c n ), at which the synchronous orbit of level n has some given stability multipliers, in the Z p route for the globalcoupling case. Rescaling the coupling parameter with the factor 1/S N (1,j min ), this sequence is transformed into a selfsimilar one for the case of the linearly coupled, nearestneighbor coupling. Thus the ''width'' of each stability region in the Z p route for the case of the global coupling is reduced to that for the case of the linearly coupled, nearest-neighbor coupling by the scaling factor 1/S N (1,j min ), while the ''heights'' of all stable regions in the Z p route remain unchanged ͓22͔. It is therefore obvious that the critical scaling behavior near the zero-coupling critical point for the case of the linearly coupled, nearest-neighbor coupling is the same as that for the global-coupling case. That is, the height and width h n and w n of the stability region of level n geometrically contract in the limit of large n, h n ϳ␦ Ϫn , w n ϳ␣ Ϫn for large n, ͑4.40͒
where ␦ and ␣ are the scaling factors of the nonlinearity and coupling parameters, respectively. As an example, see again Fig. 17 and note that Figs. 17͑a͒, 17͑b͒, and 17͑c͒ nearly coincide near the zero-coupling critical point except for small numerical differences. The results of the linearly coupled, nearest-neighbor coupling with Kϭ1 extend to all the other linearly coupled, nonglobal-coupling cases with 1ϽKϽ(N/2)͓(NϪ1)/2͔ for even ͑odd͒ N. For each nonglobal-coupling case with KϾ1, we first consider a mode with index j min for which the scaling factor 1/S N (K, j) becomes the smallest one. Here the value of j min varies depending on the range K. Like the Kϭ1 case, only the region U N (K, j min ) including a cϭ0 line segment is left as the stability region of a synchronous orbit. Consequently, only the zero-coupling point remains as a critical point in the parameter plane, and the CB near the zero-coupling critical point is also the same as that for the global-coupling case.
Finally, as an example of the nonlinear coupling, we study the diffusively coupled, nearest-neighbor coupling case with Kϭ1, in which the coupling function is given by g͑x 1 , . . . ,x N ͒ϭ c 3 ͓ f ͑x 2 ͒ϩ f ͑x N ͒Ϫ2 f ͑x 1 ͔͒ for Nу3.
͑4.41͒
This kind of coupling can be regarded as a generalized version of Eq. ͑3.30͒ for the dissipatively coupled case for Nϭ2. For this diffusively coupled case, the stability multipliers of Eq. ͑4.35͒ for a synchronous q-periodic orbit of level n (qϭ p n ) become j ϭ͓1ϪcS N ͑1,j ͔͒ q 0 .
͑4.42͒
Like the linearly coupled case, rescaling the coupling parameter c with the minimum scaling factor 1/S N (1,j min ), each stability region U G of level n for the global-coupling case is transformed into the stability region ͓i.e., the region U N (1,j min )] of level n for the diffusively coupled case. The stability region U N (1,j min ) is bounded by four bifurcation curves determined by the equations j ϭϮ1 for jϭ0,j min . An infinite sequence of such stability regions converges to a FIG. 17 . Stable regions of the synchronous 3 n -periodic orbits of level nϭ1,2,3 in N (Nϭ2,3,4, . . . ) coupled 1D maps for the linearly coupled, nearest-neighbor coupling case with Kϭ1. The cases of nϭ1, 2, and 3 are shown in ͑a͒, ͑b͒, and ͑c͒, respectively. The symbols q j PD , q j SN , and q j PF with jϭ0 and j min represent the perioddoubling, saddle-node, and pitchfork bifurcation lines associated with the stability of a synchronous orbit of period q against the perturbation of the jth mode. The scaling factors used in ͑b͒ and ͑c͒ are ␦ϭ55.247 026 and ␣ϭϪ9.277 341. For other details, see the text.
critical line segment joining two points c l * (ϭ0)and c r * ͓ϭ2/S N (1,j min )͔ on the AϭA ϱ (p) line. Consequently, one critical line segment constitutes the critical set, like the global-coupling case. An example for the period-tripling case for even N (NϾ2) is shown in Fig. 18 .
As shown above, the stability diagram for the diffusively coupled case is essentially the same as that for the globally coupled case, except for the scale in the coupling parameter c. Hence the critical scaling behavior of the nonlinearity and coupling parameters and so on becomes the same as that for the global-coupling case ͑for details on the CB, refer to Sec. III B͒. Finally, we briefly discuss the critical asynchronous stability multipliers. At the zero-coupling critical point (A ϱ ( p) ,0) and interior critical points, they are the same as those for the global-coupling case ͓i.e., 1 *ϭ•••ϭ NϪ1 * ϭ 0 * at (A ϱ (p) ,0), and 1 *ϭ•••ϭ NϪ1 * ϭ0
at interior critical points͔. However, at the right end (A ϱ ( p) ,c r *), the critical asynchronous stability multiplier for jϭ j min is given by j min * ϭ 0 * ͑even q) and Ϫ 0 * ͑odd q), but all other j *'s ( j j min ) are zero, which is somewhat different from that for the global-coupling case ͓i.e., 1 *ϭ•••ϭ NϪ1 * ϭ 0 * ͑even q) and Ϫ 0 * ͑odd q)͔. Like the linearly coupled case, the results for the diffusively coupled, nearest-neighbor coupling case with Kϭ1 can also be extended to all the other diffusively coupled, nonglobalcoupling cases with 1ϽKϽ(N/2)͓(NϪ1)/2͔ for even ͑odd͒ N.
V. SUMMARY
The CB's of all period p-tuplings (pϭ2,3,4, . . . ) are studied in N (Nϭ2,3,4, . . . ) symmetrically coupled 1D maps. The two-coupled case with Nϭ2 is first investigated by a renormalization method. We find three ͑five͒ kinds of fixed points of the renormalization operator and their relevant CE's associated with coupling perturbations for the case of even ͑odd͒ p. We next consider two kinds of couplings, linear and nonlinear couplings. As examples of the linear-and nonlinear-coupling cases, we study the linearly and dissipatively coupled maps, respectively, and confirm the renormalization results. The structure of the critical set varies depending on the nature of coupling. For the linearly coupled case, an infinite number of the critical line segments, together with the zero-coupling critical point, constitute the critical set, while for the dissipatively coupled case, the critical set consists of only one critical line segment. The CB also depends on the position on the critical set. For even ͑odd͒ p, three ͑four͒ kinds of fixed points govern the CB for the linearly coupled case, while only two ͑three͒ kinds of fixed points govern the CB for the dissipatively coupled case. Finally, the results of the two-coupled maps are extended to many-coupled maps with Nу3, in which the CB depends on the range of coupling. In the global-coupling case, both the structure of the critical set and the CB are the same as those of the two-coupled case, independently of N. However, for the nonglobal-coupling case, a significant change in the structure of the critical set may or may not occur according to whether the coupling is linear or not. For the linearly coupled case, of the infinite number of period p-tupling routes for the global-coupling case, only the route ending at the zero-coupling critical point is left in the parameter plane. On the other hand, for the diffusively coupled case, one critical line segment constitutes the critical set, as in the globally coupled case. 
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