Abstract 3D object retrieval from user-drawn (sketch) queries is one of the important research issues in the areas of pattern recognition and computer graphics for simulation, visualization, and Computer Aided Design. The performance of any content-based 3D object retrieval system crucially depends on the availability of effective descriptors and similarity measures for this kind of data. We present a sketch-based approach for improving 3D object retrieval effectiveness by optimizing the representation of one particular type of features (oriented gradients) using a sparse coding approach. We perform experiments, the results of which show that the retrieval quality improves over alternative features and codings. Based our findings, the coding can be proposed for sketch-based 3D object retrieval systems relying on oriented gradient features.
entertainment gaming, and so on. To re-use existing 3D object content from large 3D object repositories, methods are needed to retrieve the 3D objects requested by users. The area of 3D object retrieval includes methods for implementing similarity functions that allow retrieval and clustering in large 3D object databases.
To date, many retrieval methods have been proposed to compute the similarity between 3D objects for usage in retrieval algorithms. One of the most popular approaches is to extract descriptors (e.g., feature vectors) for each 3D object, and determine the similarity between a pair of objects based on the distance calculated with a metric defined in the descriptors. Regarding the execution of queries, most methods assume that the user query is carried out by the query-by-example paradigm. Thereby, the user provides one reference 3D object, to which the retrieved objects should be similar. The advantage of this paradigm is that both the query (the example) and the candidate objects from the databases are of the same structure and therefore, a single descriptor type is applicable. A drawback is that the user needs to provide a query object, which is obviously difficult if the user does not have a prior object, or if selection from the database is not possible because of its size.
An alternative approach to query-by-example is to allow the user to provide free-form sketches that approximate the shape of the 3D objects to be retrieved. Sketch-based query formulation has been successfully established in the domain of image retrieval [1, 22, 45] . Recently, also sketch-based retrieval has come into focus for the task of 3D object retrieval [23, 30, 32, 43] . The advantages of sketch-based 3D object retrieval are that no existing 3D object is required and that the user is not constrained in formulating the visual query. A disadvantage of this approach, however, is that the query and the candidate objects are not of the same structure anymore: The query is a free-form sketch, possibly with, variance in the level of detail and abstraction as sketched by the user; the 3D objects in the database are precisely modeled and defined according to the given 3D file format (e.g, polygon meshes).
Recent research has therefore addressed the development of approaches that compensate for the structural differences between the sketch and the target 3D object, to allow for effective retrieval. Two basic methods can be distinguished: 1) One method can transform, by non-photorealistic rendering methods, the target 3D object to a visual representation that is structurally more similar to hand-drawn sketches, prior to descriptor extraction. And 2) the other method can define descriptors that encode only those object properties which are common to both the user sketches and the 3D objects. An example of the latter is gradient descriptors, which consider the dominant orientations of the lines in images.
In this paper, we present an improved approach for supporting sketch-based 3D object retrieval based on oriented gradient features. Our general approach follows the architecture of a typical feature-based retrieval system: Feature vectors are extracted from query and candidate objects, and rankings are produced by a distance function defined on the feature vector representations. In case of sketch-based retrieval, the challenge is to find features that are structurally similar with respect to object content, when extracted from the different modalities 3D object (mesh) and user free-hand sketch. Features extracted from suggestive contours have shown to work well for sketch-based 3D object retrieval [43] . Our contribution in this paper is to define an appropriate representation for coding of oriented gradient features, that manage to improve the basic retrieval effectiveness. Figure 1 illustrates our retrieval workflow, explicitly considering the sparse coding scheme introduced.
Our method is based on combining both described approaches and optimizing the coding of an appropriate gradient descriptor. We apply the approach on an encompassing benchmark data set representing a variety of sketches, both with respect to user drawing styles and 3D object types represented. We experimentally show that the retrieval quality outperforms Fig. 1 Flowchart for user sketch-based 3D object retrieval using sparse coding an existing state-of-the-art method and is therefore applicable for sketch-based 3D object retrieval.
The remainder of this paper is structured as follows. In Section 2 we recall related work about 3D object retrieval, local methods, and sketch-based methods. In Section 3 we explain in detail, how we extract features from 3D models using suggestive contours and feature optimization using sparse coding for robust 3D object retrieval. In Section 4 we present the experimental results showing the effectiveness of our proposed approach. We summarize our contribution and outline future work in the area in Section 5.
Related work
In this section, we review methods from global and partial 3D object retrieval, as well as approaches for retrieval based on user sketches.
3D object retrieval
The field of 3D object retrieval research is concerned with defining a similarity function operating based on 3D object data with the goal of implementing 3D search systems and other analytic applications. Over the last decade, many methods have been proposed for the query-by-sketch paradigm of 3D object retrieval. Surveys indicate [4, 40] that to date, many types of descriptors have been proposed for global and partial 3D object retrieval. Many methods form descriptors from the computed low-level features, e.g., from the surface, volumetric, or structural properties of the 3D objects. Among the most popular and robust descriptors for global retrieval are image-based descriptors. These extract features from 2D renderings of the models for the coding of feature vectors. In addition, descriptors based on heat kernel signatures [3] have recently become popular, as they can support specific desirable properties of the retrieval, such as invariance with respect to rigid transformations.
The effectiveness of shape retrieval methods is typically evaluated based on various kinds of benchmark data [19, 27, 38] . While on the macro (average) benchmarking levels best performing methods can be identified, typically, on the micro (class-specific) level different methods may provide best retrieval performance. This to date motivates the consideration of new descriptor models, suiting specific application needs.
Local methods
In addition to global descriptors, local descriptors have also been researched. These describe 3D models by using a set of local properties and can be applied to provide both global and partial 3D object retrieval capabilities. Example approaches are based on the detection of different types of local interest points [18, 39] , or on the segmentation of a whole model into meaningful parts [13] . In [5] , global descriptors were applied to object fragments for improved retrieval performance. The coding of local descriptors from sets of interest points is another challenge, with current approaches often resorting to the bag-of-features method [2] .
Sketch-based methods
Recently, sketch-based methods have been researched for application in 3D object and image retrieval. The idea is to have the user provide a sketch of the visual properties of the shape to be searched. One of the first 3D object retrieval systems, the Princeton Shape Search Engine [25] , provided a sketch interface with which users could upload shape projections, and spherical harmonics features were extracted from sketches and 3D objects for ranking of answer objects. However, specific customization of the features to match the properties of the human sketches was not a component on the approach. In another work, the idea of modeling by example [24] was introduced in which by means of object segmentation and 3D retrieval, the modeling process was accelerated by re-usage of existing object parts. Building on this idea, the system in [29] was extended by a sketch interface.
In [43] , we proposed an approach for sketch-based 3D retrieval that extracts features from a non-photorealistic rendering of the 3D objects, thereby making the sketch and the target 3D views structurally more compatible with each other. Specifically, the suggestive contour rendering method [15] was used. The retrieval performance was improved compared to when features were extracted from photorealistic renderings, based on objects from [38] and a set of user-provided sketches. Sketch-based retrieval has also been considered in 2D image retrieval applications, and in conjunction with appropriate indexing techniques can provide efficient and effective results also for very large data sizes [1, 21, 22, 45] . Gradient features such as HOG [14] have shown effective in certain Computer Vision applications and also work well for sketch-based 3D retrieval. An alternative to gradient features are key shapes, which have been considered for 3D retrieval for example in [23, 31, 37] as a basis to form a descriptor. Currently, sketch-based 3D retrieval considers all user sketches uniformly. Potential improvements could be achieved classifying user sketches into different types during preprocessing. A recent work demonstrated that the classification of user sketches is possible [20] .
Our proposed approach
We next describe a novel approach based on a sparse coding representation of gradient features. The method starts by extracting a set of 2D images from the original 3D objects from the target database. To this end, a set of 2D projections are obtained from a virtual camera system assumed to be distributed equally on a sphere around the object. From each camera, a suggestive contour image is generated like initially proposed in [43] . Suggestive contour rendering produces non-photorealistic views of a 3D object which are structurally comparable to a sketched version of the 3D model. According to Fig. 2 , then a histogram of oriented gradients is computed from each suggestive contour image by analyzing the image in the topological space of diffusion tensor fields (HOG-DTF) [2, 3] . While this representation has shown to be basically effective, it can be improved by a sparse coding representation. Sparse coding [4, 5] is applied on the set of all HOG-DFT feature vectors of all suggestive contour images. The coding represents every original feature vector as a linear combination of a small number of codebook vectors which have been obtained during the sparse coding training phase.
We retrieve a query object given as a sketch image by measuring the similarity between the HOG descriptors obtained from the sketch image and any linear combination of the codebook vectors, after normalizing all the descriptors to the unit vectors.
As will be demonstrated in the experimental section, this representation is sufficient for preserving the most important characteristics of the space of feature vectors and provides noise removal which helps the retrieval process. We next describe the proposed method formally.
Let X 0 be a 3D object to be retrieved by evaluating its similarity to objects {Y k } M k=1 in the database. To retrieve the 3D objects based only on a user-drawn 2D sketched query image(x s ), we project the 3D objects {Y k } M k=1 in database from K viewpoints to 2D suggestive contour images, and then extract the HOG-DTF descriptors x and The Euclidean ( 2 ) norm · 2 is defined by a 2 2 = a 2
For our argument, we normalize the HOG-DTF vectors to be unit ones: x 2 = y i,j 2 = 1 for i = 1, . . . , M and j = 1, . . . , K. For the sake of simplicity, we number the descriptor vectors by grouping the vectors stemming from the same object as
To retrieve the 3D object by measuring the similarity, there is a way to represent x in terms of ψ j s and find the largest coefficient from the representation because the larger the size of the coefficient is, the higher the similarity becomes. In general, the vectors ψ j are not orthogonal to each other. Thus, our strategy for retrieval is to project x into the subspace V of R T which is defined as the space of all possible spanned by the descriptors {ψ } K·M =1 ,
and then rank the 3D objects
in the database according to the similarity evaluated from the size of the coefficients w i . User-drawn sketch query images x s are different according to their intention to retrieve the deformable 3D objects, but the projected suggestive contour image provides the salient boundary and inner features comparing to boundary image and ridges and valley images [43] . Thus, we may assume that there exists a linear combination w 1 ψ 1 + w 2 ψ 2 + · · · + w K·M ψ K·M with minimum norm error such that the coefficient vector w 0 = (w 1 , . . . , w K·M ) has sparse or there exists a constant << 1 and an integer S > 0 satisfy the following inequality:
where w S ∈ R K·M is the vector obtained from w 0 by setting all but the largest S coefficients to be zero. After finding such a linear combinationψ = w 1 ψ 1 + w 2 ψ 2 + · · · + w K·M ψ K·M , we choose the S largest values from the coefficients {w } K·M =1 and we will rank the objects Y k from which the S largest coefficients stem. To do this, however, we need to compute the amplitudes of all the coefficients even though all but a few amount of them will be discarded. Also we must locate the largest coefficients too. In the literature, fortunately, there is a technique called Compressed Sensing(CS) which enables us to directly find the significant coefficients and their locations in the sensing step. Mathematically speaking, let w 0 be the coefficient vector solution that is sparse or satisfies the condition (3) for sufficiently small > 0. Then, under the specific conditions on the matrix Ψ with ψ 1 , . . . , ψ K·M as columns, the solutionw to the problem:
satisfies the following inequality:
for a constant C and an integer S > depending only on Ψ ( [9] ). As shown in Eq. 5, CS is a data acquisition technique for finding a sparse representation. It turns out to be strongly efficient for acquiring and reconstructing sparse or compressible data. For details in compressive sensing and related algorithms, see [6] [7] [8] [9] [10] 16] and the references therein. Motivated by CS, we try to find the vector which has a good fitting to the input data (smaller l 2 norm error), and it has a grouped sparse representation (smaller l 1 norm) by adding the 1 sparsity term to the least squares problem (2) and solving the unconstrained problem called LASSO(Least Absolute Shrinkage and Selection Operator):
Even though the LASSO optimization which yields good results for structure detection an over-parameterized polynomial model in the presence of additive output noise meets the requirements as shown in [44] , it tends to select only one variable from the group when there is a group of variables in which the pairwise correlations are very high ( [46] ). However, the significant information about x is concentrated on relatively few largest components of the retrieved vector from the 3D object as given in (6), so the sparse (or relatively few largest) components are grouped necessarily. For this reason, we add the least square regularization term to the problem (6) for small l 2 norm error by consider the following optimization problem:w
This model (7) is a combination of the LASSO (γ = 0) and the Ridge regression (λ = 0), and it was proposed by [46] to overcome the limitations of the LASSO optimization. In Eq. 7, the first term measures the fitting and the second regularization term is added to recover a sparse data where λ controls the trade-off between sparsity and reconstruction fidelity. The third regularization term gives rise to grouping effect of highly correlated variables and removes the limitation on the number of selected variables. As mentioned above, CS is well known to recover a sparse signal. Furthermore, it has a desirable property that ifw is not sparse, the recovered vectorψ given bỹ
for the solutionw to the problem (7) is as good as if we were to choose the largest values after calculating the values and detecting the corresponding locations. (That is,w satisfies the inequality as given (3)). Showing the trade-off between the reconstruction error and the sparsity, the formulation (7) allows us to attain a reliable approximation.
To solve the problem (7), we use the sparse coding algorithm proposed by Lee et al. [28] . Sparse coding [12, 17, 26, 35] is regarded as a suitable technique to optimally represent an input HOG-DTF in terms of a linear combination of atoms in an over-complete trained dictionary of basis vectors, with sparse coefficients that are sufficient for preserving specific features. Figure 3 shows the details of the feature extraction and similarity measure methodology using sparse coding.
In the 3D object retrieval process, we want the process to retain the following properties: First, it must be efficient at categorizing the descriptor in a higher dimension. Second, it should achieve a much lower retrieval error. Also, it should be able to capture the salient properties of images. The optimization retrieval by solving problem Eq. 6 meets our goal. For this reason, we have proposed a retrieval method via the optimization problem in Eq. 6.
From the vectorw = (w 1 , . . . ,w K·M ) solving the problem (6), we sort the components ofw according to their sizes in {|w 1 |, . . . , |w K·M |} as Fig. 3 The details of our proposed feature extraction and optimization procedure using sparse coding For σ (1) , there exist unique 1
from which the HOG-DTF vector ψ σ (1) = y i,j stems. Also, we rank the objects
Experiments
We conducted experiments to evaluate the effectiveness of our proposed method as compared to two alternative retrieval methods [36, 37] and one alternative coding approach [42] . We discuss the obtained results in three parts: the experimental setup in Section 4.1; the retrieval results from representative sketched query images by numerous users in Section 4.2; and comparison of our method against state-of-the-art previous approaches in Section 4.3.
Experimental setup
We conducted experiments to evaluate the retrieval performance of our approach. For our experiments, we used several 3D mesh models from the Princeton 3D mesh segmentation Benchmark 1 [13] . We used 260(M) models from 13 classes, i.e. humans, cups, airplane, ant, chair, or sunglasses. Accordingly we rendered 260(M)×14(n) suggestive contour images, which we used for our evaluation. We also collected 250 user drawn sketch images from numerous users. We used the 14(n) different viewpoints of a 3D model to retrieve the 3D models, as Funkhouser et al. [25] used 13 orthographic viewpoints, Chen et al. [11] used 10 shaded boundary images from 20 viewpoints, and Macrini et al. [33] used 128 projected images for 3D model retrieval. Figure 4a illustrates the represented 3D object classes, and Fig. 4b illustrates a selection of the sketched query images which we collected. For the query images, we asked five colleagues to draw sketches, just based on the class names. As expected and desired for our experiment, the provided sketch images differ according to user interest and viewpoint. Some users draw the outer shape of the target object (either with or without perspective information), others draw skeletal features of the target object.
To measure the similarity, we first crop the user drawn sketched query image and normalize its size to 200×200 pixels and then extract the gradient feature vectors, followed by the sparse coding step.
Evaluation of sketch-based 3D model retrieval
In this section, we show the results of the retrieved 3D objects from various user-drawn sketches. We first analyze the retrieved 3D objects by one sketched query image and the variation of its similarity measure. Figure 5a and b show the top ranked 3D objects, retrieved for user sketches for the concepts "bear" and "hand", respectively. In the top ranked 3D models as shown, most nearest neighbors retrieved with the sparsely coded HOG-DTF features are relevant to the query images. Some 3D objects are wrongly retrieved, however the projected images of these 3D models are still quite similar to the user's sketches.
We can also approximately recover the view the user had in mind, when drawing the sketch query image as shown in Fig. 6a the front viewpoint of the target object. The closest views of the 3D models are also fullfrontal or slightly in profile. One useful side application of our proposed method, is that we can also estimate the users viewpoint, given that database models are given in a consistent 3D reference frame. The wrongly retrieved 3D objects in Fig. 5 are highly ranked because of their projected and size-normalized images are very similar to user-drawn sketches as shown in Fig. 6. 
Comparison of retrieval performance
To systematically evaluate and compare the performance of our proposed methodology we present the first tier precision of the different query benchmark classes. The first-tier measure is a well-known measure defined as the percentage of correctly retrieved objects within the top k retrieved objects in the respective query class, where k is the total number of relevant objects (i.e., the size of the query class). Figure 7 shows a comparison of the firsttier precision of our approach against the performance of the HELO in [36] and STELA descriptor as reported in [37] , as well as the suggestive contour features without sparse coding representation and compressive sensing based classification as reported in [42] . Sparse coding-based feature optimization provides for improved first-tier precision in 8 of the 13 total classes, with significant improvements in some classes yielding up to 20 percentage points. In all but one of the remaining classes, the sparse coding representation performs at least comparable as the other methods. In particular, the first tier precision of "chair" is more than double comparing to previous approaches because our proposed feature optimization Fig. 7 Comparison of user-drawn sketch based 3D model retrieval between our proposed approach and previous approaches HELO [36] , STELA [37] , and compressive sensing based classification [42] using sparse coding emphasize their own characteristics. However, the first tier precision of table is lower than previous approaches due to similar features of ant and octopus classes.
We note that there also exist few outlier classes which show unexpected low performance for a single technique. Specifically, in the class "plane" the HELO descriptor [36] is a lowperforming outlier, which our approach obviously fails in the "tool" class. While we at present do not have a sound explanation for these findings, we attribute them as not overly significant for the overall picture, as they address only a smaller number of queries in the experiment.
At this point, we also note that an improvement of retrieval precision is a difficult to obtain goal, as it related to optimization of dedicated feature extraction or coding procedures, and cannot be attained by simple upscaling of hardware backend, etc.
We also took a detailed look at the sensitivity of the performance of our method in comparison to variation of it, by Nearest Neighbor(NN), Second Tier (ST), E-Measures (E), Discounted Cumulated Gain (DCG), and Average Precision (AP) [38] . These are standard, widely-used methods to evaluate the performance of information retrieval systems. Table 1 compares the sparse coding representation with the HOG-DTF features without sparse coding [43] and in the alternative compressive sensing encoding [42] . In particular, we see that the sparse coding based feature optimization is more effective than HOG-DTF based Euclidean distance approach for various evaluation methods. Figure 7 and Table 1 show that our proposed feature optimization increases the performance on the whole and keeps the balance between different classes comparing to previous approaches. 
Discussion
In this paper we propose a user-drawn sketch based 3D object retrieval approach based on gradient feature vectors and its optimization using sparse coding. To extract meaningful features from a 3D object we rendered the suggestive contour from various viewpoints. The suggestive contour was then analyzed in the space of the diffusion tensor fields, and each pixel was represented as an ellipsoidal model, the direction and scale of which are determined by its eigenvalues and eigenvectors. Based on our experimental evaluation, we argue that the proposed sparse coding-based feature optimization scheme provides better first-tier precision and precision-recall results than previous approaches based on oriented gradient features. Our method uses selective sparse coding instead of traditional vector quantization to extract the salient properties of the appearance descriptors of suggestive contours. This study demonstrates the success of sparse coding for complex feature optimization, providing highly efficient categorization of higher-dimension descriptors.
We note that our experiment indicates the improvement of sparse coding for the specific type of features considered (oriented gradients [43] and in compressed sensing coding [42] ). The experiment also indicates the improvement over two further sketch-based 3D retrieval methods ( [36, 37] ). In the mean time, a larger number of sketch-based retrieval methods have been proposed and the comparison of our proposed scheme against them remains a study to be done. To this end, our future evaluation efforts need to build on benchmarks and method surveys as presented e.g., in [23, 30, 32] .
Another interesting problem is to find methods to adapt the feature coding to the sketch in style of different users. It could be the case that different codings (or different features) would provide further improvements, when selectively applied to different sketching styles, such as planar or perspective, abstract, volumetric etc. as depending of the sketching user. 
