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INTRODUCTION
THE UNIT ROOT HYPOTHESIS has recently attracted a considerable amount of work in both the economics and statistics literature. Indeed, the view that most economic time series are characterized by a stochastic rather than deterministic nonstationarity has become prevalent. The seminal study of Nelson and Plosser (1982) which found that most macroeconomic variables have a univariate time series structure with a unit root has catalyzed a burgeoning research program with both empirical and theoretical dimensions.
Nelson and Plosser's study was followed by a series of empirical analyses which basically confirmed their findings. Some (Stulz and Wasserfallen (1985) and Wasserfallen (1986) Here, TB refers to the time of break, i.e., the period at which the change in the parameters of the trend function occurs. Model (A) describes what we shall refer to as the crash model. The null hypothesis of a unit root is characterized by a dummy variable which takes the value one at the time of break. Under the alternative hypothesis of a "trend-stationary" system, Model (A) allows for a one-time change in the intercept of the trend function. For the empirical cases we have in mind, TB is the year 1929 and JU2 < 1.-Model (B) is referred to as the "changing growth" model. Under the alternative hypothesis, a change in the slope of the trend function without any sudden change in the level at the time of the break is allowed. Under the null hypothesis, the model specifies that the drift parameter ,u changes from 1,k to tL2 at time TB. In the empirical examples presented in Section 5, TB is the first quarter of 1973 and /2 < /1, reflecting a slowdown in growth following the oil shock. Model (C) allows for both effects to take place simultaneously, i.e., a sudden change in the level followed by a different growth path. To motivate the use of these three models as possible alternatives to the unit root with drift hypothesis, we present in this section some descriptive analyses for three series: "nominal wages" (1900-1970), "quarterly real GNP" (1947:1-1986:III) and "common stock prices" . The first row presents the full sample regression. The coefficient on the lag dependent variable is 0.910 with a t statistic for the hypothesis that a = 1 of -2.09. Using the critical values tabulated by Dickey and Fuller, we cannot reject the null hypothesis of a unit root. When the sample is split in two (pre-1929 and post-1929), the estimated value of a decreases dramatically: 0.304 for the pre-1929 sample and 0.735 for the post-1929 sample. However, due to the small samples available, the t statistics are not large enough (in absolute value) to reject the hypothesis that a = 1, even at the 10 percent level.
Two features are worth emphasizing from this example: (a) the full sample estimate of a is markedly superior to any of the split sample estimates and relatively close to one. It appears that the 1929 crash is responsible for the near unit root value of a; and (b) the split sample regressions are not powerful enough to reject the hypothesis that a = 1 even though the estimates are well below one. It would be useful, in this light, to have a more powerful procedure based on the full sample that would allow the 1929 break to be exogenous. Table II presents the autocorellation function of the "detrended series" for the full set of variables analyzed by Nelson and Plosser, along with the postwar quarterly real GNP series. All series are detrended according to Model (A) (with a constant, a trend, and an intercept dummy) except for the postwar Quarterly Real GNP Series (with a slope dummy instead of the intercept dummy, Model (B)) and the real wage and common stock price series (with both a slope and intercept dummy, Model (C)). Unlike the "standard" detrended series (see Table  4 of Nelson-Plosser), the autocorrelations decay quite rapidly for all variables except for the consumer prices and velocity series. This behavior of the autocorrelation function is certainly not the one usually associated with either a random walk or a detrended random walk. Indeed, the "detrended" series appear stationary.
The results of this section motivate the analysis presented in the following sections. We first investigate the effects of the two types of changes in the trend function that we consider on the statistical properties of autoregressive estimates of the type found in regression (1) (both in finite samples and asymptotically). We find that such changes create a spurious unit root that may not vanish, even asymptotically. To overcome the problem of the low power associated with testing for a unit root using split samples, formal test statistics, which permit the presence of either or both an intercept and a slope shift, are developed in Section 4.
THE EFFECT OF A SHIFT IN THE TREND FUNCTION ON TESTS FOR A UNIT ROOT
To assess the effects of the presence of a shift in the level of the series or a shift in the slope (at a single point of time) on tests for the presence of a unit root, we first present a small Monte Carlo experiment. Consider first the "crash hypothesis" (Model (A)). We generated 10,000 replications of a series { y) } of length 100 defined by Table III confirms this behavior. 3Note that when the error structure is i.i.d., a is free of nuisance parameters and hence can be used as a formal test statistic on the same ground as the t statistic. However, we also performed a similar experiment with the t statistic on a (a = 1) in regression (4) as well as in a regression with additional lags of first-differences as regressors. The results obtained show the same behavior. If anything, the t statistic with extra lags of first-differences as regressors shows a still greater bias toward nonrejection of the null hypothesis of a unit root. These results are available upon request. We prefer to report our result in terms of the behavior of the estimator a instead of its t statistic because it makes clear that what causes the nonrejection is not due solely to the behavior of the variance estimator. What is of importance is that & is biased towards unity. What emerges from this experiment is that if the magnitude of the shift is significant, one could hardly reject the unit root hypothesis even if the series is that of a trend (albeit with a break) with i.i.d. disturbances. In particular, one would conclude that the shocks have permanent effects. Here, the shocks clearly have no permanent effects, only the one-time shift in the trend function is permanent.
To analyze the effect of an increase in the sample size on the distribution of a with a shift of a given magnitude, we derive the asymptotic limit of a. To this end, we again consider processes generated by Models (A), (B), or (C) under the alternative hypotheses, but we enlarge the framework by allowing general conditions on the error structure {et }. Many such sets of conditions are possible and would allow us to carry out the asymptotic theory. For simplicity, we use the These conditions are general enough to permit the series { et } to be generated by a finite order ARMA(p, q) process with Gaussian innovations. To carry out the asymptotic analysis, we shall require that both the pre-break and post-break samples increase at the same rate as the total number of observations, T, increases. To this effect, we assume, for simplicity, that TB = XT for all T. We refer to A as the "break fraction." The asymptotic limits are taken as T increases to infinity in a sequence that ensures an integer value of TB for a given A. This type of increasing sequence is assumed throughout the paper. The results proved in Appendix A are presented in the following theorem. Part (a) of Theorem 1 shows that under the crash hypothesis, the limit of a depends on the relative magnitude of I,1 -Iu212 A and ae2. In particular, this limit gets closer to one as 1,I -,U2]2 increases. Another feature is that the limit of a is always greater than the true first-order autoregressive coefficient of the stationary part of the series, yJ/a2. However, since &-does not converge to 1, the usual statistics for testing that a = 1, such as T(d -1) or the t statistic on a, would eventually reject the null hypothesis of a unit root. Nevertheless, added to the generally poor power properties of tests for a unit root is the consideration that the limit of a is inflated above its true value. These conditions are such that it could be difficult to reject the unit root hypothesis in finite samples.
There is another interpretation to the results under the crash hypothesis. As stated in model (A), the change in the intercept of the trend function is given by (M2 -,1), a fixed value. This implies that in the asymptotic derivations we are considering a shift which decreases relative to the level of the series as the sample size increases. It may be more appropriate to specify the change in the intercept as a magnitude relative to the level of the series at the time of the break. Since at this period the level of the series is proportional to TB, we can specify ( These results could be extended to more general test statistics, such as the t statistics. Nevertheless, the picture is clear. Tests of the unit root hypothesis are not consistent against "trend stationary" alternatives when the trend function contains a shift in the slope. Although they are not inconsistent against a shift in the intercept of the trend function (if the change is fixed as T increases), their power is likely to be substantially reduced due to the fact that the limit of the autoregressive coefficient is inflated above its true value. When interpreting the "crash" as proportional to the level of the series as T increases, a unambiguously converges to one and implies a considerable loss in power. There is therefore a need to develop alternative statistical procedures that could distinguish a process with a unit root from a process stationary around a breaking trend function.
ALTERNATIVE STATISTICAL PROCEDURES
In this section, we extend the Dickey-Fuller testing strategy to ensure a consistent testing procedure against shifting trend functions. We shall present several ways to do so, all of which are asymptotically equivalent, and discuss the main differences between each.
After the first draft of this paper was written, we became aware of a result similar to part (b, i) of Theorem 1 proved by Rappoport and Reichlin (1987) . In fact, in the case of deterministic trends with multiple shifts in slope, they prove the following more general result: "If the true model contains K + 1 segments, then any fitted model involving K or less segments will, asymptotically, yield a larger sum of squared residuals than [a difference stationary] model" (p.9). of the statistics T(ai -1), tji (i = A, B, C). We replicate this procedure 5,000
times and obtain the critical values from the sorted vector of replicated statistics. This procedure is performed for each statistic with nine values of the parameter X, the ratio of pre-break sample size to total sample size. Dickey (1976) and Fuller (1976) ).
These sets of results can be used to perform hypothesis testing. One simply picks the critical value corresponding to the sample value of X at the chosen significance level. Since we only provide critical values for a selected grid of X's, the procedure suggested is to choose the critical value corresponding to the value of X nearest to its sample value, i.e., TB/T. Given that the differences in the critical values over adjacent values for X in the tables are not substantially different, this procedure should not cause misleading inferences. The asymptotic distribution of the t statistic t&B in (15) is the same as the asymptotic distribution of the t statistic teB in (10). Given that the regressor DUt is absent from (15), this case, however, implies that the change in drift is not permitted under the null hypothesis.
Extensions to More General Error Processes
Finally, note that it is possible to apply Phillips' nonparametric procedure using regressions (12) through (14) without the lagged first-differenced regressors and applying the corrections given by (6) and (7). However, such a procedure has the unattractive feature of imposing only a one-period adjustment to the change in the trend function. In the notation of (11), it imposes A(L) = 1 -41L where A is the coefficient on the first lag in the polynomial B(L)-1A(L).
The procedures outlined in this section permit testing for the presence of a unit root in a quite general time series process which allows a one-time break in the mean of the series or its rate of growth (or both). In the next section, we apply these procedures in the specific context of breaks at the time of the 1929 crash and the 1973 oil shock.
EMPIRICAL APPLICATIONS
We apply the test statistics derived in the previous section to the data set used by Nelson and Plosser and to the postwar quarterly real GNP series. The data set considered by Nelson and Plosser consists of fourteen major macroeconomic series sampled at an annual frequency. We omit the analysis of the unemploy-ment rate series given that it is generally perceived as being stationary. The sample varies for each series with a starting date between 1869 and 1909. However, each series ends in 1970. Given that we entertain the hypothesis that only the 1929 Great Crash and the 1973 oil price shock caused a major change in trend function, each series in this data set contains only one break. It is therefore possible to apply the tests described in the previous section. Similarly, the quarterly postwar real GNP series contains a single break as the sample goes from 1947:1 to 1986:11L. Following Nelson and Plosser, we consider the logarithm of each series except for the interest rate for which we use the level.
Of the thirteen series in the Nelson-Plosser data set that we analyze, preliminary investigations showed that eleven were potentially well-characterized by a trend function with a constant slope but with a major change in their level occurring right after the year 1929. For these series, the maintained hypothesis is, therefore, that of Model (A) and given that the Great Crash did not occur instantaneously but lasted several years, we apply regression (12) to carry out our testing procedure. The two series that were not modeled as such are the "real wages" and "common stock price" series. For these series, it appeared that not only a change in the level occurred after 1929 but there was also an increase in the slope of the trend function after this date. For these reasons, the maintained hypothesis is that of Model (C), and we use regression (14) to implement our tests.
The postwar quarterly real GNP series offers yet a different picture. The 1973 oil price shock did not cause a significant drop in the level of the series. However, after that date, the slope of the trend function has sensibly decreased. This phenomenon is consistent with the much discussed slowdown in the growth rate of real GNP since the mid-seventies; see, for example, the recent symposium in the Journal of Economic Perspectives (1988). For these reasons, the maintained hypothesis is that of Model (B). Given the inherent difficulty in testing for a unit root allowing lagged effects for the change in the trend function, we apply regression (10) (i = B) to carry the testing procedure. Modeling the change in the trend function following the 1973 oil price shock as instantaneous, at least appears more plausible than the change that occurred during the Great Depression. Table VII The value of k chosen is determined by a test on the significance of the estimated coefficients ci. We actually used a fairly liberal procedure choosing a value of k equal to say k* if the t statistic on c, was greater than 1.60 in absolute value and the t statistic on cl for 1> k* was less than 1.60 (with a maximum value for k of 8, except for the postwar quarterly real GNP series where we used a maximum of 12). This liberal procedure is justified in the sense that including too many extra regressors of lagged first-differences does not affect the size of the test but only decreases its power. Including too few lags may have a substantial effect on the size of the test.
Consider first the series for which we applied Model (A). To evaluate the significance of the t statistic on a. we use the critical value presented in Table  IV .B with a value of X closest to the ratio of pre-break sample size to total sample size. Of the eleven series in that group, the unit root hypothesis cannot be rejected even at the 10 percent level for three of them: "consumer prices," "interest rate" and "velocity." However, we can reject the null hypothesis of a unit root at that 2.5 percent level or better for all other eight series. We can reject it at the 1 percent level for the following series: "real GNP," "nominal GNP," "industrial production," "employment," and "wages," and at the 2.5 percent level for the series "real per capita GNP," "GNP deflator," and "money stock."
In some cases the coefficient a, which is an estimate of the sum of the autoregressive coefficients, is dramatically different from one. For example, it is 0.282 for "real GNP" and 0.322 for "industrial production."
Given that the unit root hypothesis can be rejected for the eight series mentioned above, we can assess the significance of the other coefficients using the fact that the asymptotic distribution of their t statistic is standardized normal. In all cases, the estimated coefficients on the constant (,i), the post-break dummy (0), and the trend (/B) are significant at least at the 5 percent level. All series showed a trend function with a positive slope and a significant decrease in level just after 1929. For these eight series the coefficient on the break dummy (d) is not significant. These results strongly suggest that, except for the "consumer price," "velocity," and "interest rate" series, the underlying process is one of stationary fluctuations around a deterministic trend function.
Consider now panel (b) of Table VII which presents the results for the "common stock price," and "real wages" series estimated under Model (C). We can reject the null hypothesis of a unit root at the 2.5 percent level for "common stock prices" and at the 5 percent level for the "real wages" series. In both cases, the constant (,i), the post-break constant dummy (0), the trend (/B), and the post-break slope dummy (y) are highly significant, while the break dummy (d) is not. The coefficients a for the "real wages" series is very low at 0.298 while for the "common stock price" it is at 0.718 showing substantial mean reversion effects. This finding about the "common stock price" series is particularly striking given the vast amount of theoretical and empirical studies supporting the random walk hypothesis in this situation.
Finally, panel (c) of Table VII presents the results for the postwar quarterly real GNP series using regression (10) corresponding to Model (B). In this case, the null hypothesis that a = 1 can be rejected at the 5 percent level with an estimated coefficient 5 equal to 0.86. This result is especially significant given the usual poor power properties of tests for a unit root against stationary alternatives when using a data set with a small span sampled frequently (see, e.g., Perron (1987) and Shiller and Perron (1985) ). The other estimated coefficients in panel (c) confirm the relevance of the "trend stationary" model versus the "unit root" model. The coefficient on the post-break slope dummy coefficient (y) is highly significant. The estimated regression is therefore consistent with an underlying process characterized by stationary fluctuations around a deterministic trend function with a decrease in the slope after 1973.9 Table A3 in Appendix B presents the estimated value for the sum of the autoregressive coefficient, a, and its t statistic for the null hypothesis a = 1, for all values of the truncation lag parameter k between 1 and 12. In general, the results are quite robust to which value of k is selected. 10 The results presented in this section are quite striking. The unit root hypothesis can be rejected for all but three series. To obtain these results, only a rather weak postulate needed to be imposed, namely the presence of a one-time change in the trend function. We claim that this is a weak postulate for the following reasons. 865 (k = 0) . However, the picture is 9Basically, the same estimates of the sum of the autoregressive coefficient a and its t statistic were obtained using regressions (13) and (14), for all values of k, showing some robustness for the results presented. We also applied Phillips' nonparametric procedure to the detrended series (equations (6) and (7), i = B). These test statistics did not allow the rejection of the null hypothesis of a unit root. 10One notable exception is the quarterly real GNP series where the t statistic is significant at the 5 percent level with k = 2 or k = 10. It is significant at the 2.5 percent level with k = 11, with a value of -4.32. We choose to report the result of k = 10 because the 10th lagged first-difference was highly significant (t statistic of 2.29) while the 11th and 12th lags were not. The results for the interest rate series indicate that, in this case, the unit root hypothesis cannot be rejected at usual significance levels for both subsamples (even though a is estimated at 0.540 (k = 3) with the pre-1929 sample). Indeed, given our previous results, we can conclude that only the "interest rate" series is characterized by the presence of a unit root after 1929. All the other series are better construed as stationary fluctuations around a deterministic trend function for this period.
DISCUSSION AND CONCLUDING COMMENTS
When testing for the presence of a unit root in a time series of data against the hypothesis of stationary fluctuations around a deterministic trend function, the use of a long span of data has definite advantages. It allows tests with larger power compared to using a smaller span, in most cases even if the latter allows more observations (see Shiller and Perron (1985) and Perron (1987) ). The drawback, however, is that a data set with a large span has more chance to include a major event which one would rather consider as an outlier or as exogenous given its relative importance. The arguments in this paper rest on the postulate that two such events have occurred in the 20th century: the 1929 Great Crash and the slowdown in growth after the oil shock of 1973. We therefore considered, as a relevant alternative, a trend function with a change in the intercept in 1929 and a change in the slope after 1973.
Let us discuss, in more detail, what are the relevant issues in drawing particular conclusions about the nature of economic fluctuations from our results. It is particularly important to put our results into perspective and also highlight what has not been shown.
The first important issue to point out is that we have not provided a formal unconditional statistical model of the time series properties of the various aggregates. A rejection of the null hypothesis of a unit root conditional on the possibility of shifts in the underlying trend function at known dates does not imply that the various series can be modeled as stationary fluctuations around a completely deterministic breaking trend function. As a matter of general principle, a rejection of the null hypothesis does not imply acceptance of a particular alternative hypothesis. However, since the tests were designed to have power against a specific class of alternative hypotheses, it is useful to look among close members of that class to propose an interesting statistical model for the various aggregates. Only with such a model is it possible to provide forecasts with appropriate standard errors.
We certainly do not entertain the view that the trend function including its changes are deterministic. This would imply that one would be able to forecast with certainty future changes. This is indeed quite unappealing. What we have in mind in specifying our class of maintained hypotheses can be parameterized as follows: (16 is that the coefficients of the trend function are determined by long-term economic fundamentals (e.g., the structure of the economic organization, population growth, etc.) and that these fundamentals are rarely changed. In our examples, vt is nonzero in 1929 (the great depression) and w, is nonzero in 1973 (the oil price shock). In this sense, our exogeneity assumption about the changes in the trend function is a device that allows taking these shocks out of the noise function into the trend function without specific modeling of the stochastic nature of the behavior of It and 8t. It is in this sense that our approach does not provide an unconditional representation of the time series properties of the various variables.
Estimation of models of the form (16) by specifying a probability distribution for the error sequences {et,wt, vtw is clearly an important avenue of future research. Interesting recent advances on this topic have been provided by Hamilton (1987) and Lam (1988) where the slope of the trend function is allowed to take two different values and the changes are modeled as a binomial process. However, no methods are currently available to test whether Zt is integrated or not in this framework.11 Problems in estimation of models of the form (16) are further compounded by the fact that, according to our view, only one nonzero realization of both v, and wt would be present in the data set typically available for the series of interest.
In the above framework, the purpose of this paper is to test whether Zt is an integrated process or not, i.e. to test whether the shocks {et} have persistent effects that do not vanish over a long horizon. Our approach is to remove from the noise function two events that occurred at two dates where we believe positive occurrences of the shocks { vt, w) } happened and to model them as part of the trend function. The fact that we model these changes as exogenous implies that our results are conditional. That is, conditional upon the presence of a change in the trend function in 1929 and 1973, the fluctuations are transitory (i.e., Zt is stationary).
An important direction for future research is to make this conditional result into an unconditional statement. This could, in principle, be achieved by a direct test for structural change in the trend function. In a sense, our procedure allows such a test, but conditional on a change occurring at a fixed known date. Hence, problems of pre-testing and "data mining" could be raised regarding the role of looking, ex-post, at the data on the choice of the date.12 Accordingly, what is needed is a test for structural changes in the trend function occurring at unknown dates. The problem, however, is that care must be applied to ensure that the test has an adequate size under both the unit root and trend-stationary hypotheses. No such test is currently available in the literature. We hope to report, in the near future, developments in this area and applications in this context.
However, an important issue of observational equivalence could not even be settled by such a formal test for structural change. Consider, for instance, the following limiting case in the crash model.13 A trend-stationary model with a break and where the errors have zero variance is observationally equivalent to a unit root model with drift where the errors have a high probability of being zero but are occasionally nonzero and finite. In general, when the variance of the errors is nonzero, the two models will be nearly observationally equivalent with the disturbances in the unit root model having fat tails. We are able to make a distinction in our empirical result through the mixing conditions (see Assumptions 1 and 2) which prohibit fat tailed disturbances. Any formal test for structural change would, presumably, also have to impose some mixing condition prohibiting fat-tailed disturbances, thereby not resolving this issue of nearobservational equivalence.
In fact, any test for the presence of a unit root against trend-stationary alternatives is subject to another type of observational equivalence, as recently argued by Cochrane (1987) and Blough (1988) . Indeed, in finite samples, any trend-stationary process is nearly observationally equivalent to a unit root process with a strong mean-reversion component, i.e. where the errors have a moving-average component with a root near minus one.'4 The fact that we reject the unit root hypothesis excluding the event of 1929 suggests that if there is a unit root at all the correlation structure of the innovation sequence must exhibit substantial mean reversion. 12See, for example, Christiano (1988). 1This issue and its following illustration were raised by a referee. 14PThis observational equivalence problem only disappears asymptotically. In other words, in finite samples, any test for a unit root with ARMA errors should have zero power. Formally, the critical values should be determined such that the test has a given fixed size over all possible values of the nuisance parameters (here, the additional correlation in the errors). Given the near observational equivalence, any such test would have zero power by definition. The unit root tests can be rationalized by arguing that we are willing to have the wrong size over some of the parameter space 'exactly because for all practical purposes it does not matter whether we label a series as trend stationary or difference stationary with a strong mean-reversion component.
To sum up: trend stationary processes with a break are nearly observationally equivalent to unit root processes with strong mean-reversion and a fat-tailed distribution for the error sequence. Whichever view one adopts cannot be decided by data alone. Nevertheless, the picture under any of these views is basically the same: shocks had little, if any, persistence effect over a long horizon. Only those associated with the Great Depression and the oil price shock significantly altered the long run behavior of the series. While choosing one view over the other is a matter of convenience for interpreting the data, it has profound implications for a multitude of statistical procedures. Indeed, under the unit root view one must ensure the validity of the procedures under fat-tailed disturbances, and at the moment very few are appropriate in a time series context. Hence for all practical purposes, it may be more advantageous to adopt the trend-stationary view with breaks and detrend our series accordingly prior to analyzing the remaining noise. 
