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Mesoscopic fluctuations of the single-particle Green’s function at Anderson transitions
with Coulomb interaction
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Using the two-loop analysis and the background field method we demonstrate that the local pure
scaling operators without derivatives in the Finkel’stein nonlinear sigma model can be constructed
by straightforward generalization of the corresponding operators for the noninteracting case. These
pure scaling operators demonstrate multifractal behavior and describe mesoscopic fluctuations of
the single-particle Green’s function. We determine anomalous dimensions of all such pure scaling
operators in the interacting theory within the two-loop approximation.
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I. INTRODUCTION
Anderson transition is a quantum phase transition
(QPT) driven by disorder. During more than half a cen-
tury of a research after the seminal paper [1], a vast
knowledge on Anderson transitions has been accumu-
lated (see Ref. [2] for a review). Typically, this transition
separates a metallic phase and an Anderson insulator. In
the presence of nontrivial topology, e.g. as in the case of
integer quantum Hall effect or time-reversal topological
insulators, Anderson transition occurs between distinct
topological phases. Similar to an ordinary QPT, An-
derson transition is characterized by a divergent correla-
tion/localization length ξ and by critical scaling of phys-
ical observables. A striking feature of Anderson transi-
tion is existence of strong mesoscopic fluctuations of elec-
tron wave functions which lead to multifractal behavior
at criticallity [3–5]. The consequence of multifractality
of wave functions is the following scaling behavior of mo-
ments of the local density of states (LDOS) with a system
size L:
〈ρq(E, r)〉dis
〈ρ(E, r)〉qdis
∝ L−∆q , (1)
where the critical exponent ∆q 6 0 is a nonlinear func-
tion of nonnegative integer q.
For a long time multifractality in disordered systems
remains a theoretical concept which was studied in nu-
merical experiments only (see Refs. [2, 6, 7] for a review).
Recently, situation was changed dramatically. On the
one hand, it was realized that multifractality of LDOS
leads to strong enhancement of superconducting transi-
tion temperature [8–12], responsible for instabilities of
surface states in topological superconductors [13, 14], re-
sults in strong mesoscopic fluctuations of Kondo tem-
perature [15–17], and affects the Anderson orthogonality
catastrophe [18]. On the other hand, a signature of mul-
tifractality has been found experimentally in an electron
system in diluted magnetic semiconductor Ga1−xMnxAs
[19], in ultrasound waves propagating through a system
of randomly packed Al beads [20], in light waves spread-
ing in an array of dielectic nanoneedles [21].
Typically, relations of a type of Eq. (1) suffer from
existence of subleading corrections. The moments of the
LDOS are remarkable due to absence of such corrections
to scaling in Eq. (1). In fact, there are many more cor-
relation functions which at Anderson transition demon-
strate pure scaling behavior similar to Eq. (1) with neg-
ative critical exponents [22]. Recently, a recipe for con-
struction of such pure scaling observables from disorder-
averaged combinations of electron wave functions (or, al-
ternatively, single-particle Green’s functions) at different
spatial points was proposed [23].
The theoretical framework for description of Ander-
son transition is provided by the nonlinear sigma model
(NLSM) [24]. Within NLSM approach the critical expo-
nents ∆q are determined by the anomalous dimensions
of certain pure scaling operators without spatial deriva-
tives. The set of all such pure scaling operators (with
negative and positive critical exponents) has been found
with the help of the group-theoretical treatment of the
NLSM manifold [22]. Remarkably, in Ref. [23] the exact
symmetry relations between critical exponents of these
pure scaling operators have been proven.
The above progress in understanding of multifractal
behavior of electron wave functions have been devel-
oped for Anderson transitions in the absence of inter-
actions. Metal-insulator transitions can occur in the
presence of both disorder and electron-electron interac-
tion [25–27]. In this case they are usually termed as
Mott-Anderson transitions (see Refs. [28, 29] for a re-
view). Typically, not only Coulomb but even short-range
electron-electron interaction is a relevant perturbation
in the renormalization-group (RG) sense for a noninter-
acting fixed point describing Anderson transition. Then
Mott-Anderson transition corresponds to an interacting
fixed point for which, in general, a set of critical expo-
nents is different from the set for a noninteracting case.
Until recently, a fate of multifractality at Mott-
Anderson transitions has been not known. In Refs. [30–
32], it was demonstrated within NLSM treatment in
d = 2 + ǫ dimensions that the scaling of LDOS, Eq. (1),
2exists at metal-insulator transitions in the presence of
Coulomb interaction. In agreement with general expec-
tations, critical exponents ∆q differ from their values for
a noninteracting fixed point. We emphasize that sur-
vival of multifractality in LDOS in the case of Coulomb
interaction is not obvious a priori because of the so-called
zero-bias anomaly, i.e. strong suppression of the disorder-
averaged LDOS at the Fermi energy [33–36]. The state-
ment of Refs. [30–32] about existence of multifractal-
ity of LDOS in the presence of Coulomb interaction is
in agreement with an earlier numerical analysis in the
framework of functional density theory [37], and by the
Hartree-Fock simulation of the problem [38]. The consid-
eration of Refs. [30–32] were limited to moments of the
LDOS which, as it was shown there, correspond to pure
scaling operators of the Finkel’stein NLSM.
In this paper, we answer a more general question:
what are pure scaling operators of the Finkel’stein NLSM
which describe mesoscopic fluctuations of the single-
particle Green’s function at Mott-Anderson transition?
Quite surprisingly, we find that these pure scaling op-
erators of the Finkel’stein NLSM can be constructed by
straightforward generalization of pure scaling operators
without derivatives known for the noninteracting NLSM.
Within the two-loop approximation we determine anoma-
lous dimensions of all such pure scaling operators in the
interacting theory. We demonstrate that anomalous di-
mensions are modified by the presence of interaction.
The paper is organized as follows. In Sec. II we remind
formalism of the Finkel’stein NLSM. The procedure of
construction of local operators without spatial derivatives
will be explained in Sec. III. In Sec. IV we present the re-
sults of two-loop renormalization of local operators with-
out spatial derivatives and demonstrate that the pure
scaling operators in the Finkel’stein NLSM are straight-
forward generalization of the pure scaling operators of the
noninteracting theory. The two-loop arguments are sup-
ported by the background field renormalization method
in Sec. V. We conclude the paper with the discussion
of experimental relevance of our results and summary of
our findings (Sec. VI). Some necessary details of two-
loop analysis and background field renormalization are
given in Appendix.
II. NONLINEAR SIGMA MODEL FORMALISM
The effective field theory in the case of preserved spin-
rotational and time-reversal symmetries is defined in a
standard way [28, 29]. It is formulated for a matrix field
Q which takes values in a symmetric space G/K with
G = Sp(2N) and K = Sp(N) × Sp(N). The rank of
the symplectic group is given by N = 4NrNm where Nr
denotes a number of replica and Nm stands for a num-
ber of Matsubara frequencies involved. The factor 4 cor-
responds to the spin and Nambu (particle-hole) spaces.
The effective action can be written as follows
S =− g
32
∫
drTr(∇Q)2 + 4πTZω
∫
drTr ηQ
− πT
4
∑
α,n,r,j
Γj
∫
drTr
[
Iαn trjQ
]
Tr
[
Iα−ntrjQ
]
. (2)
Here we introduce the following matrices
ηαβnm = n δnmδ
αβt00, (I
γ
k )
αβ
nm = δn−m,kδ
αβδαγt00, (3)
where α, β = 1, . . . , Nr stands for replica indices and in-
dices n,m correspond to the Matsubara fermionic fre-
quencies εn = πT (2n + 1) (T stands for the tempera-
ture.). The sixteen matrices trj act in a tensor product
of the spin (subscript j) and Nambu (subscript r) spaces.
The indices r and j of matrices trj indicate its decom-
position by the basis of tensor products of the unit and
Pauli matrices in these spaces, i.e.
trj = τr ⊗ sj , r, j = 0, 1, 2, 3. (4)
Here matrices τ0 and s0 stand for the 2× 2 unit matrices
and
τ1/s1 =
(
0 1
1 0
)
, τ2/s2 =
(
0 −i
i 0
)
, τ3/s3 =
(
1 0
0 −1
)
.
The total (including spin) dimensional (in units e2/h)
Drude conductivity is denoted by g. The interaction
amplitudes Γj (for the singlet channel, Γ0 = Γs, and
for the triplet channel, Γ1 = Γ2 = Γ3 = Γt) describe
electron-electron interaction in the particle-hole channel.
In this paper we neglect the interaction in the Cooper
channel. The parameter Zω takes into account nontrivial
frequency renormalization under the RG flow [26]. The
bare value of Zω is unity. For computation of physical
observables with the NLSM action (2) one needs to take
two limits: Nm → ∞ and Nr → 0. We note that the
former limit is tricky and should be performed in a way
consistent with the gauge invariance (see Ref. [39] for
details).
Matrix Q(r) describes local rotations around the spa-
tially independent matrix Λ:
Q = T −1ΛT , Λαβnm = sgn εn δnmδαβt00, (5)
where the matrices T ∈ G obey the following relations:
C(T −1)T = T C, T TC = CT −1. (6)
Here C = it12 and T T denotes the matrix transpose of T .
Therefore the matrixQ is subjected to the local nonlinear
constraint, Q2(r) = 1, satisfies TrQ = 0 and charge-
conjugate condition,
Q = Q† = CTQTC. (7)
3III. LOCAL OPERATORS WITHOUT
DERIVATIVES
The simplest local operator without derivatives is given
as
K1(E) = 1
4
ReP+1 (E), (8)
where the retarded correlation function P+1 (E) can be
obtained from its Matsubara counterpart
P1(iεn) = sp〈Qααnn〉 (9)
after standard analytic continuation, iεn → E + i0+.
Here the symbol sp denotes the trace over spin and
Nambu spaces. There is no summation over a replica
index α. Physically, K1(E) corresponds to the disorder-
averaged LDOS:
K1(E) = 〈ρ(E)〉dis
ρ0
, ρ(E) = − 1
π
ImG+E(r, r). (10)
Here G+E(r, r
′) is the single-particle Green’s function for
a given realization of disorder. The quantity ρ0 stands
for the density of states (including spin) at the energy
E ∼ 1/τ . We note that the energy E is counted from
the Fermi level. Since K1(E) represents the disorder-
averaged density of states this is no surprise that it is pure
scaling operator under the action of the renormalization
group.
The local operator without derivatives which involves
two Q matrices can be written as follows
K2(E1, E2) = 1
64
∑
p1,p2=±
p1p2Pα1α2;p1p22 (E1, E2). (11)
Here the correlation function Pα1α2;p1p22 (E1, E2) can be
obtained from the Matsubara correlation function
Pα1α22 (iεn1 , iεn2) =
〈
spQα1α1n1n1 (r) spQ
α2α2
n2n2 (r)
〉
+µ2
〈
sp
[
Qα1α2n1n2 (r)Q
α2α1
n2n1 (r)
]〉
(12)
by standard analytic continuation to the real frequencies:
εn1 → E1 + ip10+ and εn2 → E2 + ip20+. Here α1 and
α2 are two different fixed replica indices. The operator
K2(E1, E2) is parametrized by a real number µ2. For
µ2 = −2 this operator describes the two-point correlation
function of LDOS averaged over disorder realizations:
K2(E1, E2)
∣∣∣
µ2=−2
= ρ−20
〈
ρ(E1, r)ρ(E2, r)
〉
dis
. (13)
Recently, it was shown within the two-loop approx-
imation to the Finkel’stein NLSM that the operator
K2(E1, E2) in the case of µ2 = −2 is the pure scaling
operator [32].
A general operator which involves the number q of ma-
trix fields Q can be defined as
Kq(E1, . . . , Eq) = 1
23q
∑
p1,...pq=±
 q∏
j=1
pj

×Pα1,...,αq ;p1,...,pqq (E1, . . . , Eq). (14)
Here Pα1,...,αq ;p1,...,pqq (E1, . . . , Eq) can be read from the
imaginary time correlation function
Pα1,...,αqq (iεn1 , . . . , iεnq ) =
∑
{k1,...,kq}
µk1,...,kq
〈Ak1,...,kq〉,
Ak1,...,kq =
kq∏
r=k1
sp
[
Q
αj1αj2
nj1nj2
Q
αj2αj3
nj2nj3
. . .Q
αjrαj1
njrnj1
]
, (15)
after the analytic continuation to the real frequencies:
εnj → Ej + ipj0+. The sum in Eq. (15) is performed
over partitions of q, i.e. over all sets of positive integer
numbers {k1, . . . , kq} which satisfy the following condi-
tions: k1 + k2 + . . . kq = q and k1 ≥ k2 ≥ · · · ≥ kq > 0.
There is no summations over replica indices which are
assumed to be all different, αj 6= αk if j 6= k for
j, k = 1, . . . , q. In what follows we choose such normal-
ization that µ1,1,...,1 = 1.
In the absence of interactions, Γj = 0, the NLSM ac-
tion reduces to the first line in Eq. (2). Since the en-
ergy of diffusive modes conserves without interactions,
one can project Q matrix to the 2× 2 subspace of given
positive and negative Matsubara frequencies. In this way
the groupG reduces to G˜ = Sp(8Nr) and the effective ac-
tion becomes K-invariant, i.e. invariant under rotations
Q → U−1QU with U ∈ K˜ = Sp(4Nr) × Sp(4Nr). Then
operatorsKq can be averaged over U rotations and result-
ing K-invariant operators can be classified with respect
to irreducible representations of G˜. Each irreducible rep-
resentation will contain single K-invariant pure scaling
operator [22, 23]. We note that (i) the above classifica-
tion can be done for an arbitrary number of replica Nr
and (ii) one can work with non K-invariant operators as
well.
In the presence of interactions, application of the
scheme described above is complicated by the following
reasons. At first, the Finkel’stein NLSM action is not
K-invariant. Secondly, the classification of Kq operators
with respect to irreducible representations of the groupG
is far from being obvious due to the limit Nm →∞. Be-
cause of these circumstances we employ two-loop renor-
malization procedure in order to fix sets of the coefficients
µk1,...,kq which correspond to pure scaling operators.
IV. TWO-LOOP RENORMALIZATION OF Kq
In order to find a set of proper coefficients µk1,...,kq
which correspond to a pure scaling operator Kq we per-
form two-loop renormalization of the operator Kq. As
well known, in such perturbative (in 1/g) treatment one
encounters divergencies. For the purpose of regulariza-
tion of the quantum theory, we add the mass term to the
NLSM action (2):
S → Sh = S + gh
2
8
∫
drTrΛQ. (16)
In addition, we will use the dimensional regularization
scheme and start to work in d = 2 + ǫ dimensions.
4For the perturbative treatment (in 1/g) of the ac-
tion (2) one needs to resolve the nonlinear constraint
Q2(r) = 1. For this purpose, we use the square-root
parametrization
Q = W + Λ
√
1−W 2 , W =
(
0 w
w¯ 0
)
. (17)
In what follows we adopt the following notations: Wnm =
wnm and Wmn = w¯mn where n > 0 and m < 0. The two
blocks of matrix W are related as
w¯ = −CwTC, w = −Cw∗C. (18)
Expanding the action Sh in W to the second order, we
find the following propagators for the diffusive modes.
For r = 0, 3 and j = 0, 1, 2, 3 they become〈
[wrj(p)]
α1β1
n1m1 [w¯rj(−p)]β2α2m2n2
〉
=
2
g
δα1α2δβ1β2δn12,m12
×Dp(iΩεnm)
[
δn1n2 −
32πTΓj
g
δα1β1D(j)p (iΩεnm)
]
, (19)
where n12 = n1−n2, m12 = m1−m2, Ωεnm = εn1−εm1 ≡
εn2 − εm2 , and wrj = sp[wtrj ]/4. The propagator (19)
involves a standard diffuson
D−1p (iωn) = p2 + h2 + 16Zω|ωn|/g (20)
and diffusons renormalized by interaction in the singlet
(D(0)p (ω) ≡ Dsp(ω)) and triplet (D(1)p (ω) = D(2)p (ω) =
D(3)p (ω) ≡ Dtp(ω)) channels:
[Ds/tp (iωn)]−1 = p2 + h2 + 16(Zω + Γs/t)|ωn|/g. (21)
The propagators of modes with r = 1, 2 and j = 0, 1, 2, 3
(cooperons) coincide with standard diffusons in the ab-
sence of interaction in the Cooper channel:〈
[wrj(p)]
α1β1
n1m1 [w¯rj(−p)]β2α2m2n2
〉
=
2
g
δα1α2δβ1β2δn1n2
× δm1m2Dp(iΩεnm). (22)
At first, we remind known results of the one-loop renor-
malization. The disorder-averaged LDOS at T = E = 0
can be written as [27]:
〈ρ(E = 0)〉dis
ρ0
=
√
Z, Z = 1− h
ǫt
ǫ
3∑
j=0
ln(1+ γj). (23)
Here we introduce γj = Γj/Zω and dimensionless resistiv-
ity t = 8Ωd/g where Ωd = 1/[2
dπd/2Γ(d/2)] (t = 2/(πg)
in d = 2). The renormalized conductance is given as
[27, 33, 40]
g′ = g
[
1 +
a1t h
ǫ
ǫ
]
, a1 = 1 +
3∑
j=0
f(γj), (24)
where
f(γ) = 1− (1 + 1/γ) ln(1 + γ). (25)
It will also important to take into account renormaliza-
tion of the momentum scale h [41]. The corresponding
renormalized momentum scale h′ is related with h as fol-
lows g′h′2 = gh2Z1/2. Within the one-loop approxima-
tion, one can find [41]
h′ = h
{
1− t h
ǫ
2ǫ
[
1 +
3∑
j=0
[
f(γj) +
1
2
ln(1 + γj)
]]}
. (26)
In order to find renormalization of the operator Kq
within two-loop approximation it is convenient to con-
sider its irreducible part K˜q which can be obtained from
definition (15) by substitution Q→ Q− 〈Q〉. From here
and onwards 〈. . . 〉 stands for the average with respect
to the action Sh. This trick makes it possible to use
only one-loop expression (23) for Z. Additional reason
to work with irreducible operator K˜q is the fact that two-
loop contribution to it vanishes for q > 5. Since the two-
loop computation is standard and very close to the one
presented in Ref. [32], here we present final result. Nec-
essary technical details are given in Appendix A. Within
the two-loop approximation a reducible operator Kq can
be written in the following form at T = 0
Kq(E1 = 0, . . . , Eq = 0) = Zq/2 m′q, q > 2. (27)
Here
m′q = mq
[
1 +
b1t h
′ǫ
ǫ
+
t2h′2ǫ
ǫ2
(
b2 + ǫb3
)]
, (28)
wheremq = 1 due to normalization convention for opera-
tors Kq. The coefficients b1,2,3 depend on the interaction
parameters γj and coefficients µk1,...,kq :
b1 = µ2,1,1,...,1, b3 = µ2,1,1,...,1
3∑
j=0
c(γj)/4,
b2 = q(q − 1)/2 + 3µ3,1,1,...,1/2 + µ2,2,1,...,1 − µ2,1,1,...,1
−µ2,1,1,...,1
3∑
j=0
f(γj)/2. (29)
The function
c(γ) = 2 +
2 + γ
γ
li2(−γ) + 1 + γ
2γ
ln2(1 + γ) (30)
involves the polylogarithm li2(x) =
∑∞
k=1 x
k/k2. We
note that µ3,1,1,...,1 = 0 for q = 2 and µ2,2,1,...,1 = 0
for q = 2, 3. Applying the minimal subtraction scheme
(see e.g. [42]) to Eq. (28), we can obtain the anomalous
dimension of m′q. In order to have it finite in the limit
ǫ→ 0 the condition b2 = b1(b1−a1)/2 should be satisfied.
As follows from Eqs. (29) this condition is equivalent to
the following equation for the coefficients µk1,...,kq :
µ22,1,...,1+µ2,1,...,1 = 3µ3,1,...,1+2µ2,2,...,1+q(q−1). (31)
5Since the pure scaling operator Kq should have a well-
defined anomalous dimension, Eq. (31) should be satis-
fied by a set of its coefficients µk1,...,kq . Moreover, since
Eq. (31) is nonlinear for µ2,1,...,1, in general, it cannot be
satisfied with coefficients µk1,...,kq which correspond to
linear combinations of two pure scaling operators. Sur-
prisingly, Eq. (31) is independent of interaction parame-
ters γs and γt. This means that Eq. (31) is satisfied by
the sets {µk1,...,kq} which determine pure scaling opera-
tors in the noninteracting theory [22, 43]. For q = 2, 3
and 4 we list the sets {µk1,...,kq} corresponding to pure
scaling operators in Table I. As one can check they sat-
isfy Eq. (31). We mention that for q = 2 Eq. (31) allows
to determine possible values of the coefficient µ2 (equal
to -2 and 1) and, therefore, allows us to find all possible
pure scaling operators with q = 2. In order to determine
all coefficients in the set {µk1,...,kq} for q > 3, one needs
to analyze next orders in the loop expansion. In the next
section, we present arguments based on the background
field renormalization method why we expect that the sets
{µk1,...,kq} which determine the pure scaling operators in
the noninteracting problem do determine the pure scaling
operators in the interacting problem as well.
Provided Eq. (31) is satisfied, the anomalous dimen-
sion of the corresponding pure scaling operator in the
two-loop approximation is given as
− d lnm
′
q
dy
= ζ(µ)q = µ2,1,1,...,1
[
t+
t2
2
3∑
j=0
c(γj)
]
+O(t3).
(32)
Here y = ln 1/h′. We emphasize that within the two-
loop approximation the anomalous dimension of the pure
scaling operator ζ
(µ)
q is fully determined by the single
coefficient µ2,1,1,...,1. The critical exponent ∆
(µ)
q for the
pure scaling operator K(µ)q is equal to the corresponding
anomalous dimension ζ
(µ)
q at the fixed point.
We remind that similar situation is known for the non-
interacting problem where the anomalous dimension of
pure scaling operators are known upto the forth loop or-
der [22, 43]:
ζ(µ)q,n = µ2,1,1,...,1t+ c3ζ(3)t
4 +O(t5). (33)
Here ζ(z) denotes the Riemann zeta function and the
coefficients c3 computed in Refs. [22, 43] are listed in
Table I for q = 2, 3 and 4. Since c(0) = 0 our result (32)
is in agreement with the noninteracting result (33).
V. BACKGROUND FIELD
RENORMALIZATION
The results of the previous section indicate that the
sets of coefficients {µk1,...,kq} which determine local pure
scaling operators without derivatives for the Finkel’stein
NLSM coincide, in fact, with ones known from the non-
interacting theory. Below in this section we present addi-
TABLE I. The coefficients µk1,...,kq and c3 for the pure scaling
operators with q = 2, 3 and 4 taken from Refs. [22, 43] (see
text).
q = 2
µ1,1 1 1
µ2 -2 1
c3 3/2 -3/2
q = 3
µ1,1,1 1 1 1
µ2,1 -6 -1 3
µ3 -8 -2 2
c3 21/2 3 -12
q = 4
µ1,1,1,1 1 1 1 1 1
µ2,1,1 -12 -5 -2 1 6
µ2,2 12 -2 7 -2 3
µ3,1 32 4 -8 -2 8
µ4 -48 8 2 -4 6
c3 39 18 3/2 -3/2 -93/2
tional arguments based on the background field method
which support this observation.
In order to employ the background field renormaliza-
tion method we split the matrix field Q into fast Qˆ
and slow Q0 = T −10 ΛT0 components: Q = T −10 QˆT0.
The fast and slow modes are separated in the Matsub-
ara frequency space by an energy scale EΛ such that
2πT ≪ EΛ ≪ 2πTNm. In particular, the slow mode
is trivial at high frequencies: (T0)αβnm = δnmδαβt00 if
|εn| > EΛ or |εm| > EΛ.
The first non-trivial example is the background field
renormalization of the bilinear in Q operators. For them
there are two basis operators A1,1 and A2. In the back-
ground field method they transform as
A1,1 →
〈
sp
[
(T −10 )α1α
′
1
nn′ Qˆ
α′
1
α′′
1
n′n′′ (T0)α
′′
1
α1
n′′n
]
× sp[(T −10 )α2α′2mm′ Qˆα′2α′′2m′m′′(T0)α′′2α2m′′m]〉f ,
A2 →
〈
sp
[
(T −10 )α1α
′
1
nn′ Qˆ
α′
1
α′′
1
n′n′′ (T0)α
′′
1
α2
n′′m
× (T −10 )α2α
′
2
mm′ Qˆ
α′
2
α′′
2
m′m′′(T0)α
′′
2
α1
m′′n
]〉
f
. (34)
Here 〈. . . 〉f denotes the average over fast modes Qˆ. We
emphasize that in order the right hand sides of Eqs. (34)
to result in the bilinear in Q0 contributions the Matsub-
ara frequency indices of matrices T0 and T −10 should be
‘small’, max{|εn′ |, |εn′′ |, |εm′ |, |εm′′ |} < EΛ. We note that
the separation on slow and fast modes is enough to per-
form in the operators only. The renormalization of the
NLSM action and renormalization of these bilinear in Q
operators with small Matsubara frequencies are indepen-
dent from each other. Therefore, in order to evaluate
averages in the right hand side of Eq. (34) one needs
to know the two-point correlation function of the fast
6fields, 〈Qˆα′1,α′′1n′n′′ Qˆα
′
2
,α′′
2
m′m′′〉f , with ‘small’ Matsubara frequen-
cies only.
We start from treating the two-point correlation func-
tion of the fast modes within one-loop approximation.
Expanding the matrix field Qˆ to the second order in W
(see Eq. (17)) and using Eqs. (19) and (22), we find(
A2[Q]
A1,1[Q]
)
→ [1 + 2(Z1/2 − 1)]( A2[Q0]A1,1[Q0]
)
− th
ǫ
ǫ
M2
(
A2[Q0]
A1,1[Q0]
)
, (35)
where the mixing matrix
M2 =
(
1 −1
−2 0
)
. (36)
The eigenvalues (with a minus sign) of the matrix M2
are equal to λ
(1)
2 = −2 and λ(2)2 = 1. The corresponding
eigenoperators becomes
P(−2)2 = A1,1 − 2A2, P(1)2 = A1,1 +A2. (37)
This implies the values of µ2 equal to −2 and 1 in accor-
dance with Table I. We emphasize that within one-loop
approximation the mixing matrix M2 is independent of
interaction parameters γs and γt. They appear in the
overall factor [1 + 2(Z1/2 − 1)] only.
Next we argue why the mixing matrix M2 remains
the same in all orders in t. We start from the correlation
function 〈Qˆα
′
1
α′′
1
n′n′′ Qˆ
α′
2
α′′
2
m′m′′〉f with n′n′′ < 0 and m′m′′ < 0.
Since in the case of nm < 0 the expansion of Qnm in
powers of W in the square-root parametrization consists
of the single term – W , the correlation function has the
same structure as the propagator 〈Wα
′
1
α′′
1
n′n′′ W
α′
2
α′′
2
m′m′′〉 but
with the renormalized parameters. Within one-loop ap-
proximation this fact was verified explicitly for α′1 6= α′′1
in Ref. [32]. In general, we can write for n′n′′ < 0,
m′m′′ < 0 and n′m′′ > 0 (cf. Eq. (19))〈
[Qˆrj]
α′
1
α′′
1
n′n′′ [Qˆrj]
α′
2
α′′
2
m′m′′
〉
= Zδα
′
1
α′′
1 δα
′
2
α′′
2 δn′−n′′,m′′−m′
×B1
[
δn′m′′ + TC1δ
α′
1
α′′
1
]
, (38)
in the case r = 0, 3 and j = 0, 1, 2, 3, and〈
[Qˆrj]
α′
1
α′′
1
n′n′′ [Qˆrj]
α′
2
α′′
2
m′m′′
〉
= ZB˜1δ
α′
1
α′′
1 δα
′
2
α′′
2 δn′m′′δn′′m′
(39)
in the case r = 1, 2 and j = 0, 1, 2, 3. Here the func-
tions B1, and C1 are diffusons with renormalized param-
eters g, Γj and Zω. The cooperon B˜1 as well as meso-
scopic diffusons B1, and C1 contain in their denomina-
tors the corresponding dephasing times induced by inter-
action and disorder. We consider length scales shorter
than the dephasing length such that the renormalized
cooperon B˜1 becomes the same as the renormalized dif-
fuson B1. We stress that the second term in the right
hand side of Eq. (38) is proportional to the tempera-
ture and thus can be omitted at T → 0. The correlation
function 〈Qˆα′1α′′1n′n′′ Qˆα
′
2
α′′
2
m′m′′〉f for n′n′′ < 0, m′m′′ < 0 and
n′m′′ < 0 can be obtained from Eqs. (38) and (39) with
the help of Eq. (7).
Next we consider the correlation function
〈Qˆα
′
1
α′′
1
n′n′′ Qˆ
α′
2
α′′
2
m′m′′〉f with n′n′′ < 0 and m′m′′ > 0. In
order this correlation function to be nonzero one has to
take into account the non-Gaussian part of the action
Sh which is odd in W . The simplest contribution is due
to the interaction part of the action Sh which is of the
third order in W . Evaluating the averages with the help
of the Wick’s theorem, one can see that the summation
index n in Eq. (2) becomes restricted to the region of
small energies, |ωn| < EΛ. Thus, due to the presence of
T in the interaction part of the action (2), this simplest
contribution to the two-point correlation function with
n′n′′ < 0 and m′m′′ > 0 becomes proportional to
the temperature. This argument can be extended to
contributions of the higher order in W . All in all, for
n′n′′ < 0 and m′m′′ > 0 we find that
〈Qˆα′1α′′1n′n′′ Qˆα
′
2
α′′
2
m′m′′〉f ∝ T. (40)
Thus the two-point correlation function with n′n′′ < 0
and m′m′′ > 0 does not contribute at T = 0.
Next we consider 〈Qˆα
′
1
α′′
1
n′n′′ Qˆ
α′
2
α′′
2
m′m′′〉f with n′n′′ > 0,
m′m′′ > 0, and n′m′ > 0. In this case the lowest or-
der contribution comes from the expansion of each fast
field Qˆ to the second order inW . The evaluation of aver-
ages with the help of the Wick’s theorem and Eqs. (19)
and (22) suggests the following general result at T = 0:
〈[Qˆrj ]α
′
1
α′′
1
n′n′′ [Qˆrj ]
α′
2
α′′
2
m′m′′〉f = Zδr0δj0δn′n′′δm′m′′δα
′
1
α′′
1 δα
′
2
α′′
2
+B2δn′m′′δm′n′′δ
α′
1
α′′
2 δα
′
2
α′′
1 − B˜2
4
sp[trjCt
T
rjC]
×δn′m′δn′′m′′δα
′
1
α′
2δα
′′
1
α′′
2 . (41)
We note that the following relation, B˜2 ≡ B2, holds due
to the charge-conjugation constraint (7).
At last, we discuss 〈Qˆα′1α′′1n′n′′ Qˆα
′
2
α′′
2
m′m′′〉f with n′n′′ > 0,
m′m′′ > 0, and n′m′ < 0. As in the previous case, the
lowest order contribution is given by expansion of Qˆ to
the second order in W . Evaluation the averages with the
help of Eqs. (19) – (22) and the Wick’s theorem suggests
the following result for T = 0:
〈Qˆα′1,α′′1n′n′′ Qˆα
′
2
α′′
2
m′m′′〉f = ZB3Λα
′
1
α′′
1
n′n′′ Λ
α′
2
α′′
2
m′m′′ . (42)
We emphasize that such simple form of the two-point
correlation function of fast fields, Eqs. (39) – (42), is
due to (i) zero-temperature limit and (ii) smallness of
frequency indices, max{|εn′ |, |εn′′ |, |εm′ |, |εm′′ |} < EΛ.
Using Eqs. (39) – (42), we perform averaging over the
7fast fields in Eqs. (34) and find(
A2[Q]
A1,1[Q]
)
→ Z(1 +B3)/2
(
A2[Q0]
A1,1[Q0]
)
+2Z(B1 −B2)M2
(
A2[Q0]
A1,1[Q0]
)
. (43)
Comparing Eq. (43) with Eq. (35), one can see that Eq.
(37) holds beyond one-loop approximation and, in gen-
eral, the pure scaling operators bilinear in Q correspond
to µ2 = −2 and µ2 = 1.
The background field renormalization method for local
operators of higher order in Q (for q = 3 and 4) within
one-loop approximation for the fast fields is presented
in Appendix B. Using arguments similar to given above
one can extend the one-loop results of Appendix B to all
orders in t.
VI. DISCUSSIONS AND CONCLUSIONS
The results of the previous sections directly imply that
the Finkel’stein NLSM supports a large class of pure scal-
ing operators which can be constructed as a straightfor-
ward generalization of pure scaling operators known for
the noninteracting NLSM. We emphasize that these op-
erators, Eq. (15), are not invariant under rotations in
the Matsubara and replica spaces. In striking contrast
with the noninteracting case, the set of local pure scaling
operators without derivatives in the Finkel’stein NLSM
is not exhausted by these non-gauge invariant operators.
For example, it is known [39] that the operator in the
second line of the NLSM action (2) can be used to con-
struct the gauge-invariant operator. In the Finkel’stein
NLSM there exist local gauge invariant operators which
involve three and four Q matrices [44]. We note that in
the case of such operators the background field renormal-
ization of the NLSM action interferes with the renormal-
ization of the operators [41]. The detailed discussion of
such gauge-invariant operators is beyond the scope of the
present paper.
As we have already mentioned, the operator K(−2)2 can
be expressed as the second moment of the LDOS, see Eq.
(13). Alternatively, the same operator can be written in
terms of the following two-point correlation function of
single-particle Green’s function:
K(−2)2 ∝
〈
ImG+E(r, r) ImG
+
E(r
′, r′)
+ 2 ImG+E(r
′, r) ImG+E(r, r
′)
〉
dis
. (44)
Here we assume the distance between two points r and
r
′ satisfies the following condition:
λF ≪ |r − r′| ≪ l, (45)
where λF and l stand for the Fermi length and elastic
mean free path, respectively. The other pure scaling op-
erator bilinear in Q can be expressed via single-particle
Green’s function in a similar way:
K(1)2 ∝
〈
ImG+E(r, r) ImG
+
E(r
′, r′)
− ImG+E(r′, r) ImG+E(r, r′)
〉
dis
, (46)
where the points r and r′ satisfy condition (45). Alterna-
tively, pure scaling operator K(1)2 can be written in terms
of the spatial correlation function of LDOS:
K(1)2 ∝
〈
3ρ(E, r)ρ(E, r′)− ρ(E, r)ρ(E, r)〉
dis
, (47)
where again the distance |r − r′| is restricted by the in-
equality (45). In general, all pure scaling operators K(µ)q
can be expressed in terms of disorder-averaged spatial
correlation functions of single-particle Green’s functions
or, alternatively, LDOS. This means that the scaling be-
havior of pure scaling operators can be extracted from
accurate analysis of data obtained from scanning tunnel-
ing microscopy.
In this paper we consider the system with preserved
time-reversal and spin-rotational symmetries. Similar re-
sults and conclusions can be obtained for the other cases
in which time-reversal or/and spin-rotational symmetries
are broken [45]. In the case of broken spin-rotational
but preserved time-reversal symmetries our results allow
to predict the behavior of LDOS in scanning tunneling
spectroscopy maps at the surface of three dimensional
topological insulator.
In summary, we demonstrated that the local pure scal-
ing operators without derivatives in the Finkel’stein non-
linear sigma model can be constructed by straightforward
generalization of corresponding operators for the nonin-
teracting case. These pure scaling operators describe
mesoscopic fluctuations of the single-particle Green’s
function and the local density of states in the presence of
electron-electron interaction. We determined anomalous
dimensions of such pure scaling operators in the interact-
ing theory within the two-loop approximation. Similar to
the noninteracting case, approximately half of these pure
scaling operators demonstrate multifractal behavior.
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Appendix A: Details of the two-loop renormalization
of Kq
In this Appendix we present details of two-loop renor-
malization of operators Kq. As we discussed in the main
8text it is convenient to work with irreducible operators
K˜q. The irreducible operators corresponding to Pq will
be denoted as P˜q.
1. Bilinear in Q operators
We start from operators K2 which are quadratic in Q. In the one-loop approximation, i.e. in the first order in 1/g,
there is nonzero contribution to P˜α1α22 (iεn1 , iεn2) for n1n2 < 0 only. We find for n > 0 and m < 0
P˜α1α2;(1)2 (iεn, iεm) = µ2〈sp[wα1α2nm wα2α1mn ]〉 =
128µ2
g
∫
q
Dq(iΩεnm). (A1)
Here we introduce
∫
q ≡
∫
ddq/(2π)d. After the analytic continuation to real frequencies and setting afterwards
T = E1 = E2 = 0 we find the following one-loop result
K˜(1)2 = µ2
hǫt
ǫ
. (A2)
In the second order in 1/g the nonzero contributions to P˜α1α22 (iεn1 , iεn2) exist for both with n1n2 > 0 and n1n2 < 0.
In the case n1 > 0 and n2 > 0, we can write
P˜α1α2;(2)2 (iεn1 , iεn2) =
µ2
4
∑
m1m2
∑
β1β2
〈
sp[wα1β1n1m1w¯
β1α2
m1n2w
α2β2
n2m2w¯
β2α1
m2n1 ]
〉
. (A3)
Using Wick’s theorem, we obtain
P˜α1α2;(2)2 (iεn1 , iεn2) = −µ2
(
64
g
)2 3∑
j=0
πTΓj
g
∑
ωn>εn2>0
∫
q,p
Dq(iωn + iΩ12)Dp(iωn)D(j)p (iωn) + (ε1 ↔ ε2). (A4)
After the analytic continuation to the real energies, iεn1,2 → E1,2 + i0+, we obtain
P˜α1α2;++;(2)2 (E1, E2) = −µ2
(
32
g
)2 3∑
j=0
Γj
ig
∫ ∞
−∞
dωFω−E2
∫
q,p
DRq (ω + E1 − E2)DRp (ω)DR,(j)p (ω) + (E1 ↔ E2), (A5)
where Fω = tanh[ω/(2T )] stands for the equilibrium fermionic distribution function and DRp (ω) denotes the retarded
propagator corresponding to Dp(iω). Again setting E1 = E2 = T = 0 and using the Feynman’s trick
1
ABC
=
∫ 1
0
3∏
i=1
dxiδ
(∑
i
xi − 1
)
2
(Ax1 +Bx2 + Cx3)3
(A6)
which allows us to perform integrations over momenta q and p, we obtain
P˜α1α2;++;(2)2 =
(
16
g
)2 3∑
j=0
γjAǫΓ(1− ǫ)h2ǫ
ǫΓ2(1 − ǫ/2)
∫ 1
0
3∏
i=1
dxiδ
(∑
i
xi − 1
)
x
−1−ǫ/2
2 (1− x2)−1−ǫ/2
1 + γjx3
. (A7)
Here Aǫ = Ω
2
dΓ
2(1 − ǫ/2)Γ2(1 + ǫ/2). Omitting vanishing in the limit ǫ → 0 terms, we can perform integration over
Feynman’s variables xi:∫ 1
0
dx2
∫ 1−x2
0
dx3
1
(x2(1 − x2))1+ǫ/2(1− x3 + ajx3) = −
2 log(1 + γj)
ǫ(1 + γj)
− 2γj
1 + γj
∂
∂x
3F2
(
1, 1, 1; 2, x;
γj
1 + γj
) ∣∣∣
x=1
+
∂
∂x
3F2
(
1, 1, x; 2, 1;
γj
1 + γj
) ∣∣∣
x=1
+O(ǫ). (A8)
Next, using the following property of a hypergeometric 3F2 function:
∂
∂x
3F2
(
1, 1, 1; 2, x;
γ
1 + γ
) ∣∣∣
x=1
= − ∂
∂x
3F2
(
1, 1, x; 2, 1;
γ
1 + γ
) ∣∣∣
x=1
=
(1 + γ) log2(1 + γ)
2γ
, (A9)
9we find
P˜α1α2;++;(2)2 = −8µ2
t2 h2ǫ
ǫ2
3∑
j=0
[
ln(1 + γj)− ǫ
4
ln2(1 + γj)
]
. (A10)
The two-loop contribution to P˜α1α22 (iεn1 , iεm1) with n1 ≥ 0 and m1 < 0 is equal to
P˜α1α2;(2)2 (iεn, iεm) = −
1
4
∑
n1m1
∑
β1β2
〈〈
sp[wα1β1nm1 w¯
β1α1
m1n ] · sp[w¯α2β2mn1 wβ2α2n1m ]
〉〉
+ µ2
〈
sp[wα1α2nm w¯
α2α1
mn ]
[
Sh,4+
1
2
S2h,3
]〉
. (A11)
Here irreducible average is defined as usual, 〈〈A ·B〉〉 ≡ 〈AB〉 − 〈A〉〈B〉. The expansion of the action Sh to the third
and forth orders in W leads to the terms Sh,3 and Sh,4:
Sh,3 =
3∑
j=0
∑
r=0;3
πTΓj
4
∑
β,n
∫
drTr Iβn trjW Tr I
β
−ntrjΛW
2, (A12)
and
Sh,4 =
g
128
∫
q1,...,q4
δ
(
4∑
k=1
qk
) ∑
β1,...,β4
∑
n3,4,m3,4
sp[wβ1β2n3m3(q1)w¯
β2β3
m3n4(q2)w
β3β4
n4m4(q3)w¯
β4β1
m4n3(q4)]
[
(q1 + q2)(q3 + q4)
+ (q1 + q4)(q2 + q3)− 2h2 − 16Zω
g
(Ωεn3m3 +Ω
ε
n4m4)
]
−
3∑
j=0
∑
r=0;3
πTΓj
16
∑
β,n
∫
drTr Iβn trjΛW
2Tr Iβ−ntrjΛW
2.
(A13)
After the evaluation of averages in Eq. (A11) with the help of the Wick’s theorem, we obtain
P˜α1α2;(2)2 (iεn, iεm) = −2
[
16
g
∫
q
Dq(iΩεnm)
]2
+ 2µ2
(
16
g
)2 ∫
pq
[
p2 + q2 + h2 +
16Zω
g
Ωεnm
]
Dp(iΩεnm)D2q(iΩεnm)
+µ2
(
64
g
)2 3∑
j=0
( ∑
ωn>εn
+
∑
ωn>−εm
)
πTΓj
g
∫
pq
D2p(iΩεnm)[p2 + h2 + q2 +
16Zω
g
(Ωεnm + ωn)]Dq(iωn)D(j)q (iωn)
−µ2
(
64
g
)2 3∑
j=0
∑
ωn>0
2πTΓj
g
[
1− 16Γjωn
g
∫
pq
D(j)p+q(iωn)
]
D2q(iΩεnm)Dp(iΩεnm + iωn)
−µ2
(
64
g
)2 3∑
j=0
 ∑
ǫn1>ωn>0
+
∑
−ǫn4>ωn>0
 πTΓj
g
[
1− 16Γjωn
g
∫
pq
D(j)p+q(iωn)
]
D2q(iΩεnm)Dp(iΩεnm − iωn) (A14)
After the analytic continuation to the real energies in Eq. (A14), we obtain (Ω = E1 − E2)
P˜α1α2;+−;(2)2 (E1, E2) = −2
[
16
g
∫
q
DRq (Ω)
]2
+ 2µ2
(
16
g
)2 ∫
pq
[
p2 + q2 + h2 − 16ZωiΩ
g
]
DRp (Ω)DR2q (Ω)
+µ2
(
64
g
)2 3∑
j=0
Γj
4ig
∫
pq
∫ ∞
−∞
dωDR2p (Ω)
[
p2 + h2 + q2 − 16Zωi
g
(Ω + ω)
](
Fω−E1 + Fω−E2
)
DRq (ω)DR(j)q (ω)
−µ2
(
64
g
)2 3∑
j=0
Γj
2ig
∫
pq
∫ ∞
−∞
dωBω
[
1 +
16Γjiω
g
DR(j)p+q (ω)
]
DR2q (Ω)DRp (Ω + ω)
−µ2
(
64
g
)2 3∑
j=0
Γj
4ig
∫
pq
∫ ∞
−∞
dω
(
2Bω −Fω−E1 −Fω−E2
)[
1 +
16Γjiω
g
DR;(j)p+q (ω)
]
DR2q (Ω)DRp (Ω− ω). (A15)
Here we introduce the bosonic distribution function Bω = coth[ω/(2T )]. Next, we set energies and temperature
to zero, E1 = E2 = T = 0. Integrals can be evaluated in a standard way. We illustrate evaluation by the most
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complicated integral:
I =
∫ ∞
0
dω ω
∫
pq
DR(j)p (ω)DR2q (0)DRp+q(ω) = −
AǫΓ(1− ǫ)h2ǫ
ǫΓ2(1− ǫ/2)
∫ 1
0
3∏
i=1
dxiδ
(∑
i
xi − 1
)
x2(x1x2 + x2x3 + x3x1)
−1−ǫ/2
((1 + γj)x1 + x3)2
.
(A16)
To integrate over Feynman’s variable we use the following parametrization x3 =
1−u
s+1 , x2 =
s
s+1 , and x1 =
u
s+1 , with
0 < u 6 1, and 0 < s 6∞. Then we obtain
I =
∫ 1
0
du
[u(1− u)]1−ǫ/2B(2,−1− ǫ/2)
(1 + γju)2
2F1(2,−ǫ, 1− ǫ/2; 1− u+ u2), (A17)
where B(a, b) is the Euler’s beta-function. Using the asymptotic expansion of the hypergeometric function:
2F1(2,−ǫ, 1− ǫ/2, 1− u+ u2) ≃ 1− ǫ
(
1− u+ u2
u− u2 − ln(u− u
2)
)
+O(ǫ2), (A18)
we find
I ≃ −2
ǫ
2γj − (2 + γj) ln(1 + γj)
γ3j
− 2
1 + γj
+
2(2 + γj)
γ3j
(
li2(−γj) + 2 ln(1 + γj) + ln
2(1 + γj)
4
)
. (A19)
As a total result, we obtain
P˜α1α2;+−;(2)2 = 32
t2 h2ǫ
ǫ2
(
−1 + µ2 + µ2
2
ǫ
)
+ 8µ2
t2 h2ǫ
ǫ2
3∑
j=0
[
2f(γj) + 3 ln(1 + γj)− ǫ2 + γj
γj
(
ln(1 + γj) + li2(−γj)
+
1
4
ln2(1 + γj)
)]
. (A20)
Combining Eq.(A10) and (A20), we obtain the two-loop contribution to the irreducible correlation function
K˜(2)2 =
t2 h2ǫ
4ǫ2
{
4− 2µ2(2 + ǫ)− 2µ2
3∑
j=0
[
f(γj) + 2 ln(1 + γj)
]
− µ2ǫ
3∑
j=0
[
ln(1 + γj) + 2f(γj)− c(γj)
]}
. (A21)
The reducible correlation function can be obtained
from the irreducible one with the help of the following
relation: K(2)2 = Z + K˜(2)2 . We introduce the quantity
m′2 such that the relation K(2)2 = Zm′2 holds. Using Eqs.
(A2) and (A21), we obtain Eq. (28) for m′2 with
b1 = µ2, b2 = 1− µ2 − µ2
2
3∑
j=0
f(γj),
b3 =
µ2
4
3∑
j=0
c(γj). (A22)
In order to find the anomalous dimension of m′2, we
will use the minimal subtraction scheme (see e.g. [42]).
We introduce dimensionless quantity t¯ = t′h′ǫ and, using
Eqs. (24) and (28), express t and m2 as
t = (h′)−ǫt¯Zt, m2 = m
′
2Zm2 . (A23)
Although the interaction parameters γj are renormalized
at the one-loop level (see Refs. [28, 29]), we do not need
to take it into account since b1 is independent of γj . To
the lowest orders in t¯ the renormalization parameters can
be found as
Zt = 1 +
a1
ǫ
t¯, (A24)
and
Z−1m2 = 1 +
b1
ǫ
t¯+
t¯2
ǫ2
[
b2 + b1a1 + ǫb3
]
. (A25)
Now the anomalous dimension of m′2 can be derived in
a standard manner from the condition that m2 does not
depend on the momentum scale h′. In this way, one finds
within two-loop approximation:
− d lnm
′
2
dy
= ζ2 = b1t+2t
2
[
b3 +
1
ǫ
(
b2 − b1(b1 − a1)
2
)]
.
(A26)
The anomalous dimension (A26) has finite limit at ǫ→ 0
provided the condition
b2 = b1(b1 − a1)/2 (A27)
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holds. This is equivalent to the algebraic equation for µ2
(see Eq. (31)):
µ22 + µ2 − 2 = 0. (A28)
The striking feature of this equation is its independence
of the interaction parameters γj . There are two solutions
µ2 = −2 and µ2 = 1 which determine two bilinear in Q
pure scaling operators. With the help of Eq. (A22), Eq.
(A26) is reduced to Eq. (32).
2. Operators with three Qs.
The reducible operator K3 with three Q matrices in-
volves the following local operator
Pα1α2α33 (iεn, iεm, iεk) = 〈spQα1α1nn spQα2α2mm spQα3α3kk 〉
+µ2,1〈sp
[
Qα1α2nm Q
α2α1
mn
]
spQα3α3kk 〉
+µ3〈sp
[
Qα1α2nm Q
α2α3
mk Q
α3α1
kn
]〉. (A29)
It is convenient to represent the reducible operator K3
as a sum of the irreducible one, K˜3, and the pure scaling
operators with two Q matrices (we denote them as K(−2)2
and K(1)2 ):
K3 = K˜3+
√
Z
(
K(−2)2 +2K(1)2 +
µ2
3
(K(1)2 −K(−2)2 )−2Z).
(A30)
The irreducible correlation function K˜3 has no one-loop
contribution. The two-loop contribution is related to the
operator A3. We find
K˜3 = 3µ3t
2h2ǫ
2ǫ2
(A31)
Using Eqs. (A31) and (A22), from Eq. (A30) we obtain
the relation K3 = Z3/2m′3 where m′3 is given by Eq. (28)
with
b1 = µ2,1, b2 = 3 +
3
2
µ3 − µ2,1 − µ2,1
2
3∑
j=0
f(γj),
b3 =
µ2,1
4
3∑
j=0
c(γj). (A32)
Then the renormalizability condition (A27) yields the fol-
lowing equation (see Eq. (31)):
µ22,1 + µ2,1 = 3µ3 + 6. (A33)
Again this equation is independent of the interaction pa-
rameters γj and satisfied by the coefficients µ2,1 and µ3
for noninteracting case from Table I.
3. Operators with four Qs.
The reducible operator K4 with four Q matrices involves the following local operator
Pα1α2α3α44 (iεn, iεm, iεk, iεl) = 〈spQα1α1nn spQα2α2mm spQα3α3kk spQα4α4ll 〉+ µ2,1,1〈sp
[
Qα1α2nm Q
α2α1
mn
]
spQα3α3kk spQ
α4α4
ll 〉
+µ2,2〈sp
[
Qα1α2nm Q
α2α1
mn
]
sp
[
Qα3α4kl Q
α4α3
lk
]〉+ µ3,1〈sp[Qα1α2nm Qα2α3mk Qα3α1kn ] spQα4α4ll 〉+ µ4〈sp[Qα1α2nm Qα2α3mk Qα3α4kl Qα4α1ln ]〉.
(A34)
The reducible operator K4 can be written as a sum of the irreducible one, K˜4, and the pure scaling operators with
two and three Q matrices (we denote the latter as K(−6)3 , K(−1)3 , and K(3)3 ):
K4 = K˜4 + 3Z2 − 2Z
(
K(−2)2 + 2K(1)2
)
− µ2,1,1
3
Z
(
K(1)2 −K(−2)2
)
+
4
15
Z1/2
(
K(−6)3 + 9K(−1)3 + 5K(3)3
)
+
µ3,1
60
Z1/2
(
4K(−6)3 − 9K(−1)3 + 5K(3)3
)
+
µ2,1,1
15
Z1/2
(
−2K(−6)3 − 3K(−1)3 + 5K(3)3
)
. (A35)
The irreducible correlation function K˜4 has no one-loop
contribution. The two-loop contribution is related with
the operator A2,2. We find
K˜4 = µ2,2t
2h2ǫ
ǫ2
(A36)
Using Eqs. (A36) and (A22), from Eq. (A35) we obtain
the relation K4 = Z2m′4 where m′4 is given by Eq. (28)
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with
b1 = µ2,1,1, b3 =
µ2,1,1
4
3∑
j=0
c(γj),
b2 = 6 + µ2,2 +
3
2
µ3,1 − µ2,1,1 − µ2,1,1
2
3∑
j=0
f(γj).
(A37)
Then the renormalizability condition (A27) yields the fol-
lowing equation (see Eq. (31)):
µ22,1 + µ2,1 = 3µ3,1 + 2µ2,2 + 12 . (A38)
Again this equation is independent of the interaction pa-
rameters γj and satisfied by the coefficients µ2,1,1, µ3,1
and µ2,2 for noninteracting case from Table I.
4. Operators with more than four Qs.
The irreducible operator K˜q with q > 4 has no nonzero
contributions within the two-loop approximation. Thus
the reducible operator Kq can be fully expressed as a
linear combination of pure scaling operators K(µ)q′ with
q′ < q. We use the following relations valid within two-
loop approximation
〈 q∏
j=1
spQαjαjnkjnkj
〉 ≃ q∏
j=1
〈
spQαjαjnkjnkj
〉
+
q−2∏
j=1
〈
spQαjαjnkjnkj
〉
×q(q − 1)
2
〈〈
spQαq−1αq−1nkq−1nkq−1
· spQαqαqnkqnkq
〉〉
, (A39)
〈
sp
[
Qα1α2nk1nk2
Qα2α1nk2nk1
] q∏
j=3
spQαjαjnkjnkj
〉 ≃ q−2∏
j=1
〈
spQαjαjnkjnkj
〉
×〈sp[Qαq−1αqnkq−1nkqQαqαq−1nkqnkq−1 ]〉+ (q − 2) q−3∏
j=1
〈
spQαjαjnkjnkj
〉
×〈〈spQαq−3αq−3nkq−3nkq−3 · sp[Qαq−1αqnkq−1nkqQαqαq−1nkqnkq−1 ]〉〉, (A40)
〈
sp
[
Qα1α2nk1nk2
Qα2α3nk2nk3
Qα3α1nk3nk1
] q∏
j=4
spQαjαjnkjnkj
〉 ≃ q∏
j=4
×〈spQαjαjnkjnkj 〉〈sp[Qα1α2nk1nk2Qα2α3nk2nk3Qα3α1nk3nk1 ]〉, (A41)
〈
sp
[
Qα1α2nk1nk2Q
α2α3
nk2nk3
Qα3α4nk3nk4Q
α4α1
nk4nk1
] q∏
j=5
spQαjαjnkjnkj
〉 ≃ q∏
j=5
×〈spQαjαjnkjnkj 〉〈sp[Qα1α2nk1nk2Qα2α3nk2nk3Qα3α4nk3nk4Qα4α1nk4nk1 ]〉,
(A42)
and
〈
sp
[
Qα1α2nk1nk2
Qα2α1nk2nk1
]
sp
[
Qα3α4nk3nk4
Qα4α3nk4nk3
] q∏
j=5
spQαjαjnkjnkj
〉
≃
q∏
j=5
〈
spQαjαjnkjnkj
〉〈
sp
[
Qα1α2nk1nk2Q
α2α1
nk2nk1
]
× sp[Qα3α4nk3nk4Qα4α3nk4nk3 ]〉. (A43)
Using Eqs. (A39) - (A43), we find
Kq = Zq/2 + q(q − 1)
6
Z(q−2)/2
(
K(−2)2 + 2K(1)2 − 3Z
)
+
µ2,1,...,1
3
Z(q−2)/2
(
K(1)2 − K˜(−2)2
)
+
(q − 2)
30
µ2,1,...,1Z
(q−3)/2
×
(
−2K(−6)3 − 3K(−1)3 + 5K(3)3 − 10Z1/2K(1)2 + 10Z1/2K(−2)2
)
+
µ3,1,...,1
60
Z(q−3)/2
(
4K(−6)3 − 9K(−1)3 + 5K(3)3
)
+µ4,1,...,1Z
(q−4)/2
(
− 1
105
K(−12)4 +
2
63
K(−5)4 +
1
180
K(−2)4 −
2
45
K(1)4 +
1
60
K(6)4
)
+µ2,2,1,...,1Z
(q−4)/2
(
1
105
K(−12)4 −
2
63
K(−5)4 +
7
90
K(−2)4 −
4
45
K(1)4 +
1
30
K(6)4
)
. (A44)
From (A44) we obtain the relation Kq = Zq/2m′q where
m′q is given by Eq. (28) with coefficients bj defined in
Eq. (29). Then the renormalizability condition (A27) is
equivalent to Eq. (31).
Appendix B: Background field method within
one-loop approximation
In this Appendix we provide details for a background
field renormalization method of the operators Kq (with
q = 3, 4) within one-loop approximation. As in the main
text, we split the matrix fieldQ into fast Qˆ and slowQ0 =
T −10 ΛT0 components: Q = T −10 QˆT0. In this appendix we
will treat the fast modes Qˆ by expansion to the lowest
nontrivial order in W . Using Eqs. (19) and (22), in
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the limit of T → 0 we obtain the following well-known
contraction rules:
〈Tr(AW )Tr(BW )〉 = Y Tr
(
AB − ΛAΛB −ACBTC
+ΛAΛCBTC
)
, Y =
4
g
∫
p
Dp(0) (B1)
and
〈TrAWBW 〉 = Y
(
TrATrB − Tr(ΛA)Tr(ΛB)
+TrACBTC − TrΛAΛCBTC
)
. (B2)
A few remarks are in order here. At first, Eqs. (B1)
and (B2) are derived under assumption that the fields A
and B are slow whereas W is fast. This allows us to ne-
glect frequency dependence in diffusive modes. Secondly,
due to the presence of interactions contractions (B1) and
(B2) involve terms which are finite in the infrared and
proportional to T . At T = 0 such terms can be safely
neglected and contractions (B1) and (B2) are the same
as in the noninteracting case.
1. Operators with three Qs
The basis for cubic in Q operators involves the follow-
ing three operators:
A1,1,1 = spQα1α1nn spQα2α2mm spQα3α3kk ,
A2,1 = sp[Qα1α2nm Qα2α1mn ] spQα3α3kk , (B3)
A3 = sp[Qα1α2nm Qα2α3mk Qα3α1kn ]. (B4)
Within one-loop approximation (B1) and (B2) their
transformation under the background field renormaliza-
tion method is as follows:A1,1,1[Q]A2,1[Q]
A3[Q]
 = [1 + 3(Z1/2 − 1)]
A1,1,1[Q0]A2,1[Q0]
A3[Q0]

+YM3
A1,1,1[Q0]A1,2[Q0]
A3[Q0]
 , (B5)
where the matrix
M3 =
 0 −6 0−1 1 −4
0 −3 3
 . (B6)
The eigenvalues (with a minus sign) of the matrixM3 are
λ
(1)
2 = −6, λ(2)2 = −1 and λ(3)2 = 3. The corresponding
eigenoperators are given as
P(−6)2 = A1,1,1 − 6A2,1 + 8A3,
P(−1)2 = A1,1,1 −A2,1 − 2A3, (B7)
P(3)2 = A1,1,1 + 3A2,1 + 2A3, .
This implies exactly the same values of µ2,1 and µ3 as in
Table I.
2. Operators with four Q’s
For the operators with four Q’s we use the following
basis:
A1,1,1,1 = spQα1α1nn spQα2α2mm spQα3α3kk spQα4α4ll ,
A2,1,1 = sp
[
Qα1α2nm Q
α2α1
mn
]
spQα3α3kk spQ
α4α4
ll ,
A3,1 = sp
[
Qα1α2nm Q
α2α3
mk Q
α3α1
kn
]
spQα4α4ll ,
A4 = sp
[
Qα1α2nm Q
α2α3
mk Q
α3α4
kl Q
α4α1
ln
]
,
A2,2 = sp
[
Qα1α2nm Q
α2α1
mn
]
sp
[
Qα3α4kl Q
α4α3
lk
]
. (B8)
Within one-loop approximation (B1) and (B2) they
transform under the background field renormalization
method as follows:
A1,1,1,1[Q]
A2,1,1[Q]
A2,2[Q]
A3,1[Q]
A4[Q]
 =
[
1 + 4(Z1/2 − 1)]

A1,1,1,1[Q0]
A2,1,1[Q0]
A2,2[Q0]
A3,1[Q0]
A4[Q0]

+YM4

A1,1,1,1[Q0]
A2,1,1[Q0]
A2,2[Q0]
A3,1[Q0]
A4[Q0]
 (B9)
where the matrix
M4 =

0 −12 0 0 0
−1 1 −2 −8 0
0 −2 2 0 −8
0 −3 0 3 −6
0 0 −2 −4 6
 . (B10)
Eigenvalues (with a minus sign) of the matrix M4 are
λ
(1)
4 = −12, λ(2)4 = −5, λ(3)4 = −2, λ(4)4 = 1, and λ(5)4 = 6.
The corresponding eigenoperators are
P(−12)4 = A1,1,1,1 − 12A2,1,1 + 12A2,2 + 32A3,1 − 48A4,
P(−5)4 = A1,1,1,1 − 5A2,1,1 + 3A2,2 + 8A3,1 + 6A4,
P(−2)4 = A1,1,1,1 − 2A2,1,1 + 7A2,2 − 8A3,1 + 2A4,
P(1)4 = A1,1,1,1 +A2,1,1 − 2A2,2 − 2A3,1 − 4A4,
P(6)4 = A1,1,1,1 + 6A2,1,1 + 3A2,2 + 8A3,1 + 6A4.
(B11)
This implies exactly the same values of µ2,1,1, µ3,1 µ2,2
and µ4 as in Table I.
14
[1] P. W. Anderson, “Absence of diffusion in certain random
lattices,” Phys. Rev. 109, 1492 (1958).
[2] F. Evers and A. D. Mirlin, “Anderson transitions,”
Rev. Mod. Phys. 80, 1355 (2008).
[3] F. Wegner, “Inverse participation ratio in 2 + ǫ dimen-
sions,” Z. Phys.B 36, 209 (1980).
[4] C. Castellani and L. Peliti, “Multifractal wavefunction at
the localisation threshold,” J. Phys. A 19, L429 (1986).
[5] I. V. Lerner, “Distribution functions of current density
and local density of states in disordered quantum con-
ductors,” Phys. Lett. A 133, 253 (1988).
[6] M. Janssen, “Multifractal analysis of
broadly-distributed observables at criticality,”
Int. J. Mod. Phys. B 8, 943 (1994).
[7] B. Huckestein, “Scaling theory of the integer quantum
Hall effect,” Rev. Mod. Phys. 67, 357 (1995).
[8] M. V. Feigel’man, L. B. Ioffe, V. E. Kravtsov, and
E. A. Yuzbashyan, “Eigenfunction fractality and pseudo-
gap state near the superconductor-insulator transition,”
Phys. Rev. Lett. 98, 027001 (2007).
[9] M.V. Feigel’man, L.B. Ioffe, V.E. Kravtsov, and
E. Cuevas, “Fractal superconductivity near localization
threshold,” Ann. Phys. (N.Y.) 325, 1390 (2010).
[10] I. S. Burmistrov, I. V. Gornyi, and A. D. Mir-
lin, “Enhancement of the critical temperature
of superconductors by Anderson localization,”
Phys. Rev. Lett. 108, 017002 (2012).
[11] I. S. Burmistrov, I. V. Gornyi, and A. D.
Mirlin, “Superconductor-insulator transi-
tions: phase diagram and magnetoresistance,”
Phys. Rev. B 92, 014506 (2015).
[12] L Dell’Anna, “Enhancement of critical tem-
peratures in disordered bipartite lattices,”
Phys. Rev. B 88, 195139 (2013).
[13] M. S. Foster and E. A. Yuzbashyan, “Interaction-
mediated surface-state instability in disordered three-
dimensional topological superconductors with spin SU(2)
symmetry,” Phys. Rev. Lett. 109, 246801 (2012).
[14] M. S. Foster, H.-Y. Xie, and Y.-Z. Chou, “Topologi-
cal protection, disorder, and interactions: Survival at
the surface of three-dimensional topological superconduc-
tors,” Phys. Rev. B 89, 155140 (2014).
[15] S. Kettemann and E. R. Mucciolo, “Free
magnetic moments in disordered systems,”
JETP Lett. 83, 284 (2006).
[16] T. Micklitz, A. Altland, T. A. Costi, and A. Rosch, “Uni-
versal dephasing rate due to diluted Kondo impurities,”
Phys. Rev. Lett. 96, 226601 (2006).
[17] S. Kettemann and E. R. Mucciolo, “Disorder-quenched
Kondo effect in mesoscopic electronic systems,”
Phys. Rev. B 75, 184407 (2007).
[18] S. Kettemann, “Exponential orthogonality catastrophe
at the Anderson metal-insulator transition,” (2016),
1606.02243.
[19] A. Richardella, P. Roushan, S. Mack, B. Zhou, D. A.
Huse, D. D. Awshalom, and A. Yazdani, “Visualizing
critical correlations near the metal-insulator transition
in Ga1−xMnxAs,” Science 327, 665 (2010).
[20] S. Faez, A. Strybulevych, J. H. Page, A. La-
gendijk, and B. A. van Tiggelen, “Observation of
multifractality in Anderson localization of ultrasound,”
Phys. Rev. Lett. 103, 155703 (2009).
[21] M. Mascheck, S. Schmidt, M. Silies, T. Yatsui, K. Ki-
tamura, M. Ohtsu, D. Leipold, E. Runge, and
C. Lienau, “Observing the localization of light in space
and time by ultrafast second-harmonic microscopy,”
Nat. Photonics 6, 293 (2012).
[22] D. Ho¨f and F. Wegner, “Calculation of anoma-
lous dimensions for the nonlinear sigma model,”
Nucl. Phys. B 275, 561 (1986).
[23] I. A. Gruzberg, A. D. Mirlin, and M. R. Zirn-
bauer, “Classification and symmetry properties
of scaling dimensions at Anderson transitions,”
Phys. Rev. B 87, 125144 (2013).
[24] F. Wegner, “The mobility edge problem:
Continuous symmetry and a conjecture,”
Z. Phys.B: Condensed Matter 35, 207 (1979).
[25] W. L. McMillan, “Scaling theory of the metal-
insulator transition in amorphous materials,”
Phys. Rev. B 24, 2739 (1981).
[26] A. M. Finkelstein, “On the frequency and temperature
dependence of the conductivity near a metal-insulator
transition,” JETP Lett. 37, 517 (1983).
[27] C. Castellani, C. Di Castro, P. A. Lee, and M. Ma,
“Interaction-driven metal-insulator transitions in disor-
dered fermion systems,” Phys. Rev. B 30, 527 (1984).
[28] A. M. Finkelstein, Electron Liquid in Disordered Con-
ductors, edited by I. M. Khalatnikov, Soviet scientific re-
views, Vol. 14 (Harwood Academic Publishers, 1990).
[29] D. Belitz and T. R. Kirkpatrick, “The Anderson-Mott
transition,” Rev. Mod. Phys. 66, 261 (1994).
[30] I. S. Burmistrov, I. V. Gornyi, and A. D. Mirlin, “Mul-
tifractality at Anderson transitions with Coulomb inter-
action,” Phys. Rev. Lett. 111, 066601 (2013).
[31] I. S. Burmistrov, I. V. Gornyi, and A. D. Mir-
lin, “Tunneling into the localized phase near
Anderson transitions with Coulomb interaction,”
Phys. Rev. B 89, 035430 (2015).
[32] I. S. Burmistrov, I. V. Gornyi, and A. D. Mirlin, “Mul-
tifractality and electron-electron interaction at Anderson
transitions,” Phys. Rev. B 91, 085427 (2015).
[33] B. L. Al’tshuler and A. G. Aronov, “Contribution
to the theory of disordered metals in strongly doped
semiconductors,” Sov. Phys. JETP 50 (1979); B. L.
Al’tshuler, A. G. Aronov, and P. A. Lee, “Interaction
effects in disordered Fermi systems in two dimensions,”
Phys. Rev. Lett. 44, 1288 (1980).
[34] B. L. Altshuler and A. G. Aronov, “Electron-electron in-
teractions in disordered conductors,” (Elsevier Science
Publishers, North-Holland, 1985).
[35] A. L. Efros and B. I. Shklovskii, “Coulomb gap and
low temperature conductivity of disordered systems,”
J. Phys. C 8, L49 (1975).
[36] B. I. Shklovskii and A. L. Efros, “Electronic properties
of doped semiconductors,” (Springer, New York, 1984).
[37] Y. Harashima and K. Slevin, “Effect of electron-electron
interaction near the metal-insulator transition in doped
semiconductors studied within the local density approx-
imation,” Int. J. Mod. Phys. Conf. Ser. 11, 90 (2012);
“Critical exponent of metal-insulator transition in
doped semiconductors: The relevance of the Coulomb
interaction,” Phys. Rev. B 89, 205108 (2014).
15
[38] M. Amini, V. E. Kravtsov, and M. Mu¨ller, “Multifrac-
tality and quantum-to-classical crossover in the Coulomb
anomaly at the MottAnderson metalinsulator transi-
tion,” New J. Phys. 16, 015022 (2014).
[39] M. A. Baranov, A. M. M. Pruisken, and B. Sˇkoric`,
“(Mis-)handling gauge invariance in the theory of the
quantum hall effect. I. Unifying action and the ν = 1/2
state,” Phys. Rev. B 60, 16807 (1999).
[40] A. M. Finkelstein, “Influence of coulomb interaction on
the properties of disordered metals,” JETP 57, 97 (1983);
“Metal-insulator transition in a disordered system,” 59,
212 (1984).
[41] M. A. Baranov, A. M. M. Pruisken, and B. Sˇkoric`,
“(Mis-)handling gauge invariance in the theory of
the quantum hall effect. II. Perturbative results,”
Phys. Rev. B 60, 16821 (1999).
[42] D. J. Amit, “Field Theory, the Renormalization Group,
and Critical Phenomena,” (World Scientific, Singapore,
1993).
[43] F. Wegner, “Anomalous dimensions for the non-
linear sigma-model in 2 + ǫ dimensions (I),”
Nucl. Phys. B 280, 193 (1987); “Anomalous dimensions
for the nonlinear sigma-model, in 2 + ǫ dimensions (II),”
Nucl. Phys. B 280, 210 (1987).
[44] A. M. M. Pruisken and M. Voropaev, (2010), private
communication.
[45] E. V. Repin and I. S. Burmistrov, In preparation.
