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Abstract
Hybrid systems are characterized by having an interaction between continuous dynamics
and discrete events. The contribution of this paper is to provide hybrid systems with a
novel geometric formulation so that controls can be added. Using this framework we describe
some new global controllability tests for hybrid control systems exploiting the geometry and
the topology of the set of jump points, where the instantaneous change of dynamics take
place. Controllability is understood as the existence of a feasible trajectory for the system
joining any two given points. As a result we describe examples where none of the continuous
control systems are controllable, but the associated hybrid system is controllable because of
the characteristics of the jump set.
1 Introduction
A dynamical system is described by a set of differential equations. When the equations depend
on controls we can actuate over the system to obtain a specific objective. However, many systems
around us cannot be described by a simple dynamical system, for instance, car transmission, ther-
mostats, bipedal walkers [3], electric vehicles [23], multifingered robots [27], etc. Those systems can
only be described by using a family of dynamical systems allowing instantaneous changes (called
jumps) in the dynamics among them under some particular conditions. These systems are known
as (control) hybrid systems and they consist of an interaction among different continuous control
systems through instantaneous jumps.
Engineers have a great interest in hybrid systems because they appear in many applications such
as robotics, aerial and underwater vehicles, etc. Recently, mathematicians [6, 15, 17, 19, 24, 26]
have focused on the description of hybrid systems in order to bring more understanding to all the
possible case studies. The difficulty in handling these systems is given by the interaction among all
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the continuous dynamical systems plus all the possible instantaneous jumps that can be described
by a directed graph.
As control systems, it is important to discuss their accessibility and controllability proper-
ties [7, 22]. These properties are related with the topology of the reachable set, that is, the set of
points that can be reached by admissible trajectories. Global controllability means that there is an
admissible trajectory between any two points in the configuration manifold. When instantaneous
jumps appear, it is necessary to guarantee that any two discrete states can be joined through the
directed graph associated with the hybrid system. That leads to the notion of discrete controlla-
bility and properties from graph theory are needed to study it. Once the discrete controllability
has been checked, the controllability of the global system has to be studied. In the literature, there
are some results on the topic under strong assumptions, such as at any point of the configuration
manifold the system can change from one dynamics to another [8]. However, that assumption
allows to study the system almost as a mechanical system with many more control input vector
fields, the ones coming from all the possible dynamics. That is why we have decided to geometrize
the notion of hybrid control systems in order to study global controllability having in mind the
geometry and the topology of the set of jump points. We show in this paper that the instantaneous
jumps can contribute to achieve global controllability under some assumptions. That idea was
mentioned in [28], but only applied to study control linear systems such x˙ = Ax + Bu and from
an algorithmic viewpoint. In this paper we look into the geometry of the set of jump points and
the leaves described by the nonlinear control systems, such as x˙ = f(x, u) where x denotes the
positions and u the controls, to obtain global controllability results for hybrid control systems.
Setting the foundations to describe geometrically hybrid systems has the ultimate goal of pro-
viding a framework suitable to extend geometric methods used to solve tracking problems, optimal
control problems, geometric integration for mechanical control systems to the hybrid control world.
The paper is organized as follows: We first introduce the notion of generalized dynamical system
in Section 2 to introduce the new geometric framework to describe hybrid systems in Section 3.
The particular case of hybrid control systems with controls in the continuous dynamics is described
in Definition 4.1. Section 4 contains the novel controllability tests for hybrid control systems. We
provide algorithmic and geometric results, and rewrite them infinitesimally for control-linear and
control-affine systems using the Orbit Theorem [18, 25]. Examples are provided along the text
to highlight how the jump map can contribute to gain controllability of the total system when
each of the continuous dynamics independently is not controllable. Appendix A reviews the known
definitions of hybrid systems used in the literature [15, 26] to establish the analogies and similarities
with the geometric description of hybrid systems given in this paper.
2 Generalized dynamical system
For the description of a hybrid system, we first need to introduce the constitutive pieces that
we call generalized dynamical systems. These systems cover many cases of interest in geometric
mechanics and control theory. We believe that they are the most suitable element to geometrize
hybrid systems as explained in the sequel.
A generalized dynamical system is characterized by a fiber bundle τE : E → M equipped with
a differentiable map ρ : E → TM and a submanifold D of E (possibly with corners) that projects
onto M by τD : = τE|D = τM ◦ ρ|D : D → M , where τM : TM → M is the canonical projection of
the tangent bundle. We write the generalized dynamical system as the quadruple (E,M, ρ,D).
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A curve γ : I ⊆ R→ D is a solution of the generalized dynamical system (E,M, ρ,D) if
dσ
dt
= ρ(γ(t)) ,
where σ : I ⊆ R→M is the projection by τE of γ, that is, σ = τE ◦ γ.
Now, we give a description in coordinates to understand better the meaning of a generalized
dynamical system. In coordinates (xi) on M and fiber coordinates (xi, yα) on E, we have the
following local expressions: τE(x
i, yα) = (xi) and ρ(xi, yα) = (xi, f i(x, y)). Additionally assume
that D is defined by some inequality constraint functions Φl(x, y) ≥ 0. Locally, a solution curve
γ(t) = (xi(t), yα(t)) satisfies the following system of differential equations subject to inequality
constraints:  dx
i
dt
(t) = f i(x(t), y(t)) ,
0 ≤ Φl(x(t), y(t)) .
(1)
If the inequality is an equality, (1) is a system of differential-algebraic equations (DAEs).
We provide here some illustrative examples to make clear the notion of generalized dynamical
systems.
Example 2.1. Integral curves of vector fields. A typical dynamical system is given by a vector
field X on M , X ∈ X(M). In this case E = M , D = M , ρ = X : M → TM and the generalized
dynamical system is described by (M,M,X,M). The integral curves of the vector field fulfills the
differential equation:
dx
dt
= X(x) .
Example 2.2. Nonlinear control systems. Consider E = M × Rk where τE = pr1 : E =
M × Rk → M is the projection onto the first factor. The space E plays the role of the control
bundle. The generalized dynamical system is given by (M×Rk,M, ρ,M×U) where U ⊆ Rk is the set
of admissible controls and ρ : M×Rk → TM describes the control equations, ρ(x, u) = (x, f(x, u)).
The equations of motion are given by
dx
dt
= f(x, u), u ∈ U .
Typically, the control set contains the origin and is closed and bounded. Depending on the nature
of the control set, some additional constraints could appear in (1). For instance, if U = [a1, b1] ×
· · ·×[ak, bk], then the system (1) will include the inequality constraints as ≤ us ≤ bs for s = 1, . . . , k.
Example 2.3. Euler-Lagrange equations [1]. For a regular Lagrangian function L : TQ→ R
we know that the solutions to Euler-Lagrange equations are the integral curves of a vector field
ξL ∈ X(TQ) which is a second-order differential equation. In canonical coordinates (qi, vi) on TQ:
ξL = v
i ∂
∂qi
+ F iL(q, v)
∂
∂vi
where
F iL(q, v) = W
ij
(
∂L
∂qj
− ∂
2L
∂vj∂qk
vk
)
,
(W ij) is the inverse matrix of the hessian matrix
(
Wij =
∂2L
∂vi∂vj
)
. Therefore, this case is a gen-
eralized dynamical system as the ones considered in Example 2.1, where now M = TQ and
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ρ = ξL : M → TM , that is, (TQ, TQ, ξL, TQ). The equations of motion are:
dq
dt
= v ,
dv
dt
= FL(q, v) ,
which are equivalent to the classical Euler-Lagrange equations for a regular Lagrangian:
d
dt
(
∂L
∂vi
)
− ∂L
∂qi
= 0 .
3 Geometric hybrid systems
The adjective hybrid indicates mixed character of an object. The hybrid systems include different
generalized dynamical systems and relationships among them by means of transitions from one
particular generalized dynamical system to another. We build on the models for hybrid systems
proposed in [15, 17, 19, 26] to provide a geometric framework to reason about hybrid systems.
Those previous frameworks in the literature have been summarized in Appendix A to show that
they are included in the geometric framework described here.
Here we extend the geometric framework considered in [26] to describe hybrid systems using
our notion of generalized dynamical system. As described below, set–valued maps are needed for
introducing hybrid systems. More information on those maps can be found, for instance, in [4].
Definition 3.1. A geometric hybrid system is a six tuple Σ = (A,E,M, ρ,D,R) where
• A is a finite set of discrete modes associated with the different generalized dynamical systems,
that is, there are as many discrete modes as different continuous dynamics the system has.
Each discrete mode is denoted by a.
• For each a ∈ A there is a generalized dynamical system Σa = (Ea,Ma, ρa, Da) obtained from
the following elements:
– E is a global space where all the objects of the system are well-defined. E is a fiber
bundle over a manifold M with projection τE : E → M . Moreover, both spaces E
and M are fibered over A with projection ϕE : E → A and ϕM : M → A satisfying
ϕE = ϕM ◦ τE. The fibers of ϕE and ϕM are denoted by Ea = ϕ−1E (a) and Ma = ϕ−1M (a),
respectively. For each a ∈ A we describe Ma by coordinates (xia) and Ea by fibered
coordinates (xia , yαa).
– We have a map ρ : E → TM such that ϕE = ϕM ◦ τM ◦ ρ, where τM : TM → M is the
canonical projection of the tangent bundle. Thus, for each a we have a well defined map
ρa : Ea → TMa with local expression ρ(xia , yαa) = (xia , f ia(a)(x, y)).
– D defines the continuous dynamics as a submanifold (possible with corners and bound-
aries) of E, it also fibers onto A with projection ϕD : D → A. Locally, we assume that
the fiber Da = ϕ
−1
D (a) is described by a set of inequality constraints Φ
la
(a)(x
ia , yαa) ≥ 0.
• R : D ⇒ D is a set–valued map called jump map such that every point in D where a change
of dynamics can take place is sent to a group of points in the image of D called successors. If
a point in D is not a jump point, then R is not defined. That transition or jump could involve
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a change of the discrete mode and/or the initial condition for the dynamics associated with
the next discrete mode because the hybrid trajectories are not assumed to be continuous, as
described later. The graph of R, GraphR, is a subset of D ×D that carries the information
of the set of points where jumps take place and all the corresponding successors.
Locally, for each a ∈ A the corresponding generalized dynamical system has equations of motion
analogous to the ones in Equation (1): dx
ia
dt
= f ia(a)(x, y) ,
0 ≤ Φla(a)(x, y) .
(2)
All the information needed to define a geometric hybrid system is contained in the following
diagram:
S  s
&&
TM
τM

GraphR
pr2
66
pr1
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D 
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ϕD
&&
E
ρ
77
τE //
ϕE

M
ϕM
ww
B
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88
A
(3)
where pri : GraphR ⊂ D ×D → D is the projection onto the ith factor and
S = {d ∈ D : ∃ d˜ ∈ D such that d = R(d˜)} , B = {d˜ ∈ D : ∃ d ∈ D such that d = R(d˜)} , (4)
are the set of successors and the set of jump points, respectively. These two sets can also be
described as S = pr2(GraphR) and B = pr1(GraphR).
As soon as the trajectory hits B, the jump map R is active indicating the possibility of a change
of dynamics, that is, prescribing the possible points from which the trajectory continues to evolve
according to a different continuous dynamics.
In order to handle better geometric hybrid systems, it is convenient to introduce a few more
notions to be used in the sequel. Having in mind the elements introduced in Definition 3.1, we
have:
• As B fibers onto A, the set of jump points in the mode a is described by Ba = B ∩Da.
• The set of all possible successors from a jump point da ∈ Ba that fibers onto the discrete mode
a is given by R(da). The set of successors coming from mode a is described by Sa = S∩R(Ba)
and it fibers onto A indicating all the possible discrete modes that can be reached from A.
• The set of feasible transitions between two discrete modes G ⊆ A × A is defined by G =
{(a, b) ∈ A× A | ∃ da, db ∈ D such that (da, db) ∈ GraphR}.
Assumption 3.2. It is crucial for the results of the paper to assume that all the fibers of B over
the points τE(Ba) always have maximum dimension for every discrete mode a. In other words, once
a jump point in the base manifold is achieved, the jump map is defined for the entire manifold,
though in some cases the jump might imply no changes in those values.
It is clear that a hybrid system can be interpreted as a directed graph whose set of nodes
specifies the different generalized dynamical systems and they are connected by directed edges that
determine the possible transitions from a dynamical system to another as appears in Figure 3.1.
The self-edges could also appear in the graph and it will imply a spontaneous change of the initial
condition, as for instance happens in the following example.
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Figure 3.1: A directed graph associated with a geometric hybrid system.
Example 3.3. Lagrangian hybrid systems: the bouncing ball. Consider a regular La-
grangian system L : TQ→ R. Suppose that we have a function h : Q→ R determining unilateral
constraints, i.e., the set of admissible configurations is defined by h(q) ≥ 0. When the ball hits the
floor or a surface described by h(q) = 0 with a particular velocity, it will bounce back in a specific
way. In this case E = M = TQ, ρ = ξL : TQ→ TTQ and
D = {vq ∈ TQ | h(q) ≥ 0} .
This example is a hybrid system with one node (TQ, TQ, ξL, D) that corresponds with a generalized
dynamical system and one self-edge. The map R : D ⇒ D describes a jump condition (elastic,
inelastic...) that only takes place in
B = {vq ∈ TQ | h(q) = 0 and 〈dh(q), vq〉 < 0},
where the inequality implies that the velocity at the impact point cannot be zero, neither tangent
to the surface of impact. The successors are given by
S = {R(vq) ∈ TQ | vq ∈ B} .
In the case of the bouncing ball always moving perpendicular to the floor, R(vq) = −vq and the
jump is active whenever the height is zero and the velocity points toward the floor. For more
general impacts, the reflection laws must be considered. This example is also described in [15,
Example 1.1] and it is essential to model collisions between bodies, bipedal robots [3, 16].
3.1 Hybrid trajectories
Once the geometric hybrid systems have been introduced, let us describe a solution to the systems.
The hybrid trajectories must carry the information of both the continuous and discrete states. The
hybrid nature might lead to discontinuities in the trajectory.
Definition 3.4. A solution to the geometric hybrid system or hybrid trajectory with initial discrete
mode a and initial condition da ∈ Da = ϕ−1D (a) is a piecewise absolutely continuous curve γ : [0, T ] ⊆
R→ D such that
1. γ(0) = da;
6
2. there exist t0, . . . , tN+1 such that 0 = t0 < t1 < t2 < · · · < tN+1 = T and an associated
sequence a0, . . . , aN with (aj−1, aj) ∈ G for each 1 ≤ j ≤ N ;
3. for each j = 0, . . . , N there exist γj : [tj, tj+1]→ D such that Im γj ⊆ D and ϕD ◦ γj = aj and
d
dt
(τE ◦ γj)(t) = (ρ ◦ γj)(t) for almost every time t ∈ [tj, tj+1]; (5)
4. γ|[tj ,tj+1) = γj and γ(T ) = γN(T );
5. (γj(tj+1), γj+1(tj+1)) ∈ GraphR for each t = 0, . . . , N − 1.
Remark 3.5. The hybrid trajectory γ at each time carries the information of the discrete mode and
the point in D since D fibers onto A. The submanifold D could be identified with the state manifold,
positions and velocities, control bundle, etc, depending on the systems under consideration as shown
in the Examples in Section 2.
Remark 3.6. Condition 4 indicates that the solution to the geometric hybrid system is not nec-
essarily continuous from the left at times where the jump takes place, unless the set–valued jump
map R leads to that. See Example 3.3 where the point in M is fixed, but the velocity changes as a
consequence of the bouncing effect. In that case the trajectory is continuous on M , but not in D.
However, in Example 4.2 the trajectory could be also discontinuous on M .
Remark 3.7. In the given definition discrete transition times are not admitted, that is, the tra-
jectory cannot immediately jump after getting to a new discrete mode, but it will instead have to
temporarily evolve according to the continuous dynamics associated with that new discrete mode.
These discrete transistion times are discussed in [26], but when considering the hybrid trajectory
in Ma only the initial time and the final time in the sequence of the discrete transition times are
considered to take the states. That is why we have decided not to admit the discrete transistion
times in this work.
In the literature of hybrid systems the trajectories often are defined algorithmically [19, 26]. In
the geometric framework we have introduced here and having in mind that the trajectory changes
to a different discrete mode every time it hits B, the algorithm to obtain trajectories includes the
following steps:
1. Starting point: Let d ∈ D such that a = ϕD(d) ∈ A.
2. The trajectory γ evolves in Da as long as it is not in Ba.
3. If γ(t) ∈ Ba, choose d˜ ∈ D, if exists, such that (γ(t), d˜) ∈ GraphR.
(a) If d˜ is not a jump point, that is, it is not in BϕD(d˜), return to 2 by taking d := d˜,
a := ϕD(d˜).
(b) If d˜ is in B, return to 3.
4. If γ(t) ∈ Ba and for any d˜ such that (γ(t), d˜) ∈ GraphR and d˜ /∈ DϕD(d˜), the trajectory
finishes at time t.
Note that if the trajectory never reaches B, it will evolve depending on the imposed conditions
such as fixed final time, end-point conditions, the state constraints, etc, as a simple generalized
dynamical system. After choosing d˜ such that (γ(t), d˜) ∈ GraphR, the trajectory will evolve in
DϕD(d˜) if d˜ is not in BϕD(d˜). As shows the step 4, it could happen that when solving the system (2)
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for the initial point d˜, the inequality constraints are not satisfied. Then a dead end has been reached
and the trajectory cannot continue. For instance,
x˙ = −1 ,
x ≥ 0 ,
x(t0) = 0 .
(6)
Example 3.8. Let us consider the following example from [10, Example 4.1] that consists of a
particle in the plane subjected to constraints on a half-space and moving freely in the other half.
This example can be interpreted as a geometric hybrid system by considering (A = {a, b}, E =
A× TR2,M = A× R2, ρ = id, D,R) where
D = {(a, (x, y, vx, vy)) ∈ E |x ≤ 0}
⋃
{(b, (x, y, vx, vy)) ∈ E |x ≥ 0, vx = vy},
and the jump map is given by
R : B ⇒ D
(a, (0, y, vx, vy)) 7−→

(
b,
(
0, y,
vx + vy
2
,
vx + vy
2
))
if vx + vy ≥ 0,
(b, (0, y, vx, vy)) if vx + vy < 0,
(b, (0, y, vx, vy)) 7−→ (a, (0, y, vx, vy)) .
Thus,
B = {(a, (0, y, vx, vy)) ∈ E}
⋃
{(b, (0, y, vx, vy)) ∈ E}
satisfies Assumption 3.2, though there are velocities that might not lead to any trajectory and
become dead ends because of the dynamics in the two discrete modes as happens in (6).
The map Rab : Ba ⇒ Db is defined by Rab(d) = R(da) such that ϕD(Rab(d)) = b for da in
Ba. Analogously, Rba : Bb ⇒ Da takes the jump points in the discrete mode b to the successors
in the discrete mode a. This hybrid system includes two different dynamics: the discrete mode a
corresponds to the free dynamics and the discrete mode b has a nonholonomic constraint given by
the codistribution spanned by dx− dy.
Let (a, (x0, y0, vx0 , vy0) be the initial condition in D such that x0 < 0 and vx0 > 0. The
motion is first free and there are many different curves (x(t), y(t), vx(t), vy(t)) satisfying the initial
conditions. If the trajectory hits Ba at a time t
∗, that is, x(t∗) = 0, the jump map acts and sends the
trajectory to the discrete mode b with initial condition
(
0, y(t∗),
vx(t
∗) + vy(t∗)
2
,
vx(t
∗) + vy(t∗)
2
)
if vx(t
∗) + vy(t∗) ≥ 0. In other words,
R(a, (0, y(t∗), vx(t∗), vy(t∗))) =
(
b,
(
0, y(t∗),
vx(t
∗) + vy(t∗)
2
,
vx(t
∗) + vy(t∗)
2
))
.
If we start in the discrete mode b with initial condition (x0, y0, vx0 , vx0) such that x0 > 0 and
vx0 < 0, the solution curve is
x(t) = x0 + f(t), y(t) = y0 + f(t)
where f satisfies f(0) = 0 and
d
dt
∣∣∣∣
t=0
f(t) = vx0 . As soon as the trajectory hits Bb at a time t
∗,
that is, x(t∗) = 0, the jump map acts and sends the trajectory to (a, (0, y(t∗), vx(t∗), vx(t∗))). In
other words,
R (b, (0, y(t∗), vx(t∗), vx(t∗))) = (a, (0, y(t∗), vx(t∗), vx(t∗))) .
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Some curves might never change the discrete mode and the trajectory would only evolve accord-
ing to one generalized dynamical system, for instance, if the initial discrete mode is b, (x◦γ)(t) > 0
and
d
dt
(x ◦ γ)(t) > 0 for all t in the domain of γ.
4 Global controllability of geometric hybrid control sys-
tems
An interesting and particular case of the geometric hybrid systems consists of including controls
both in the continuous and the discrete modes. An example of such hybrid control systems is the
motion of an automobile with automatic or manual transmission. More examples can be found
in [19, 20, 26]. Here we restrict our attention to have controls only in the continuous dynamics.
The control set U fibers onto A, so it could be different depending on the discrete mode we are
on. Using the geometric framework in Definition 3.1, a geometric hybrid control system is just a
particular case of a geometric hybrid system as described in Definition 4.1. To emphasize the role
of the controls the global space E corresponds with F × U and fibers onto A.
When working with control systems, controllability is one the properties of great interest because
it guarantees that between any two points on the manifold there exists a trajectory solution of
the system that joins them. Controllability is a hard problem when studying classical control
systems [2], and so is when studying hybrid control systems. However, some results about classical
local controllability have already been extended to hybrid control systems under some fairly strong
assumptions [8, 28]. In this section we provide new contributions to the geometric description of
controllability for geometric hybrid control systems. At first, we obtain some global controllability
tests and finish the novel results with an infinitesimal characterization using the geometry of the
set of jump points and the leaves of each control system involved in the hybrid control one.
Definition 4.1. A geometric hybrid control system (HCS) is a geometric hybrid system associated
with the six-tuple (A,F × U,M, ρ,D,R).
If F = M , then ρ = X : F × U → TM is a vector field on M depending on the controls and
every generalized dynamical system is an nonlinear control system as described in Example 2.2.
However, Definition 4.1 also includes implicit control systems and control systems defined on Lie
algebroids [21], etc.
A hybrid control trajectory is defined in the same way as a hybrid trajectory in Definition 3.4,
but it is given by a curve γ = (σ, u) on D ⊂ F × U .
A HCS is discrete controllable if for any two discrete modes a1 and a2 in A there exists a
sequence of feasible transitions or edges in the directed graph G associated with the system that
goes from a1 to a2. A HCS is controllable if for any two points x and y in the base manifold M
there exists a hybrid control trajectory that joins them. We do not consider controllability on the
entire F . For the mechanical systems such as the ones in Example 2.3, once controls are added
to the picture, controllability on F = TQ implies to build trajectories both on the states and the
velocities as considered in [7].
In a local sense the controllability of a system is related with the topology of the reachable set
from x in M at time T defined as follows:
R(x0, T ) =
x ∈M
∣∣∣∣∣∣
there exist d0 in D such that (τM ◦ ρ)(d0) = x0,
a hybrid control trajectory γ with initial discrete mode ϕM(x0)
and initial condition d0 such that (τM ◦ ρ ◦ γ)(T ) = x .
 (7)
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Note that the initial condition x0 in M already carries the information of the initial discrete mode
given by ϕM(x0) because the manifold M fibers onto A. That restricts the trajectories since we
cannot drift away from x0 by using a discrete mode different from the prefixed one, unless ϕM is
understood as a set–valued map. In such a way, for each x0 in M , ϕM(x0) gives us all the feasible
discrete modes at x0. From now on we consider for simplicity that M is a trivial fiber bundle given
by A×M (with abuse of notation for simplicity) so that the discrete and the continuous states can
be taken separately and we focus only on the reachable points on M .
To characterize accessibility properties for hybrid control systems, it is necessary to define the
reachable set from x0 up to time T :
R(x0,≤ T ) =
⋃
t∈(0,T ]
R(x0, t) .
To define the following notions we consider the relative topology associated with the manifold
where the continuous dynamics takes place. A hybrid control system (HCS) is locally accessible
from x0 in M if there exists a time T > 0 such that R(x0,≤ T ) has a nonempty interior. A HCS
is accessible if it is accessible from every point x0 in M . A HCS is locally controllable (LC) from
x0 in M if there exists a time T > 0 such that x0 lies in the interior of R(x0,≤ T ). In all these
definitions the fact that a point is in M does not impose restrictions on the discrete mode that
belongs to.
As mentioned earlier if the hybrid trajectories are discontinuous in M , then the reachable set
might include several disconnected subsets that could even be in different manifolds. Some of
the subsets could have empty interior, but as long as there is a time so that one of them does
not have empty interior, the system will be, for instance, locally accesible. In those cases the
notion of neighborhood of a jump point or a successor should be conveniently adapted by using the
corresponding relative topology. Some infinitessimal results for accessibility and controllability are
given at the end of this Section.
To have a better idea about how the notions of accessibility and controllability differ from the
intuition gained by studying classical control systems, let us consider the following two examples.
Figure 4.2: Two examples of hybrid control trajectories.
Example 4.2. The hybrid control systems in Figure 4.2 have both two discrete modes. The
solutions of the systems at each discrete mode correspond to the lines in the plot that can be
traced in both senses. In both cases, all the control systems are linear in the controls and the
control set contains the zero in the interior. In the example on the left hand-side, the jump takes
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place in the OY –axis from one discrete mode to another and vice versa. If the jump map is not a
set–valued map the systems will not be locally controllable, neither locally accessible because the
reachable set will always have empty interior. It is clear from the picture that the reachable set
has an empty interior. One way to gain controllability consists of defining a set–valued jump map
so that every time the trajectory hits the jump set it can change to any point in the axis, that is,
Rab(0, y, u) = {(0, y˜, u˜) | y˜ ∈ R, u˜ ∈ U}. These points in the graph of R are chosen conveniently
so that the given initial and final points can be joined by a solution to the hybrid control system.
As a result, the system is accessible and global controllable. Note that the trajectory could be
discontinuous on R2. The reachable set from any given point is not disconnected, but reachable
sets for small time could have empty interior. Thus small-time local controllability will not be
satisfied here, see [7] for more details on that notion.
The example on the right hand-side is not controllable, neither accessible, because the trajecto-
ries in one of the discrete modes never intersect the jump set given by the OX–axis. On the other
discrete mode, there is no continuation after arriving at the jump set. Thus, those two modes do
not complement each other well and the hybrid system becomes neither accessible nor controllable.
After providing the first intuition on how the jump map can be key to gain controllability
for hybrid control systems, let us state some specific results. Now it is necessary to distinguish
different cases to be able to provide necessary and/or sufficient conditions for controllability of
HCS. As mentioned earlier, a hybrid system can be represented by a graph with as many vertices
as discrete modes and whose edges are the feasible transitions between two discrete modes. This
graph, denoted by G, is directed because the edges have a direction associated to it. Remember
that a directed graph is strongly connected if it contains a directed path from a1 to a2 for every
pair of vertices a1 and a2. When a directed edge exists in the graph, (a1, a2) ∈ G, it will imply that
the trajectories can make the transition from mode a1 to mode a2.
Proposition 4.3. A Σ is a discrete controllable HCS if and only if the graph is strongly connected.
The proof is straightforward using the definitions of discrete controllability and strongly con-
nected directed graph. For instance, the system in the right-hand side of Figure 4.2 is not discrete
controllable because there is no way to go from one system to another by using admissible trajec-
tories. Hence, that edge does not exist in the graph.
Proposition 4.4. Let Σ be a discrete controllable HCS. If at each discrete mode {a} the gener-
alized dynamical system is controllable, then the geometric hybrid control system (HCS) is global
controllable.
Proof. The assumption of discrete controllability guarantees that for any two discrete modes there
exists a sequence from one to the other and vice versa. If at each discrete mode a the corresponding
continuous control system is controllable, then any two points in Ma can be joined by hybrid control
trajectories, in particular, when one of them is in the set τE(Ba) of jump points. Thus any two
points at different discrete modes are also joined by hybrid control trajectories because we only
have to identify the path of discrete modes that takes us from the initial discrete mode to the final
one. As every generalized dynamical system Σa is controllable, there exists a trajectory that will
take us from the successor points to the next jump point.
Remark 4.5. The inverse statement of Proposition 4.4 is not necessarily true. As shown in
Example 4.2, there are controllable HCS whose generalized dynamical systems are not controllable
by themselves. However, the discrete transitions and jump maps added to them by the hybrid
nature make them controllable.
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Now, we state an algorithmic result to check the controllability of HCS so that any two points
can be joined by hybrid trajectories. From now on we focus on nonlinear hybrid control systems
where F = M and the jump set only impose restrictions in the states and the controls because
B ⊆ M × U . At each discrete mode a there is a control system as the one in Example 2.2 with
ρ(a, xa, ua) = Xa(xa, ua) = X
ua
a (xa), where X
ua
a is a vector field on Ma, that is, X
ua
a ∈ X(Ma) for
every ua ∈ Ua. Let x0 ∈ Ma, all solutions to HCS from x0 in the discrete mode a are given by
concatenations of flows of vector fields on Ma as follows
Lx0 =
{
(φX
ul
a
tl
◦ . . . ◦ φXu1at1 )(x0) | ts ∈ R+, us ∈ Ua, Xusa ∈ X(Ma) for 1 ≤ s ≤ l
}
⊆Ma . (8)
Remember that Ma could be a manifold with corners, etc. This can be defined for each discrete
mode of the HCS. Once the jump has taken place, concatenations of trajectories in the new discrete
mode can be considered as appears in Equation (9).
Theorem 4.6. Let A = {1, . . . , n} and Ba be the set of points of Da ⊆ Ma × Ua where the jumps
from the discrete mode a to another take place. Assume that the HCS is discrete controllable. The
system is global controllable if and only if for every pair of discrete modes a, b in A and for all
points xa in Ma and xb in Mb there exists a sequence of discrete modes (a0 = a, a1, . . . , ak−1, ak =
b) ∈ Ak+1 such that (al, al+1) ∈ G for all l = 0, . . . , k − 1, and a sequence of jumping points
(ya1 , . . . , yak) ∈ Ba0 × · · · ×Bak−1 such that xa ∈ τE(ya), xb ∈ τE(yak+1) = τE(yb):
τE(ya1) ∈ LτE(ya), τE(yal+1) ∈ LτE(Ral al+1 (yal )) =
⋃
y∈Ral al+1 (yal )
LτE(y) , (9)
for all l = 1, . . . , k.
Proof. The statement is an algorithmic description of the necessary and sufficient conditions so that
an admissible trajectory exists between any two given points. The assumptions in the theorem and
equation (9) guarantee that at each discrete mode the next jumping point can be reached starting
from the successors of the previous jumping point. Thus it is possible to algorithmically construct
a solution to HCS joining any two given points under the assumptions in the result.
Theorem 4.6 gives a necessary and sufficient condition for controllability. The conditions guar-
antee the algorithmic construction of trajectories between any two points, but it is an existence
theorem. Thus for every two points the sequence of discrete modes and jumping points must be
explicitly found so that the condition is satisfied. Let us give an example where Theorem 4.6 can
be applied. Note that we must identify all trajectories of HCS to determine the controllability of
the system, what it is not necessarily always feasible.
Example 4.7. Consider the following hybrid control system with three discrete modesA = {1, 2, 3}
described as follows:
• M1 = R2, M2 = R2, M3 = {(x, y) ∈ R2 | x ≥ −2};
• E =
3⋃
a=1
(Ma × R);
• U1 = [−1, 1], U2 = [−1, 1], U3 = [−1, 0];
• Da = Ma × Ua for a = 1, 2, 3;
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• the dynamics is given by
ρ(a, x, y, u) =

(1, x, y, u, 0) if a = 1,
(2, x, y,−uy, ux) if a = 2,
(3, x, y, u, 0) if a = 3.
The jump map is the following one:
R : D ⇒ D
(1, 1, y, u1) ⇒ {(2, 1, y, u2) |u2 ∈ U2}
(2, x, g(x, y, xf , yf ), u2) ⇒ {(3, x, g(x, y, xf , yf ), u3) |u3 ∈ U3}
(3,−2, y, u3) ⇒ {(1,−2, y, u1) |u1 ∈ U1}
where the jump condition from 2 to 3 depends on the jump point (x, y) in M2 and the final point
(xf , yf ) in Mb depends on the function
g(x, y, xf , yf ) =
{
min{√x2 + y2, yf} if y < yf ,
max{−√x2 + y2, yf} if y ≥ yf . (10)
First of all, note that the system is discrete controllable because of the definition of R. Hence,
Theorem 4.6 can be used. In the jumps there is freedom to choose the value of the controls because
the jump map R is a set–valued map. We must choose them conveniently so that the final point
can be reached. Let us construct some hybrid control trajectories of the hybrid control system
under consideration.
Figure 4.3: Possible hybrid trajectories.
The left hand side of Figure 4.3 shows a trajectory from (3, 1) starting with discrete mode 1
to (0.332, 1.697). The right hand side of Figure 4.3 shows a trajectory from (0, 2) starting with
discrete mode 3 to (−1,−2.3). The trajectories in red correspond with the discrete mode 1, the
blue ones with the discrete mode 2, the green ones with the discrete mode 3.
The solutions of the control systems at discrete modes 1 and 3 are horizontal lines. At the
mode 3 the integral curves move towards x = −2 on M3. At the discrete mode 2 the trajectories
with control u and initial point (x¯, y¯) are circles of radius
√
x¯2 + y¯2 and centered at (0, 0). Hence
the first argument in the minimum/maximum function in (10) is constant and equal to the radius.
Note that the trajectories in the discrete mode 2 are the only way to reach any value for the y
coordinate, although more than one transition through the discrete mode 2 might be necessary to
get the final value yf . In the discrete modes 1 and 3 the trajectory always evolves parallel to the
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OX–axis. It is clear from the trajectories associated with the different discrete modes that none
of the discrete modes is controllable by itself but all together make this HCS controllable because
the conditions in Theorem 4.6 are satisfied by construction.
Let us consider some specific cases of hybrid control systems where some transversal notions
are useful to characterize controllability when only two discrete modes exist and one of the systems
is controllable. Associated with the jump map R, we introduce the set–valued map Rab : Ba ⇒ Db
defined by Rab(y) = R(a, y) such that ϕD(R(a, y)) = b for y in Ba. In all the proofs in the sequel
Assumption 3.2 is crucial to guarantee the existence of points to build the hybrid trajectories.
Theorem 4.8. Let Σ be a discrete controllable HCS such that A = {a, b} and G = {(a, b), (b, a)}
and the nonlinear control system at the discrete mode a is controllable. If the following conditions
are satisfied for all ya ∈ Ba ⋃
y∈Rab(ya)
LτE(y) = Mb, (11)
and
LτE(y)
⋂
τE(Bb) 6= ∅ for all y ∈ Db, (12)
then the HCS is controllable.
Proof. Condition (11) guarantees that the set of all trajectories with initial condition a successor
from the discrete mode a covers the whole manifold Mb. Condition (12) guarantees that if it is
necessary to go back to the discrete mode a from b there exists such a trajectory in Mb.
The proof is obtained by construction of the trajectories given any two points x0, xf ∈M . We
need to consider four different cases:
Case 1 If the initial and final conditions are in the discrete mode a, by the hypothesis of control-
lability there is always a trajectory that joins both points within the discrete mode a.
Case 2 If the initial condition x0 is in Ma and the final condition xf is in Mb, we must find a
pair of points (ya, yb) ∈ GraphRab such that the final condition is in LτE(yb). Condition (11)
guarantees that there exists a leaf in Mb starting at τE(yb) and containing the final point.
Assumption 3.2 in the jump map makes possible to find ya such that (ya, yb) ∈ GraphRab.
By the hypothesis of controllability at the mode a, it is always possible to find a path joining
the initial condition and τE(ya). In this case, we do not need such strong conditions of the
jump map. Surjectivity of Rab would have been enough.
Case 3 If the initial condition x0 is in Mb and the final condition xf is in Ma, we must find
a pair of points (yb, ya) ∈ GraphRba such that τE(yb) belongs to the intersection of Lx0 ∩
τE(Bb). Condition (12) guarantees that the intersection is not empty and yb exists because
Assumption 3.2 implies that for any point xb ∈ τE(Bb) there exists yb ∈ Bb such that τE(yb) =
xb. The controllability hypothesis guarantees that there exists a path joining τE(ya) and the
final point. It does not matter the chosen ya because the system is controllable at the discrete
mode a in Ma.
Case 4 If the initial and final conditions are in the discrete mode b, it will be necessary to go
through the discrete mode a to obtain the trajectory. We divide this problem into two
different ones: from the initial condition to a point in the discrete mode a falls into case 3,
from the mode a to the final point falls into case 2.
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Remark 4.9. Theorem 4.8 can be extended to more than two discrete modes for some particular
graphs associated with the HCS. For instance, if the graph contains a tree of height one whose root
is the controllable system. Then conditions (11) and (12) must be satisfied for all the leaves of the
root, see [11] for notions coming from graph theory.
Example 4.10. Consider the following hybrid control system. LetA = {1, 2}, G = {(1, 2), (2, 1)} ⊆
A × A, M1 = R≤0 × R, M2 = R≥0 × R, D1 = {(x, y, w1, w2) |x ≤ 0, w1, w2 ∈ [−1, 1]}, D2 =
{(x, y, u) |x ≥ 0, u ∈ [−1, 1]}. Let ξ ∈ D1 ∪D2,
ρ(ξ) =
{
(1, x, y, w1, w2) if ξ ∈ D1 ,
(2, x, y, u, u) if ξ ∈ D2 .
The jump map is given by:
R : D ⇒ D
(1, 0, y, w1, w2) ⇒ {(2, 0, y˜, u) | y˜ ∈ R , u ∈ [−1, 1]},
(2, 0, y, u) ⇒ {(1, 0, y, u˜, u˜) | u˜ ∈ [−1, 1]} .
Note that at the discrete mode 1 the control system is fully actuated and controllable, whereas at
the discrete mode 2 the control system is single input with the control vector field ∂/∂x+∂/∂y. As
a consequence the admissible velocities of the trajectories in the mode 2 will be always proportional
to that single control vector field. Thus, the jump set is given by B = {(1, 0, y, w1, w2) |w1, w2 ∈
[−1, 1]} ∪ {(2, 0, y, u) |u ∈ [−1, 1]} and it clearly satisfies that the fibers of Ba over Ma have
maximum dimension as required in Assumption 3.2 and used in the cases 2 and 3 of the proof
of the Theorem 4.8. It can be easily proved that conditions (11) and (12) are satisfied for this
example. Thus the HCS is controllable by Theorem 4.8. Note that the hybrid trajectories could
be discontinuous or absolutely continuous, that is, differentiable almost everywhere.
A more general sufficient condition for controllability than the one in Theorem 4.8 is the fol-
lowing one where none of the discrete modes need to be controllable. The proof is once again
algorithmic.
Theorem 4.11. Let Σ be a discrete controllable HCS such that A = {a, b}. Let xa ∈ Ma, denote
by S
Lxa
b the set of successors on Db coming from the nonempty set Ba ∩ τ−1E (Lxa), that is,
S
Lxa
b = Rab
(
Ba ∩ τ−1E (Lxa)
)
,
where Rab : Da ⇒ Db is a set–valued jump map from discrete mode a to mode b. If for every
xa ∈Ma and xb ∈Mb with a 6= b in A there exists y ∈ SLxab such that
xb ∈ LτE(y) , (13)
then the HCS is controllable.
Proof. By construction. It follows a similar reasoning as the proof of Theorem 4.8. If the condi-
tion (13) holds for every xa ∈ Ma and xb ∈ Mb with a 6= b in A, then the cases 2 and 3 in the
proof of Theorem 4.8 are proved. It only remains to study the case 1 and 4, when the initial and
final conditions are in the same discrete mode a. If so, we proceed as in the case 4 by taking an
intermediate point in Mb whenever the points cannot be joined by continuing in the same discrete
mode.
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Even though none of the discrete modes are controllable, the HCS is controllable because the
hypothesis guarantee the construction of a control hybrid trajectory joining any two points xa and
xb .
From a computational perspective it is useful to rewrite the conditions for controllability in
Theorem 4.11 in an infinitesimal way.
Proposition 4.12. Let Σ be a HCS. If τE(Ba) ∩ Lxa 6= ∅ for all the leaves Lxa in the regular
foliation determined by ρ(Da) for every xa ∈Ma, then
TxτE(Ba) + TxLxa = TxMa, ∀ x ∈ τE(Ba) ∩ Lxa , (14)
where Lxa is the leaf of the foliation associated with the control system in the mode a.
Proof. It is necessary some knowledge on theory of foliations [5] and the orbit theorem [18] for
this proof. Regular leaves foliate the manifold Ma in disjoint submanifolds having all the same
dimension. The definition of foliation implies that
⋃
xa∈Ma Lxa = Ma.
Locally, we can assume that the leaves are described by {(xs, xα) |xα = cα} where the number
of s-coordinates corresponds to the dimension of the leaves.
Assuming that the set τE(Ba) is a submanifold, it could be defined by constraints Φ(x
s, xα) =
0 ∈ Rna−dimτE(Ba).
Thus, Lxa ∩ τE(Ba) is described locally by {(xs, cα) |Φ(xs, cα) = 0}. The assumption of the
theorem guarantees that for every cα there exist xs such that Φ(xs, cα) = 0. Considering xs as a
function of cα we can differentiate the constraints with respect to cα:
∂Φ
∂xα
(xs(cα), cα) =
∂Φ
∂xs
(xs(cα), cα)
∂xs
∂xα
(cα) +
∂Φ
∂xα
(xs(cα), cα) = 0 .
As TxτE(Ba) = kerDΦ(x), at the intersection points
TxτE(Ba) = span
{
∂
∂xα
+
∂xs
∂xα
∂
∂xs
}
.
Moreover,
TxLxa = span
{
∂
∂xs
}
.
We can conclude the sum of the above tangent spaces spans the whole tangent space of Ma.
It is crucial that the assumption is satisfied for all xa ∈Ma so that τE(Ba) meets all the leaves
and
TxτE(Ba) + TxLxa = TxMa, ∀ x ∈ τE(Ba) ∩ Lxa .
The reasoning still works if not all the leaves have the same dimension, but to simplify the local
proof we assume that the foliation is regular.
Note that the submanifolds τE(Ba) and Lxa are not necessarily transversal in the usual sense
since the intersection of the tangent spaces could be nonempty.
Example 4.2 contains one case where the assumption in Proposition 4.12 is satisfied, and
hence (14) follows. However, in the left-hand example in Figure 4.2 depending on how the jump
map is defined the HCS will be controllable or not. The right-hand example in Figure 4.2 has
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one discrete mode where the assumption in Proposition 4.12 is not satisfied and the property (14)
cannot be written because the intersection is empty.
Theorems 4.8 and 4.11 have shown that to obtain some global controllability results is necessary
some extra conditions to guarantee that after the jump is possible to find a suitable leave to connect
any two points in M . Proposition 4.12 guarantees that from any discrete mode it is always possible
to jump to a different discrete mode, if necessary. This result is valid for any number of discrete
modes, not only for two modes as in the previous results.
Theorem 4.13. Let Σ be a discrete controllable HCS with strongly connected graph G. If for every
(a, b) ∈ G
τE(Ba) ∩ Lxa 6= ∅ for every xa ∈Ma, (15)
Txb(τE(Rab(ya))) + TxbLxb = TxbMb for every ya ∈ Ba and xb ∈ τE(Rab(ya)), (16)
then Σ is global controllable.
Proof. It is important that the set τE(Rab(ya)) does not only contain one point, otherwise the
tangent space is not defined. Here it is highlighted once again the need of the jump map to be a
set–valued map so that controllability could be gained. As in the proofs of Theorems 4.8 and 4.11
we consider the different cases to prove global controllability.
Case 1 Take xa in Ma and xb in Mb with a 6= b. As the system Σ is discrete controllable, there
exists a sequence of discrete modes that will take us from a to b. At every discrete mode
condition (15) guarantees that from any starting point the jump set is reached. Condition (16)
guarantees that the hybrid control trajectory continues onto the new discrete mode. Thus, it
is possible to construct a hybrid control trajectory from xa to xb.
Case 2 Take two points in the same discrete mode, xa and x˜a. We consider an intermediate point
xb at a different discrete mode, b 6= a, that can be reached because of Case 1. Thus, there
exists a hybrid control trajectory from xa to xb and from xb to x˜a. In some cases it might not
be necessary to jump to a different discrete mode if the systems Σa is controllable as happens
in Theorem 4.8.
The controllable case in Example 4.2 whose leaves are plotted in Figure 4.2 can be established
using Theorem 4.13. Note that Theorem 4.13 contains a less restrictive condition for controllability
than the one stated in Theorem 4.6 where all the leaves arising from one discrete mode must
intersect with all the leaves in the following discrete mode.
In the classical control literature it is well-known the infinitesimal characterization of control-
lability in terms of brackets of vector fields associated with the control-linear systems [22]. These
results are derived from Chow-Rashevsky theorem [9] that states that a control-linear system is
locally controllable if the involutive closure of the input vector fields spans the entire tangent space
of the state manifold at every point, as long as the zero control is in the interior of the control set.
Similarly, a control-affine system is locally controllable if the involutive closure of the drift vector
field and the input vector fields spans the entire tangent space of the state manifold at every point
and any possible obstruction to controllability is cancelled by some vector fields in the involutive
closure [7].
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Some effort to extend these results to hybrid control systems has been made in the literature,
but strong assumptions such as the jump set is the entire manifold are needed to prove those
results, see [8]. These assumptions make the conditions (15) and (16) in Theorem 4.13 always true.
Hence, the jump map does not play any role in deciding the controllability of the HCS. The results
developed in this paper show how the geometry of the set of jump points has a crucial role in the
controllability of the hybrid control systems.
If the nonlinear control systems at each discrete mode are control-linear systems or control-affine
systems, the conditions (15) and (16) in Theorem 4.13 can be rewritten infinitesimally using the
well-known Orbit Theorem [25]. We close this section by taking a control-affine system at each
discrete mode:
x˙a = X0a(xa)+u
saXsa(xa), xa ∈Ma, (u1, . . . , uka) ∈ Ua, 1 ≤ sa ≤ ka ≤ na = dimMa, a ∈ A .
The control system can be described by the following affine distribution
Ca = X0a + span {X1a , . . . , Xka} .
These systems are called hybrid control affine systems (HCAS). The leaves obtained from C are
defined as in (8).
According to the notation in Section 3, Da = Ma × Ua and ρa : Ma × Ua −→ TMa,
ρa(xa, u
1, . . . , uka) = (xa, X0a(xa) + u
saXsa(xa)).
Observe that in our particular case ρa(Da) = Ca if 0 is in the interior of every control set Ua.
The jump map of the HCS must satisfy Assumption 3.2.
Remark 4.14. Assume that the drift vector field vanishes identically so that the HCAS is control-
linear. Let Lie(∞)(C) be the smallest Lie subalgebra of X(M) containing C, that is,
Lie(∞)(C) = span {[Xl, [Xl−1, . . . [X2, X1] . . .]] with l ∈ N\{0}, X1, . . . , Xl ∈ X(M),
Xs(x) ∈ Cx, x ∈M for all 1 ≤ s ≤ l} .
As Lie(∞)(C) is an involutive distribution, by Frobenius’ Theorem the maximal integral manifolds
define a generalized foliation L of M . The notion of “generalized” means that the maximal integral
manifolds could have different dimension depending on the point.
Whenever Lie(∞)(Ca) is a locally finitely generated submodule of vector fields, the Orbit Theorem
guarantees that
Lie(∞)(Ca)x = TxLxa
for every x in Ma [18]. The equality also holds in the analytic case. Under those assumptions,
the conditions (15) and (16) can be checked respectively in an infinitesimal way by computing Lie
brackets as stated in the following result.
Corollary 4.15. Let Σ be a discrete controllable HCAS with strongly connected graph G. If for
every (a, b) ∈ G,
TxτE(Ba) + Lie
(∞)
x (C) = TxMa for every x ∈ τE(Ba) ∩ Lxa ,
TxbτE(Rab(ya)) + Lie
(∞)
xb
(C) = TxbMb for every xb ∈ τE(Rab(ya)) ,
then Σ is locally accessible.
This result can be extended to sufficient conditions for local controllability if the obstructions
to controllability are neutralized similarly as written in [8].
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4.1 Example
We consider an example here to illustrate the result in Theorem 4.13. Let us consider a submarine
under the sea or a sea water animal that depending on the depth can only move in one direction
because of the tides. To simplify the model, we only consider that the submarine can move vertically
and horizontally, but it can be easily extended to the real three–dimensional space. This model has
two modes, one allows to move to the right at a particular depth and the other one allows to move
to the left, as shown in Figure 4.4. At two particular positions of the OX–axis the submarine can
“instantaneously” goes up and down as much as necessary.
Figure 4.4: Setting of the geometric hybrid control system.
Formally speaking, the geometric hybrid control system is given by the six–tuple ({1, 2},M ×
U,M, ρ,D,R), where
• M1 = {(x, y) ∈ R2 | k1 ≤ x ≤ k2, y > h1} for fixed numbers h1, k1, k2 ∈ R and U1 = R>0
only includes strictly positive numbers;
• M2 = {(x, y) ∈ R2 | k1 ≤ x ≤ k2, y ≤ h1} for fixed numbers h1, k1, k2 ∈ R and U2 = R<0
only includes negative numbers;
• ρ1(x, y, u) = (x, y, u, 0) and ρ2(x, y, u) = (x, y, u, 0);
• D = (M1 × U1) ∪ (M2 × U2);
• The jump map is given by:
R : D ⇒ D
(1, k2, y
−, u−) ⇒ {(2, k2, y+, u+) | (k2, y+, u+) ∈M2 × U2 , y+ ≤ h1},
(2, k1, y
−, u−) ⇒ {(1, k1, y+, u+) | (k1, y+, u+) ∈M1 × U1 , y+ > h1} .
The control systems for both states are single-input linear control system on a configuration
manifold of dimension 2. The two systems independently are clearly not accessible, neither con-
trollable. However, as a geometric hybrid control system it satisfies the conditions in Theorem 4.13
because the tangent space of the leaves at jump points is ∂/∂x and the tangent space of the jump
set is given by ∂/∂y.
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It can be checked that the global controballity is obtained by using in particular the following
jump map from any initial condition to the final condition (xf , yf ):
R(a, k2, y, u) =

(1, k2, yf ,−u) if xf ∈M1 and (k2, y) ∈M2,
(2, k2, h1,−u) if xf ∈M1 and (k2, y) ∈M1,
(1, k2, h1 + |y|,−u) if xf ∈M2 and (k2, y) ∈M2,
(2, k2, yf ,−u) if xf ∈M2 and (k2, y) ∈M1.
5 Future work
We have introduced a new characterization to gain controllability for hybrid control systems by
exploiting the geometry of the jump sets. No similar results are known in the literature to our
best knowledge. As appears along the paper, the hybrid nature of the system adds a complicate
caseload. The geometric study of the trajectories of hybrid control systems developed here sets the
foundations to construct geometric integration methods for hybrid control systems. Some attempts
to construct geometric integration relies on introducing a discretization of the time interval called
hybrid time interval. Thus it is the time and not the states that determines when to change to
another discrete mode [13, 12]. There is a clear difficulty if the states are discretized because the
constraints of the jump set could not be satisfied precisely. All that will be part of the future
research lines to follow.
Acknowledgements
The authors have been partially supported by Ministerio de Economı´a y Competitividad (MINECO,
Spain) under grant MTM 2015-64166-C2-2P. MBL and DMdD acknowledge financial support from
the Spanish Ministerio de Economı´a y Competitividad , through the research grants MTM2013-
42870-P, MTM2016-76702-P and “Severo Ochoa Programme for Centres of Excellence” in R&D
(SEV-2015-0554). MBL has been financially supported by “Programa propio de I+D+I de la
Universidad Polite´cnica de Madrid: Ayudas dirigidas a jo´venes investigadores doctores para for-
talecer sus planes de investigacio´n”. JC and SM have been financially supported by AFOSR
Award FA9550-15-1-0108 and AFOSR Award FA9550-18-1-0158, respectively. MCML acknowl-
edges the financial support from the Spanish Ministerio de Economı´a y Competitividad project
MTM2014–54855–P, the Spanish Ministerio de Ciencia Innovacio´n y Universidades project PGC2018-
098265-B-C33 and from the Catalan Government project 2017–SGR–932.
A Classical notion of a hybrid system
We define here the most classical notion of hybrid systems that can be found in the literature [19, 26]
to make clear that the geometric framework introduced in this paper also includes the classical
notions.
Definition A.1. A hybrid system is a six-tuple (A,M, F, E,Guard,Reset) where
• A is a finite set of discrete modes. They are the vertices of a graph and are usually natural
numbers, that is, A ⊆ N.
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• M is an n-dimensional manifold. It is the continuous state space of the hybrid system in
which the continuous state variables x take their values. There is a mapping Dom: A⇒M
called domain such that it assigns to each discrete mode the set Dom(a) ⊆ M where the
continuous variables take values.
• F is a mapping F : A×M→ TM that assigns to each discrete mode a in A a vector field Fa
to determine the dynamics of the continuous state. More generally, it could be a mapping that
assigns to each discrete mode a set of differential algebraic equations relating the continuous
state variables with their time-derivatives.
• E ⊆ A× A is a finite set of edges called transitions which determine the possible switchings
between discrete modes.
• Guard: E ⇒M is a set–valued map that assigns to each edge (a, b) the subset Guard(a, b)
of M where the continuous state variable must be to jump from the discrete mode a to b.
• Reset : E ×M ⇒M is a set–valued map that assigns to each edge (a, b) and a point x in
Guard(a, b) the set of points where the continuous state x jumps to.
The arrow ⇒ in the maps Guard and Reset indicates that these maps are set–valued. All the
above elements can be summarized in a graph where the vertices are the discrete modes, the edges
are the transitions between discrete modes. At each vertex a in A the continuous state variable takes
values in Dom(a). The edge (a, b) is only active if the continuous state variable lies in Guard(a, b).
From a point x in Guard(a, b) the edge (a, b) takes the point x to a point in Reset(a, b, x).
All the elements in this classical definition are included in the geometric definition of hybrid
systems given in Section 3 because Guard(a, b) = DomRab and Reset(a, b, ·) = Rab.
A.1 Geometric hybrid systems
According to [14, 15] the classical definition of a hybrid system (HS) on Rn can be reduced to a
tuple (C,F,B,G) where F : C ⊆ Rn ⇒ Rn is a set–valued map defining a differential inclusion
x˙ ∈ F (x), x ∈ C,
and G : B ⊆ Rn ⇒ Rn is a set–valued map defining a set–valued discrete-time systems
x+ ∈ G(x), x ∈ B.
Here x+ denotes the point where the continuous state variable jumps to. Instead of having set–
valued maps, we could just have maps F and G to define
• the flow condition: x˙ = F (x),
• the jump condition: x+ = G(x).
In this description the discrete modes are not identified. In the following definition of hybrid
systems on manifolds the discrete modes at each moment are obtained by means of a projection.
Definition A.2. A hybrid system (HS) on a global space X is a six-tuple (X,A,C, F,B,G) where
• A is a finite set of discrete modes and it is a subset of N,
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• C and B are subsets of X;
• piC : C → A is a fibration onto the discrete modes such that for each a in A, Ca is a differen-
tiable manifold of X;
• piB : B → A is a fibration onto the discrete modes such that for each a in A, Ba is a differen-
tiable manifold of X;
• F : C → TC is a map such that for each a in A, Fa : Ca → TCa is a vector field on Ca;
• G : B → X is a jump map.
Note that Ca and Ba could be differentiable manifolds with corners, boundaries, etc.
Hence, we could think of C as A×M where A corresponds to the discrete modes and M is the
manifold where the continuous states evolve. The jump map could be defined from B to B ∪ C.
However, by considering X instead of B ∪ C we accept that the trajectory might suddenly stop
because it has jumped to an isolated point where nor the flow condition neither the jump condition
can be applied.
Definition A.1 can be rewritten using the elements in Definition A.2 because it is only necessary
to take:
• Ca = Dom(a), C =
⋃
a∈A{a} ×Dom(a),
• Ba =
⋃
a′ s.t. (a,a′)∈E Guard(a, a
′), B =
⋃
a∈A{a} ×Ba,
• G(a, x) = ⋃a′ s.t. x∈Guard(a,a′)(a′,Reset(a, a′, x)).
Note that G could be a set–valued map as considered in [14, 15].
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