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Abstract
Lattice networks with dissipative interactions are often employed to analyze materials with
discrete micro- or meso-structures, or for a description of heterogeneous materials which can
be modelled discretely. They are, however, computationally prohibitive for engineering-scale
applications. The (variational) QuasiContinuum (QC) method is a concurrent multiscale
approach that reduces their computational cost by fully resolving the (dissipative) lattice
network in small regions of interest while coarsening elsewhere. When applied to damageable
lattices, moving crack tips can be captured by adaptive mesh refinement schemes, whereas
fully-resolved trails in crack wakes can be removed by mesh coarsening. In order to address
crack propagation efficiently and accurately, we develop in this contribution the necessary
generalizations of the variational QC methodology. First, a suitable definition of crack
paths in discrete systems is introduced, which allows for their geometrical representation
in terms of the signed distance function. Second, special function enrichments based on
the partition of unity concept are adopted, in order to capture kinematics in the wakes
of crack tips. Third, a summation rule that reflects the adopted enrichment functions with
sufficient degree of accuracy is developed. Finally, as our standpoint is variational, we discuss
implications of the mesh refinement and coarsening from an energy-consistency point of view.
All theoretical considerations are demonstrated using two numerical examples for which the
resulting reaction forces, energy evolutions, and crack paths are compared to those of the
direct numerical simulations.
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1. Introduction
The mechanical response of materials with discrete micro- or meso-structures such as 3D-
printed structures, woven textiles, paper, or foams can be modelled with dissipative lattice
networks, cf. e.g. Ridruejo et al. (2010); Liu et al. (2010); Kulachenko and Uesaka (2012);
Beex et al. (2013); Bosco et al. (2015a,b). The main advantage of these models consists in
their conceptual simplicity, because lattice springs or beams can be identified as individual
fibres or yarns of the underlying structure. Therefore, material parameters such as Young’s
or hardening moduli, and constitutive damage or plasticity laws can be determined in a
relatively straightforward manner. Furthermore, lattice networks incorporate large deforma-
tions and yarn reorientations rather easily compared to phenomenological continuum models,
see e.g. Peng and Cao (2005). For heterogeneous cohesive-frictional materials such as con-
crete, lattice networks are capable of capturing distributed microcracking, the heterogeneity
at the microscale, and size effects; applications and further discussions can be found, e.g.,
in Schlangen and van Mier (1992); Cusatis et al. (2006); Grassl and Jira´sek (2010); Elia´sˇ
et al. (2015).
The main drawback of lattice structures is their considerable computational cost—which
may well be prohibitive for engineering applications, in which the lattice spacing is generally
several orders of magnitude smaller than the problem size. Ergo, multiscale, or reduced-order
modelling methods are required to tackle realistic applications.
A reduced-order modelling method with a concurrent multiscale character is the Qua-
siContinuum (QC) method. It was originally designed for conservative atomistic systems
at the nano-scale level, see Tadmor et al. (1996) for its initial formulation and Curtin and
Miller (2003); Miller and Tadmor (2002, 2009); Iyer and Gavini (2011); Luskin and Ortner
(2013) for various extensions. This approach was further generalized to tackle materials at
the meso-scale level by introducing dissipation along with internal variables in a virtual-
power-based format by Beex et al. (2014c,d) and in a variational format by Rokosˇ et al.
(2016, 2017). In its essence, the QC methodology resolves the underlying lattice only in
small regions of interest, whereas it coarsens it elsewhere. This results in a considerable
reduction of the number of Degrees Of Freedom (DOFs), internal variables, and effort to
construct the governing equations.
The problem of interest in this contribution is the combination of the QC method and
crack propagation in damageable lattice structures, as depicted in Fig. 1. Because most of
the dissipation and fibre reorientation occurs near the crack tip, this region must be fully
resolved. To this end, a mesh indicator that follows the evolution of the crack tip needs to be
provided. Such an approach typically leaves a trail of the fully resolved region in the wake
of the crack, cf. Rokosˇ et al. (2017). It may be clear that, apart from allowing the crack to
open up, these fully resolved regions do not contribute to the overall physics and accuracy.
It is therefore desirable to coarsen them. However, this coarsening should take into account
the effect which the crack has on the local, coarse-scale kinematics of the problem—i.e. it
should allow an arbitrary amount of crack opening without any mechanical resistance.
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Figure 1: Sketch of a crack propagating in a damageable lattice using an adaptive QC method that only
includes mesh refinement. The lattice at the crack tip is fully resolved because large fibre deformations
and dissipation occur there. Elsewhere, the displacements are locally homogeneous and no damage occurs,
allowing for efficient coarsening and large elements.
The aim of this contribution is to develop an extended version of the variational QC
methodology, building thereby an efficient approach to model ”strong discontinuities” in
discrete systems with fully-nonlocal representations. This is possible because the damage
in the crack wake is highly localized, and can be treated as a ”discontinuity”, although the
system itself is fully discrete. One can introduce, therefore, techniques known from the Ex-
tended Finite Element Method (XFEM), (Belytschko and Black, 1999; Moe¨s et al., 1999), or
Generalized Finite Element Method (GFEM), (Strouboulis et al., 2000a,b), that rely on the
Partition of Unity (PU) concept (Melenk and Babusˇka, 1996; Babusˇka and Melenk, 1997). In
particular, the space of interpolation functions is enriched to include jumps in the kinematics
as well as in the internal variables. Such an enrichment requires the development of several
theoretical concepts and generalizations to our previous adaptive version of the variational
QC methodology Rokosˇ et al. (2017), which was designed for materials with a higher de-
gree of distributed cracking where effective coarsening is not possible. First, an appropriate
geometric definition of crack path, identified through the state variable of a lattice system,
is required. Second, cracks are geometrically described in terms of the level set function,
which in turn provides the means to build special enrichments capturing the kinematics in
the wakes of cracks. In order to sample the incremental energy of the system accurately, a
suitable summation rule needs to be provided. Finally, to obtain energy-consistent solutions,
certain energy quantities must be treated in a special way due to the coarsening. As will
be explained below, and demonstrated in the examples section, the developed methodology
offers an accurate yet efficient framework to model cracks in damageable lattices. In what
follows, this approach will be referred to as the eXtended QC (in analogy to continuum
systems), or X-QC for short.
Several previous works have focused on generalizations of the QC methodology incorpo-
rating XFEM-type of enrichments as well, cf. Gracie and Belytschko (2009); Aubertin et al.
(2009, 2010); Talebi et al. (2013). Nevertheless, these works mainly dealt with conservative
atomistic lattice models within the scope of molecular dynamics and the bridging domain
method (concurrent coupling between the atomistic and continuum regions). In contrast to
these previous works, this contribution focuses on dissipative QC methodologies, specifically
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designed for dissipative structural lattice networks at the meso-scale level. Moreover, our
approach relies on the fully non-local formulation, meaning that no continuum is used and
that the developed framework is fully discrete.
The paper is organized as follows. In Section 2, we briefly recall the theory of rate-
independent systems on which the variational QC is built. For simplicity, only time-discrete
versions of all equations are provided. Having specified the theoretical background, we
can introduce the model at hand, its geometry, state variables, and energies driving the
evolution. For simplicity, our considerations are confined to 2D, although entire framework
extends to 3D as well. The main developments of this contribution, i.e. the interpolation and
summation QC steps revisited from the point of view of lattice structures with propagating
cracks, are discussed in Section 3. In particular, the enrichment functions together with the
required changes in the summation rule are introduced in detail. The numerical solution of
the resulting governing equations is not discussed as it can be found elsewhere, cf. Rokosˇ
et al. (2017), Section 4. Instead, we directly proceed to examples in Section 4, where the
additional efficiency of the proposed methodology is demonstrated. The results show that
the X-QC approach allows one to reduce the number of DOFs to approximately 25 – 75 % of
that of an adaptive QC, with no significant increase in error. The number of DOFs reduces to
1 – 15 % of that of the Direct Numerical Simulations (DNS). The corresponding computing
times are reduced by a factor of 4 – 20, depending on the particular example. The paper
closes with a summary and conclusions in Section 5.
2. Variational Formulation of Lattice Networks with Localized Damage
In this section, the basic principles of the variational formulation of rate-independent sys-
tems in the context of lattice networks are recalled. For the sake of brevity, we limit ourselves
to the time-discrete setting; the general theory is discussed in Mielke and Roub´ıcˇek (2015),
whereas applications to continuous systems can be found, e.g., in Mu¨hlhaus and Aifantis
(1991); Han and Reddy (1995); Bourdin et al. (2000); Mielke et al. (2002); Mielke (2003);
Bourdin (2007); Bourdin et al. (2008); Burke et al. (2010); Pham et al. (2011); Hofacker and
Miehe (2012); Jira´sek and Zeman (2015); Mesgarnejad et al. (2015). Applications to lattice
networks and QC are presented in Rokosˇ et al. (2016, 2017) for isotropic hardening plasticity
and localized damage, respectively.
2.1. General Considerations
An admissible configuration of a rate-independent system of interest is specified by a
state variable q̂ = (r̂, ẑ), where r̂ stores the kinematic variables and ẑ the internal variables.
All admissible configurations are specified by the state space Q = R ×Z , r̂ ∈ R, ẑ ∈ Z ,
which incorporates, e.g., prescribed displacements or constraints on damage variables.
The energetic solution q is determined using the following incremental minimization
problem at time tk
q(tk) ∈ arg min
q̂∈Q
Πk(q̂; q(tk−1)), k = 1, . . . , nT , (IP)
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with an initial condition q(0) = q0, where 0 = t0 < t1 < · · · < tnT = T describes a discrete
time horizon [0, T ], Πk denotes an incremental energy of the form
Πk(q̂; q(tk−1)) = E(tk, q̂) +D(ẑ, z(tk−1)), (IE)
and the inclusion sign ∈ indicates that the potential Πk is in general nonsmooth or may have
multiple minima. The incremental energy consists of the potential (Gibbs type) energy E :
[0, T ]×Q → R, and the dissipation distance D : Z ×Z → R+ ∪ {+∞}.
The dissipation distance D(z2, z1) measures the minimum dissipation by a continuous
transition between two consecutive states z1 and z2; for further details see Mielke and
Roub´ıcˇek (2015), Section 3.2. The potential energy reads
E(tk, q̂) = V(q̂)− fText(tk)r̂, (1)
where V : Q → R is the internal free energy, f ext : [0, T ]→ R∗ represents the column matrix
with external loads, and R∗ is the space dual to R.
Each time the minimization problem (IP) is solved in this contribution, a local minimum
that satisfies the energy balance
V(q(tk)) + VarD(q; 0, tk) = V(q(0)) +Wext(q; 0, tk), k = 1, . . . , nT , (E)
is searched. The energy balance (E) equates the internally stored energy plus the dissipated
energy
VarD(q; 0, tk) =
k∑
l=1
D(z(tl), z(tl−1)) (2)
with the work performed by the external forces
Wext(q; 0, tk) =
k∑
l=1
1
2
[f(tl) + f(tl−1)]T[r(tl)− r(tl−1)]. (3)
In Eqs. (E), (2), and (3), the symbol (q; 0, tk) indicates the dependence on q(tl) for l =
0, . . . , k.
2.2. Geometry and State Variables
In this section, we briefly specify the geometry, underlying lattice, and the kinematic as
well as the internal variables. In what follows, lattice nodes or particles will be referred to as
”atoms”, in order to be consistent with the original QC terminology developed for atomistic
systems.
First, the reader is referred to Fig. 2, where a sketch of the kinematic as well as inter-
nal variables is presented. As indicated, we assume an X-braced lattice with the nearest-
neighbour interactions. The original location vector of atom α is denoted as rα0 ∈ R2.
For all nato atoms (collected in an index set Nato), they are stored in the column r0 =
[r10, . . . , r
nato
0 ]
T, r0 ∈ R2nato . By analogy, the current location vectors rα(tk) ∈ R2 are stored
in r(tk) = [r
1(tk), . . . , r
nato(tk)]
T.
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Figure 2: Sketch of system configurations and kinematic as well as internal variables.
The entire system contains nint interactions stored in an index set Nint. Each interac-
tion αβ ∈ Nint that connects atoms α and β is of the length
rαβ(tk) = ||rβ(tk)− rα(tk)||2, αβ = 1, . . . , nint, (4)
where || • ||2 denotes the Euclidean norm.
For damaging interactions, cf. Fig. 2b, the only internal variable is the damage vari-
able ω(tk) ∈ [0, 1]. All of these damage variables are stored in the column z(tk), which is
hence of length nint.
2.3. Definition of Energies
The internal energy associated with damaging lattices reads
V(r̂, ẑ) = 1
2
∑
α,β∈Bα
[
(1− ω̂αβ)φαβ(r̂αβ+ ) + φαβ(r̂αβ− )
]
, (5)
where Bα ⊆ Nato denotes the set of the nearest neighbours associated with atom α. The
elastic energy of a bond φαβ is reduced by the damage variable ω only if the bond is loaded
in tension to better reflect physical behaviour of damageable materials. In Eq. (5), we have
introduced r̂αβ+ = max(r̂
αβ, rαβ0 ), r̂
αβ
− = min(r̂
αβ, rαβ0 ), and assumed φ
αβ(rαβ0 ) = 0.
The dissipation distance for bond αβ for two consecutive states ẑ1 and ẑ2 is defined as
Dαβ(ẑ2, ẑ1) =
{
Dαβ(ω̂αβ2 )−Dαβ(ω̂αβ1 ) if ω̂αβ2 ≥ ω̂αβ1
+∞ otherwise, αβ ∈ Nint, (6)
and the total dissipation distance is specified as
D(ẑ2, ẑ1) = 1
2
∑
α,β∈Bα
Dαβ(ẑ2, ẑ1). (7)
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In definition (6), Dαβ(ωαβ) is the energy dissipation of a single bond during a unidirectional
damage process up to a damage level ωαβ. This function therefore increases from Dαβ(0) = 0
to Dαβ(1) = gf,∞, where gf,∞ is the energy dissipated at complete failure.
The incremental interaction energy, pikαβ, and incremental site energy, pi
k
α, then read:
pikαβ(q̂; q(tk−1)) = (1− ω̂αβ)φαβ(r̂αβ+ ) + φαβ(r̂αβ− ) +Dαβ(ω̂αβ, ωαβ(tk−1)), αβ = 1, . . . , nint,
(8a)
pikα(q̂; q(tk−1)) =
1
2
∑
β∈Bα
pikαβ(q̂, q(tk−1)), α = 1, . . . , nato. (8b)
3. Variational Quasicontinuum Methodology with Refinement and Coarsening
In this section we specify the two steps of the standard QC methodology, interpolation
and summation, as well as additional procedures that must be adopted to extend it to an
efficient description for localized damage. We start with a geometric crack description for
lattice systems in Section 3.1, proceeding to the interpolation step in Section 3.2, where the
standard framework as well as the mesh refinement and the mesh coarsening are treated. The
first part closes with the description of the enrichment functions. The second part is devoted
to summation, starting with the standard framework in Section 3.3, which is later extended
to incorporate also the enrichment functions. Finally, the complete X-QC procedure is
summarized in Section 3.4 in terms of a general algorithm, and energy implications are
discussed in Section 3.5 in order to allow for proper verification of the energy equality (E).
3.1. Description of a Crack
In what follows, a crack is defined as an ordered set of points collected in a set C, cf.
also Fries and Baydoun (2012):
If ωαβ ≥ η then 1
2
(rα0 + r
β
0 ) ∈ C, and α, β ∈ Ncw. (9)
The setNcw collects all crack wake atoms, whereas C stores the midpoints of all fully damaged
bonds. Upon ordering, the set C defines an oriented polygon ΓC(s) (a curve parametrized
by a curvilinear coordinate s) geometrically representing the crack. The threshold η ∈ (0, 1)
should be close enough to 1, e.g. η = 0.95. Naturally, any duplicates in (9) are eliminated,
and the ordering may be implemented in various ways, e.g. by sorting the points in C with
respect to their x-coordinates.1
1Note that in the case of extensive distributed cracking, definition (9) may not be sufficient and the X-QC
presented here cannot be employed. In those cases, it is reasonable to fully resolve such regions according
to the strategy presented in Rokosˇ et al. (2017).
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Figure 3: Representation of an existing crack in a discrete lattice network. Damaged bonds (for which ωαβ ≥
η, cf. definition (9)) are depicted by red lines (other interactions are omitted for clarity) and set C is depicted
using green dots. The signed distance function ψ is represented by contour lines, and the crack polygon ΓC
is presented as a green line. Atom sites are shown as black dots.
For future use, it is convenient to introduce the signed distance function ψ, cf. e.g. Fries
and Belytschko (2010), Section 3. Its definition reads
cα = arg min
ĉ∈ΓC
||rα0 − ĉ||,
ψ(rα0 ) = ||rα0 − cα|| · sign(nTcα(rα0 − cα)),
α ∈ Nato, (10)
where ncα denotes the column storing the unit normal to the crack ΓC at the closest point c
α.
For instance, ncα can be defined such that tcα × ncα = ez, where tcα is the unit tangent
vector to ΓC at c
α, and ez is the unit basis vector pointing in the z-direction of the adopted
coordinate system. If cα is situated at a kink of ΓC , entire cone of normals must be consid-
ered; then, the sign of ψ(rα0 ) is positive if the vector r
α
0 − cα belongs to the cone of normals
and negative otherwise. The function ψ is therefore positive on one side of the crack and
negative on the other. Because the crack tip is always located inside the fully refined region,
no second level set function is required to describe the crack tip, cf. Fries and Belytschko
(2010), Section 3.2. For a pictorial representation of the introduced quantities see Fig. 3.
Within the X-QC framework, crack path bifurcations are included automatically as a
result of the full refinement in the process zone. Subsequent coarsening in the wakes of
cracks through special function enrichments would require further development. Because
crack branching designed for continuous systems is rather technical, see e.g. Daux et al.
(2000), one can expect a similar degree of technical complexity also for discrete systems.
These kinds of generalizations lie outside the scope of the current manuscript and are left
as possible future challenges. Only isolated cracks are treated in the remainder of this
manuscript.
3.2. Interpolation
In the four following subsections, the interpolation step of the QC method and its effect
on the incremental energy of the full system (Πk in (IE)) are detailed.
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3.2.1. General Framework
Interpolation introduces to the minimization problem (IP) the following equality con-
straints:
r̂ = Φĝ, for ĝ ∈ G (tk), (11)
where ĝ denotes a column of generalized DOFs located in a kinematically constrained sub-
space G (tk) of the fully dimensional space R(tk).
After substitution of Eq. (11), the incremental energy (IE) becomes a function of ĝ, i.e.
Πk(r̂, ẑ; r(tk−1), z(tk−1)) = Πk(Φĝ, ẑ; Φg(tk−1), z(tk−1)), (12)
which can be minimized over the linear subspace G (tk). This reduces the computational
effort if dim(G (tk)) dim(R(tk)).
In QC approaches, the generalised DOFs ĝ are chosen as the DOFs of a small set of
atoms, the so-called repatoms. Usually, repatoms are chosen as nodes of a mesh T that
triangulates the domain Ω0, and the interpolation is implemented via piecewise affine (P1)
FE shape functions constructed between the repatoms. Consequently, Φ contains standard
FEM shape function evaluations at all atom positions, cf. e.g. Tadmor and Miller (2011).
Note that higher-order polynomial approximations inside elements can be adopted as well,
see e.g. Beex et al. (2014a), Yang and To (2015), or Beex et al. (2015b).
In order to distinguish classical QC approach from its extended version presented below,
we use the following notation for the classical QC: all nrep repatoms are collected in an index
set Nrep ⊆ Nato, whereas their admissible positions r̂αrep ∈ R2, α ∈ Nrep, are stored in the
column r̂rep ∈ Rrep(tk) by analogy to r̂. Associated interpolation matrix is denoted ΦFE.
3.2.2. Mesh Refinement
In this contribution, the mesh refinement indicator of Rokosˇ et al. (2017), is adopted
with minor changes. It proceeds as follows: a triangle K of the current triangulation Tk is
endowed with a set of sampling interactions SKint specified as
SKint stores those interactions αβ ∈ Sint for which
1
2
(rα + rβ) ∈ K.2 (13)
Then, the following energy condition is introduced
(1− ωαβ)φαβ(rαβ+ ) ≥ θr φαβth , αβ ∈ SKint, θr ∈ (0, 1), (14)
which specifies interactions that are likely to be damaged. In Eq. (14), φαβ denotes the
pair potential, θr a refinement safety parameter, and φ
αβ
th the stored threshold energy at
which the internal variable starts to evolve. The threshold energy is therefore obtained
2Note that since all elements K ∈ Tk are considered as closed sets, bonds lying on edges may belong to
two triangles.
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as φαβth = φ
αβ(r0(1 + ε0)), where ε0 is the limit elastic strain, one of the input parameters of
the employed constitutive model, see Tab. 1. The mesh refinement indicator then reads
If condition (14) holds at least for one interaction αβ ∈ SKint
=⇒ mark K for refinement, i.e. add K to Ir.
(15)
Having specified a set of triangles marked for refinement, Ir ⊆ Tk, the current trian-
gulation Tk must be refined. To this end, the backward-longest-edge-bisection algorithm
by Rivara (1997) is used.
3.2.3. Mesh Coarsening
Before coarsening the current triangulation Tk, first an indicator is presented that marks
which triangles need to be coarsened. In analogy to Eq. (14) we introduce the following
energy condition
(1− ωαβ)φαβ(rαβ+ ) + φαβ(rαβ− ) ≤ θc φαβth , αβ ∈ SKint, θc ∈ (0, 1), θc < θr, (16)
where the compressive part is now included as well. The rationale behind condition (16) is
that in the crack wake the stress is low, and hence also the energy. The mesh coarsening
indicator then reads
If condition (16) holds for all interactions αβ ∈ SKint
=⇒ mark K for coarsening, i.e. add K to Ic.
(17)
Verifying condition (17) for all elements yields a set of triangles marked for coarsening,
Ic ⊆ Tk.
Note that because the damage remains localized, it yields steep spatial (interaction)
energy variations in the vicinity of the crack tip. For instance, in Fig. 4, the normalized
interaction energy can be seen to drop from 1.2 to 0.2 over just two to three lattice spacings.
From this observation it may be clear that if the values of θc and θr are too close, or if θc is too
high, repetitive mesh refinement and coarsening of the same regions in subsequent time steps
may occur. In order to achieve good performance, θc should be significantly smaller than θr.
In particular, we choose θr = 0.5 or 0.25
3 and θc = 0.05 in both examples of Section 4.
In order to coarsen the current triangulation Tk, a similar algorithm to those proposed
by Chen and Zhang (2010) and Funken et al. (2010) is adopted. Because we use the two-
triangle refinement scheme, the entire binary-tree structure of the triangulation history must
be stored. Coarsening of a patch of triangles is decided based on their nodes, cf. Fig. 5.
All nodes (repatoms) of the current triangulation are stored in a set Nrep, which is divided
into three disjoint sets: Nr, Nc, and Nu. The set Nr stores nodes associated with triangles
in Ir (and also other protected nodes, see Alg. 2). The set Nc collects nodes associated with
triangles in Ic, and Nu complements Nrep. As a consequence of the mesh hierarchy, only a
3Note that in the case of quadratic potentials φαβ , values θr = 0.5 and 0.25 correspond to stress lev-
els 70.7 % and 50 % of the tensile strength Eε0, cf. Eqs. (26) and (27).
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Figure 4: An example of contours of normalized energy φαβ/φαβth around a crack tip (based on linearly
interpolated data) of a QC system. Regular atom sites are shown as black dots and the existing crack as a
green line.
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Figure 5: A typical situation before coarsening. The red points define the set Nr. They are found at, and
ahead of, the crack tip, and are protected from coarsening. The yellow along with the blue points define the
set Nc, and can be coarsened. The green points remain unchanged and correspond to the set Nu. Only the
blue points satisfy the valence condition and can be removed. Regular atoms are shown as black dots and
the current triangulation Tk is depicted in black thin lines. The existing crack is indicated as a thick black
line. All interactions are omitted for clarity.
subset of Nc can be removed. These are identified through their valences vα (the number of
triangles connected to a node):
vα = #{K ∈ Tk |α ∈ K}, α ∈ Nc. (18)
Only nodes with valence vα = 2 (boundary nodes) or 4 (internal nodes) can be removed
(the blue points in Fig. 5). The corresponding two or four child elements are subsequently
replaced with one or two parent elements, shifting locally the binary-tree hierarchy of the
mesh one level up. As valences change during the coarsening process, this procedure is
repeated until convergence.
In what follows, we use a right-angled initial triangulation T0, as already indicated in
Fig. 5. Because the above described refinement and coarsening algorithms yield self-similar
triangulations, all meshes Tk are right-angled as well. This is desirable because the summa-
tion error is minimized, cf. Rokosˇ et al. (2016), and poorly shaped triangles are avoided.
An alternative approach to the mesh refinement and coarsening indicators, proposed
in Eqs. (15) and (17), would be to use error estimators such as the goal-oriented error
estimator reported e.g. in Becker and Rannacher (2001); Oden and Prudhomme (2002);
Prudhomme et al. (2006); Memarnahavandi et al. (2015). Generalizations of this type will
11
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Figure 6: (a) An example of cut or reproducing (dark grey) and blending (light grey) elements. The set of
enriched nodes N? is shown in red dots, and regular atom sites as small black dots. (b) An example of the
enrichment function, 12 sign(ψ(r
α
0 )); crack points C are shown as green dots.
not be developed in this contribution and are left as a possible future challenge.
3.2.4. Enrichment Functions
In Sections 3.2.1 – 3.2.3 we discussed the QC interpolation and mesh coarsening indepen-
dently of an existing crack—the crack served merely to identify the fully resolved region at
its tip and a coarse region elsewhere. In this subsection, we describe how to extend the QC
interpolation when the current triangulation Tk is such that a crack cuts through a coarse
triangle K, and how it influences Φ, r̂rep, and ĝ. Similarly to the previous sections, the
discussion considers the system at time step tk.
We first specify the cut elements (also called reproducing, Fries and Belytschko 2010),
cf. Fig. 6a. A coarse element K ∈ Tk such that
#(C ∩K) > 0 and min
rα0∈K
ψ(rα0 ) · max
rα0∈K
ψ(rα0 ) < 0 (19)
is considered to be cut by a crack. Conditions (19) require that at least one point in C
belongs to K and that the signed distance function ψ changes its sign inside K. Let us
assume in what follows that a crack cannot cut directly through any of the nodes, atoms, or
along domain boundaries.
Assume then that our system is approximated with a standard QC framework in which
the positions of the repatoms are collected in a column r̂rep. Then, the reconstruction in
Eq. (11) can be rewritten as
r̂αqc =
∑
β∈Nrep
ϕβ(r
α
0 ) r̂
β
rep, α ∈ Nato, (20)
where ϕβ(r
α
0 ) represents the P1 FE shape function associated with the repatom β (this
function is evaluated at the undeformed configuration of atom α), and r̂βrep ∈ R2 denotes an
admissible position of a repatom β. This definition does not include an existing crack yet.
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In order to incorporate a crack, an enrichment using the local PU concept (standard local
XFEM approximation) is introduced. Enrichment terms are included as follows
r̂α = r̂αqc +
n?∑
j=1
ϕβj(r
α
0 )
1
2
[sign(ψ(rα0 ))− sign(ψ(rβj0 ))]︸ ︷︷ ︸
ϕ?j (r
α
0 )
ĝ?j , α ∈ Nato, βj ∈ N?, (21)
where the same P1 FE shape functions for the extrinsic enrichment terms are used as well.
In Eq. (21), N? ⊆ Nrep is a set of n? enriched repatoms associated with the cut elements,
ϕ?j denotes the enrichment function of the βj-th repatom, and ĝ
?
j ∈ R2 denotes an admissible
vector of generalized DOFs associated with j-th enriched repatom. Let us emphasize that
the only enrichment function is 1
2
sign(ψ(r0)), depicted in Fig. 6b, and that in accordance
with Eq. (21) the magnitude of the jump across the crack is approximated in a continuous,
piecewise linear manner along the crack path ΓC . Note also that no crack tip enrichments
are required, since the crack tip is always located inside the fully resolved region, and that
the shifting adopted in Eq. (21) guarantees the Kronecker-δ property of the resulting ap-
proximation, cf. Belytschko et al. (2001) or Fries and Belytschko (2010). Furthermore, the
shifting implies that there are actually no blending elements, as shifted enrichment functions
vanish outside the cut elements. Even when shifting is not adopted, no difficulties with
blending elements occur, because the interpolation is based on P1 FE shape functions and
the enrichment function is piecewise constant. For further details see Fries and Belytschko
(2010), Sections 4.3 and 5.1.2.
In continuum XFEM, poorly conditioned stiffness matrices occur if the crack path is
close to triangle edges and nodes, cf. e.g. Wells and Sluys (2001); Laborde et al. (2005),
or Fries and Belytschko (2010). For lattice networks, the measure for closeness is the lattice
spacing a. Hence, if a crack path is closer than a to an element edge or node, the resulting
system matrix is rendered singular, cf. Fig. 7.
Two approaches are used for continua to remedy this situation. The first approach is the
use of clustering (or node gathering) implemented through flat-top functions, cf. e.g. Fries
(2008); Ventura et al. (2009); Babusˇka and Banerjee (2012); Agathos et al. (2016b,a). These
techniques usually increase the polynomial order of the resulting approximations if the
Kronecker-δ property is required. Hence, this is not desirable within the QC framework,
as more extensive changes in the summation rule would be needed.
The second approach is to neglect those ϕ?j that would render the stiffness matrix singular
altogether (Fries and Belytschko, 2010, Section 11 and references therein), which is adopted
in this contribution. The reason is that such shifted enrichments are identical to zero vector
for lattice networks and hence, they provide no additional information to the system.
Finally, introducing interpolation matrices ΦFE and Φ?, with individual components
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Figure 7: An example of several crack paths (shown as green lines) associated with a cut element (shown in
dark grey) that render singular stiffness matrices. Enriched nodes are presented as red dots.
expressed as
(ΦFE)(2α−1)(2j−1) = (ΦFE)(2α)(2j) =
{
ϕβj(r
α
0 ) for α ∈ Nato, βj ∈ Nrep, j = 1, . . . , nrep,
0 otherwise,
(22)
(Φ?)(2α−1)(2j−1) = (Φ?)(2α)(2j) =
{
ϕ?j(r
α
0 ) for α ∈ Nato, j = 1, . . . , n?,
0 otherwise,
(23)
one can define a global interpolation matrix Φ along with associated kinematic variable ĝ
as
Φ = [ΦFE,Φ?] and ĝ = [r̂rep, ĝ
?
1, . . . , ĝ
?
n? ]
T, (24)
and cast the approximation of Eq. (21) in the form of Eq. (11).
3.3. Summation
The second step of QC frameworks, summation, is the QC counterpart to numerical
integration in the finite element method. It serves two purposes. The first one is to estimate
the exact system’s incremental energy Πk in an efficient, yet accurate way. This reduces the
computational effort related to determining the energies, gradients, and Hessians. The second
purpose is to reduce the dimensionality of the internal variable z, which in combination with
the interpolation step realises the reduction of the entire state variable q(tk).
3.3.1. General Framework
The exact incremental energy Πk is approximated using a limited number of site- or
interaction-energies and their weight factors. These are typically chosen such that the error
of the induced approximation is limited, but a low number of sampling atoms/interactions
is required. The interested reader is referred for further details to Beex et al. (2011, 2014b)
for atom-based summation rules, to Beex et al. (2015a) for an interaction-based summation
rule, or to Amelang et al. (2015) for an overview of summation rules in atomistic systems.
Here, we employ the central site-energy-based summation rule (Beex et al., 2014b,c),
which considers only the atoms at the element corners plus one near the center. The central
one is taken to be representative also of atoms which interact across the element boundaries.
If no internal atoms exist, all boundary atoms are considered. The central rule involves a
certain degree of approximation, but is significantly more efficient than the exact summation
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rule not discussed here; for details see (Beex et al., 2011). The summation rule is implemented
by introducing a set of natosam sampling atoms collected in an index set Sato ⊆ Nato. The nintsam
interactions connected to these sampling atoms are stored in an index set Sint. Then, the
summation step yields the following approximation,
Πk(q̂; q(tk−1)) ≈ Π̂k(q̂; q(tk−1)) =
∑
α∈Sato
wαpi
k
α(q̂; q(tk−1))− fTextr̂
=
∑
αβ∈Sint
w˜αβpi
k
αβ(q̂; q(tk−1))− fTextr̂,
(25)
where wα are the weight factors associated with atom sites, and w˜αβ are corresponding weight
factors associated with interactions.
Because the approximate incremental energy in Eq. (25) only depends on the internal
variables associated with nintsam interactions, one can introduce a reduced state variable of the
QC system in the form qred(tk) = (g(tk), zsam(tk)) ∈ Qred(tk), where zsam ∈ Rnintsam = Zsam is
a column that stores the internal variables of all sampling interactions. The reduced state
space then reads Qred(tk) = G (tk)×Zsam.
3.3.2. Summation Rule for Enrichment Functions
If the enrichment of Section 3.2.4 is adopted and a coarse triangle is cut by a crack,
Eq. (25) still holds, but the selection of the individual sampling atoms Sato and their
weights wα changes.
In the central summation rule, all crack wake atoms are treated as additional triangle
edges. Therefore, a cut triangle is split into two regions, bounded by triangle edges and one
crack face. For each of the two subregions, the standard central summation rule is used.
Hence, if no internal atoms exist, all edge atoms are added as discrete sampling atoms.
Otherwise, a central sampling atom is selected with the weight corresponding to the sum of
the number of internal atoms plus one half of the number of edge atoms. Atoms at edge
intersections are added as discrete sampling atoms. For the detailed algorithmic description
and pictorial representation see Alg. 1 and Fig. 8.
Note that the above-described summation rule, which in its current form does not take
into account crack closure (recall Eq. (5) and the discussion therein), can be easily generalized
to deal also with non-monotonous loading and crack closure merely by adding all crack wake
atoms Ncw as discrete sampling atoms. Special summation rule that samples crack faces can
also be devised, but this is omitted from our further considerations for the sake of simplicity.
Because only monotonous loading and crack opening are observed in examples Section 4,
the summation rule presented in Alg. 1 is adequate yet efficient.
3.4. X-QC
In all previous Sections 3.1 – 3.3, we have assumed an existing crack and triangulation Tk.
We are, however, interested in evolving crack tips and fully resolved regions. Therefore, we
summarize the mesh refinement, coarsening, and additions of enrichments of the total X-QC
framework in Alg. 2.
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Algorithm 1: Central summation rule for cut elements.
1: Identify crack wake atoms Ncw = {α, β |ωαβ ≥ η}.
2: for each triangle K ∈ Tk
(I): If triangle is not cut by a crack, use standard central summation rule (Beex et al.,
2014b).
(II): Else
(i): Identify triangle’s internal NKi , edge N
K
e , vertex N
K
v , and all N
K , atoms.
(ii): Select vertex atoms NKv as discrete sampling atoms (wα = 1).
(iii): If no internal atoms exist, select all atoms NK as discrete sampling
atoms (wα = 1).
(iv): Else
(a): Split NK in sets NK+ and N
K
− according to the sign of ψ.
(b): Define N˜Ki = N
K
i \NKcw. Split N˜Ki into two disjoint sets N˜Ki,+ and N˜Ki,−
according to the sign of ψ and sort both with respect to the number of
neighbours inside triangle (in decreasing order).
(c): If N˜Ki,± is empty, all atoms in N
K
± \NKv are discrete sampling atoms.
(d): Else
• Choose β = N˜Ki,±(1) as central sampling atom.
• For each α ∈ N˜Ki,±, wβ = wβ + 1.a
• Add all α ∈ (Ncw ∩NKe ) as discrete sampling atoms (wα = 1).
• Identify discrete sampling atoms on edges resulting from neighbouring
triangles N˜Ke .
• For each α ∈ (NK± \(NKv ∪ N˜Ki,± ∪ N˜Ke ∪ (Ncw ∩NKe ))), wβ = wβ + 0.5.
3: end
aNote that this formula, and the one below (wβ = wβ+0.5), indicates that the weight factor of the central
sampling atom β is incremented by 1 or by 0.5 for each α from the corresponding set.
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Figure 8: Schematic representation of the set of sampling atoms contained in Sato for the central summation
rule. Large blue dots represent the sampling atoms, and the crack points C from (9) are shown as red dots.
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Algorithm 2: X-QC algorithm.
1: Initialize the system: apply initial condition q0 and construct initial (coarse) mesh T0
with required information, e.g. Nrep(t0), Φ(t0), Sato(t0), Sint(t0).
2: for k = 1, . . . , nT
(i): Apply the boundary conditions at time tk, Tk = Tk−1, Nrep(tk) = Nrep(tk−1), Φ(tk) =
Φ(tk−1), Sato(tk) = Sato(tk−1), Sint(tk) = Sint(tk−1), etc.
(ii): Equilibrate the unbalanced system, i.e. solve for qred(tk) ∈ Qred(tk) us-
ing Π̂k(q̂red; qred(tk−1)) of Eq. (25). Update crack description ψ, C, etc.
(iii): For each coarse element K ∈ Tk evaluate its refinement indicator in (15) and con-
struct Ir ⊆ Tk. If Ir 6= ∅ refine and update Tk.
(iv): Protect newly added repatoms from all previous refinements during the current
time step tk; if necessary, protect also other repatoms, e.g. those near the crack tip.
Use (17) to identify Ic ⊆ Tk. If possible, coarsen and update Tk.
(v): If Tk changed in (iii) – (iv), update the system information Nrep(tk), Φ(tk), Sato(tk),
Sint(tk), etc., and return to (ii) since the system is unbalanced.
Else if the mesh has converged; proceed to (vi).
(vi): Store relevant outputs: qred(tk), Tk, Nrep(tk), Φ(tk), Sato(tk), Sint(tk), C, etc.
3: end
3.5. Energy Implications
This section discusses the implications of the adaptive scheme summarized in Alg. 2
from an energetic point of view, and extends the discussion presented in Rokosˇ et al. (2017),
Section 3.5. Recall that the motivations for energy considerations are threefold. First, the
entire theory presented so far is based on energy minimization and the adaptive procedure
should be consistent with these principles. Second, validity of the solution q(tk), as well as
of qred(tk), is decided based on the energy balance (E), which must hold during the entire
evolution of the system. Finally, upon taking into account energy implications, the accuracy
of the X-QC framework can be assessed from the energetic point of view.
The issue focused on here is illustrated in Fig. 9. At the end of the previous time step t+k−1,
T ak
=⇒
T −k+1T +kT −kT +k−1
VarD(t)
V(t)
∆Vk+1P
Dk+1P
DkA
∆VkA
DkP
∆VkP
E
n
er
gy
time step
t−k+1t
+
kt
−
kt
+
k−1
Figure 9: Sketch of possible energy evolutions during time step tk when refinement and coarsening occur.
Only the V(t) and VarD(t) components are shown for clarity.
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the system is relaxed for some mesh T +k−1. After the next increment is applied for mesh T −k =
T +k−1 and the system is equilibrated (stage (ii) of Alg. 2), refinement and coarsening may be
required ((ii) – (iv)). Upon convergence, this yields a triangulation T +k . In order to accurately
construct the energy increments, one should distinguish physical increments, computed on
mesh T +k−1 and denoted with subscripts ”P”, and changes in energy which are due to the mesh
adaptation from T −k to T +k , denoted with subscripts ”A”. The artificial energy increments
due to mesh adaptation are computed by projecting converged solutions onto an artificial
mesh T ak , which establishes communication between the two systems (note that these two
systems have different numbers of DOFs and internal variables). The artificial mesh therefore
contains the union of repatoms and sampling interactions present in both systems and hence,
it is locally the finest triangulation of the two, cf. Fig. 9. Using the above-described procedure
and evaluating energies at time instants t+k provides energy evolution paths that we will call
reconstructed. For further details see Rokosˇ et al. (2017), Section 3.5.
Let us note that we omit dissipative coarsening (i.e. the interpolation of the internal
variables when the mesh is coarsened), and assume that the coarsening occurs only in elas-
tic regions. This assumption is reasonable because damage is localized. Consequently, all
damaged bonds are captured accurately by the special function enrichments and associated
summation rule.
4. Numerical Examples
In this section the framework is applied to two examples discussed already in Rokosˇ
et al. (2017), where coarsening was not considered. Consequently, we can make a direct
comparison in terms of accuracy and efficiency between the adaptive QC frameworks with
and without coarsening.
The same material model is used for each lattice spring (the superscripts αβ are dropped
for brevity):
φ(r̂) =
1
2
EAr0(ε̂(r̂))
2, (26)
where E is the Young’s modulus, A the cross-sectional area, and ε̂ = (r̂ − r0)/r0 the bond
strain. The dissipation function D in Eq. (6) is adopted from Rokosˇ et al. (2017), Ap-
pendix A, providing an exponential softening rule
σ̂ = s(ε̂) = Eε0 exp
(
− ε̂− ε0
εf
)
, ε0 ≤ ε̂. (27)
In Eq. (27), s(ε̂) describes the softening branch of the associated stress-strain diagram, σ̂ is
the bond stress, εf measures inverse of the initial slope of the softening branch, and ε0 is the
limit elastic strain, cf. Fig. 10. The employed parameters are specified in Tab. 1.
4.1. L-Shaped Plate Example
The first example focuses on an L-shaped plate test, see Fig. 11. The lattice properties are
homogeneous except for the vicinity of Γ3/2, where a vertical displacement is applied. Here,
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(1− ω)φ(ε)
D(ω)
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0 ε0
0 ε0
gf,∞
1Figure 10: Exponential softening under tension: a sketch of the stress–strain diagram with corresponding
quantities ε0 and s(ε), cf. Eq. (27). The elastically stored energy, (1 − ω)φ(ε), corresponds to the area of
the dashed triangle, and the dissipated energy, D(ω), to the area of the upper triangle with the curved edge.
Table 1: Dimensionless material and geometric parameters for both examples.
Physical parameters Example 1 Example 2
Young’s modulus, E 1 1
Cross-sectional area, A 1 1
Lattice spacing, ax, ay 1 1
Limit elastic strain, ε0 0.1 0.01
Inverse of initial slope, εf 0.25 0.025
Indirect displacement increment, ∆` 0.025 see Fig. 18a
X-braced lattice
control
points
y
x
uD
Ω0
Γ6
Γ5
Γ4
Γ3
Γ2
Γ1
Figure 11: Sketch of the L-shaped plate example: geometry and boundary conditions. Variable uD denotes
the applied vertical displacement.
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Figure 12: L-shaped plate test: (a) the deformed (unscaled) configuration at uD = 14 predicted by the DNS,
(b) the force-displacement diagram for the reaction force F as a function of uD. The instants at which mesh
refinement and coarsening occur for the first time are indicated by dashed vertical lines of the respective
colours.
in order to prevent any damage, the Young’s modulus is 1, 000 times larger than elsewhere
and the limit elastic strain ε0 is infinite. The reference domain comprises 3, 201 atoms,
12, 416 interactions, and is fixed at the bottom part of the boundary, Γ1. The evolution
of the system is controlled by the vertical difference between the pair of atoms highlighted
in Fig. 11, which after crack initiation directly corresponds to the Crack Mouth Opening
Displacement (CMOD) control.
The numerical simulation is performed for two X-QC systems, each with a different safety
margin θr, cf. Eqn. (14). The first system is referred to as the moderate X-QC (θr = 0.5)
and the second one to as the progressive X-QC (θr = 0.25); in both cases, θc = 0.05,
recall Eq. (16). Relatively low safety margins are necessary due to the highly fluctuating
interaction energies near the crack tip (recall Fig. 4 and the discussion therein). The results
are compared to those of the adaptive version of the variational QC, reported in Rokosˇ et al.
(2017), for the same choices of the refinement safety margins, i.e. θr = 0.5 and θr = 0.25,
and for the central summation rule. These systems are referred to as the moderate adaptive
QC and the progressive adaptive QC. For completeness, results of the DNS are also shown.
The deformed configuration computed by the DNS at uD = 14 is depicted in Fig. 12a.
The crack path initiates at the inner corner (Γ2 ∩ Γ3) and propagates to the left. This is
also predicted by the QC frameworks. In Fig. 12b, the reaction force F is presented as a
function of uD. The responses predicted by the X-QC are practically identical to those of
the adaptive QC without coarsening.
The energy evolutions appear in Fig. 13a as functions of uD. The energy balance (E)
is clearly satisfied along the entire loading path, i.e. the thin dotted lines presenting the
work performed by external forces Wext lie on top of the thick dashed lines representing V +
VarD. Second, similarly to the reaction forces, we notice that the energy paths are almost
indistinguishable from those of adaptive QC, demonstrating good accuracy of the X-QC
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Figure 13: Energy evolutions for the L-shaped plate test. (a) The energy evolutions (black – the moderate
adaptive QC, blue – the progressive adaptive QC, green – DNS, red – moderate X-QC, magenta – progressive
X-QC). (b) Energy exchanges due to mesh refinement and coarsening for the moderate X-QC approach, cf.
Section 3.5.
approach. In Fig. 13b, we present the energy components that are exchanged (the artificial
energies) in the moderate X-QC simulation. Their high magnitudes compared to the curves
of Fig. 13a indicate the importance of the energy reconstruction procedure, discussed in
Section 3.5.
Fig. 14a presents the relative number of repatoms as a function of uD. Note that the
number of enriched repatoms n?, defined in Eq. (21), is negligible (in particular, n?/nrep <
0.06). Both X-QC systems initially follow the trends of the corresponding adaptive QC
systems (the refinement stage and crack localization). After the crack localizes and starts to
propagate however, the crack wake unloads and the mesh coarsens, resulting in a substantial
drop in the number of repatoms of the progressive X-QC. At the end of the simulation,
the specimen is almost stress-free, allowing for a very coarse representation. Note that the
number of DOFs associated with the X-QC approach is less than one half compared to the
adaptive QC in the case of the moderate approach, and approximately a quarter in the
case of the progressive approach. In both cases, the final relative number of DOFs as well
as repatoms remain below 5 %, whereas they never exceed 15 % during the simulation. A
similar behaviour can be observed also for the relative number of sampling atoms, presented
in Fig. 14b.
Finally, Figs. 15 and 16 present some of the meshes of the X-QC and the adaptive
QC frameworks associated with Fig. 14. Although at the initial stages the progressive
and moderate X-QC meshes differ substantially, they are almost identical when the crack
localizes. The effect of coarsening in both cases is evident. Note that in the progressive case
coarsening occurs not only along the crack path, but also along the right edge of the lower
part of the plate. This explains the particularly large gain in number of repatoms in this
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Figure 14: (a) Relative number of repatoms nrep/nato as a function of uD, and (b) relative number of
sampling atoms.
case, i.e. the factor of four visible in Fig. 14a.
4.2. Antisymmetric Four-Point Bending Test
The second example is a four-point bending test, presented e.g. in Schlangen (1993),
cf. also Fig. 17. The rectangular reference domain Ω0 is pre-notched at the top to initi-
ate a crack. The otherwise homogeneous X-braced lattice is again locally stiffened where
prescribed displacements or forces are applied (the Young’s modulus is 1, 000 times larger
than elsewhere and the limit elastic strain ε0 is infinite to prevent damage). The domain
comprises 66, 009 atoms connected by 262, 040 interactions and is loaded by a pair of vertical
forces F1 and F2, given by
F1 =
L1
L
λ, F2 =
L2
L
λ, (28)
where λ represents an additional parameter used for indirect displacement solution control,
see e.g. Jira´sek and Bazˇant 2002, Section 22.2.3. Unlike the L-shaped plate example, the
sum of CMOD and CMSD (Crack Mouth Sliding Displacement) is now used to control the
simulation. In Fig. 18a the loading program is specified.
Again two X-QC systems are studied: the moderate X-QC with θr = 0.5, and the pro-
gressive X-QC with θr = 0.25. The results are again compared to those of the adaptive QC
(with the same values of θr) and to those of the DNS.
The deformed configuration predicted by the DNS at CMOD + CMSD = 5.5 is depicted
in Fig. 18b. The X-QC crack paths, shown in Fig. 19a, are practically identical to those
of the adaptive QC (the maximum distance amounts to one lattice spacing). They also
match the crack path predicted by the DNS, where the distance does not exceed four lattice
spacings in all cases. The same quality of approximation is achieved also for the total applied
force, F1 + F2, plotted in Fig. 19b against CMOD + CMSD. Some minor differences can
be observed between the responses of the X-QC and the adaptive QC around the peak load
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Figure 15: Eight triangulations for the L-shaped plate test: (a) – (d) the moderate adaptive QC approach,
(e) – (h) the moderate X-QC approach. The red line indicates the crack. The relative numbers of repatoms
and sampling atoms corresponding to these meshes are shown in Fig. 14.
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Figure 16: Eight triangulations for the L-shaped plate test: (a) – (d) the progressive adaptive QC approach,
(e) – (h) the progressive X-QC approach. The red line indicates the crack. The relative numbers of repatoms
and sampling atoms corresponding to these meshes are shown in Fig. 14.
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Figure 17: Sketch of the four-point bending test: geometry and boundary conditions.
 
 
CMSD
CMOD
CMOD+CMSD
C
on
tr
ol
p
ar
am
et
er
Time step
0 100 200 300 400
0
2
4
(a) load control parameters
y
x
−200−100 0 100 200
−200
−100
0
100
(b) r(tk) for CMOD + CMSD = 5.5
Figure 18: Four-point bending test: (a) evolution of CMOD, CMSD, and their sum (the applied loading
program); black – the moderate adaptive QC, blue – the progressive adaptive QC, green – DNS, red – mod-
erate X-QC, magenta – progressive X-QC (note that they are almost indistinguishable). (b) The deformed
configuration for the DNS; displacements are magnified by a factor of 10.
(when the crack localizes). At this stage, the X-QC meshes start to coarsen. At later stages,
all curves become practically indistinguishable as the specimen becomes stress-free.
The energy evolutions for all employed approaches are presented in Fig. 20a. The energy
balance (E) clearly holds. One can also notice that the X-QC energies match the adaptive
QC and DNS energies well. In Fig. 20b the energy exchanges of the moderate X-QC approach
are shown. Again, like in the previous example, their contributions are substantial.
In Fig. 21a, the relative number of repatoms of the QC schemes are shown as a function
of CMOD + CMSD. The number of enriched repatoms is again negligible compared to the
number of repatoms (n?/nrep < 0.03). Before the crack localizes, the number of repatoms
rapidly increases. But it drops significantly after crack localization, and converges to approx-
imately 1 % for both X-QC approaches. Similar behaviour can be observed for the relative
number of sampling atoms shown in Fig. 21b. This result, in combination with the accuracy
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Figure 19: Four-point bending test: (a) crack paths, and (b) force-opening diagram, i.e. λ = F1 + F2
versus CMOD + CMSD. Note that the colour scheme applies to both diagrams. The instants at which mesh
refinement and coarsening occur for the first time are indicated by vertical dashed lines of the respective
colours.
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Figure 20: Four-point bending test. (a) Energy evolutions (black – the moderate adaptive QC, blue – the
progressive adaptive QC, green – DNS, red – moderate X-QC, magenta – progressive X-QC). (b) Energies
exchanged during mesh refinement and coarsening for the moderate QC approach, cf. Section 3.5.
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Figure 21: (a) Relative number of repatoms nrep/nato as a function of CMOD + CMSD, and (b) relative
number of sampling atoms.
captured by Figs. 19 and 20a, clearly demonstrates the strength of the X-QC framework.
Finally, in Figs. 22 and 23 several snapshots capturing the evolution of the triangulations Tk
are presented.
5. Summary and Conclusion
In this contribution, an adaptive mesh algorithm for the variational QC for lattice net-
works with localized damage is developed, which refines the mesh where necessary, but also
coarsens it where possible. To achieve the latter, XFEM-like enrichment functions are re-
quired. It is shown that the efficiency of the QC framework applied to lattices with localised
damage increases significantly. The main results can be summarized as follows:
1. The two QC steps, interpolation and summation, were generalized to incorporate spe-
cial enrichment functions, reflecting cracks within the framework of the fully-nonlocal
variational QC.
2. To determine regions to be coarsened, a heuristic marking strategy was proposed with
a variable parameter controlling the mesh coarseness.
3. The mesh refinement and coarsening were discussed from an energetic point of view.
4. For the investigated examples the extended QC methodology, including coarsening,
reduces the number of repatoms and sampling atoms with at least 50 % of that of a
simpler adaptive QC method with refinement only. The accuracy remains the same,
however.
One can note that the employed coarsening procedure neglected the diffusive dissipation.
This was justified for the application to localized damage, but if more ductile behaviour is
modelled (due to elastic-plastic models with damage), this must be incorporated. Therefore,
a further generalization is required. Moreover, instead of the heuristic marking strategies
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Figure 22: Eight triangulations for four-point bending test: (a), (c), (e), (g) correspond to the moderate
adaptive QC approach, and (b), (d), (f), (h) to the moderate X-QC approach. The red line indicates the
crack. The relative numbers of repatoms and sampling atoms are shown in Fig. 21.
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Figure 23: Eight triangulations for four-point bending test: (a), (c), (e), (g) correspond to the adaptive
progressive QC approach, and (b), (d), (f), (h) to the progressive X-QC approach. The red line indicates
the crack. The relative numbers of repatoms and sampling atoms are shown in Fig. 21.
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used here, goal-oriented error estimators may be used to further improve the accuracy and
efficiency of the QC methodology. The variational foundation of the method provides an
ideal platform for this, cf. e.g. Radovitzky and Ortiz (1999). The same X-QC framework
can also be employed for the description of heterogeneities in otherwise homogeneous lattice
networks. These aspects are, however, outside the scope of this contribution and will be
reported separately.
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