Neuroscience research has produced many theories and computational neural models of sensory nervous systems. Notwithstanding many different perspectives towards developing intelligent machines, artificial intelligence has ultimately been influenced by neuroscience. Therefore, this paper provides an introduction to biologically inspired machine intelligence by exploring the basic principles of sensation and perception as well as the structure and behavior of biological sensory nervous systems like the neocortex. Concepts like spike timing, synaptic plasticity, inhibition, neural structure, and neural behavior are applied to a new model, Simple Cortex (SC). A software implementation of SC has been built and demonstrates fast observation, learning, and prediction of spatio-temporal sensory-motor patterns and sequences. Finally, this paper suggests future areas of improvement and growth for Simple Cortex and other related machine intelligence models.
Introduction
Artificial intelligence research has been built, to varying degrees, on a foundational understanding of biological sensory nervous systems. Popular machine learning techniques like artificial neural networks (ANNs) and deep learning were originally inspired using a dramatically simplified point neuron model [1] .
Although architecturally inspired by biology, these ANNs use brute force function optimization of a cost function and backpropagation of errors to modify neural weights and successfully learn data. Some hypothesize backpropagation has a basis in neuroscience [2] while others explore a similarities between biological spike-time-dependant-plasticity and unsupervised learning mechanism At their core, all of the researchers and their ideas discussed in this introduction have been influenced to varying degrees by the principles of intelligence found in biology. As our understanding of sensory nervous systems like the brain become more sophisticated, we can apply that knowledge towards building more general and capable intelligent machines.
Sensation
An intelligent entity exists, observes, and interacts in an environment, a place where concepts have causal relationship to each other. Humans call our environment the "Universe", where energy and matter exist and behave through natural laws applied to concepts like "space", "time", "gravity", "electromagnetism", "quantum physics", etc. These laws give rise to, cause, or explain relatively stable spatial structures and recurring temporal events within the Universe. Due to this causal natural order of the environment,
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Simple Cortex: A Model of Cells in the Sensory Nervous System biological nervous systems are able to witness and react to recurring knowledge (patterns and sequences) in the environment. Therefore intelligent entities use large networks of sensors to sense, perceive, predict, and learn patterns and sequences from the environment as well as influence the environment through patterns and sequences of motor actions. Thus a fundamental understanding of sensation is a good starting point for understanding the basic principles of intelligence. 
Perception
Perception is the basis of prediction, expectation, sophisticated object recognition (occlusion, invariance, and discrimination), and attention. Perception functions like sensation (response to detected phenomenon), however it utilizes stimuli from the memories of the sensory nervous system to make sense of the observed stimuli. For example, perception ("top-down" processing) is understanding you are seeing a chair, but sensation ("bottom-up" processing) is simply your eyes detecting light waves. Other intuitive examples of perception are found in optical illusions, which demonstrate the brain uses memories to make sense of the environment, as shown in Figure 1 .2. Thus a receptor "perceives" rather than "senses" when it receives stimuli from an internal sensory receptor that doesn't directly observe the external environment. . By understanding how sensation and perception work within these areas, we gain valuable insight into building more capable models and explaining how existing models work.
Neocortical Structures
Sensory Dendrites are the physical inputs of a neuron (the word "dendrite" comes from the Greek word "dendros" meaning "tree", describing its branch-like structure). As found in pyramidal neurons and other types of neurons, dendrites branch towards many areas of the sensory nervous system both within and outside of the neocortex These different areas will contain stimuli representing different contextual information about the environment or an observed phenomenon. Take V1 for example, the primary visual processing area of the neocortex found near the back of the skull. V1 neurons have dendrites forming connections within the thalamus, a structure that receives information from environment-observing sensory systems David Di Giorgio 5/22 
Neural Behavior
A neuron operates on the principles described in section 1.1 Sensation. A synapse is a receptor that receives streams of excitatory or inhibitory neurotransmitter stimuli from other neural axons. Dendrites are a collection of synapses whose responses within a time range sum up to a single input dendritic response which affects the parent neuron's state. When a single dendrite receives enough excitatory neurotransmitters through its synapses it depolarizes the parent neuron's soma, putting the neuron in an "predictive" or "expective" state. As the neuron continues to receive more excitatory dendritic responses, the soma depolarizes to a point where it fires action potentials (spikes or pulses of electrical potential) along the neuron's axon. These action potentials are the neuron's output response signal, temporal markers indicating the occurrence of enough specific stimuli within a time range. Conversely when a David Di Giorgio 6/22 (i.e., from a population of neurons only a very small percentage are active in a given moment while the rest are inactive). Thus inhibition is how sensory nervous systems process and learn only the most important information from a complex dynamic environment. 
Simple Cortex Model
The Simple Cortex model of neurons is based on the sensory-receptor concepts discussed in Section 1.1
Sensation and neocortical structures and behavior discussed in Section 2 The Neocortex. Concepts like spike timing, synaptic plasticity, inhibition, and neural structures are applied to SC. The following terms are used in the architecture of this model in Section 3.7 Architecture.
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Stimuli
A SC stimuli is simply the input(s) and/or output of SC neurons. Examples include data from sensors, motor/actuators, and action potentials (active neurons) or depolarized somas (predicted neurons).
Stimuli data is stored and processed using one data vector:
• sStates : "Stimuli States" is a binary vector where each value represents whether a stimulus is "active" or "inactive".
Synapse
A SC synapse is a receptor that responds to stimulus and has memory. A synapse behaves using
Hebbian-like synaptic learning rules (inspired by HTM) found in Section 4 Algorithms of this paper.
Because neuroscience suggests the synapse is the most fundamental memory storage of the neocortex, the synaptic data is a model of observed stimuli over time. Synapse data is stored and processed using two vectors:
• sAddrs : "Synapse Addresses" is vector where each value represents where a synapse is connected to a stimulus location.
• sPerms : "Synapse Permanences" is a vector where each value represents how strongly a synapse is connected, from 0 to 99.
Dendrite
A SC dendrite is a collection of synapses with a threshold value. When enough synapses are connected to active stimuli the dendrite activates, representing the occurrence of a recognized pattern. The threshold value is a user-defined percentage of the total number of synapses on the dendrite. Threshold percentages below 100% allow for pattern recognition in noisy environments because only a subset of learned stimuli needs to be present to activate the dendrite. Dendrite data is stored and processed using one vector and one value:
• dOverlap : "Dendrite Overlaps" is a vector where each value represents how many synapses on a dendrite are connected to active stimuli during a time step.
• dThresh : "Dendrite Threshold" is an value that represents the minimum dendrite overlap value required to activate the dendrite.
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Forest
A SC forest is a collection of one dendrite from all neurons in a SC area. It is used to organize data buffers for more efficient computational parallelization and storage of synaptic memories. SC forests represent dendrites in a cortical area that respond to stimuli that share the same receptive field. For example, a SC area may have 100 neurons with 5 dendrites each. In this example, all first dendrites of the 100 neurons form a forest where these dendrites only respond to a window of pixels in the top left of an input space. The synapse addresses and permanences of these dendrites would be stored in one sAddrs buffer and one sPerms vector and these vectors would respond to and learn from one stimuli buffer.
Continuing the example, all second dendrites of the 100 neurons would form another forest, and so on.
Neuron
A SC neuron is a collection of dendrites with a threshold and models the output of action potentials (neuron activations) and soma depolarization (neuron predictions). A SC neuron learns and responds to dendrite activation patterns that happen coincidentally or sequentially. An example of neuron activation due to coincident stimuli is shown in the Encode and Learn steps in Figure 4 .1 found in section 4
Algorithms. Once a coincidence or sequence has been learned, a neuron can use the occurrence of one or more learned dendrite activations to enter a predictive state. A neuron in a predictive state implies the occurrence a dendritic pattern, even if that dendrite was not activated through observed stimuli. An example of neuron prediction is also shown in the Predict and Decode steps in Figure 4 .1. Neuron data is stored and processed using three vectors and one (or more) value(s):
• nOverlaps : "Neuron Overlaps" is a vector where each value represents how many dendrites on a neuron are active during a time step.
• nStates : "Neuron States" is a binary vector where each value represents whether a neuron is "active" or "inactive".
• nBoosts : "Neuron Boosts" is a vector where each value represents how often a neuron is inactive.
In the SC algorithms, neurons activated less frequently are more likely to become active when learning new patterns.
• nThresh : "Neuron Threshold" is a value that represents the minimum neuron overlap value required to activate the neuron. Additionally, there may be another threshold value that represents the minimum neuron overlap value required to predict the neuron.
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Area
A SC area is a collection of neurons governed by activation, inhibition, and boosting rules found in section 4 Algorithms. Confident neurons, those that have many active dendrites, inhibit the activation of uncertain neurons, those that have few to no active dendrites. If there are no confident neurons, a completely new pattern has been observed. Therefore the neuron with the largest boost value, representing the neuron activated the least frequently, is activated so that it may apply the synaptic learning rules to memorize the new pattern. Eventually every synapse in a SC area will have memories. In this situation when a new pattern is observed, a SC area simply activates the neuron with the largest boost value and applies the synaptic learning rules. Thus in SC only the most commonly recurring observed coincident or sequential patterns will be remembered while rare and irrelevant knowledge is forgotten.
Simple Cortex Architecture
The data vectors explained in this section use similar nomenclature found in neuroscience. 
Simple Cortex Algorithms
The Simple Cortex algorithms are based on the sensory-receptor concepts discussed in Section 1
Introduction and neocortical structures and behavior discussed in Section 2 The Neocortex. Concepts like spike timing, synaptic plasticity, inhibition, and neural structures are applied to SC. The following terms are used in Section 3.7 Behavior.
Set Stimuli
The SC Set Stimuli algorithm is equivalent to HTM Theory's Encode algorithms. Both simply convert scalar arrays or numbers like pixel values or audio frequency to binary vectors representing "active" and "inactive" states.
Encode
The SC Encode algorithm is fundamentally a pattern recognizer. It outputs a binary vector representing "active"/"inactive" neuron states by observing stimuli vectors and comparing them with the architecture's synaptic memories stored in forests. Encode consists of four steps:
1. For every forest, overlap synapses with stimuli. See "overlapSynapses" in Supporting Information section for pseudocode details. 
Learn
The SC Learn algorithm occurs after the Encode step activates neurons. It uses a modified Hebbian Learning style rules inspired by HTM Theory by updating synapse address and permanence values from the observed stimuli in the Encode step. See "learnSynapses" in Supporting Information section for pseudocode details. Learn consists of one involved step:
1. For every active neuron, perform the following learning rules:
• Grow Synapses : Increment the synapse permanence if the synapse address of its connected stimulus is active. Synapses that "grow" are connected to a stimulus that occurred when expected. Larger permanence values represent a more lasting connection with the stimulus stored in the synapse address.
• Shrink Synapses : Decrement the synapse permanence if the the synapse address of its connected stimulus is inactive. Synapses that "shrink" are connected to a stimulus that did not occur when expected. Smaller permanence values represent a synapse connection highly susceptible to moving to a new stimulus.
• Move Synapses : If a synapse permanence is 0 (representing an unconnected synapse), set the stimulus address to an unused stimulus and reset the synapse permanence to 1. Therefore, synapses "move" towards recurring active stimulus and away from inactive stimulus.
Predict
The SC Predict algorithm functions like the Encode algorithm, but without the neuron inhibition and boosting rules. It outputs a binary vector representing "predict"/"inactive" neuron states by observing one or more stimuli vectors and comparing them with the architecture's synaptic memories stored in forests.
Predict consists of two steps:
1. For each specified forest, overlap synapses with stimuli. See "overlapSynapses" in Supporting
Information section for pseudocode details.
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Simple Cortex: A Model of Cells in the Sensory Nervous System 2. Predict neurons using the previously calculated dendrite overlap values. See "predictNeurons" in Supporting Information section for pseudocode details.
Decode
The SC Decode algorithm converts neuron activations or predictions back to stimuli patterns using synapse memories. Decode consists of one step:
1. Activate stimuli based on the synapse addresses of active neurons. See "decodeNeurons" in Supporting Information section for pseudocode details.
Simple Cortex Behavior
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Results
The Simple Cortex architecture and algorithms detailed in this paper have been implemented in C++ using Ball Demo is benchmarked for speed using these parameters:
• Compute Device : Nvidia GTX 1070 GPU
• Samples : Mean and Standard Deviation values used 100,000 time step samples less than 1/100th of a millisecond and therefore written as 0.00 ms.
(2) Learn algorithm causes high standard deviation due to unoptimized "move synapse" algorithm.
Based on the numbers in Table 1 , Simple Cortex can encode and learn 10 billion synapses/second according to compute speed benchmark (76.5 million synapses in 7.44 ms). The speed of recognizing patterns each frame is very consistent, however updating the synapses may cause slowdowns, probably due to the "move synapses"portion of the Learn algorithm.
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Conclusions & Future Work
This paper has discussed the principles of sensation and neocortical intelligence. Additionally, it has presented a new straightforward neural model based on the architecture and behavior of the neocortex.
A Simple Cortex implementation has been built to observe, learn and predict spatio-temporal sensory-motor patterns and sequences. Simple Cortex is:
• Simple : No sophisticated knowledge of mathematics required
• Unsupervised : Stores knowledge through observation with no labeled data necessary
• On-line : Observes and learns continuously like biological intelligence
• Dynamic : memories adapt to new observations, prioritizing commonly recurring knowledge
• Predictive : SC is able to predict neuron states many time steps into the future. It can also translate these neuron states back to observable data.
• Fast : GPU parallel processing encodes and learns billions of synapses per second.
However, Simple Cortex is still in its infancy and has a lot of room for growth. Here are a few ideas, among many, for improvement and future investigation:
• It would be extremely beneficial to benchmark SC to NuPIC, OgmaNeo, and LSTM on sequence learning tasks. Additionally, SC should be compared to traditional Deep Learning techniques on well known benchmarks like MNIST for handwritten digit recognition.
• Modify SC to process scalar stimuli data vectors like images with color pixel values. In its current implementation SC only observes, learns, and predicts binary input stimuli. This limits the implementation only to binary data sets.
• Create demos applied to stimuli like movement-receptive retinal ganglion cell models for advanced biologically-based object tracking.
• SC algorithms and it's code implementation would benefit from optimization improvements, especially in the "move synapses" portion of the Learn algorithm, the biggest speed bottleneck.
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