Abstract. We consider the electromagnetic interior transmission problem in the case when the medium has cavities, i.e. regions in which the index of refraction is the same as in the host medium. We address the configuration where the electromagnetic permeability is constant while the electric permittivity is variable and may be anisotropic. In this case, using appropriate reformulation of the problem into a fourth order pde, we establish the Fredholm property for this problem and show that transmission eigenvalues exist and form a discrete set. Monotonicity properties of the first eigenvalue in terms of the permittivity and the size of the cavity are established. Introduction. The interior transmission problem (ITP) is by now a well known problem in inverse scattering theory that plays a fundamental role in the theoretical and numerical investigations of the inverse medium problem [7, 11, 1, 10, 12] . A particular attention has been given in recent years to the study of the frequencies for which this problem has non unique solutions : the so-called transmission eigenvalues. These values can for instance be used to obtain bounds of the inclusion physical parameters [4, 2, 8] , or more importantly in non destructive testing of complex materials [3] . The latter application motivates the present work, where ITP is considered for anisotropic inclusions that may contain some cavities: i.e. regions where the index of refraction has the same value as the exterior medium. Mathematically, the cavity region corresponds with a degenerate form of the ITP (the two fields satisfy the same equation) and therefore causes difficulties in extending the techniques used for "regular forms". A first study of this configuration was initiated in [3] for the scalar problem. We provide here an extension of this work to the full electromagnetic problem by following a similar route : the ITP is reformulated as a fourth order pde outside the cavity region and the latter is taken into account as a constrain in the variational space. Besides the technicality inherent to Maxwell's equations, the main difficulty here is in proving the equivalence between weak and variational solutions and is in finding the appropriate splitting of the variational form into coercive and compact parts. In a second step, and inspired by the recent works [6, 5] , we use this formulation to prove the existence of an infinite discrete set of transmission eigenvalues for general cases and prove a monotonicity property with respect to the cavity size of the first eigenvalue. The main difficulty in this part lies in the fact that the variational space depends of the frequency. The introduction of a projection operator and continuity properties of the latter with respect to the frequency are used in order to solve the problem.
monotonicity properties with respect to the cavity size and the medium index. Finally, the appendix gives a useful result on L 2 solutions to Maxwell's equations in a given domain.
1. Interior transmission problem. Let D ⊂ R 3 be a simply connected and bounded region with a piece-wise smooth boundary ∂D. We denote by (·, ·) D the L 2 (D) 3 scalar product and consider the Hilbert spaces : 
. Geometry and notation
Let s ≥ 0 be a given real number and H s (∂D) be the usual Sobolev space. We define T H s (∂D) := ϕ ∈ H s (∂D) 3 /ϕ · ν = 0 .
We consider the following interior transmission problem :
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with G and H some given boundary data. We shall assume that there exists Θ ∈ H 2 (D) 3 such that ν × Θ = G and ν × curl Θ = H on ∂D, (1.5) (see Remark 1.1 below). Using a cutoff function one can also guarantee that Θ = 0 in D Θ where D 0 ⊂ D Θ ⊂ D, which will be assumed in the sequel. Remark 1.1. It is proven in [10] that if ∂D is sufficiently regular (e.g. C 3 ), then for any boundary data G ∈ T H 3/2 (∂D) and H ∈ T H 1/2 (∂D), there exists Θ ∈ H 2 (D) 3 such that (1.5) holds and such that
where c is a constant independent of G and H.
We define a weak solution to (1.1)-(1.4) as the pair of functions E and E 0 in L 2 (D) solution to (1.1)-(1.2) in the distributional sense such that F = E − E 0 ∈ U(D) satisfies (1.3)-(1.4). Now, we consider two weak solutions E and E 0 to (1.1)-(1.4). Then F = E − E 0 satisfies :
and we obtain :
together with
Moreover, inside D 0 , F satisfies :
with the continuity of the Cauchy data across ∂D 0 :
where for a regular function F, F ± (x) := lim h→0 + F(x ± hν x ) for x ∈ ∂D 0 and ν x the outward unit normal to ∂D 0 . However the latter equations are not sufficient to define E and E 0 inside ∂D 0 so one needs to add an additional unknown inside D 0 , for instance the function E that satisfies :
From the continuity of the Cauchy data of (1.6) we also get two more conditions on ∂D 0 :
One can now easily verifies the following theorem :
3 are solutions to (1.7)-(1.13) if and only if E and E 0 are weak solutions to (1.1)-(1.4) with
In order to study the existence and uniqueness of the solution, we will use a variational approach. The main difficulty is to define an appropriate variational space which will guarantee the well-posedness and the equivalence between the variational formulation and the system (1.7)-(1.13).
Let us define the Hilbert space
equipped with the scalar product (·, ·) U and the closed subspace
We assume that F and Ψ are regular enough to justify the various integrating by parts. Multiplying (1.7) by Ψ and integrating by parts we obtain :
Using the fact that Ψ ∈ V 0 (D, D 0 , k), the boundary conditions (1.12) and (1.13) and equation (1.11) imply that hal-00743733, version 1 -19 Oct 2012
Therefore we finally have that
which is required to be valid for all
Consequently the variational formulation amounts to finding
In the following, this variational formulation will be used in the case where (N − I) −1 is bounded positive definite. In the other case where (I − N ) −1 is bounded positive definite, we shall use the equivalent variational formulation :
One can remark that the above variational formulations (1.16) and (1.17) involve only F. The following lemma shows that the existence of E is implicitly contained in the variational formulation. 
We assume that ∂D 0 is a C 2 boundary and that
Integrating by parts we obtain
. Using the density theorem 3 in [13] since V 0 (D, D 0 , k) contains the set of Maxwell-Herglotz-fields, we can conclude that the traces of func-
. We now can state the equivalence between weak solutions to (1.1)-(1.4) and solutions to the variational formulations (1.16) and (1.17). Theorem 1.3. Assume that ∂D 0 is a C 2 boundary and that k 2 > 0 is not an eigenvalue for curl curl in D 0 . Then the existence and uniqueness of a weak solution E and E 0 to the interior transmission problem (1.1)-(1.4) is equivalent to the existence and uniqueness of a solution F 0 to the variational problem (1.16) or (1.17).
Proof. It remains only to verify that a solution of (1.16) or (1.17) defines a weak solution w and v to the interior transmission problem (1.1)-(1.4). Let Ψ be a C ∞ function with compact support in D\D 0 . From (1.15), we can show that F satisfies (1.8). In particular the function
, integrating by parts (1.15) we obtain
Applying lemma 1.2 we now obtain the existence of
We now proceed with the proof of existence and uniqueness of a variational solution. In the following we exclude the values of k for which the uniqueness does not hold, namely the so-called transmission eigenvalues.
Definition 1.2. Values of k > 0 for which the homogeneous variational problem (i.e. for Θ = 0) has nontrivial solutions F 0 are called transmission eigenvalues.
The following theorem concludes this section by proving the existence and uniqueness of a solution of the (ITP) using the Fredholm alternative.
Then the interior transmission problem has a unique solution provided that k is not a transmission eigenvalue. This solution depends continuously on the data Θ.
Proof. We first assume that (N − I) −1 is bounded positive definite. Let us define the following bounded sesquilinear forms on
The variational equation now becomes :
Since (N − I) −1 is bounded positive definite, there exists a constant γ such that
Using
we obtain
Using for example the identity
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we deduce that
Since curl curl u = k 2 u in D 0 one also has that
Integrating by parts, one has the following identity valid for all u ∈ V 0 (D, D 0 , k) :
Hence,
Using (1.20) and (1.21) we obtain that
Moreover B k defines a compact perturbation of A k (see [10] lemma 3.4). The result now follows from the application of the Fredholm alternative. Now assume that (I − N ) −1 is bounded positive definite. The variational formulation can also be written as
Since (I − N ) −1 is bounded positive definite, there exists a constant γ such that
Then the same method as in the previous case from ( 1.19) show that A k is a coercive sesquilinear form on
and the result follows from the Fredholm alternative.
2. Transmission eigenvalues. We now study the homogeneous interior transmission problem and transmission eigenvalues as defined in Definition 1.2.
We first note that k is a transmission eigenvalue if and only if the homogeneous problem
In order to study transmission eigenvalues it suffices to study (2.1).
and Im(N ) is positive definite almost everywhere in D\D 0 then there are no transmission eigenvalues.
Proof. Using the fact that
Since Im((N − I) −1 ) is negative definite in D\D 0 and all the terms in the above equation are real except for the first one, by taking the imaginary part we deduce that F 0 satisfies Maxwell's equation in D\D 0 and then in all D. Since F 0 has zero Cauchy data on ∂D we obtain F 0 = 0 in D and therefore k is not a transmission eigenvalue.
In the following, we shall assume that Im(N ) = 0.
2.1. Discreteness of the set of transmission eigenvalues. The proof of the discretness of the set of transmission eigenvalues relies on the analytic Fredholm theory. This theory will guarantee that the operator associated with the resolution of the interior transmission problem is injective except for at most a discrete set of values of k. Thus we first show that this operator is analytic with respect to k ∈ C in some neighborhood of the real axis.
Finding transmission eigenvalues is equivalent to finding k > 0 such that the problem
. This is equivalent to finding the values of k for which
has a nontrivial kernel, where A k is the positive definite self-adjoint operator associated with the coercive bilinear form A k (·, ·) and B k is the compact operator associated with the bilinear form B k (·, ·).
To avoid dealing with function spaces depending on k we shall make use of an ana-
Using the regularity of the volume potential we have that
Once again using regularity of volume potential we obtain that curl (θ k E) ∈ H 1 (D). Therefore θ k E ∈ U 0 (D) and there exists a constant C(k) such that
Let χ be a cutoff function that equals 1 in D 0 and 0 outside D. We define the continuous operatorP k : U 0 (D) −→ U 0 (D) by :
We first observe that for E ∈ V 0 (D, D 0 , k) we have
Finally, from the analyticity of θ k ,P k also depends analytically on complex k with positive real part. Using the Riesz representation theorem, we now introduce the operatorsÃ k and
for all E, F in U 0 (D) where α is a positive constant that will be fixed later (and is independent of k). The analyticity ofP k and θ k as well as the expression of A k and B k show thatÃ k andB k depend analytically on k ∈ C with Re(k) > 0. Moreover the operatorB k is compact.
Observe that if k is real, for E ∈ V 0 (D, D 0 , k) then we have E ∈ V 0 (D, D 0 , k) and hence from (2.4), we have that
Hence we conclude that for real k, if A k + B k is not injective thenÃ k +B k is not injective. In order to show that the set of transmission eigenvalues is at most discrete it is sufficient to prove that the set of k for whichÃ k +B k is not injective is at most discrete. For that purpose we shall prove the following lemma : Lemma 2.2. Let k be positive and real. Then 1. There exists α 0 independent from k such that for all α ≥ α 0 the operatorÃ k is strictly coercive for all k > 0 2. There exists k 0 such that for all 0 < k ≤ k 0 the operatorÃ k +B k is injective. Proof. Assume that k is real. Therefore
From the coercivity of
where γ k = c kγ with c k < 1 andγ depending only on N . From the expression ofP k E one sees that there exists a constant c that depends only on χ such that
Since γ k <γ, we observe that (γ k c) 2 < γ k α for all k and α ≥ α 0 . Therefore we can conclude that the operatorÃ k is strictly coercive for α ≥ α 0 .
We now prove the second assertion. We observe that
To show thatP k E = 0 and conclude the proof, we need the following theorem:
be the eigenvalues of the positive definite matrix N . We denote by N * = sup D\D0 η 3 (x) and N * = inf D\D0 η 1 (x). If k is a transmission eigenvalue then 6) hal-00743733, version 1 -19 Oct 2012
where λ 0 (D) is the first Dirichlet eigenvalue of −∆ in D.
Proof. We want to show that if k > 0 is sufficiently small then k is not a transmission eigenvalue. It suffices to show that for k > 0 sufficiently small, if u ∈ V 0 (D, D 0 , k) satisfies (2.2) then u is zero.
We first assume that (N − I) −1 is bounded positive definite. In order to find lower bound for the first transmission eigenvalue we study (2.2). For γ = 1
From the identity
with X = ||curl curl u|| D\D0 and Y = ||u|| D\D0 we deduce that
Moreover, for all u ∈ U 0 (D) we have the following inequality (see [6] ) :
Then using (2.9) we get
Hence letting arbitrary close to γ + 1, k is not a transmission eigenvalue if
Now we prove the result when (I − N ) −1 is bounded positive definite. We have the following equality :
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For γ = N * 1 − N * , using (2.8) and (2.9) we have
Hence letting ε arbitrary close to γ, we deduce that k cannot be a transmission eigenvalue if
End of the proof of Lemma 2.2 : According to the previous theorem, if (2.5) holds for k small enough thenP k E = 0. We conclude that
. Then the set of transmission eigenvalues is discrete.
Proof. The previous lemma shows in particular that for α sufficiently largeÃ k is coercive in a neighborhood of the real axis (sinceÃ k is continuous with respect to k) and therefore invertible. In this neighborhoodÃ −1 k is analytic and hence the operator I +Ã −1 kB k depends analytically on k and is injective for k sufficiently small. The analytic Fredholm theory now shows that this operator is injective for all values of k in this neighborhood except for at most a discrete set of values.
Existence of transmission eigenvalues.
We observe that k > 0 is a transmission eigenvalue if and only if the operator
has a nontrivial kernel, where A k is the positive definite self-adjoint operator associated with the coercive bilinear form A k (·, ·) and B k is the compact operator associated with the bilinear form B k (·, ·). Define the operator A is also bounded, positive definite and self-adjoint. Hence it is obvious that k is a transmission eigenvalue if and only if the operator
has a nontrivial kernel.
is a compact self-adjoint operator. To avoid dealing with k-dependent function space V 0 (D, D 0 , k) we consider
where
are respectively the orthogonal projection and the injection operator. We first have to show that P k is continuous from
For this purpose we need the following lemma :
Lemma 2.5. Assume |k| < k 0 for k 0 > 0. Then there exists a constant C(k 0 ) such that
for all E ∈ U 0 (D).
Proof. Let E ∈ U 0 (D) and letP k be the operator defined by (2.3). Then
Since θ k depends continuously on k, one can bound CC(k) by a constant that only depends on k 0 for all k ≤ k 0 . Theorem 2.6. The projection operator
Proof. Let k and k be positive reals less than k 0 and let E be in U 0 (D). Set
On the one hand using Lemma 2.5,
and on the other hand,
Applying Lemma 2.5, we have
(2.14)
Therefore, from (2.14) and (2.13), we have
Using the previous estimates in the first equality yields
which proves in particular that k −→ P k E is continuous. We can show that the mapping
P k is continuous for k > 0. Therefore, from the min-max principle for the eigenvalues λ(k) of the compact and self-adjoint operator
The proof of the existence of transmission eigenvalues is based on the following theorem proven in [6] :
Then there are p transmission eigenvalues in [k 1 , k 2 ] counting their multiplicity.
The multiplicity of a transmission eigenvalue k 0 is defined as the dimension of the kernel of I + T k0 .
Let r > 0. We denote by k 0 (r, n) the first transmission eigenvalue for a ball of radius r and N = nI (see [7] for the existence of such eigenvalues). Let M (r) be the maximum number of two by two disjoint balls of radius r that can be inserted in D\D 0 .
Theorem 2.8. For all r > 0, there exist at least M (r) transmission eigenvalues in
−1 is bounded positive definite. From theorem 2.3, we know that A k1 + B k1 is positive for k 1 := λ 0 (D) N * . Next we look for k 2 > k 1 such that I + T k2 is non positive on a p-dimensional subspace of U 0 (D). We first notice that for all k > 0 :
Let C j , j = 1 . . . M (r) be M (r) two by two disjoint balls included in D\D 0 . For each ball C j , there exists an eigenvector u j ∈ U 0 (C j ) corresponding to the transmission eigenvalue k 2 := k 0 (r, N * ) which satisfies the variational formulation of the corresponding interior transmission problem :
We still denote by u j the extension of u j by 0 to all D. Then u j ∈ V 0 (D, D 0 , k) and
α j u j . Since u j and u m have disjoint supports if j = m, we get
From Theorem 2.7 we deduce that there exist M (r) transmission eigenvalues in λ 0 (D) N * , k 0 (r, N * ) counting multiplicity.
The same method shows the result in the case where (I −N ) −1 is bounded positive definite using A k instead of A k .
By letting r → 0 in the previous theorem we have the following corollary. show that divF ∈ L 2 (D 0 ) and curlF ∈ L 2 (D 0 ). Moreover,
where div ∂D0 denotes the surface divergence operator, implies also thatF · ν ∈ H 1/2 (∂D 0 ). ThenF ∈ H 1 (D 0 ) 3 and
We deduce that F ∈ H 2 (D 0 ) 3 and
From (3.1) and using the Stokes formula one easily obtains 
