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Abstract. Although real-world text datasets, such as DNA sequences,
are far from being uniformly random, average-case string searching algo-
rithms perform significantly better than worst-case ones in most appli-
cations of interest. In this paper, we study the problem of computing the
longest prefix of each suffix of a given string of length n over a constant-
sized alphabet that occurs elsewhere in the string with k-errors. This
problem has already been studied under the Hamming distance model.
Our first result is an improvement upon the state-of-the-art average-case
time complexity for non-constant k and using only linear space under the
Hamming distance model. Notably, we show that our technique can be
extended to the edit distance model with the same time and space com-
plexities. Specifically, our algorithms run in O(n logk n log log n) time on
average using O(n) space. We show that our technique is applicable to
several algorithmic problems in computational biology and elsewhere.
1 Introduction
The longest common prefix (LCP) array is a commonly used data structure
alongside the suffix array (SA). The LCP array stores the length of the longest
common prefix between two adjacent suffixes of a given string as they are stored
(in lexicographical order) in the SA [20]. A typical use combining the SA and
the LCP array is to simulate the suffix tree functionality using less space [2].
However, there are many practical scenarios where the LCP array may be
applied without making use of the SA. The LCP array provides us with essential
information regarding repetitiveness in a given string and is therefore a useful
data structure for analysing textual data in areas such as molecular biology,
musicology, or natural language processing (see [21] for some applications).
It is also quite common to account for potential alterations within textual
data (sequences). For example, they can be the result of DNA replication or
sequencing errors in DNA sequences. In this context, it is natural to define the
longest common prefix with k-errors. Given a string x[0 . . n − 1], the longest
common prefix with k-errors for every suffix x[i . . n − 1] is the length of the
longest common prefix of x[i . . n − 1] and any x[j . . n − 1], where j 6= i, with
applying up to k substitution operations [21]. Some applications are given below.
Interspersed Repeats. Repeated sequences are a common feature of genomes.
One type in particular, interspersed repeats, are known to occur in all eukaryotic
genomes. These repeats have no repetitive pattern and appear irregularly within
DNA sequences [15]. Single nucleotide polymorphisms result in the existence of
interspersed repeats that are not identical [19]. Identifying these repeats has
been linked to genome folding locations and phylogenetic analysis [24].
Genome Mappability Data Structure. In [3] the authors showed that using the
longest common prefixes with k-errors they can construct, in O(n) worst-case
time, an O(n)-sized data structure answering the following type of queries in
O(1) time per query: find the smallest m such that at least µ of the substrings
of x of length m do not occur more than once in x with at most k errors. This
is a data structure version of the genome mappability problem [8, 21, 4].
Longest Common Substring with k-Errors. The longest common substring with
k-errors problem has received much attention recently, in particular due to its ap-
plications in computational biology [27, 18, 26]. We are asked to find the longest
substrings of two strings that are at distance at most k. The notion of longest
common prefix with k-errors is thus closely related to the notion of longest com-
mon substring with k-errors. We refer the interested reader to [1, 10, 11, 14, 25].
All-Pairs Suffix/Prefix Overlaps with k-Errors. Finding approximate overlaps
is the first stage of most genome assembly methods. Given a set of strings and
an error-rate ǫ, the goal is to find, for all pairs of strings, their suffix/prefix
matches (overlaps) that are within distance k = ⌈ǫℓ⌉, where ℓ is the length of
the overlap [23, 28, 16]. By concatenating the strings to form one single string x
and then computing longest common prefixes with k-errors for x only against the
prefixes of the strings we have all the information we need to solve this problem.
Our Model. We assume the standard word-RAM model with word size w =
Ω(log n). Although real-world text datasets are far from being uniformly random,
average-case string searching algorithms perform significantly better than worst-
case ones in most applications of interest. We are thus interested in the average-
case behaviour of our algorithms. When we state average-case time complexities
for our algorithms, we assume that the input is a string x of length n over an
alphabet Σ of size σ > 1 with the letters of x being independent and identically
distributed random variables, uniformly distributed over Σ. In the context of
molecular biology we typically have Σ = {A,C,G,T} and so we assume σ = O(1).
Related Works. The problem of computing longest common prefixes with k-
errors was first studied by Manzini for k = 1 in [21]. We distinguish the following
techniques that can be applied to solve this and other related problems.
Non-constant k and ω(n) space: In this case, we can make use of the well-
known data structure by Cole et al [7]. The size of the data structure is
O(n (c logn)kk! ), where c > 1 is a constant.
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Constant k and O(n) space: In this case, we can make use of the technique
by Thankachan et al [25] which builds heavily on the data structure by Cole
et al. The working space is exponential in k but O(n) for k = O(1).
Non-constant k and O(n) space: In this case, there exists a simple O(n2k)-
time worst-case algorithm to solve the problem. The best-known average-
case algorithm was presented in [3]. It requires O(n(σR)k log logn(log k +
log logn)) time on average, where R = ⌈(k + 2)(logσ n+ 1)⌉.
Other related works: In [14] it was shown that a strongly subquadratic-time
algorithm for the longest common substring with k-errors problem, for k =
Ω(log n) and binary strings, refutes the Strong Exponential Time Hypothe-
sis. Thus subquadratic-time solutions for approximate variants of the prob-
lem have been developed [14]. A non-deterministic algorithm is also known [1].
Our Contribution. In this paper, we continue the line of research for non-constant
k and O(n) space to investigate the limits of computation in the average-case
setting; in particular in light of the worst-case lower bound shown in [14]. We
make the following threefold contribution.
1. We first show a non-trivial upper bound of independent interest: the expected
length of the maximal longest common prefix with k-errors between a pair
of suffixes of x is O(logσ n) when k ≤ lognlog logn .
2. By applying this result, we significantly improve upon the state-of-the-art
algorithm for non-constant k and using O(n) space [3]. Specifically, our al-
gorithm runs in O(n logk n log logn) time on average using O(n) space.
3. Notably, we extend our results to the edit distance model with no extra cost
thus solving the genome mappability data structure problem, the longest
common substring with k-errors problem, and the all-pairs suffix/prefix over-
laps with k-errors problem in strongly sub-quadratic time for k ≤ lognlog logn .
2 Preliminaries
We begin with some basic definitions and notation. Let x = x[0]x[1] . . . x[n−1] be
a string of length |x| = n over a finite ordered alphabet Σ of size |Σ| = σ = O(1).
For two positions i and j on x, we denote by x[i . . j] = x[i] . . . x[j] the substring
(sometimes called factor) of x that starts at position i and ends at position j.
We recall that a prefix of x is a substring that starts at position 0 (x[0 . . j]) and
a suffix of x is a substring that ends at position n− 1 (x[i . . n− 1]).
Let y be a string of length m with 0 < m ≤ n. We say that there exists an
occurrence of y in x, or, more simply, that y occurs in x, when y is a substring
of x. Every occurrence of y can be characterised by a starting position in x. We
thus say that y occurs at the starting position i in x when y = x[i . . i+m− 1].
The Hamming distance between two strings x and y, with |x| = |y|, is defined
as dH(x, y) = |{i : x[i] 6= y[i], i = 0, 1, . . . , |x|−1}|. If |x| 6= |y|, we set dH(x, y) =
∞. The edit distance between x and y is the minimum total cost of a sequence
of edit operations (insertions, deletions, substitutions) required to transform x
into y. It is known as Levenshtein distance for unit cost operations. We consider
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this special case here. If two strings x and y are at (Hamming or edit) distance
at most k we say that x and y have k-errors or have at most k errors.
We denote by SA the suffix array of x. SA is an integer array of size n storing
the starting positions of all (lexicographically) sorted non-empty suffixes of x,
i.e. for all 1 ≤ r < n we have x[SA[r − 1] . . n − 1] < x[SA[r] . . n − 1] [20]. Let
lcp(r, s) denote the length of the longest common prefix between x[SA[r] . . n−1]
and x[SA[s] . . n − 1] for positions r, s on x. We denote by LCP the longest
common prefix array of x defined by LCP[r] = lcp(r − 1, r) for all 1 ≤ r < n,
and LCP[0] = 0. The inverse iSA of the array SA is defined by iSA[SA[r]] = r,
for all 0 ≤ r < n. It is known that SA, iSA, and LCP of a string of length n,
over a constant-sized alphabet, can be computed in time and space O(n) [22, 9].
It is then known that a range minimum query (RMQ) data structure over the
LCP array, that can be constructed in O(n) time and O(n) space [5], can answer
lcp-queries in O(1) time per query [20]. The lcp queries are also known as longest
common extension (LCE) queries.
The permuted LCP array, denoted by PLCP, has the same contents as the
LCP array but in different order. Let i− denote the starting position of the
lexicographic predecessor of x[i . . n−1]. For i = 0, . . . , n−1, we define PLCP[i] =
LCP[iSA[i]] = lcp(iSA[i−], iSA[i]]), that is, PLCP[i] is the length of the longest
common prefix between x[i . . n − 1] and its lexicographic predecessor. For the
starting position j of the lexicographically smallest suffix we set PLCP[j] = 0.
For any k ≥ 0, we define lcpk(y, z) as the largest ℓ ≥ 0 such that y[0 . . ℓ − 1]
and z[0 . . ℓ − 1] exist and are at Hamming distance at most k; note that this is
defined for a pair of strings. We analogously define the permuted LCP array with
k-errors, denoted by PLCPk. For i = 0, . . . , n− 1, we have that
PLCPk[i] = max
j=0,...,n−1, j 6=i
lcpk(x[i . . n− 1], x[j . . n− 1]).
The main computational problem in scope can be formally stated as follows.
PLCP with k-Errors
Input: A string x of length n and an integer 0 < k < n
Output: PLCPk and Pk; Pk[i] 6= i, for i = 0, . . . , n− 1, is such that x[i . . i+
ℓ− 1] ≈k x[Pk[i] . .Pk[i] + ℓ− 1], where ℓ = PLCPk[i]
We assume that k ≤ log nlog logn throughout, since all relevant time-complexities
contain an n logk n factor and any larger k would force this value to be Ω(n2):
n logk n ≤ cn2 ⇔ k log logn ≤ log(cn)⇔ k ≤ log c+ logn
log logn
, c ≥ 1.
3 Computing PLCPk
In this section we propose a new algorithm for the PLCP with k-Errors
problem under both the Hamming and the edit distance (Levenshtein distance)
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models. This algorithm is based on a deeper look into the expected behaviour
of the longest common prefixes with k-errors. This in turn allows us to make
use of the y-fast trie, an efficient data structure for maintaining integers from
a bounded domain. We already know the following result for errors under the
Hamming distance model.
Theorem 1 ([3]). Problem PLCP with k-Errors for 1 ≤ k ≤ lognlog logn can be
solved in average-case time O(n(σR)k log2 logn), where R = ⌈(k+2)(logσ n+1)⌉,
using O(n) extra space.
In the rest of this section, we show the following result for errors under both
the Hamming and the edit distance models.
Theorem 2. Problem PLCP with k-Errors can be solved in average-case
time O(n ckk! logk n log logn), where c is a constant, using O(n) extra space.
For clarity of presentation, we first do the analysis and present the algorithm
under the Hamming distance model in Sections 3.1 and 3.2. We then show how
to extend our technique to work under the edit distance model in Section 3.3.
3.1 Expectations
The expected maximal value in the LCP array is 2 logσ n + O(1) [13]. We can
thus obtain a trivial O(k logσ n) bound on the expected length of the maximal
longest common prefix with k-errors for arbitrary k and σ. By looking deeper
into the expected behaviour of the longest common prefixes with k-errors we
show the following result of independent interest for when k ≤ lognlog logn .
Theorem 3. Let x be a string of length n over an alphabet of size σ > 1 and
1 ≤ k ≤ log nlog logn be an integer.
(a) The expected length of the maximal longest common prefix with k-errors be-
tween a pair of suffixes of x is O(logσ n).
(b) There exists a constant α such that the expected number of pairs of suffixes
of x with a common prefix with k-errors of length at least α logσ n is O(1).
Proof (a). Let us denote the ith suffix of x by xi = x[i . . n− 1]. Further let us
define the following random variables:
Xi,j = lcpk(xi, xj) and Y = max
0≤i<j≤n−1
Xi,j .
Claim. Pr(Xi,j ≥ m) ≤
(
m
k
)
1
σm−k
.
Proof (of Claim). Each possible set of positions where a substitution is allowed
is a subset of one of the
(
m
k
)
subsets of m of size k. For each of these subsets, we
can disregard what happens in the k chosen positions; in order to yield a match
with k-errors, the remaining m − k positions must match and each of them
matches with probability 1σ . The claim follows by applying the Union-Bound
(Boole’s inequality). ⊓⊔
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By applying the Union-Bound again we have that
Pr(Y ≥ m) = Pr(
⋃
i<j
{Xi,j ≥ m}) ≤
∑
i<j
Pr(Xi,j ≥ m) ≤ n2
(
m
k
)
1
σm−k
,
for m ≥ k and Pr(Y ≥ m) = 1 for m ≤ k. The expected value of Y is given by:
E[Y ] =
∞∑
m=1
Pr(Y ≥ m) =
α(logσ +k)∑
m=1
Pr(Y ≥ m)
︸ ︷︷ ︸
≤α(logσ n+k)
+
∞∑
m=α(logσ n+k)+1
Pr(Y ≥ m).
(Note that we bound the first summand using that Pr(Y ≥ m) ≤ 1 for all m.)
Claim. Let rm,k =
(
m
k
)
. We have that
rm,k
rm−1,k
≤ 32 for m ≥ 6k.
Proof (of Claim).
rm,k
rm−1,k
=
m
(m− k − 1) ≤
6k
(6k − k − 1) =
6k
(5k − 1) ≤
3
2
.
⊓⊔
By assuming β = α(logσ n+k)+1 ≥ 6k, for some α > 1, we apply the above
claim to bound the second summand as follows.
∞∑
m=β
Pr(Y ≥ m) ≤
∞∑
m=β
n2
(
m
k
)
1
σm−k
≤
∞∑
m=β
n2
(
6k
k
)(
3
2
)m−6k
1
σm−k
=
∞∑
m=β
n2
(
6k
k
)(
2
3
)5k (
3
2σ
)m−k
≤ n2
(
6k
k
)(
2
3
)5k (
3
2σ
)β−k ∞∑
m=0
(
3
2σ
)m
≤ An6
(
3
2σ
)β−k
≤ An6
(
3
2σ
)α logσ n
=
An6
nα(1−1/ log3/2 σ)
for some constant A since σ ≥ 2 and (6k)k ≤ 23 lognkk ≤ n3 logk n = O(n4).
Then 1− 1/ log3/2 σ > 0 and we can thus pick an α large enough such that this
sum is O(n−ǫ) for any ǫ > 0. ⊓⊔
Proof (b). Let Ii,j,m be the indicator random variable for the event {Xi,j ≥ m}.
We then have that
E[
∑
i<j
Ii,j,m] =
∑
i<j
E[Ii,j,m] =
∑
i<j
Pr(Xi,j ≥ m),
which we have already shown is O(1) if m = α logσ n for some α > 1. ⊓⊔
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i j0 je i+m− 1
a0 ae
X X X X
p
Fig. 1: The (e+1)th error is any possible substitution at a position je < p ≤ i+m.
3.2 Improved Algorithm for Hamming Distance
The y-fast trie, introduced in [29], supports insert, delete and search (exact,
predecessor and successor queries) in time O(log logU) with high probability,
using O(n) space, where n is the number of stored values and U is size of the
universe. We consider each substring of x of length at most λ = α logn for
a constant α satisfying Theorem 3 (b) as a λ-digit number; note that by our
assumptions this number fits in a computer word. We thus have U = σλ and
hence log logU = O(log logn+ logα) = O(log logn).
We initialise PLCPk and Pk for each i based on the longest common prefix
of x[i . . n − 1] (i.e. not allowing any errors) that occurs elsewhere using the SA
and the LCP array; this can be done in O(n) time. For each pair of suffixes that
share a prefix of at least λ we perform (at most) k LCE queries to find their
longest common prefix allowing for k-errors; by Theorem 3 these pairs are O(1).
We then initialise the y-fast trie by inserting x[i . . i + λ − 1] to it for each
position i of x with i ≤ n− λ. (For the rest of the positions, for which we reach
the end of x, we insert x[i . . n − 1] after some trivial technical considerations.)
This procedure takes time O(n log logn) in total.
We then want to find a longest prefix of the σk
(
λ
k
)
strings of length at most
λ that are at Hamming distance at most k from x[i . . i + λ − 1] that occurs
elsewhere in x as well as an occurrence of it. If this prefix is of length λ, we
find all positions t in x for which dH(x[i . . i + λ − 1], x[t . . t + λ − 1]) ≤ k and
treat each of them individually. We generate a subset of the σk
(
λ
k
)
strings; we
avoid generating some that we already know do not occur in x. We only want to
allow the first error at position p, where i ≤ p ≤ i+PLCP0[i]. Let us denote the
substitution at position j with letter a by (j, a). Suppose that the longest prefix
of x[i . . n − 1] after substitutions (j0, a0), . . . , (je, ae) that occurs elsewhere in
the string is of length m. We then want to allow the (e+ 1)th error at positions
je < p ≤ i +m; inspect Figure 1 for an illustration. It should be clear that we
obtain each possible sequence of substitutions at most once.
We view each string z created after at most k substitution operations as a
number; the aim is to find its longest prefix that occurs elsewhere in x. To this end
we perform at most three queries over the y-fast trie: an exact; a predecessor; and
a successor query. If the exact query is unsuccessful, then either the predecessor
or the successor query will return a factor z′ of x that attains the maximal longest
common prefix that any factor of x has with z. Note that it may be the case
that z′ only occurs at position i; however in this case lcpk(z, z
′) will be smaller
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or equal than the value currently stored at PLCPk[i] due to how we generate
each such string z. Hence we do not perform an invalid update of PLCPk[i].
Having found z′, we can then compute the length of the longest common
prefix between z and z′ in constant time using standard bit-level operations. For
clarity of presentation we assume |z| = |z′| = λ. An XOR operation between z
and z′ provides us with an integer d specifying the positions of errors (bits set
on when d is viewed as binary). If d 6= 0, we take δ = ⌊log d⌋, which provides us
with the index of the leftmost bit set on which in turn specifies the length of the
longest common prefix between z and z′; specifically lcp0(z, z
′) = ⌊λ⌈log σ⌉−δ−1⌈log σ⌉ ⌋.
If z = z′ we perform LCE queries between all suffixes of the text that have z
as a prefix and x[j . . j + λ − 1]; by Theorem 3 we expect this to happen O(1)
times in total, so the cost is immaterial.
We have α logn positions where we need to consider the k errors, yielding an
overall time complexity of O(nσk(α lognk ) log logn) = O(n (ασ)kk! logk n log logn).
We thus obtain the following result.
Theorem 2. Problem PLCP with k-Errors can be solved in average-case
time O(n ckk! logk n log logn), where c is a constant, using O(n) extra space.
Remark 1. We have that (ασ)
k
k! ≤ (ασ)ασ = O(1) and hence the required time
is bounded by O(n logk n log logn).
Remark 2. If α log n > w, where w is the word size in the word-RAM model,
we can make use of the deterministic data structure presented in [6] (Theorem 1
therein), which can be built in O(n) time for a string x of length n and answers
predecessor queries (i.e. given a query string p, it returns the lexicographically
largest suffix of x that is smaller than p) in time O( |p| log σw +log |p|+log log σ). In
particular, the queries in scope can be answered in time O(log logn) per query.
3.3 Edit Distance
We next consider computing PLCPk under the edit distance model; however in
this case we observe that x[i . . n− 1] and x[i + j . . n− 1] are at edit distance j
for i − k ≤ j ≤ i + k. We hence alter the definition so that PLCPk[i] refers to
the longest common prefix of x[i . . n − 1] with k-errors occurring at a position
j /∈ Si,k = {i− k, . . . , i+ k}.
The proof of Theorem 3 can be extended to allow for k-errors under the
edit distance. In this case we have that Pr(Xi,j ≥ m) ≤
(
m
k
)
3k
σm−k
; this can be
seen by following the same reasoning as in the first claim of the proof with two
extra considerations: (a) each deletion/insertion operation conceptually shifts
the letters to be matched (giving the 3k factor); (b) the letters to be matched
are m minus the number of deletions and substitutions and hence at least m−k.
The extra 3k factor gets consumed by (2/3)5k later in the proof since 2 5
√
3/3 < 1.
On the technical side, we modify the algorithm of Section 3.2 as follows:
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j j + k n− 1
i
i+ k
n− 1
x[j . . n− 1]
x[i . . n− 1]
Fig. 2: We need to perform k extension steps in 2k+1 diagonals of the dynamic
programming matrix for x[i . . n− 1] and x[j . . n− 1].
1. At each position, except for σ−1 substitutions, we also consider σ insertions
and 1 deletion. This yields a multiplicative 2k factor in the time complexity.
We keep counters ins for insertions and del for deletions; for each length we
obtain, we add del and subtract ins.
2. When querying for a string z while processing position i we now have to
check that we do not return a position j ∈ Si,k. We can resolve this by
spending O(k) time for each position i; when we start processing position
i, we create an array of size O(k) that stores for each position j ∈ Si,k a
position fj /∈ Si,k with the maximal longest common prefix with x[j . . n− 1]
using the SA and the LCP array. When a query returns a position j ∈ Si,k
we instead consider fj .
3. We replace the LCE queries used to compute values in PLCPk longer than λ
(that required O(k) time in total) by the Landau-Vishkin technique [17] to
perform extensions. For an illustration inspect Figure 2. We initiate 2k + 1
diagonal paths in the classical dynamic programming matrix for x[i . . n− 1]
and x[j . . n−1]. The ith diagonal path above and the ith diagonal path below
the main diagonal are initialised to i errors. The path starting at the main
diagonal is initialised to 0 errors. We first perform an LCE query between
x[i . . n−1] and x[j+d . . n−1], for all 0 ≤ d ≤ k, and an LCE query between
x[i+d . . n−1] and x[j . . n−1], for all 1 ≤ d ≤ k. Then, for all 1 ≤ d ≤ k, we
try to extend a path with exactly d−1 errors to a path with exactly d errors.
We perform an insertion, a deletion, or a substitution with a further LCE
query and pick the farthest reaching extension. The bottom-most extension
of any diagonal when d = k specifies the length of the longest common prefix
with k-errors. The whole process takes time O(k2).
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4 Genome Mappability Data Structure
The genome mappability problem has already been studied under the Hamming
distance model [8, 21, 4]. We can also define the problem under the edit distance
model. Given a string x of length n and integers m < n and k < m, we are
asked to count, for each length-m substring x[i . . i + m − 1] of x, the number
occ of other substrings of x occurring at a position j /∈ Si,k = {i− k, . . . , i+ k}
that are at edit distance at most k from x[i . . i + m − 1]. We then say that
this substring has k-mappability equal to occ. Specifically, we consider a data
structure version of this problem [3]. Given x and k, construct a data structure,
which, for a query value µ given on-line, returns the minimal value of m that
forces at least µ length-m substrings of x to have k-mappability equal to 0.
Theorem 4 ([3]). An O(n)-sized data structure answering genome mappability
queries in O(1) time per query can be constructed from PLCPk in time O(n).
By combining Theorem 2 with Theorem 4 we obtain the first efficient algo-
rithm for the genome mappability data structure under the edit distance model.
5 Longest Common Substring with k-Errors
In the longest common substring with k-errors problem we are asked to find
the longest substrings of two strings that are at distance at most k. The Ham-
ming distance version has received much attention due to its applications in
computational biology [27, 18, 26]. Under edit distance, the problem is largely
unexplored. The average k-error common substring is an alignment-free method
based on this notion for measuring string dissimilarity under Hamming distance;
we denote the induced distance by Distk(x, y) for two strings x and y (see [27]
for the definition). Distk(x, y) can be computed in time O(|x|+ |y|) from arrays
Λx,y and Λy,x, defined as
Λx,y[i] = max
0≤j≤|y|−1
(lcpk(x[i . . |x| − 1], y[j . . |y| − 1])).
Aworst-case and a more practical average-case algorithm for the computation
of Λx,y have been presented in [25, 26]. This measure was extended to allow for
wildcards (don’t care letters) in the strings in [12]. Here we provide a natural
generalisation of this measure: the average k-error common substring under the
edit distance model. The sole change is in the definition of Λx,y[i]: except for
substitution, we also allow for insertion and deletion operations.
The algorithm of Section 3.3 can be applied to compute Λx,y under the edit
distance model within the same complexities. We start by constructing the y-fast
trie for y. We then do the queries for the suffixes of x; we now also check for an
exact match (i.e. for x[i . . i+α log(|x|+ |y|)−1]). We obtain the following result.
Theorem 5. Given two strings x and y of length at most n and a distance
threshold k, arrays Λx,y and Λy,x and Distk(x, y) can be computed in average-
case time O(n ckk! logk n log log n), where c is a constant, using O(n) extra space.
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Remark 3. By applying Theorem 5 we essentially solve the longest common
substring with k-errors for x and y within the same complexities.
6 All-Pairs Suffix/Prefix Overlaps with k-Errors
Given a set of strings and an error-rate ǫ, the goal is to find, for all pairs of
strings, their suffix/prefix matches (overlaps) that are within distance k = ⌈ǫℓ⌉,
where ℓ is the length of the overlap [23, 28, 16].
Using our technique but only inserting prefixes of the strings in the y-fast
trie and querying for all starting positions (suffixes) in a similar manner as in
Section 3.1, we obtain the following result.
Theorem 6. Given a set of strings of total length n and a distance thresh-
old k, the length of the maximal longest suffix/prefix overlaps of every string
against all other strings within distance k can be computed in average-case time
O(n ckk! logk n log logn), where c is a constant, using O(n) extra space.
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