This paper investigates the robust output feedback model predictive control (ROFMPC) for the discrete-time linear system with norm-bound uncertainty and disturbance. An LMI approach is proposed in this paper, and its computational burden is much less than the approach of previous work. Besides, in previous work, the estimation error set is updated online at each sampling time by the set-membership state estimation algorithm, which may lose recursive feasibility. This paper overcomes the drawback by imposing a new updating condition. The closed-loop system is asymptotically stable by the recursive feasibility of the optimization problem. A numerical example demonstrates the advantage of the proposed approach.
I. INTRODUCTION
Model predictive control (MPC) has obtained lots of research interests in academia over the past few decades ([1]- [3] ), and widely applied in the field of chemical processes ( [4] ), micro grid ( [5] ), hypersonic vehicle ( [6] ) and so on, owing to the advantage of handling the physical constraints effectively. Since uncertainties and disturbances do exist in practice, the robust MPC (RMPC) is more reasonable. Usually, there are two ways to model uncertainty: norm-bounded uncertainty, or polytopic uncertainty. It depends on many factors, such as system dynamics, available mathematical tools, computational complexity, and so on ( [7] ). For example, for the RMPC, [8] - [10] are for the system with polytopic uncertainty and [10] - [12] are for the system with norm-bounded uncertainty. However, these works investigate state feedback RMPC. However, when the state is unavailable directly or partial measurable, the robust output feedback MPC (ROFMPC) scheme is more popular. The ROFMPC for the linear time-varying systems is a hot topic in recent years (e.g., [14] - [24] and the references therein).
The associate editor coordinating the review of this manuscript and approving it for publication was Bohui Wang.
A key in the static ROFMPC is to determine the controller and observer gains. When uncertainty appears in the system, the separation principle is not suitable for the ROFMPC, because of the mismatch between the estimation model and plant model. In general, the optimization problem of the co-designing controller and observer is non-convex. It is a typical NP-hard problem, which has stated in [13] . In [14] , for ROFMPC of the system with polytopic uncertainty, a robust state observer is designed off-line, and a robust controller design based on the estimated state is determined on-line. [15] is different from [14] that the controller is refreshed based on the estimation error bound. In [16] , the controller is designed based on the measurable output, instead of the estimated state. Besides, a set-membership approach is used to estimate the state. They are both designed on-line, and by applying a proper matrix conversion, the LMI technique is used to solve the optimization problem. Meanwhile, norm-bounded uncertainty has also attracted some interests. [17] considers the l 2 norm-bounded uncertainty case, where the controller and observer are determined off-line. Then, a more general case has extended to norm-bounded parametric uncertainty in [18] , where the controller and observer gains are co-designed off-line by a bilinear matrix inequality. In [19] , norm-bounded uncertainty is in the presence of the system, the controller gain and observer gain are refreshed on-line at each step. The optimization problem is solved by an iterative cone complementary algorithm, which is proposed in [20] . A near-optimal solution is taken arbitrarily close to theoretical value if the t 0 (iteration steps) are sufficiently large and κ (step size) is small enough. Therefore, the iterative algorithm is very complex and much more time-consuming. This motivates us to use a new technique to reduce the computation burden.
Another key in the ROFMPC is to deal with the estimation error. In [21] , the estimation error resides in an invariant set. In [22] , the estimation error is treated as the physical constraint. In [23] , the initial estimation error is assumed to belong to a polyhedral set. The estimation error is represented by cuboid formulation, and estimation error set is updated, by minimized a performance function involving the uncertain estimation error at each sampling time in [24] . Compared with [22] , the performances is improved greatly by updating the bounds of estimation error in [15] and [25] .
The above mentioned ROFMPC focus on the system with the polytopic uncertainty. Moreover, the ROFMPC for the system subject to norm-bounded uncertainty has also attracted interest of academics. In [17] , for the system with l 2 norm-bounded uncertainty, the estimation error is assumed to be confined in a given set, which may be invalid for the systems with the arbitrary model uncertainty sizes. As a result, a more general case than l 2 has been reported in [18] , that is, norm-bounded uncertainty is in the presence of the system, where the state estimation error set is supposed to be fixed into an ellipse, which satisfies a its initial realization condition. Besides, the estimation error constraint is optimized. As we all know, it is an additional coercive constraint, which makes the control performance worse. In [19] , the setmembership algorithm is applied to update the estimation error. This approach is first introduced in [26] , which can deal with the unavailable state effectively. It has been used in [28] , [29] . The control performance is improved greatly, compared with the case of frozen estimation error. However, the recursive feasibility may lost. This inspires us to design a new updating condition to keep the recursive feasibility.
The merits of this paper are summarized as follows.
1) The computation burden reduces significantly. By employing an inequality with a new matrix variable and proper congruent transformation, the non-convex optimization problem is solved by linear matrix inequalitie (LMI) technique ( [16] , [30] ). Compared with the computation burden of the iterative cone complementary algorithm, the LMI approach is lower. 2) The recursive feasibility is well guaranteed. A new updating condition is imposed, which can keep recursive feasibility perfectly.
The following is the structure of this paper. In Section II, the system description and the problem statement are presented. An LMI approach for ROFMPC is proposed in Section III. The estimation error set is refreshed under the updating condition in Section III-A. Performance analysis and and the on-line ROFMPC algorithm in Section III-B. In Section IV, a comparison between the LMI approach and the iterative cone complementary algorithm shows that the computation burden of the former is lower. In Section V, a conclusion of the paper is stated.
is the predicted augmented state at the sampling time k + i, predicted at the sampling time k.
II. PROBLEM STATEMENT
The model with uncertainty and disturbance is considered as follows:
where x ∈ R m is the unmeasurable system state; y ∈ R n is the measured output; u ∈ R p is the control input; w ∈ R q is the persistent disturbance. A, B, C, D are known matrices of nominal system with appropriate dimensions. A(k) and B(k) are time-varying matrices functions that describe the parametric uncertainties.
Without loss of generality, the following assumptions are given.
Assumption 1: The parametric uncertainties satisfy the following assumption:
where the matrices E, A u , B u are known; the uncertain matrix (k) is a memoryless time-varying matrix which is norm-bounded and satisfies the following condition:
Assumption 2: rank(C) = n. Assumption 3: w(k) P w ≤ 1. Assumption 4: The system satisfies the following physical constraints:
where ϕ ≥ 0, φ ≥ 0. As in [15] , a Luenberger observer is designed for the system (1):
wherex ∈ R m is the estimated state, L is the observer gain.
is defined as estimation error. e(k) ∈ ε M e (k), ∀k ≥ 0, which is refreshed at each sampling time k > 0.
Assumption 5: e(0) is specified based on the the condition M e (0) ∈ ε M e (0).
The following controller is designed based on the estimation state to stabilize the system (1) .
where the controller gain H is needed to determined. A framework of robust output feedback model predictive control is shown in Figure 1 . Denote the augmented state ξ (i|k) = [x(i|k); e(i|k)]. Based on (4) and (5), one-step ahead prediction model of (1) is
where
For the system (6), the physical constraints are reformulated
The following cost function is minimized to co-design the controller and observer.
where S > 0 and R > 0 are weighting matrices, which are given.
When the system subject to disturbance, the QB condition ( [25] ) is applied to deal with the disturbance
where λ is a positive scalar. The terminal constraint is imposed to guarantee the stability of the closed-loop system
where λ is the upper bound of J ∞ (k).
Therefore, the following optimization problem is solved at
s.t. (7) , (8) , (9) , (10) . (11) In [25] , at each instant k, (11) is solved by lemma 1.
then the QB condition (9) is guaranteed by (12); the augmented state constraint set (10) is satisfied by (13); the input constraint (8) and the state constraint (7) are guaranteed by (14) and (15), respectively.
In conclusion, the optimization problem (11) 3) An iteration calculation method is adopted to solve the non-convex optimization problem in [19] . A nearoptimal solution is taken arbitrarily close to theoretical value when the κ (step size) is small enough and the t 0 (iteration steps) is sufficiently large. Thus, the computation burden of iterative cone complementary algorithm is very huge. To reduce the computation burden, an LMI approach is proposed for the ROFMPC in our work.
III. AN LMI APPROACH FOR OUTPUT FEEDBACK RMPC
The above non-convex optimization problem will be transformed into the convex optimization problem by the LMI technique in this section.
According to the elementary transformation, there exists an invertible matrix G ∈ R m×m such that
The matrix G is not unique. One of matrices G can be chosen as
where C ⊥ represents an orthogonal basis for null space of C. Therefore, one hasĈ
The following notations are introduced to facilitate co-design the controller and observer.
Proof: Based on above notations, one has
Pre-and post-multiplying both sides of (12) by and its transposition, one has
Because
holds, where W is a slack matrix. By virtue of inequality (20) , (18) holds. Remark 1: The procedure of the LMI technology is as follows:
1) pre-specify the invertible matrices G and T ; 2) take a congruence transformation via diag{W , I , I , I , I } to the inequality (12), where W = TP; 3) apply the inequality W T Q −1 W ≥ W T + W − Q to the inequality (19) . Lemma 3: If the inequalities (21) and (22) hold, then constraints (14) and (15) are guaranteed, respectively,
whereǍ = A AG ,
Proof: (14) can be rewritten as
Through congruent transformation for (23) via and its transpose respectively, it yields
According to (20) , (21) holds. (15) is rewritten as
Denote ϒ = diag{W T , I , I , I }. By means of congruent transformation for (23) via ϒ and its transposition, it is shown that (22) is true. Therefore, (14) and (15) are guaranteed by (21) and (22), respectively.
In summary, the optimization problem (16) is formulated as: 
Remark 2: The optimization problem in this paper can be solved by LMI technique directly, not by an iterative manner. Compared with the computation burden of [19] , the LMI approach of this paper reduces the computation burden largely.
Remark 3: We show the new proof technique of the proposed framework from two aspects.
Firstly, by introducing the invertible matrices G, T F, the decoupling of matrices H ,L, and Q are realized. Secondly, by the congruence transformation and the slack matrix
Compared with the optimization problem (16), (26) only has the matrix Q, which is a convex optimization problem.
A. THE UPDATING OF ESTIMATION ERROR SET
At the instant k = 0, M e (0) is known. When k > 0, the M e (k) is refreshed by the set-membership algorithm. It may ruin the recursive feasibility.
A new updating condition is imposed to keep the recursive feasibility. The procedure is as follows.
One-step head predicted estimation error is rewritten as:
whereÃ
At the instant k, by the set-membership algorithm ( [26] , [28] , [29] ), the predicted estimation error set M e (k + 1) satisfies
The estimation error updating mechanism is proposed:
In other words, the matrices H (k), L(k) by solving (26), then update the estimation error set is updated by (28) and (29) .
then condition (28) and (29) are guaranteed by (31) and (32), respectively. Proof: For details of the proof, one can referred to [25] . Remark 4: An updated estimation error set can be compatible with the norm-bounded uncertainty and bounded disturbance. Compared with the case of frozen estimation error set, a better control performance can be achieved for the case of the updated estimation error set.
Remark 5: In this paper, the recursive feasibility keeps perfectly by the estimation error updating mechanism. The details are referenced to the proof of recursive feasibility.
B. PERFORMANCE ANALYSIS AND AND THE ON-LINE OFRMPC ALGORITHM
In this section, the recursive feasibility and stability are stated.
Theorem 1: For the system (6),x(0) and e(0) are known. If (26) and (30) are solvable at the instant k, then (26) is feasible at the instant k + 1. Besides, the closed-loop system (6) is asymptotically stable and the physical constraints (8) and (7) are guaranteed.
Proof: First, the optimal solutions of (26) and (30) When one chooses δ(k + 1) = ε * (k + 1). According to the updating condition (32), (13) is also satisfied at the instant time k + 1.
Therefore, at the instant k + 1, the recursive feasibility of the optimization problem (26) is guaranteed.
Secondly, if the feasible solution of (26) is chosen as (33), then (30) is solvable and one obtains the following feasible solution {σ 1 , σ 2 , σ 3 , ε, M e }(k + 2) = {σ 1 , σ 2 , σ 3 , ε, M e } * (k + 1). Therefore, the optimization problem of (30) is always feasible.
In summary, the recursive feasibility of optimization problems (26) and (30) are guaranteed.
Finally, the stability of the closed-loop system (6) will be proven.
Since the condition of (9) holds, one has
. Applying the feasible solution of (26) at the instant k + 1, it yields
Then, lim k→∞ λ * (k) < ∞. Obviously, Therefore, the closed-loop system of (6) is asymptotically stable.
A recursive algorithm for the NB-OFRMPC is presented as follows.
Algorithm 1 (On-line approach of NB-OFRMPC) 1) Pre-specify the initial information ofx(0), weight matrices S, and choose matrix G satisfying (17) . 
IV. NUMERICAL EXAMPLE
We will make a comparison between the iterative cone complementary algorithm in [19] and the proposed algorithm in this paper. The algorithms in [19] and this paper are denoted as 2016CCC and Algorithm 1, respectively.
A numerical example is considered as follows ( [19] ):
x(k + 1) = 0.5 0.5 0 0.05
The above system satisfies input constraint ϕ = 1.2 and no state constraints have been considered. Bound disturbance w is randomly generated from the interval [−0.5, 0.5], P w = 0.5 × I , (k) ≤ 1. For the optimization problem, the following initial values are given: By applying 2016CCC and Algorithm 1, the simulation results are as follows. Figure 2 depicts the bounds of the cost function. From Figure 2 , the evolutions of γ are monotonically decreasing and are close to zero as time goes by. It is shown that he closed-loop system is asymptotically stable. Besides, the upper bound of cost function γ for the 2016CCC is smaller than the Algorithm 1, but they are almost close to zero at the same time. Thus, the LMI approach has a faster convergence speed than the iterative cone complementary algorithm. Figure 3 shows the control input signals u. From Figure 3 , the control inputs are all within the bounds of physical constraint. It is clear that the two approaches both satisfy the physical constraint. Figure 4 shows the state trajectories of x andx. From Figure 4 , x andx converge to the neighborhood of the equilibrium point, and the trajectories ofx is consistent with the trajectories of x. It can see that the controllers can stabilize the closed-loop system, and the observers can fitx to x highly. Table 1 is the Computing time of Algorithm 1 and 2016CCC at each sampling time. From the table, the running time of 2016CCC is 16.7 min, while Algorithm 1 is 0.28s. Compared with 2016CCC, Algorithm 1 has a lower computational burden. Therefore, the proposed LMI approach can reduce computational burden effectively.
However, from Figure 2 , 2016CCC has a lower bounds of the cost function. From Figure 4 , the application range of 2016CCC is larger. Therefore, 2016CCC has a better control performance. In short, how to choose an approach for the output feedback of ROFMPC is a trade-off between the control performance and computational burden. It is shown that the proposed algorithm has a lower computation burden at the cost of control performance.
V. CONCLUSION
For the ROFMPC of a discrete-time linear system in the presence of norm-bounded uncertainty and disturbance, an LMI approach is used to reduce the computation burden. A new updating formulation of the estimation error set is proposed, which can keep the recursive feasibility perfectly. The closed-loop system is asymptotically state. A comparison between the proposed algorithm and the iterative cone complementary algorithm are shown that the proposed algorithm has a lower computation burden at the cost of control performance.
