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Abstract
Let p = CharFq3 = CharFq 6= 2. Motivated by N. Yan’s, C. A. M. André and A.
M. Neto’s, and M. Jedlitschky’s remarkable work on supercharacter theories for the
Sylow p-subgroups of the Chevalley groups of type A, B, C and D (classical, un-
twisted), we study supercharacter theories for the following Sylow p-subgroups:
3D
syl
4 (q
3): the Sylow p-subgroups of the Steinberg triality groups of type D4
(classical, twisted)
Gsyl2 (q): the Sylow p-subgroups of the Chevalley groups of type G2
(exceptional, untwisted)
2Gsyl2 (3
2m+1): the Sylow 3-subgroups of the Ree groups of type G2
(exceptional, twisted)
Embedding Sylow p-subgroups Gsyl2 (q) into 3D
syl
4 (q
3) of 8 × 8-matrices, we con-
struct bijective 1-cocycles and non-degenerate bilinear forms (i.e. the monomial
linearisations) for 3Dsyl4 (q
3) and for Gsyl2 (q). Then we obtain the monomial modules
and classify the orbit modules. Consequently, we determine the desired supermod-
ules, supercharacters and superclasses for 3Dsyl4 (q
3) and for Gsyl2 (q).
For the twisted groups 2Gsyl2 (32m+1) which are subgroups of G
syl
2 (3
2m+1), we con-
struct monomial linearisations, obtain the monomial modules and classify the orbit
modules. Then we determine the supermodules and supercharacter theories (con-
taining supercharacters and superclasses) for 2Gsyl2 (32m+1).
Moreover, we calculate the conjugacy classes, determine the irreducible charac-
ters by Clifford theory and establish the character tables of 3Dsyl4 (q
3), Gsyl2 (q) when
CharFq > 3 and 2Gsyl2 (3).
Finally, we also construct bijective 1-cocycles, determine monomial linearisations
and obtain monomial modules for the following exceptional Sylow p-subgroups:
Esyl6 (q): the Sylow p-subgroups of the Chevalley groups of type E6
(of 27× 27-matrices)
F syl4 (q): the Sylow p-subgroups of the Chevalley groups of type F4
(of 27× 27-matrices)
2E
syl
6 (q
2): the Sylow p-subgroups of the Steinberg groups of type E6
(of 27× 27-matrices, twisted)
Esyl7 (q): the Sylow p-subgroups of the Chevalley groups of type E7
(of 56× 56-matrices)
Acknowledgements
Many people have supported, encouraged and helped me during the time I spent
working on this thesis. I wish to express my gratitude to all of them.
First of all, I would like to express my sincere gratitude to my supervisor Richard
Dipper, for introducing me to the fascinating research field of combinatorial repre-
sentation theory, for his many advices, and for the pleasant work environment. I had
good fortune since I could do my research without worries in his research group.
Special thanks go to Steffen König, for his readiness to act as referees for this thesis.
I am deeply indebted to my college Markus Jedlitschky for the helpful discussions
and suggestions, especially about the 1-cocycle, in the earlier stages of this work.
In the same way, I thank Mathias Werth, Yichuan Yang and Yunchi Yu for their
proofreading of the manuscript and for their help with LATEX, and Qiong Guo for
answering my questions whenever I needed help.
Many thanks go to the members of the ‘Abteilung für Darstellungstheorie’, of the
‘Institut für Algebra und Zahlentheorie (IAZ)’, and of the ‘Fachbereich Mathematik’
who made me feel very comfortable at the University of Stuttgart.
For the financial support I am grateful to the China Scholarship Council (CSC) and
the ‘Fachbereich Mathematik’.
Last but not least, I would like to thank my parents, my sisters, my brother and
Zhiyuan Sui for their encouragement and invaluable support, which allowed me to
fully concentrate on my research. This significantly contributed to the successful
completion of this thesis.
Zusammenfassung
Sei p = CharFq3 = CharFq 6= 2. Motiviert durch N. Yan’s, C. A. M. André und
A. M. Neto’s, und M. Jedlitschky’s des bemerkenswerte Arbeit über Supercharak-
tertheorien für die p-Sylowuntergruppen der Chevalley-Gruppen vom Typ A, B, C
und D (klassisch, ungetwistet). Wir untersuchen die Supercharaktertheorien für die
folgenden p-Sylowuntergruppen:
3D
syl
4 (q
3): die p-Sylowuntergruppen der Steinberg-Trialität-Gruppen
vom Typ D4 (klassisch, getwistet)
Gsyl2 (q): die p-Sylowuntergruppen der Chevalley-Gruppen vom Typ G2
(exzeptionell, ungetwistet)
2Gsyl2 (3
2m+1): die p-Sylowuntergruppen der Ree-Gruppen vom Typ G2
(exzeptionell, getwistet)
Indem wir p-Sylowuntergruppen Gsyl2 (q) in 3D
syl
4 (q
3) von 8×8-Matrizen einbetten,
konstruieren wir die bijektiven 1-Kozykeln und die nicht-ausgearteten Bilinearfor-
men (d.h. die monomialen Linearisierungen) für 3Dsyl4 (q
3) und für Gsyl2 (q). Dadurch
erhalten wir die monomialen Moduln und können die Orbitmoduln klassifizieren.
Anschließend bestimmen wir die gewünschten Supermoduln, Supercharaktere and
Superklassen für 3Dsyl4 (q
3) und für Gsyl2 (q).
Für die getwisteten Gruppen 2Gsyl2 (32m+1), die Untergruppen von G
syl
2 (3
2m+1)
sind, konstruieren wir ebenfalls die monomialen Linearisierungen, erhalten die mono-
mialen Moduln und klassifizieren die Orbitmoduln. Dann bestimmen wir die Super-
moduln und Supercharakter Theorien (mit Supercharakteren und Superklassen) für
2Gsyl2 (3
2m+1).
Außerdem berechnen wir die Konjugiertenklassen, bestimmen die irreduziblen
Charaktere mittels Clifford Theorie und geben die Charaktertafeln von 3Dsyl4 (q
3),
Gsyl2 (q) wenn CharFq > 3 und 2G
syl
2 (3) an.
Schließlich konstruieren wir auch die bijektiven 1-Kozykeln, bestimmen die mono-
mialen Linearisierungen und erhalten die monomialen Moduln für die folgenden
exzeptionellen p-Sylowuntergruppen:
Esyl6 (q): die p-Sylowuntergruppen der Chevalley-Gruppen vom Typ E6
(27× 27-Matrizen)
F syl4 (q): die p-Sylowuntergruppen der Chevalley-Gruppen vom Typ F4
(27× 27-Matrizen)
2E
syl
6 (q
2): die p-Sylowuntergruppen der Steinberg-Gruppen vom Typ E6
(27× 27-Matrizen, getwistet)
Esyl7 (q): die p-Sylowuntergruppen der Chevalley-Gruppen vom Typ E7
(56× 56-Matrizen)
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Introduction
Let p be a fixed prime, N∗ the set {1, 2, 3, . . . } of positive integers, N = N∗ ∪ {0},
q := pk with k ∈ N∗, Fq the finite field with q elements and An(q) (n ∈ N∗) the group
of upper unitriangular n× n-matrices (i.e. upper triangular matrices, with 1s on the
main diagonal) with entries in Fq. Then An(q) is a Sylow p-subgroup of the general
linear group GLn(q) of invertible n× n-matrices over Fq.
It is an open question to determine the conjugacy classes of An(q) for all n and q.
Higman’s conjecture [Hig60] is that for a fixed n, the number of conjugacy classes of
An(q) is determined by a polynomial in q with integral coefficients depending on n.
G. Lehrer [Leh74] refined Higman’s conjecture: the number of irreducible characters
ofAn(q) of degree qc (c ∈ N) is an integer polynomial in q. I. M. Isaacs [Isa95] proved
that the degrees of complex irreducible characters of Fq-algebra groups are powers
of q. Then I. M. Isaacs [Isa07] gave a strengthened form of Lehrer’s conjecture:
the number of irreducible characters of degree qc is some polynomial in (q − 1)
with non-negative integeral coefficients. A. Vera-López and J. M. Arregi [VLA03]
proved Higman’s conjecture for n ≤ 13. A. Evseev [Evs11] computed the number
of irreducible characters of An(q) for n ≤ 13 which confirmed Isaacs’ conjecture.
Recently, I. Pak and A. Soffer [PS15] verified Higman’s conjecture for n ≤ 16.
Based on Kirillov’s orbit method, C.A.M. André [And95] and later but indepen-
dently N. Yan [Yan10] determined the André-Yan supercharacter theory for An(q)
which is an approximation to the character theory. P. Diaconis and I.M. Isaacs [DI08]
introduced the notion of supercharacter theory for an arbitrary finite group, and stud-
ied supercharacter theories for algebra groups. Roughly, a supercharacter theory re-
places irreducible characters by supercharacters, conjugacy classes by superclasses,
irreducible modules by supermodules. In such a way, a supercharacter table is con-
structed as a replacement for a character table. E. Marberg [Mar11] constructed a
family of orthogonal characters of an algebra group which decomposed the super-
characters in [DI08]. Q. Guo [Guo16] determined the irreducible An(q)-constituents
of the permutation module of GLn(q) on the cosets of a maximal parabolic subgroup
of GLn(q). R. Dipper and Q. Guo [DG15] obtained a lower bound for the degrees of
irreducible constituents of André-Yan supercharacters.
C.A.M. André and A.M. Neto [AN06, AN09a, AN09b] studied the supercharacter
theories for the Sylow p-subgroups of untwisted Chevalley groups of types Bn, Cn
and Dn (i.e. the classical finite groups: the odd orthogonal groups, the symplec-
tic groups and the even positive orthogonal groups, respectively). M. Jedlitschky
introduced the monomial linearisation method for a finite group, as a result he de-
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composed the André-Neto supercharacters of Sylow p-subgroups (i.e. the unipotent
even positive orthogonal groups) of Lie type D [Jed13]. Recently, C.A.M. André,
P.J. Freitas and A.M. Neto [AFN15] extended the construction of [AN06, AN09b] to
involutive algebra groups. S. Andrews [And15, And16] constructed supercharacter
theories of finite unipotent groups in the orthogonal, symplectic and unitary types
(i.e. the Sylow p-groups of untwisted Chevalley groups of types Bn and Dn, of type
Cn, and of the twisted Chevalley groups of type 2An, respectively).
It is natural to consider Higman’s conjecture, Lehrer’s conjecture and Isaacs’ con-
jecture for the Sylow p-subgroups of other finite groups of Lie type. Let G(q) be
a finite group of Lie type, U(q) a Sylow p-subgroup of G(q), k(U(q)) the number
of conjugacy classes, #Irr(U(q)) the number of all complex irreducible characters,
#Irr(U(q), qc) the number of complex irreducible characters of degree qc, #M(U(q))
the number of pairwise orthogonal irreducible constituents of the regular U(q)-
module CU(q). S. M. Goodwin, P. Mosch and G. Röhrle [GR09, GMR14, GMR16]
obtained an algorithm and calculated k(U(q)) for U(q) of rank at most 8, except E8.
For the Sylow p-subgroup Dsyl4 (q) of the Chevalley group D4(q) of type D4, F. Him-
stedt, T. Le and K. Magaard [HLM11] determined the complex irreducible characters
and calculated #Irr(Dsyl4 (q), qc). M. Jedlitschky [Jed13, Appendix A.3] decomposed
the regular module CDsyl4 (q) with p 6= 2 into irreducible constituents, and obtained
#Irr(Dsyl4 (q), q
c) and #Irr(Dsyl4 (q)). S. M. Goodwin, T. Le and K. Magaard [GLM15]
constructed the generic character table of Dsyl4 (q). Higman’s conjecture, Lehrer’s con-
jecture and Isaacs’ conjecture are true for Dsyl4 (q).
For the Sylow p-subgroup Gsyl2 (q) (p > 3) of the Chevalley group G2(q) of type G2,
F. Himstedt, T. Le and K. Magaard [HLM16] determined most irreducible characters
(except q2 − 2q + 2 linear characters) of Gsyl2 (q) by parameterizing midafis (minimal
degree almost faithful irreducible characters).
S. M. Goodwin, T. Le, K. Magaard and A. Paolini [GLMP16] parameterized the
irreducible characters of the Sylow p-subgroup F syl4 (q) (p > 2) of the Chevalley
group F4(q) of type F4.
Let 3Dsyl4 (q
3) be a Sylow p-subgroup of the Steinberg triality group 3Dsyl4 (q
3). T.
Le [Le13] constructed and counted all ordinary irreducible characters of 3Dsyl4 (q
3),
mainly using Clifford theory.
In this thesis, we firstly determine supercharacter theories for the 3 types of
groups as follows: the Sylow p-subgroup 3Dsyl4 (q
3) of the Steinberg triality group
3D4(q
3), the Sylow p-subgroup Gsyl2 (q) of the Chevalley group G2(q), and the Sy-
low 3-subgroup 2Gsyl2 (32m+1) of the Ree group 2G2(32m+1). Then we establish the
character tables of 3Dsyl4 (q
3), Gsyl2 (q) when CharFq > 3 and 2G
syl
2 (3). After that, we
construct the monomial linearisations for Sylow p-subgroups of the Chevalley groups
of type E6, type F4, the twisted type 2E6 and type E7 with the 1-cocycle approach.
An informal overview
Chapter 1: The construction of monomial modules
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Introduction
We define some notations and recall the construction of the monomial modules.
Chapter 2: Supercharacter theories for 3Dsyl4 (q3)
In Section 2.1, we determine the Sylow p-subgroup 3Dsyl4 (q3) for the Steinberg
triality group 3D4(q3). The construction of the Sylow p-subgroup 3D4(q3) depends
on the structure constants. Thus we construct a Chevalley basis of the Lie algebra
of Lie type D4, and set the suitable structure constants, and obtain the Sylow p-
subgroup 3Dsyl4 (q3). The Sylow p-subgroup of Lie type D4 is denoted by D
syl
4 (q) (see
§2.1.1). The matrix sizes of Dsyl4 (q) and 3D
syl
4 (q
3) are 8 × 8. The relations of the
groups are 3Dsyl4 (q
3) 6 Dsyl4 (q3) 6 A8(q3).
In Section 2.2, we construct a 1-cocycle f and determine a monomial linearisation
(f |3Dsyl4 (q3), κq|V×V ) for
3Dsyl4 (q
3). This is one important result of this chapter. This
method generalizes Jedlitschky’s construction for the Sylow p-subgroup Dsyl4 (q) of
type D4. Then we obtain a classification of 3D
syl
4 (q
3)-orbit modules. By the homo-
morphisms between the orbit modules, a new classification of 3Dsyl4 (q3)-orbit mod-
ules is established in which every 3Dsyl4 (q3)-orbit module is isomorphic to some hook-
separated staircase module.
In Section 2.3, we determine the supercharacter theory for 3Dsyl4 (q
3) and establish
the supercharacter table of 3Dsyl4 (q
3). This is the main result of Chapter 2. T. Le
[Le13] constructed and counted all ordinary characters of 3Dsyl4 (q
3). We give more
specific constructions of the irreducible characters of 3Dsyl4 (q
3), and establish the
almost faithful irreducible characters (i.e. the family F6) in a different way. Then we
obtain the conjugacy classes of 3Dsyl4 (q
3), calculate the character table of 3Dsyl4 (q
3),
and determine the relations between supercharacters and irreducible characters of
3D
syl
4 (q
3). The three statements are true, if we consider the analogue of Higman’s
conjecture, Lehrer’s conjecture and Isaacs’ conjecture of An(q) for 3D
syl
4 (q
3).
Chapter 3: Supercharacter theories for Gsyl2 (q)
In Section 3.1, we construct a Lie algebra LG2 of type G2 which is a subalgebra
of LD4, and determine the Sylow p-subgroup Gsyl2 (q) of the Chevalley group of type
LG2 over the field Fq. The matrix size of Gsyl2 (q) is 8× 8. The construction of the Lie
algebra of type G2 is motivated by the paper [HRT01]. In that paper [HRT01], R.
B. Howlett, L. J. Rylands and D. E.Taylor provided matrix generators for exceptional
groups of Lie type. From the paper, we also obtain a Sylow p-subgroup of 7 × 7
matrices, and there are also other constructions of the Lie algebra of type G2 (e.g.
[Hum78, §19.3], [Rum14, §8]). In this thesis, we determine the Sylow p-subgroup
Gsyl2 (q) of 8 × 8 matrices such that Gsyl2 (q) 6 3Dsyl4 (q3). We refer to the results of
3D
syl
4 (q
3), when we study the orbit modules and supercharacter theories of Gsyl2 (q).
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The relations of the groups are obtained as follows:
3D
syl
4 (q
3)
6
Gsyl2 (q)
6
6
Dsyl4 (q
3)
6
6 A8(q3)
Dsyl4 (q)
In Section 3.2, we construct a 1-cocycle f and determine a monomial linearisation
(f |Gsyl2 (q), κ|V×V ) for G
syl
2 (q), and obtain a monomial G8(q)-module CG
syl
2 (q).
In Section 3.3, we determine the supercharacter theory for Gsyl2 (q), and establish
the supercharacter table of Gsyl2 (q). When p > 3, we exhibit the relations between
supercharacters and irreducible characters of Gsyl2 (q), and calculate the character
table of Gsyl2 (q). F. Himstedt, T. Le, and K. Magaard [HLM16, §8.3] obtained some
irreducible characters of Gsyl2 (q) by parameterizing midafis. S. M. Goodwin, P. Mosch
and G. Röhrle [GR09, GMR14, GMR16] obtained the number of conjugacy classes
of Gsyl2 (q) with an algotithm. We construct the irreducible characters by Clifford
theory, calculate the conjugacy classes directly, and establish the character table of
Gsyl2 (q) (p > 3). The three statements hold, if we consider the analogue of Higman’s
conjecture, Lehrer’s conjecture and Isaacs’ conjecture of An(q) for G
syl
2 (q).
Chapter 4: Supercharacter theories for 2Gsyl2 (32m+1)
In Section 4.1, we choose the suitable structure constants of extraspecial pairs,
and construct a Sylow 3-subgroup 2Gsyl2 (32m+1) of the Ree group 2G2(32m+1) such
that 2Gsyl2 (32m+1) 6 Gsyl2 (32m+1).
In Section 4.2, we determine a monomial linearisation (f |2Gsyl2 (32m+1), κ|V×V ) for
2G
syl
2 (3
2m+1). We get a monomial A8(q)-module C
Ä
2Gsyl2 (3
2m+1)
ä
, and obtain a clas-
sification of 2Gsyl2 (3
2m+1)-orbit modules.
In Section 4.3, we calculate the conjugacy classes of 2Gsyl2 (32m+1), establish a su-
percharacter theory for 2Gsyl2 (32m+1), and determine the character table of 2G
syl
2 (3).
The three statements are true, if we consider the analogue of Higman’s conjecture,
Lehrer’s conjecture and Isaacs’ conjecture of An(q) for 2G
syl
2 (3).
Chapter 5: Monomial Esyl6 (q)-, F
syl
4 (q)-, 2E
syl
6 (q
2)- and Esyl7 (q)-modules
In this chapter, we establish the Sylow p-subgroups Esyl6 (q), F
syl
4 (q), 2E
syl
6 (q
2) and
Esyl7 (q), and the matrix sizes of them are 27 × 27, 27 × 27, 27 × 27 and 56 × 56 re-
spectively. We determine monomial linearisations for the Sylow p-subgroups Esyl6 (q),
F syl4 (q), 2E
syl
6 (q
2) and Esyl7 (q), and obtain monomial E
syl
6 (q)-, F
syl
4 (q)-, 2E
syl
6 (q
2)- and
4
Introduction
Esyl7 (q)-modules. The relations of the groups are shown as follows:
2E
syl
6 (q
2)
6 6
F syl4 (q)
6
Esyl6 (q
2)
6
6 A27(q2)
Esyl6 (q)
Our main results of the dissertation are listed in the following table.
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1. The construction of monomial
modules
In this chapter, we mainly recall the construction of the monomial linearisations
following M. Jedlitschky’s approach [Jed13] and the orbit modules. Our main refer-
ences are R. Dipper’s script [Dip13] and M. Jedlitschky’s PhD thesis [Jed13].
1.1. The setting
We list some notations which we use frequently.
1.1.1 Notation. Define the following notations:
p : a prime number,
q : a fixed power of p,
K : a field,
K∗ : the multiplicative group K\{0} of K,
K+ : the additive group of K,
Fq : the finite field with q elements,
Fq3 : the finite field with q3 elements,
C : the complex field,
Q : the set of all rational numbers,
Z : the set of all integers,
N : the set {0, 1, 2, . . . } of all non-negative integers,
N∗ : the set {1, 2, . . . } of all positive integers,
In : n× n identity matrix In×n,
On : n× n zero matrix On×n.
Let N ∈ N∗.
1.1.2 Notation. Define the sets of matrix entry coordinates
3 := {(i, j) | 1 ≤ i, j ≤ N}, and 1 := {(i, j) | 1 ≤ i < j ≤ N}.
1.1.3 Notation. (1) Let M,N ∈ N∗, denote MatM×N(K) the set of all M × N ma-
trices with entries in the field K. In particular, MatN(K) := MatN×N(K).
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(2) Define the general linear group GLN(K) to be the subset of MatN×N(K) con-
sisting of all invertible matrices.
(3) Let m ∈ MatN×N(K). Then set m := (mi,j), where mi,j ∈ K denotes the (i, j)-
entry of m (the entry in the i-th row and j-th column). If N < 10, set mij := mi,j.
(4) Denote ei,j ∈ MatN×N(K) the matrix unit with 1 in the (i, j)-position and 0
elsewhere. If N < 10, set eij := ei,j.
(5) Denote by A> the transpose of A.
1.1.4 Notation. Set −(q) := −(Fq), for example GLN(q) := GLN(Fq).
1.1.5 Notation/Lemma. Set
V0 :=MatN×N(K).
Then V0 is a K-vector space.
1.1.6 Definition. Let AN(K) denote the set of upper unitriangular N × N -matrices
over the field K, and it is called the unipotent linear group.
1.1.7 Notation/Lemma. Let A = (Ai,j) ∈ V0 = MatN×N(K), then the trace of A is
tr(A) :=
N∑
i=1
Ai,i.
In particular, tr(AB) = tr(BA) for all A,B ∈ V0.
1.1.8 Definition ([Jed13], 1.2.16). (1) Let A ∈ MatN×N(K), then define the sup-
port of A as follows:
supp(A) :={(i, j) ∈3 | Ai,j 6= 0}.
(2) Let V ⊆ V0 be a vector subspace of V0, then set
supp(V ) :=
⋃
A∈V
supp(A).
(3) Let g ∈ AN(K), then the essential support of g is defined as
supp(g) :=supp(g − IN) = {(i, j) ∈1 | gi,j 6= 0}.
For J ∈3, let VJ := {A ∈ V0 | supp(A) ⊆ J}.
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(4) Let H be a subgroup of AN(K). Then set
supp(H) :=
⋃
h∈H
supp(h).
1.1.9 Notation. Let V be a vector subspace of V0 and J := supp(V ) ⊆ 1. Define the
subset J c of1 and the vector subspace V c of V0 as follows:
J c :=J
⋃{(i, i+ 1) ∈1\J | (i, i+ 2) ∈ J}⋃{(i, j) ∈1\J | ∃ j1 < j < j2 and (i, j1), (i, j2) ∈ J},
V c :=Vsupp(V )c = VJc .
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1.2. The construction of monomial modules
In this section, we recall the construction of the monomial modules. For the con-
struction of monomial linearisations we refer to [Dip13], [Jed13], [DG15], [DG16]
and [Guo16]. For the general background of modules, characters and idempotents
we refer to [AB95], [JL01], [CR81] and [CR62].
In this thesis, a group action is a right action and a module is a right module. Let
G be a finite multiplicative group, Irr(G) the set of all complex irreducible characters
of G, V a finite abelian additive group and K a field. If V is a K-vector space, it is
finite dimensional. If X is a set, KX denotes the K-vector space with the K-basis
X.
1.2.1 Notation. Let M be a right KG-module and − ∗ − be the module operation as
follows:
− ∗ − : M ×G→M : (m, g) 7→ m ∗ g.
Then the right KG-module M is also denoted by (M, ∗)KG, or by MKG for short, or by
M if no ambiguity arises.
1.2.2 Definition (Monomial module). Let M be a right KG-module with a K-basis
B, then B is called a monomial basis (and M is called monomial) if there exist
(a) a group action −.− : B ×G→ B : (b, g) 7→ b.g,
(b) a function α : B ×G→ K∗,
such that the module operation − ∗ − of G on the basis B of M is given by
b ∗ g = α(b, g)b.g for all g ∈ G, b ∈ B.
1.2.3 Definition. Suppose a group G acts on a set V from the right
− ◦ − : V ×G→ V : (A, g) 7→ A ◦ g.
(1) Let V := (V,+) be an abelian group and
(A+B) ◦ g = A ◦ g +B ◦ g for all A,B ∈ V and g ∈ G.
We say G acts on V as (group) automorphisms.
(2) Let K be a field, V a K-vector space and
– (A+B) ◦ g = A ◦ g +B ◦ g for all A,B ∈ V and g ∈ G,
– (kA) ◦ g = k(A ◦ g) for all k ∈ K, A ∈ V and g ∈ G.
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We say that G acts on V as K-(vector space) automorphisms or that the
action of G on V is linear.
1.2.4 Definition/Lemma. Let G be a finite group, K a field and
KG := {τ : G→ K | τ is a map}.
(1) Define addition and scalar multiplication on KG as follows: for τ, σ ∈ KG and
λ ∈ K, τ + σ and λτ by (τ + σ)(g) = τ(g) + σ(g) and (λτ)(g) = λ(τ(g)) for all
g ∈ G. Then KG is a K-vector space.
(2) For g ∈ G, set τg : G→ K : h 7→
®
1, g = h
0, g 6= h = δg,h, where δg,h is the Kronecker
delta. Then {τg | g ∈ G} is a K-basis of KG. In particular, τ = ∑g∈G τ(g)τg for
all τ ∈ KG.
(3) The map Φ : KG → KG induced by τg 7→ g is a K-isomorphism. In particular,
Φ(τ) =
∑
g∈G τ(g)g for all τ ∈ KG.
(4) Let KG be the group algebra with the multiplication
(
∑
g∈G
αgg)(
∑
h∈G
βhh) =
∑
x∈G
∑
g∈G
αgβg−1xx.
For τ, σ ∈ KG, the multiplication τσ is defined by
τσ : G→ K : y 7→ ∑
g∈G
τ(g)σ(g−1y).
Then KG is an associate K-algebra, and Φ : KG → KG : τ 7→ ∑g∈G τ(g)g is an
algebra isomorphism. In particular, τgτh = τgh for all g, h ∈ G.
1.2.5 Lemma. Let V be a finite abelian group and Vˆ := Hom(V,C∗). Then
Irr(V ) = Vˆ ⊆ CV
is a linearly independent subset of the C-vector space CV .
1.2.6 Remark. Let V be abelian and finite, then
dimCCVˆ = |Vˆ | 1.2.5= |V | = dimCCV 1.2.4= dimCCV .
Thus CVˆ = CV (as C-vector spaces).
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1.2.7 Lemma. Let f : G→ V be a map, then
f ∗ : CV → CG : φ 7→ f ∗(φ) = φf
defines a C-linear map, and the following diagram is commutative:
V
φ // C
G
f
OO
f∗(φ)
??
The map f is surjective (bijective, injective) if and only if f ∗ is injective (bijective,
surjective). If f is surjective, {χˆf | χˆ ∈ Vˆ } is a C-basis of im f ∗ = f ∗(CV ).
1.2.8 Corollary. Let f : G → V be a surjective map, and U 6 G such that f |U is
bijective. Then
f |∗U : CV → CU : φ 7→ f |∗U(φ) = φf |U = f ∗(φ)|U
defines a C-isomorphism, and the following diagram is commutative:
V
φ // C
U
f |U
OO
f |∗U (φ)=f∗(φ)|U
??
In particular, {χˆf |U | χˆ ∈ Vˆ } is a C-basis of CU .
1.2.9 Definition (1-cocycle). Let V be an abelian group. Suppose G acts on V ,
(A, g) 7→ A ◦ g (A ∈ V, g ∈ G), as automorphisms. Then a map f : G → V is called a
(right) 1-cocycle of G in V , if it satisfies
f(xg) = f(x) ◦ g + f(g) for all x, g ∈ G. (1.2.10)
Suppose that f : G → V is a surjective 1-cocycle and U is a subgroup of G such
that f |U is bijective (i.e. f |U is a bijective 1-cocyle of U in V ). Then CV , CV , CU ,
CU and im f ∗ are pairwise C-isomorphic:
C{χˆf |U | χˆ ∈ Vˆ } = im f |∗U = CU Φ // CU
fCU

C{χˆ | χˆ ∈ Vˆ } = CVˆ = CV
f |∗U
OO
f∗

Ψ // CV
C{χˆf | χˆ ∈ Vˆ } = im f ∗
12
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where Ψ : χˆ 7→ ∑B∈V χˆ(B)B, Φ : χˆf |U 7→ ∑u∈U χˆf(u)u, f ∗ : χˆ 7→ χˆf , f |∗U : χˆ 7→ χˆf |U ,
and fCU : u 7→ f(u) is the extension of f |U to CU by linearity. Let χ := χˆf ,
[χˆ] :=
∑
B∈V
χˆ(B)B and [χˆf |U ] := [χ|U ] :=
∑
u∈U
χ(u)u,
then
CV = C{[χˆ] | χˆ ∈ Vˆ } and CU = C{[χˆf |U ] | χˆ ∈ Vˆ }.
1.2.11 Lemma. Let K be a field, V,W K-vector spaces (or abelian groups), G a group
and ϕ : V → W a K-isomorphism (or group isomorphism). Suppose that V is a KG-
module (V, .)KG and that the elements of G act on V as K-automorphisms (or as group
automorphisms). Define a new operation by
− ∗ − : W ×G→ W : (w, g) 7→ w ∗ g := ϕ(ϕ−1(w).g)
and for
∑
g∈G αgg ∈ KG extend the operation by linearity
w ∗
Å∑
g∈G
αgg
ã
=
∑
g∈G
αg(w ∗ g) for all w ∈ W.
Then W is a KG-module (W, ∗)KG, the elements of G act on W as K-automorphisms
(or as group automorphisms) and ϕ is a KG-module isomorphism.
1.2.12 Definition/Lemma. Let K be an arbitrary field and G be a finite group. Define
an operation by
− ∗ − : KG ×G→ KG : (ϕ, g) 7→ ϕ ∗ g,
where (ϕ ∗ g)(x) = ϕ(xg−1) for all x ∈ G. Then KG becomes a right KG-module
(KG, ∗)KG ∼= KGKG, where KGKG is the right regular module.
Proof. By 1.2.4 and 1.2.11, it is enough to define a module operation − ∗ −of KG
on KG. For τg ∈ KG and h ∈ G, we set τg ∗ h := Φ−1(Φ(τg)h) = τgh. Then
(τg ∗ h)(x) = τgh(x) = δgh,x = δg,xh−1 = τg(xh−1) for all x ∈ G.
Thus (ϕ ∗ g)(x) = ϕ(xg−1) for all ϕ ∈ KG and x ∈ G.
1.2.13 Definition/Lemma. Let V be an abelian group on which G acts from the right
as automorphisms. Then the group action of G on V induces a group action −.− of G
on Vˆ given by
−.− : Vˆ ×G→ Vˆ : (χˆ, g) 7→ χˆ.g,
where (χˆ.g)(A) = χˆ(A ◦ g−1) for all A ∈ V .
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1.2.14 Lemma. Let f : G→ V be a surjective 1-cocycle. Then for χˆ ∈ Vˆ and g ∈ G,
(χˆf) ∗ g = (χˆf)(g−1) · (χˆ.g)f = χ(g−1) · (χˆ.g)f ∈ im f ∗,
where χ = χˆf and − · − is the scalar multiplication. By extending the operation − ∗−
linearly, im f ∗ becomes a monomial module (im f ∗, ∗)CG.
Proof. Let χˆ ∈ Vˆ and g ∈ G, then for x ∈ G,
((χˆf) ∗ g)(x) =(χˆf)(xg−1) 1.2.9= χˆ(f(x) ◦ g−1 + f(g−1)) = (χˆf)(g−1) · χˆ(f(x) ◦ g−1)
1.2.13
= (χˆf)(g−1) · (χˆ.g)(f(x)) = (χˆf)(g−1) · (Äχˆ.gäf)(x). = χ(g−1) · (χˆ.g)f.
Thus (χˆf) ∗ g = (χˆf)(g−1) · (χˆ.g)f .
1.2.15 Theorem. (Monomial CG-modules) [Jedlitschky, [Jed13]] Let f : G→ V be a
surjective 1-cocycle, and U 6 G such that f |U is bijective. Then the C-vector spaces CV ,
CU , CV and CU can be made into monomial CG-modules by extending the following
operations linearly: for all χˆ ∈ Vˆ and g ∈ G
χˆ ∗ g :=χˆ Äf(g−1)ä · χˆ.g, (χˆf |U) ∗ g :=χˆ Äf(g−1)ä · (χˆ.g)f |U ,
[χˆ] ∗ g :=χˆ Äf(g−1)ä · [χˆ.g], [χˆf |U ] ∗ g :=χˆ Äf(g−1)ä · [(χˆ.g)f |U ],
and the CG-modules (CV , ∗)CG, (CV, ∗)CG, (CU , ∗)CG and (CU, ∗)CG are isomorphic to
(im f ∗, ∗)CG:
(CU , ∗)CG Φ // (CU, ∗)CG
fCU

(CV , ∗)CG
f |∗U
OO
f∗

Ψ // (CV, ∗)CG
(im f ∗, ∗)CG
1.2.16 Corollary (Monomial CU -module). The vector spaces CU , CV , CU , CV , and
im f ∗ can be made into monomial isomorphic CG-modules by extending the restriction
of the operations − ∗ − linearly. In particular, the operation − ∗ − of U on CU is the
usual right operation of U on CU , i.e. for all χˆ ∈ Vˆ and x ∈ U
(
∑
u∈U
χˆf(u)u) ∗ x = χˆ Äf(x−1)ä · (∑
u∈U
(χˆ.x)f(u)u) =
∑
u∈U
χˆf(u)ux,
so (CU, ∗)CU = CUCU .
1.2.17 Theorem (2.8, [DG16]). Let f : G → V be a surjective 1-cocycle with kernel
ker f . Then ker f 6 G and (CV, ∗)CG ∼= (CV , ∗)CG ∼= IndGker fCker f , where Cker f is the
trivial ker f -module.
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1.2.18 Remark. im f ∗ = C{(∑h∈ker f τh) ∗ [χ|U ] | χˆ ∈ Vˆ } ⊆ CG (see A.1).
If we want to apply the monomial CG (or CU)-modules, we should solve the two
problems: ‘describe the set Vˆ of linear characters of V ’ and ‘describe the action of G
on Vˆ such that it is easy to calculate’.
1.2.19 Assumption. For the remainder of this subsection, let G be a finite group and
V a finite dimensional vector space over some finite field Fq. Suppose that G acts on V
as Fq-automorphisms from the right: V ×G→ V : (A, g) 7→ A ◦ g.
1.2.20 Definition ([Jed13], 2.1.19). Let V be an Fq-vector space on which G acts
as Fq-automorphism, f : G → V a surjective 1-cocycle and κ : V × V → Fq a non-
degenerate bilinear form on V . Then (f, κ) is called a monomial linearisation for
G.
Let B = {v1, . . . , vm} be an Fq-basis of V , then
κ : V × V → Fq : (vi, vj) 7→ δij =
®
1, if i = j
0, if i 6= j
is a non-degenerate symmetric bilinear form.
1.2.21 Lemma (c.f. §2.1 of [Jed13]/ XIII §5 of [Lan95]). There exists an unique
linear action −.− of G on V :
−.− : V ×G→ V : (A, g) 7→ A.g
where κ(A.g,B) = κ(A,B ◦ g−1) for all B ∈ V .
1.2.22 Notation. Let ϑ : F+q → C∗ denote a fixed nontrivial linear character of the
additive group F+q of Fq once and for all. In particular,
∑
x∈F+q ϑ(x) = 0.
1.2.23 Lemma. Let V be a finite dimensional vector space over some finite field Fq and
let κ denote a non-degenerate bilinear form. Then
Vˆ = {χˆA | A ∈ V },
where χˆA : V → C∗ : X → ϑ
Ä
κ(A,X)
ä
, and for A ∈ V the following diagram is
commutative:
V
χˆA 
κ(A,−)// F+q
ϑ

C∗
In particular χˆA = χˆB ⇐⇒ A = B, and (χˆA).g = χˆ(A.g) for all A ∈ V and g ∈ G.
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Set χA := χˆAf for all A ∈ V , i.e. the following diagram is commutative:
V
κ(A,−)//
χˆA

F+q
ϑ

G
f
OO
χA
// C∗
Let c := a + bi ∈ C (i the imaginary unit), then c := a − bi denotes the complex
conjugate of c. Let A ∈ V and g ∈ G, then χA(1) = 1, χA.g(g) = χA(g−1) = χ(−A)(g−1)
and
χA ∗ g =χA.g(g)χA.g, χˆA ∗ g :=χA.g(g)χˆA.g, (χA|U) ∗ g :=χA.g(g)χA.g|U ,
[χˆA] ∗ g :=χA.g(g)[χˆA.g], [χA|U ] ∗ g :=χA.g(g)[χA.g|U ].
In general, χA(g−1) 6= χA(g). Let
[A] :=
1
|U |
∑
u∈U
χA(u)u ∈ CU, and [A]V := 1|V |
∑
B∈V
χˆA(B)B ∈ CV,
then {[A]V | A ∈ V } is the set of the pairwise orthogonal central primitive idempo-
tent elements of CV , and is a C-basis of CV . Thus {[A] | A ∈ V } is a C-basis of CU .
We have
CU =C{χA|U | A ∈ V }, CU =C{[A] | A ∈ V },
CV = CVˆ =C{χˆA | A ∈ V }, CV =C{[A]V | A ∈ V }.
1.2.24 Corollary ([Jed13]). Suppose that G has a monomial linearisation (f, κ) and
that there exists a subgroup U 6 G, such that the map f |U : U → V is bijective. Then
CU is a monomial CG-module with the module operation
[A] ∗ g = χA.g(g)[A.g] for all g ∈ G,A ∈ V , (1.2.25)
The restriction of the ∗-operation to U on CU is given by the usual right multiplication
of U on CU , i.e.
[A] ∗ u = [A]u = 1|U |
∑
y∈U
χA(y)yu for all u ∈ U,A ∈ V .
Proof. For all g ∈ G,A ∈ V ,
[A] ∗ g =
Ñ
1
|U |
∑
y∈U
χA(y)y
é
∗ g =
Ñ
1
|U |
∑
y∈U
χ−A(y)y
é
∗ g
=χ−A(g−1) · 1|U |
∑
y∈U
((χˆ−A).g)f(y)y = χA(g−1) · 1|U |
∑
y∈U
(χˆ(−A.g))f(y)y
=χA.g(g) · 1|U |
∑
y∈U
χˆA.gf(y)y
=χA.g(g)[A.g].
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We mainly consider the right module (CU, ∗)CU = CUCU . Let A ∈ V , we define
the U -orbit module associated to A by
COU([A]) := C{[A]u | u ∈ U} = C{[A.u] | u ∈ U}.
Then COU([A]) has a C-basis given by
{[A.u] | u ∈ U} = {[C] | C ∈ OU(A)} ,
where OU(A) := {A.g ∈ V | g ∈ U} is the orbit of A under the operation −.− de-
fined in 2.2.27. By just substituting every U with G, we define the CG-orbit module
COG([A]), which has a C-basis {[C] | C ∈ OG(A)}.
The stabilizer StabU(A) of A in U is defined to be
StabU(A) = {u ∈ U | A.u = A},
then dimCCOU([A]) = |OU(A)| = |U ||StabU (A)| . Let A,B ∈ V , then COU([A]) and
COU([B]) are identical (if A.u = B for some u ∈ U) or their intersection is {0}.
Set
StabU(A,B) := StabU(A) ∩ StabU(B).
Two CU -modules having no nontrivial CU -homomorphism between them are called
orthogonal.
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2. Supercharacter theories for
3D
syl
4
(
q3
)
In this chapter, we determine a Chevalley basis of LD4 (2.1.1), and a matrix Sylow
p-subgroup 3Dsyl4 (q3) (2.1.12) for the Steinberg triality group 3D4 (q3).
After that, we construct, for technical reasons, a larger group G8 (q3) (2.1.16),
determine a monomial linearisation (f, κq|V×V ) for G8 (q3) (2.2.32) and get a mono-
mial linearisation (f |3Dsyl4 (q3), κq|V×V ) for
3Dsyl4 (q
3) (2.2.33). We obtain a monomial
G8 (q
3)-module C
Ä
3Dsyl4 (q
3)
ä
(2.2.34). Then we give a classification of 3Dsyl4 (q3)-
orbit modules (Table 2.1). Every 3Dsyl4 (q3)-orbit module is isomorphic to some hook-
separated staircase module (2.2.79). Some irreducible modules are determined, and
any two orbit modules from different families are orthogonal (2.2.83).
Finally, we determine the supercharacter theory for 3Dsyl4 (q
3) (2.3.21) and es-
tablish the supercharacter table of 3Dsyl4 (q
3) in Table 2.5. Then we determine the
conjugacy classes (2.3.51), construct the complex irreducible characters (2.3.45),
calculate the character table of 3Dsyl4 (q
3) (2.3.52), and obtain the relations between
the supercharacters and the irreducible characters (2.3.53).
2.1. Sylow p-subgroup 3Dsyl4
(
q3
)
of the Steinberg
triality group
Let p 6= 2. In this section, we set the suitable structure constants of LD4(A.5.6),
fix a Chevalley basis of LD4 (2.1.1), and determine the Sylow p-subgroup 3Dsyl4 (q3)
(2.1.12) of upper unitriangular 8 × 8-matrices for 3D4 (q3). We determine a bigger
group G8 (q3) (see 2.1.16).
2.1.1. Sylow p-subgroup 3Dsyl4
Ä
q3
ä
of the Steinberg triality group
In this subsection, we establish the matrix Sylow p-subgroup Dsyl4 (q) of the Chevalley
group D4(q) (2.1.4). and determine a Sylow p-subgroup 3D
syl
4 (q
3) of the Steinberg
triality group 3D4 (q3) (2.1.12). The background and notations of complex Lie alge-
bra can be found in Appendix A.2, more details on root system, Chevalley basis and
Lie algebra of type D4 can be found in Appendix A.3, for the construction of a Sylow
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p-subgroup of a Chevalley group D4(q) details can be found in Appendix A.4. The
general construction of the Steinberg triality group 3D4 (q3) can be found in [Car72],
[Gec90] and [Gec91].
Let J+8 :=
∑8
i=1 ei,9−i ∈ GL8(C). By A.3, the set
{A ∈ Mat8×8(C) | A>J+8 + J+8 A = 0}
forms a simple Lie algebra of type D4. For 1 ≤ i ≤ 4, let hi := ei,i − e9−i,9−i ∈
Mat8×8(C), then a Cartan subalgebra of LD4 is
HD4 ={
4∑
i=1
λihi | λi ∈ C}.
Let H∗D4 be the dual space of HD4, and h :=
∑4
i=1 λihi. For 1 ≤ i ≤ 4, let εi ∈ H∗D4 be
defined by εi(h) = λi for all i = 1, 2, 3, 4. Let V4 := VD4 be a R-vector subspace ofH∗D4
spanned by {hi | i = 1, 2, 3, 4}, then V4 becomes a Euclidean space (see Appendix
A.3). The set
ΦD4 = {±εi ± εj | 1 ≤ i < j ≤ 4}
is a root system of type D4. The fundamental system of roots of the root system ΦD4
is
∆D4 = {ε1 − ε2, ε2 − ε3, ε3 − ε4, ε3 + ε4}.
The positive system of roots of ΦD4 is
Φ+D4 := {εi ± εj | 1 ≤ i < j ≤ 4}.
We choose the following Chevalley basis of LD4 to keep the description of the
Steinberg triality group as simple as possible (see Appendix A.5).
2.1.1 Lemma (Chevalley basis of LD4). The Lie algebra LD4 has a Chevalley basis
{hr | r ∈ ∆D4} ∪ {e±r | r ∈ Φ+D4} as follows:
r ∈ Φ+D4 hr er e−r
r1 := ε1 − ε2 (e1,1 − e8,8)− (e2,2 − e7,7) e1,2 − e7,8 e2,1 − e8,7
r2 := ε2 − ε3 (e2,2 − e7,7)− (e3,3 − e6,6) e2,3 − e6,7 e3,2 − e7,6
r3 := ε3 − ε4 (e3,3 − e6,6)− (e4,4 − e5,5) e3,4 − e5,6 e4,3 − e6,5
r4 := ε3 + ε4 (e3,3 − e6,6) + (e4,4 − e5,5) e3,5 − e4,6 e5,3 − e6,4
r5 := r1 + r2 −(e1,3 − e6,8) −(e3,1 − e8,6)
r6 := r2 + r3 e2,4 − e5,7 e4,2 − e7,5
r7 := r2 + r4 e2,5 − e4,7 e5,2 − e7,4
r8 := r1 + r2 + r3 e1,4 − e5,8 e4,1 − e8,5
r9 := r1 + r2 + r4 e1,5 − e4,8 e5,1 − e8,4
r10 := r2 + r3 + r4 e2,6 − e3,7 e6,2 − e7,3
r11 := r1 + r2 + r3 + r4 e1,6 − e3,8 e6,1 − e8,3
r12 := r1 + 2r2 + r3 + r4 e1,7 − e2,8 e7,1 − e8,2
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Define the matrix group
D¯4(q) := 〈 exp(t er) | r ∈ ΦD4 , t ∈ Fq 〉 .
The Chevalley group of type LD4 over the field Fq is denoted by
D4(q) := 〈 exp(t ad er) | r ∈ ΦD4 , t ∈ Fq 〉 .
By the adaption of [Car72, Theorem 11.3.2], D¯4(q) is a commutator subgroup, de-
noted by Ω8(q, fD), of the (positive) orthogonal group O8(q, fD), where fD is the
quadratic form x1x8+x2x7+x3x7+x4x5. By [Car72, §11.3], D4(q) ∼= D¯4(q)/Z(D¯4(q)),
and D4(q) is isomorphic to the projective group
PΩ8(q, fD) = Ω8(q, fD)/Z(O8(q, fD)) ∩ Ω8(q, fD).
We set
Dsyl4 (q) :=
¨
exp(ter)
∣∣∣ r ∈ Φ+D4 , t ∈ Fq ∂ .
Since Dsyl4 (q) ∩ Z(O8(q, fD)) = {I8}, Dsyl4 (q) is a Sylow p-subgroup of the Chevalley
group D4(q) (see A.4). Compare the orders of O8(q, fD) and PΩ8(q, fD) (see [Gro02,
Chapter 9]), Dsyl4 (q) is also a Sylow p-subgroup of O8(q, fD).
We set xr(t) := exp(ter) = I8 + t · er for all r ∈ ΦD4 and t ∈ Fq, and the root
subgroups Xr := {xr(t) | t ∈ Fq} for all r ∈ ΦD4.
Before we obtain a good expression for the elements of Dsyl4 (q), we need the fol-
lowing property.
2.1.2 Proposition. Dsyl4 (q) =
ß∏
r∈Φ+D4
xr(tr)
∣∣∣∣ tr ∈ Fq™, where the product can be
taken in an arbitrary, but fixed, order.
Proof. c.f. A.4.4.
2.1.3 Notation. Define the following sets of matrix entry coordinates
3 :={(i, j) | 1 ≤ i, j ≤ 8},
1 :={(i, j) | 1 ≤ i < j ≤ 8},
2 :={(i, j) ∈3 | i < j < 9− i}.
M. Jedlitschky determines Dsyl4 (q) with the construction (see [Jed13, 1.1.4])
Dsyl4 (q) := A8(q) ∩O8(q, fD).
We describe Dsyl4 (q) as a projective group PΩ8(q, fD). Now we give the explicit
expression of Dsyl4 (q), which shows that every element u of D
syl
4 (q) is uniquely deter-
mined by the entries {ui,j | (i, j) ∈2} (c.f. [Jed13, 1.1.19]).
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2.1.4 Proposition (Sylow p-subgroup Dsyl4 (q)). A matrix Sylow p-subgroup of the
Chevalley group D4(q) is given as follows:
Dsyl4 (q)
=
®
xr4(tr4)xr3(tr3)xr10(tr10)xr7(tr7)xr6(tr6)xr2(tr2)
·xr12(tr12)xr11(tr11)xr9(tr9)xr8(tr8)xr5(tr5)xr1(tr1)
∣∣∣∣∣ tri ∈ Fq, i = 1, 2, . . . , 12
´
={

1 tr1 −tr5 tr8 tr9 tr11 tr12 −tr1tr12 + tr5tr11 − tr8tr9
1 tr2 tr6 tr7 tr10 −tr2tr10 − tr6tr7
tr1tr2tr10 + tr1tr6tr7
−tr2tr11 + tr5tr10 − tr6tr9
−tr7tr8 − tr12
1 tr3 tr4 −tr3tr4 tr2tr3tr4 − tr3tr7−tr4tr6 − tr10
−tr1tr2tr3tr4 + tr1tr3tr7
+tr1tr4tr6 − tr3tr4tr5
+tr1tr10 − tr3tr9
−tr4tr8 − tr11
1 0 −tr4 tr2tr4 − tr7 −tr1tr2tr4 + tr1tr7−tr4tr5 − tr9
1 −tr3 tr2tr3 − tr6 −tr1tr2tr3 + tr1tr6−tr3tr5 − tr8
1 −tr2 tr1tr2 + tr5
1 − tr1
1

| tri ∈ Fq, i = 1, 2, . . . , 12}.
Proof. By §A.4, Dsyl4 (q) is a Sylow p-subgroup of D4(q). By 2.1.2 and calculation, we
get the matrix form as claimed.
Now we determine the Sylow p-subgroup 3Dsyl4 (q3) of the Steinberg triality group.
Let ρ be a linear transformation of V4 into itself arising from a non-trivial symmetry
of the Dynkin diagram of LD4 sending r1 to r3, r3 to r4, r4 to r1, and fixing r2,
• •
•
•
r1
ρ
r2
r3
ρ
r4ρ
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then ρ3 = idV4 and
r1
ρ7→ r3 ρ7→ r4, r2 ρ7→ r2, r5 ρ7→ r6 ρ7→ r7, r8 ρ7→ r10 ρ7→ r9, r11 ρ7→ r11, r12 ρ7→ r12.
Thus ρ(ΦD4) = ΦD4 (see [Car72, Proposition 12.2.2]).
Let an automorphism of the Lie algebra LD4 be determined by
hr 7→ hρ(r), er 7→ eρ(r), e−r 7→ e−ρ(r), (r ∈ ∆D4)
and for every r ∈ ΦD4 satisfying er 7→ γreρ(r). We choose the suitable structure
constants such that γr = 1 for all r ∈ ΦD4 (A.5). If we choose different structure
constants, some γr may be−1, but the following construction also determine a Sylow
p-subgroup of Steinberg triality group, with the different signs of some ti of the
matrix expression of 2.1.12.
The Chevalley group D4 (q3) has a field automorphism Fq sending xr(t) to xr(tq)
which arises from the automorphism of Fq3:
Fq3 → Fq3 : t 7→ tq,
and a graph automorphism ρ sending xr(t) to xρ(r)(t) (r ∈ ΦD4) (c.f. [Car72,
12.2.3]). Let F := ρFq = Fqρ. For a subgroup X of D4 (q3), we set XF := {x ∈
X|F (x) = x}. Then D4 (q3)F = 3D4 (q3).
Let r ∈ Φ+D4 and t ∈ Fq3, we write
xr1(t) :=
®
xr(t) if ρ(r) = r, tq = t
xr(t) · xρ(r)(tq) · xρ2(r)(tq2) if ρ(r) 6= r, tq3 = t .
Then a Sylow p-subgroup of 3D4 (q3) is determined
3Dsyl4
Ä
q3
ä
: =
®
xr12(t2)xr11(t1)xr15(t5)xr18(t8)xr111(t11)xr112(t12)
∣∣∣∣∣
®
t1, t5, t8 ∈ Fq3 ,
t2, t11, t12 ∈ Fq
´
.
2.1.5 Reminder ([Car72], 9.4.10 and 14.3.2).
|D4(q)| =1
4
q12(q2 − 1)(q4 − 1)(q6 − 1)(q4 − 1),
|3D4
Ä
q3
ä | =q12(q2 − 1)(q6 − 1)(q8 + q4 + 1).
2.1.6 Corollary. |3Dsyl4 (q3) | = q12.
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2.1.7 Definition/Lemma (in 3Dsyl4 (q3)). Let t ∈ Fq3, set
x1(t) : = xr11(t) = xr13(t
q) = xr14(t
q2)
= xε1−ε2(t) · xε3−ε4(tq) · xε3+ε4(tq
2
)
=

1 t ·
1 ·
1 tq tq
2 −tq2+q
1 · −tq2
1 −tq
1
1 −t
1

, t ∈ Fq3 ,
x2(t) : = xr12(t) = xε2−ε3(t)
=

1 ·
1 t ·
1 ·
1 ·
1
1 −t
1
1

, t ∈ Fq,
x3(t) : = xr15(t) = xr16(t
q) = xr17(t
q2)
= xε1−ε3(t) · xε2−ε4(tq) · xε2+ε4(tq
2
)
=

1 −t ·
1 tq tq
2 −tq2+q
1 ·
1 · −tq2
1 −tq
1 t
1
1

, t ∈ Fq3 ,
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x4(t) : = xr18(t) = xr110(t
q) = xr19(t
q2)
= xε1−ε4(t) · xε2+ε3(tq) · xε1+ε4(tq
2
)
=

1 t tq
2 −tq2+1
1 tq ·
1 · −tq
1 · −tq2
1 −t
1
1
1

, t ∈ Fq3 ,
x5(t) : = xr111(t) = xε1+ε3(t)
=

1 t ·
1 ·
1 · −t
1 ·
1
1
1
1

, t ∈ Fq,
x6(t) : = xr112(t) = xε1+ε2(t)
=

1 t ·
1 · −t
1 ·
1 ·
1
1
1
1

, t ∈ Fq.
The root subgroups of 3D4 (q3) are determined:
X1 :={x1(t) | t ∈ Fq3},
X3 :={x3(t) | t ∈ Fq3},
X4 :={x4(t) | t ∈ Fq3},
X2 :={x2(t) | tq = t, t ∈ Fq3} = {x2(t) | t ∈ Fq},
X5 :={x5(t) | tq = t, t ∈ Fq3} = {x5(t) | t ∈ Fq},
X6 :={x6(t) | tq = t, t ∈ Fq3} = {x6(t) | t ∈ Fq}.
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2.1.8 Corollary. |3Dsyl4 (q3) | = q12, |Dsyl4 (q3) | = q36, |A8 (q3) | = q84 and
3D
syl
4
Ä
q3
ä
6 Dsyl4
Ä
q3
ä
6 A8
Ä
q3
ä
.
2.1.9 Definition. A subgroup P 6 3Dsyl4 (q3) is a pattern subgroup, if it is generated
by some root subgroups, i.e. P := 〈Xi | i ∈ I ⊆ {1, 2, . . . , 6} 〉 6 3Dsyl4 (q3).
We get the commutators of 3Dsyl4 (q3) by calculation.
2.1.10 Lemma. Let t1, t3, t4 ∈ Fq3, t2, t5, t6 ∈ Fq and define the commutator
[xi(ti), xj(tj)] := xi(ti)
−1xj(tj)−1xi(ti)xj(tj).
Then the non-trivial commutators of 3Dsyl4 (q3) can be determined as follows:
[x1(t1), x2(t2)] =x3(−t2t1)x4(t2tq+11 )x5(−t2tq
2+q+1
1 )x6(2t
2
2t
q2+q+1
1 ),
[x2(t2), x1(t1)] =x3(t2t1)x4(−t2tq+11 )x5(t2tq
2+q+1
1 )x6(t
2
2t
q2+q+1
1 ),
[x1(t1), x3(t3)] =x4(t1t
q
3 + t
q
1t3)x5(−tq+11 tq
2
3 − tq
2+q
1 t3 − tq
2+1
1 t
q
3)
· x6(−t1tq2+q3 − tq1tq
2+1
3 − tq
2
1 t
q+1
3 ),
[x1(t1), x4(t4)] =x5(t1t
q
4 + t
q
1t
q2
4 + t
q2
1 t4),
[x3(t3), x4(t4)] =x6(t3t
q
4 + t
q
3t
q2
4 + t
q2
3 t4),
[x2(t2), x5(t5)] =x6(t2t5).
2.1.11 Notation. Set
x(t1, t2, t3, t4, t5, t6) := x2(t2)x1(t1)x3(t3)x4(t4)x5(t5)x6(t6) ∈ 3Dsyl4
Ä
q3
ä
.
2.1.12 Proposition (Sylow p-subgroup 3Dsyl4 (q3)). A matrix Sylow p-subgroup of the
Steinberg triality group 3D4 (q3) is 3D
syl
4 (q
3) with
3Dsyl4
Ä
q3
ä
= {x(t1, t2, t3, t4, t5, t6) | t1, t3, t4 ∈ Fq3 , t2, t5, t6 ∈ Fq} ,
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where
x(t1, t2, t3, t4, t5, t6)
=

1 t1 −t3 t1t
q
3
+t4
t1t
q2
3
+tq
2
4
t1t
q
4
+t5
−t1tq2+q3
+t3t
q
4 + t6
−t1tq3tq
2
4 − t1tq
2
3 t4
−t1t6 + t3t5 − tq2+14
1 t2
tq1t2
+tq3
tq
2
1 t2
+tq
2
3
−tq2+q1 t2
+tq4
−tq1t2tq
2
3
−tq21 t2tq3
−t2tq4
−tq2+q3
−tq2+q1 t2t3 − tq1t2tq
2
4
−tq21 t2t4 − t2t5
−tq3tq
2
4 − tq
2
3 t4 − t6
1 tq1 t
q2
1 −tq
2+q
1
−tq1tq
2
3
−tq21 tq3 − tq4
−tq2+q1 t3 − tq1tq
2
4
−tq21 t4 − t5
1 0 −tq21 −tq
2
3 − tq
2
1 t3 − tq
2
4
1 −tq1 −tq3 − tq1t3 − t4
1 −t2 t1t2 + t3
1 −t1
1

Proof. By 2.1.6, 3Dsyl4 (q3) is a Sylow p-subgroup of 3D4 (q3). By calculation, we
obtain the matrix expression as claimed by 2.1.7.
Let J := {(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (2, 3)} ⊆2. We compare the Sylow
p-subgroups An(q), Dsyln (q) and
3Dsyl4 (q
3).
2.1.13 Comparison (Sylow p-subgroups). (1) There exists an order of∏
(i,j)∈1
x˜i,j(ti,j),
such that for every matrix u = (ui,j) ∈ An(q), we have uk,l = tk,l for all (k, l) ∈1.
(2) There exists an order of
∏
(i,j)∈2 xi,j(ti,j), such that for every matrix u = (ui,j) ∈
Dsyln (q), we have uk,l = tk,l for all (k, l) ∈2 (see 2.1.4).
(3) For 3Dsyl4 (q3), the property does not hold. In 2.1.12, for instance, we have matrix
entries t1, t2 and up to sign also t3 with postitions in J , but t4, t5 and t6 appear
in J only in polynomials involving the other parameters.
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2.1.2. The group G8
Ä
q3
ä
In this subsection, we construct a group G8 (q3) such that 3D
syl
4 (q
3) 6 G8 (q3) 6
A8 (q
3). Then we determine a monomial G8 (q3)-module to imitate the Dn case in
Section 2.2. In Subsection 2.3.1, we use the group G8 (q3) to calculate the super-
classes of 3Dsyl4 (q3).
2.1.14 Notation. For t ∈ Fq3 , set
x˜ij(t) :=1 + teij ∈ A8
Ä
q3
ä
for all(i, j) ∈1,
xi,j(t) :=1 + tei,j − tej¯ ,¯i = x˜ij(t)x˜9−j,9−i(−t) ∈ Dsyl4
Ä
q3
ä
for all (i, j) ∈2.
The following is a well known property.
2.1.15 Proposition. Let (i, j) ∈1, then
A8(Fq) =
ß ∏
(i,j)∈1
x˜i,j(ti,j)
∣∣∣∣ ti,j ∈ Fq™,
where the product can be taken in an arbitrary, but fixed, order. In particular,∏
(i,j)∈1
x˜i,j(ti,j) =
∏
(i,j)∈1
x˜i,j(si,j) ⇐⇒ ti,j = si,j for all (i, j) ∈1.
2.1.16 Definition/Lemma (A bigger group G8 (q3)). Set
G8
Ä
q3
ä
:=
u = (ui,j) ∈ A8
Ä
q3
ä ∣∣∣∣∣∣∣∣∣∣

ui,j = 0 if (i, j) = (4, 5)
ui,j ∈ Fq if (i, j) ∈ {(2, 3), (6, 7)}
ui,j+1 = u
q
i,j ∈ Fq3 if (i, j) ∈ {(2, 4), (3, 4)}
ui−1,j = u
q
i,j ∈ Fq3 if (i, j) ∈ {(5, 6), (5, 7)}

=

1 u12 u13 u14 u15 u16 u17 u18
1 u23 u24 u
q
24 u26 u27 u28
1 u34 u
q
34 u36 u37 u38
1 0 uq56 u
q
57 u48
1 u56 u57 u58
1 u67 u68
1 u78
1∣∣∣∣∣∣uij ∈
®
Fq, (i, j) ∈ {(2, 3), (6, 7)}
Fq3 , otherwise
.
Then G8 (q3) is a subgroup of A8 (q3) of order q65.
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Proof. By direct calculation.
2.1.17 Notation. Write J¨ := 1\{(2, 5), (3, 5), (4, 5), (4, 6), (4, 7)}. For (i, j) ∈ J¨ and
t ∈ Fq3, set
x˙ij(t) :=

x˜ij(t)x˜i(j+1)(t
q), (i, j) ∈ {(2, 4), (3, 4)}
x˜ij(t)x˜(i−1)j(tq), (i, j) ∈ {(5, 6), (5, 7)}
x˜ij(t), otherwise
.
2.1.18 Definition. For (i, j) ∈ J¨ , define the subgroups of G8 (q3) as follows:
X˙i,j :=
® {x˙ij(t) | t ∈ Fq}, (i, j) ∈ {(2, 3), (6, 7)}
{x˙ij(t) | t ∈ Fq3}, otherwise .
2.1.19 Proposition.
G8
Ä
q3
ä
=

∏
(i,j)∈J¨
x˙ij(tij)
∣∣∣∣∣∣∣ tij ∈
®
Fq, (i, j) ∈ {(2, 3), (6, 7)}
Fq3 , otherwise
 ,
where the product can be taken in an arbitrary, but fixed, order.
Proof. Let S denote the right side, then S ⊆ G8 (q3) since x˙ij(tij) ∈ G8 (q3).
Fix an order of the product. Suppose
∏
(i,j)∈J¨ x˙ij(tij) =
∏
(i,j)∈J¨ x˙ij(sij), then ti,j =
si,j for all (i, j) ∈ J¨ by Proposition 2.1.15 and |S| = q65. Then S = G8 (q3) since
|G8 (q3) | = q65.
2.1.20 Reminder.
3D
syl
4
Ä
q3
ä
= {x2(t2)x1(t1)x3(t3)x4(t4)x5(t5)x6(t6) | t1, t3, t4 ∈ Fq3 , t2, t5, t6 ∈ Fq}
=

x˜23(t2)x˜67(−t2)
·x˜12(t1)x˜78(−t1) · x˜34(tq1)x˜35(tq
2
1 )
·x˜56(−tq1)x˜46(−tq
2
1 ) · x˜36(tq
2+q
1 )
·x˜13(−t3)x˜68(t3) · x˜24(tq3)x˜25(tq
2
3 )
·x˜57(−tq3)x˜47(−tq
2
3 ) · x˜27(tq
2+q
3 )
·x˜14(t4)x˜58(−t4) · x˜26(tq4)x˜37(−tq4)
·x˜15(tq24 )x˜48(−tq
2
4 ) · x˜16(t5)x˜38(−t5)
·x˜17(t6)x˜28(−t6)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
t1, t3, t4 ∈ Fq3 , t2, t5, t6 ∈ Fq

.
29
2. Supercharacter theories for 3Dsyl4 (q3)
2.1.21 Corollary.
G8
Ä
q3
ä
=

x˜23(t23) · x˜67(t67)
·x˜12(t12) · x˜78(t78) · x˜34(t34)x˜35(tq34)
·x˜56(t56)x˜46(tq56) · x˜36(t36)
·x˜13(t13) · x˜68(t68) · x˜24(t24)x˜25(tq24)
·x˜57(t57)x˜47(tq57) · x˜27(t27)
·x˜14(t14)x˜58(t58) · x˜26(t26)x˜37(t37)
·x˜15(t15)x˜48(t48) · x˜18(t18)
·x˜16(t16) · x˜38(t38)
·x˜17(t17) · x˜28(t28)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
tij ∈
®
Fq, (i, j) ∈ {(2, 3), (6, 7)}
Fq3 , otherwise

=

1 t12 t13
t12t24
+t14
t12t
q
24
+t15
t12t26 + t16
t12t24t
q
57
+t12t
q
24t57
+t12t27
+t13t37
+t17
t12t
q
24t58
+t12t24t48
+t14t48
+t13t38
+t12t28
+t18
1 t23
t23t34
+t24
t23t
q
34
+tq24
t23t
q
34t56
+t23t34t
q
56
+t23t36
+t26
t24t
q
57
+tq24t57
+t23t34t
q
57
+t23t
q
34t57
+t23t37
+t27
t23t
q
34t56t68
+t23t34t
q
56t68
+t23t36t68
+tq24t58
+t24t48
+t23t
q
34t58
+t23t34t48
+t23t38
+t28
1 t34 t
q
34
tq34t56
+t34t
q
56
+t36
t34t
q
57
+tq34t57
+t37
tq34t56t68
+t34t
q
56t68
+t36t68
+tq34t58
+t34t48
+t38
1 0 tq56 t
q
57 t
q
56t68 + t48
1 t56 t57 t56t68 + t58
1 t67 t67t78 + t68
1 t78
1∣∣∣∣∣∣ tij ∈
®
Fq, (i, j) ∈ {(2, 3), (6, 7)}
Fq3 , otherwise
.
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2.1.22 Corollary. |3Dsyl4 (q3) | = q12, |G8 (q3) | = q65, |A8 (q3) | = q84 and
3D
syl
4
Ä
q3
ä
6 G8
Ä
q3
ä
6 A8
Ä
q3
ä
.
2.1.23 Comparison (Bigger groups). (1) The bigger group of An(q) is An(q) itself.
(2) The bigger group of Dsyln (q) is A2n(q) (see [Jed13, 3.1.2]).
(3) G8 (q3) is one bigger group of 3D
syl
4 (q
3) (see 2.1.16).
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2.2. Monomial 3Dsyl4
(
q3
)
-module
Let p 6= 2, n = 4, N = 8, U := 3Dsyl4 (q3) and G := G8 (q3).
In this section, we determine a monomial linearisation (f, κq|V×V ) for G8 (q3)
(2.2.32), for which f |U is bijective (2.2.31). We obtain a monomial G8 (q3)-module
CU (2.2.34). Then we classify the U -orbit modules (Table 2.1) and the G8 (q3)-
orbit modules (2.2.57). We prove that every U -orbit module is isomorphic to some
hook-separated staircase module (2.2.79). Finally, some irreducible modules are de-
termined, and show any two orbit modules from different families are orthogonal
(2.2.83).
2.2.1. Monomial 3Dsyl4
Ä
q3
ä
-module
Let G := G8 (q3), U := 3D
syl
4 (q
3) and V0 := Mat8×8 (q3). In this subsection, we
construct an Fq-subspace V of V0 (2.2.15), a projection pi : V0 → V (2.2.16 and
2.2.19) and a non-degenerate bilinear form κq|V×V (2.2.18). Then we determine
an Fq-linear group action − ◦ − (2.2.25) and a surjective 1-cocycle f of G in V
(2.2.32). Thus the monomial linearisation (f, κq|V×V ) for G (2.2.32) is established.
Since f |U is a bijective 1-cocycle (2.2.31), (f |U , κq|V×V ) is a monomial linearisation
for U (2.2.33). Then we make CU into a monomial G-module (2.2.34).
It is essential to choose a suitable vector space V for the 1-cocycle and a suitable
non-degenerate bilinear form κq on V0.
2.2.1 Notation/Lemma. Set V0 := Mat8×8 (q3), then V0 is an Fq3-vector space and
also an Fq-vector space.
2.2.2 Notation/Lemma. The map
κ : V0 × V0 → Fq3 : (A,B) 7→ tr(A>B)
is a symmetric Fq3-bilinear form on V0 which is called the trace form.
We know J = {(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (2, 3)} .
2.2.3 Notation/Lemma. Set
VJ =
⊕
(i,j)∈J
Fq3eij
=


· A12 A13 A14 A15 A16 A17 ·
· A23 ·
· ·
· ·
 ∈ V0
∣∣∣∣∣∣∣∣∣∣∣∣
Ai,j ∈ Fq3

.
Then VJ is an Fq3-subspace and also an Fq-subspace of V0 with dimFq VJ = 21. In
particular, V
3
= V0.
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2.2.4 Lemma. (a) Let A = (Ai,j) ∈ V0 and (i, j) ∈3, then κ(A, ei,j) = Ai,j.
(b) Let A,B,C ∈ V0, then κ(B>A,C) = κ(A,BC) = κ(AC>, B).
Proof. (a) Let A ∈ V0, then
κ(A, ei,j) = tr(A
>ei,j) =
N∑
k=1
(A>ei,j)k,k =
N∑
k=1
N∑
l=1
(A>k,l(ei,j)l,k)
(l,k)=(i,j)
= A>j,i = Ai,j.
(b) Let A,B,C ∈ V0, then
κ(B>A,C) =tr((A>B)C) = tr(A>(BC)) = κ(A,BC),
κ(AC>, B) =tr(CA>B) = tr(A>BC) = κ(A,BC).
2.2.5 Corollary. Let A,B ∈ V0, then κ(A,B) = ∑(i,j)∈3Ai,jBi,j.
2.2.6 Lemma. Let V ⊥J denote the orthogonal complement of VJ in V0 with respect to
the trace form κ, i.e.
V ⊥J := {B ∈ V0 | κ(A,B) = 0, ∀ A ∈ VJ}.
Then V ⊥J = V3\J and V0 = VJ ⊕ V ⊥J .
Proof. Let A,B ∈ V0, then κ(A,B) = ∑(i,j)∈3Ai,jBi,j by 2.2.5, so V3\J ⊆ V ⊥J . On
the other hand, let B ∈ V ⊥J and (i, j) ∈ J , then 0 = κ(B, eij) = Bij and B ∈ V3\J .
Thus V ⊥J = V3\J . Since VJ ∩ V3\J = {0}, V0 = VJ ⊕ V3\J = VJ ⊕ V ⊥J .
2.2.7 Corollary. κ|VJ×VJ : VJ × VJ → Fq3 is a non-degenerate bilinear form. In partic-
ular, κ is a non-degenerate symmetric bilinear form.
Proof. Let A ∈ VJ such that κ(A,B) = 0 for all B ∈ VJ , then A ∈ V ⊥J . Then A = 0
since VJ ∩ V ⊥J = {0}. We know that κ is bilinear, thus κ|VJ×VJ is bilinear.
2.2.8 Notation/Lemma. Let
piJ : V0 = VJ ⊕ V ⊥J → VJ : A 7→
∑
(i,j)∈J
Ai,jei,j.
Then piJ is a projection of V0 to the first component VJ .
2.2.9 Lemma. Suppose A,B ∈ V0, such that supp(A) ∩ supp(B) ⊆ J . Then
κ(A,B) = κ(piJ(A), B) = κ(A, piJ(B))
=κ(piJ(A), piJ(B)) = κ|VJ×VJ (piJ(A), piJ(B)).
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Proof. We know
κ(A,B) =
∑
(i,j)∈3
Ai,jBi,j
supp(A)∩supp(B)⊆J
=
∑
(i,j)∈J
Ai,jBi,j = κ(piJ(A), piJ(B)).
Thus the result is proved.
2.2.10 Lemma. Let
φ0 : Fq3 → Fq : t 7→ t+ tq + tq2 ,
then φ0 is an Fq-epimorphism and |kerφ0| = q2.
Proof. (1) Let t, s ∈ Fq3 and k ∈ Fq, then
φ0(t+ s) =(t+ s) + (t+ s)
q + (t+ s)q
2
= (t+ tq + tq
2
) + (s+ sq + sq
2
)
=φ0(t) + φ0(s),
φ0(kt) =(kt) + (kt)
q + (kt)q
2
= k(t+ tq + tq
2
) = kφ0(t).
Thus φ0 is an Fq-homomorphism.
(2) Observe that kerφ0 = {t ∈ Fq3 | t+tq+tq2 = 0}, and that the degree of t+tq+tq2
is q2, so | kerφ0| ≤ q2. On the other hand, imφ0 ⊆ Fq =⇒ |imφ0| ≤ q. We
have
Fq3/kerφ0 ∼= imφ0 =⇒ | kerφ0| = |Fq3||imφ0| ≥ q
2.
Thus, |kerφ0| = q2 and imφ0 = Fq.
Therefore, φ0 is an Fq-epimorphism.
2.2.11 Proposition. There exists an element η ∈ Fq3\Fq (i.e. η ∈ Fq3 but η /∈ Fq) such
that
ηq
2
+ ηq + η = 1.
Proof. By Lemma 2.2.10, #{t ∈ Fq3 | tq2 + tq + t = 1} = q2. But |Fq| = q, so there are
at least q2 − q (> 1) elements of Fq3 which satisfy the equation tq2 + tq + t = 1. Then
the claim is proved.
From now on in this chapter, we fix an element η ∈ Fq3\Fq such that ηq2+ηq+η = 1.
2.2.12 Corollary. 1 + η1−q2 6= 0.
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Proof. Suppose that 1 + η1−q2 = 0. Multiply ηq2 (6= 0) to both sides of the formula,
then
ηq
2
+ η = 0
2.2.11
=⇒ ηq = 1 =⇒ η = 1 ∈ Fq.
This is a contradiction since η ∈ Fq3\Fq.
2.2.13 Notation/Lemma. Let
piq : Fq3 → Fq : x 7→ φ0(ηx) = (ηx)q2 + (ηx)q + ηx,
then piq is an Fq-epimorphism and Fq3 = kerpiq ⊕ Fq. In particular, piq|Fq = idFq and
pi2q = piq.
Proof. Since η 6= 0 and φ0 is an Fq-epimorphism, piq is an Fq-epimorphism.
Let x ∈ Fq, then piq(x) = xpiq(1) = xφ0(η) = x(ηq2 + ηq + η) = x, so piq|Fq = idFq .
Then pi2q = piq since the image impiq = Fq.
The image impiq = Fq and the kernel kerpiq are Fq-subspaces of Fq3, so (kerpiq +
Fq) ⊆ Fq3. Let x ∈ kerpiq ∩ Fq, then x x∈Fq= piq(x) x∈kerpiq= 0, so kerpiq ∩ Fq = {0}.
Let x ∈ Fq3, then piq(x − piq(x)) = (piq − pi2q )(x) = 0, so x − piq(x) ∈ kerpiq. Hence
x = (x− piq(x)) + piq(x). Therefore, Fq3 = kerpiq ⊕ Fq.
2.2.14 Proposition. Let
κq := piq ◦ κ : V0 × V0 → Fq,
where κq(A,B) = piq ◦ κ(A,B) = piq
Ä
tr(A>B)
ä
. Then κq is a symmetric Fq-bilinear
form on V0.
Proof. We know that κ is a symmetric bilinear map (2.2.2), and that piq is an Fq-
epimorphism (2.2.13), then the claim is proved.
2.2.15 Notation/Lemma. Let
V : = {A = (Aij) ∈ V0 | supp(A) ∈ J, A16, A17, A23 ∈ Fq, Aq15 = A14}
=


· A12 A13 Aq15 A15 A16 A17 ·
· A23 ·
· ·
· ·
 ∈ V0
∣∣∣∣∣∣∣∣∣∣∣∣
®
A12, A13, A15 ∈ Fq3
A16, A17, A23 ∈ Fq

.
Then V is a 12-dimensional subspace of VJ over Fq and supp(V ) = J .
We define the following map pi, which plays a crucial role in our later statement.
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2.2.16 Notation/Lemma. Set
pi : V0 → V : A 7→
A12e12 + A13e13
+(
Aq
2
14+A15η
1−q2
1+η1−q2
)qe14 +
Aq
2
14+A15η
1−q2
1+η1−q2
e15
+piq(A16)e16 + piq(A17)e17 + piq(A23)e23
,
i.e.
pi(A) =
á
A12 A13 (
Aq
2
14+A15η
1−q2
1+η1−q2
)q
Aq
2
14+A15η
1−q2
1+η1−q2
piq(A16) piq(A17)
piq(A23)
ë
Then pi is an Fq-epimorphism. In particular, pi|V = idV , pi2 = pi and pi(I8) = O8.
Proof. Let A = (Aij), B = (Bij) ∈ V0 and k ∈ Fq, then
pi(A+B)
=(A12 +B12)e12 + (A13 +B13)e13
+ (
(A14 +B14)
q2 + (A15 +B15)η
1−q2
1 + η1−q2
)qe14 +
(A14 +B14)
q2 + (A15 +B15)η
1−q2
1 + η1−q2
e15
+ piq(A16 +B16)e16 + piq(A17 +B17)e17 + piq(A23 +B13)e23
=(A12 +B12)e12 + (A13 +B13)e13 + (
Aq
2
14 + A15η
1−q2
1 + η1−q2
)qe14 + (
Bq
2
14 +B15η
1−q2
1 + η1−q2
)qe14
+
Aq
2
14 + A15η
1−q2
1 + η1−q2
e15 +
Bq
2
14 +B15η
1−q2
1 + η1−q2
e15
+ piq(A16 +B16)e16 + piq(A17 +B17)e17 + piq(A23 +B13)e23
2.2.13
= pi(A) + pi(B).
We obtain pi(kA) = kpi(A) similarly. Thus pi is an Fq-homomorphism. By 2.2.13 and
2.2.15, pi|V = idV and pi2 = pi. We get that pi(I8) = O8 from the definition of pi.
2.2.17 Proposition. Let V ⊥ denote the orthogonal complement of the subspace V of
V0 with respect to κq, i.e.
V ⊥ :={B ∈ V0 | κq(A,B) = 0 for all A ∈ V },
36
2.2. Monomial 3Dsyl4 (q3)-module
and
W :=
⊕
(i,j)/∈J
Fq3eij + kerpiqe16 + kerpiqe17 + kerpiqe23 + {xe15 − xqηq−1e14 | x ∈ Fq3}
= {A = (Aij) ∈ V0 | A12 = A13 = 0, A14 = −Aq15ηq−1 ∈ Fq3 , A16, A17, A23 ∈ kerpiq}
=

A11 0 0 −Aq15ηq−1 A15 A16 A17 A18
A21 A22 A23 A24 A25 A26 A27 A28
A31 A32 A33 A34 A35 A36 A37 A38
A41 A42 A43 A44 A45 A46 A47 A48
A51 A52 A53 A54 A55 A56 A57 A58
A61 A62 A63 A64 A65 A66 A67 A68
A71 A72 A73 A74 A75 A76 A77 A78
A81 A82 A83 A84 A85 A86 A87 A88
∈ V0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
A16, A17, A23 ∈ kerpiq

.
Then W = V ⊥.
Proof. (1) Claim that V ⊥ ⊇ W .
For all B = (Bi,j) ∈ W and for all A = (Ai,j) ∈ V , we get
κq(A,B) = piqκ(A,B)
=piq(A16B16 + A17B17 + A23B23 + A15B15 − Aq15Bq15ηq−1)
A16,A17,A23∈Fq
B16,B17,B23∈kerpiq
= piq(A15B15 − Aq15Bq15ηq−1)
=(A15B15η)
q2 + (A15B15η)
q + A15B15η
−
(
(Aq15B
q
15η
q)q
2
+ (Aq15B
q
15η
q)q + Aq15B
q
15η
q
)
=0.
Then B ∈ V ⊥ for all B ∈ W , so W ⊆ V ⊥.
(2) Claim that V ⊥ ⊆ W .
For all B = (Bij) ∈ V ⊥ ⊆ V0 and for all A = (Aij) ∈ V , then
0 =κq(A,B) = piqκ(A,B)
=piq(A12B12 + A13B13 + A
q
15B14 + A15B15 + A16B16 + A17B17 + A23B23).
(2.1) We claim that B12 = B13 = 0.
Assume that B12 6= 0. Let A = A12e12 = B−112 e12, then
0 = κq(A,B) = piq(A12B12) = piq(1) = 1.
This is a contradiction. Thus we get B12 = 0. Similarly, B13 = 0.
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(2.2) We claim B16, B17, B23 ∈ kerpiq.
Let A = A16e16 = e16, then
0 = κq(A,B) = piq(A16B16) = piq(B16) =⇒ B16 ∈ kerpiq
Similarly, B17, B23 ∈ kerpiq.
(2.3) We claim that B14 = −Bq15ηq−1.
Assume B14 6= −Bq15ηq−1, i.e. Bq
2
14η
q2 + B15η 6= 0. Let A = Aq15e14 + A15e15
(A15 ∈ Fq3), then
0 = κq(A,B) = piq(A
q
15B14 + A15B15)
=
(
(Aq15B14η)
q2 + (Aq15B14η)
q + (Aq15B14η)
)
+
(
(A15B15η)
q2 + (A15B15η)
q + (A15B15η)
)
= A15(B
q2
14η
q2 +B15η) + A
q
15(B14η +B
q
15η
q) + Aq
2
15(B
q
14η
q +Bq
2
15η
q2)
= A15(B
q2
14η
q2 +B15η) + (A15(B
q2
14η
q2 +B15η))
q + (A15(B
q2
14η
q2 +B15η))
q2
= φ0
Ä
A15(B
q2
14η
q2 +B15η)
ä
Bq
2
14 η
q2+B15η 6=0
=⇒ kerφ0 = Fq3
=⇒ | kerφ0| = q3 > q2.
This is a contradiction since | kerφ0| = q2. Thus B14 = −Bq15ηq−1.
Hence B ∈ W and V ⊥ ⊆ W .
Therefore, V ⊥ = W .
2.2.18 Lemma. (1) Let x ∈ Fq3, then
piq(xy) = 0, ∀ y ∈ Fq3 ⇐⇒ x = 0.
(2) κq|V×V is a non-degenerate Fq-bilinear form.
Proof. (1) Let x ∈ Fq3.
(⇐= ) Let x = 0, then piq(xy) = piq(0) = 0.
( =⇒ ) Assume that x 6= 0. Let y := x−1, then 0 = piq(xy) = piq(1) = 1 which is a
contradiction. Thus x = 0.
(2) It is sufficient to prove that if A ∈ V and κq(A,B) = 0 (∀ B ∈ V ) then A = 0.
0 =κq(A,B) = piqκ(A,B)
=piq(A12B12 + A13B13 + (A
q
15B15)
q + A15B15 + A16B16 + A17B17 + A23B23).
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(2.1) Let B := e16, then 0 = κq(A,B) = piq(A16)
A16∈Fq
= A16. Similarly, A16 =
A17 = A23 = 0.
(2.2) Assume A15 6= 0. Let B := A−q15 e14 + A−115 e15, then 0 = κq(A,B) =
piq((A15B15)
q + A15B15) = piq(1 + 1) = 2. This is a contradiction since
Char Fq3 6= 2. Thus A15 = 0.
(2.3) Assume A12 6= 0. Let B := A−112 e12, then 0 = κq(A,B) = piq(A12B12) =
piq(1) = 1. This is a contradiction, thus A12 = 0. Similarly, A12 = A13 = 0.
Hence A = 0.
2.2.19 Corollary. V0 = V ⊕ V ⊥, and pi : V0 = V ⊕ V ⊥ → V is the projection to the
first component V .
Proof. We know that V + V ⊥ ⊆ V0 since V and V ⊥ are Fq-subspaces of V0. Let
A ∈ V ∩ V ⊥, then κq(A,B) A∈V
⊥
= 0
A∈V
= κq|V×V (A,B) for all B ∈ V . We get A = 0
since κq|V×V is non-degenerate by 2.2.18. Thus V ∩ V ⊥ = {0}. Let A ∈ V0, then
A = pi(A) + (A− pi(A)) and pi(A) ∈ V . It is enough to show that A− pi(A) ∈ V ⊥. Let
B = (Bi,j) = pi(A) ∈ V and C = (Ci,j) = A− pi(A), by 2.2.13 Fq3 = kerpiq ⊕ Fq, thus
it is sufficient to prove that C14 = −Cq15ηq−1. We have
C15 =A15 − A
q2
14 + A15η
1−q2
1 + η1−q2
=
A15 − Aq214
1 + η1−q2
,
C14 =A14 −
Ñ
Aq
2
14 + A15η
1−q2
1 + η1−q2
éq
=
A14 − Aq15
1 + ηq−1
ηq−1 = −Cq15ηq−1.
Hence V0 = V ⊕ V ⊥.
2.2.20 Lemma. pi = pi ◦ piJ . In particular, let A ∈ V0 and piJ(A) ∈ V , then pi(A) =
piJ(A).
Proof. Let A ∈ V0, the pi(A) depends on the entries of {Ai,j | (i, j) ∈ J} by 2.2.13,
thus pi(A) = pi ◦ piJ(A). Let piJ(A) ∈ V , then pi(A) = pi ◦ piJ(A) = pi(piJ(A)) = piJ(A)
since pi|V = idV by 2.2.13.
2.2.21 Corollary. Suppose A,B ∈ V0, such that supp(A) ∩ supp(B) ⊆ J and piJ(A) ∈
V . Then
κq(A,B) = κq(pi(A), B) = κq(A, pi(B))
=κq(pi(A), pi(B)) = κq|V×V (pi(A), pi(B)).
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Proof. We have
κq(A,B)=piq ◦ κ(A,B) 2.2.9= piq ◦ κ(piJ(A), B) = κq(piJ(A), B)
2.2.20
= κq(pi(A), B)
2.2.19
= κq(pi(A), pi(B))=κq|V×V (pi(A), pi(B))
pi(B)∈V
= κq(A, pi(B)).
Then the result is proved.
2.2.22 Lemma. Let A ∈ V and g ∈ G, then
piJ(Ag
>) ∈ V.
In particular, piJ(Ag>) = pi(Ag>).
Proof. Let A ∈ V and g ∈ G. It is sufficient to prove that®
(Ag>)q15 = (Ag
>)14,
(Ag>)ij ∈ Fq, (i, j) ∈ {(2, 3), (1, 6), (1, 7)}.
(1)
(Ag>)q15 =(
8∑
j=1
A1jg
>
j5)
q = (
8∑
j=1
A1jg5j)
q = (
7∑
j=2
A1jg5j)
q = (
7∑
j=5
A1jg5j)
q
=(A15 + A16g56 + A17g57)
q = Aq15 + A16g
q
56 + A17g
q
57{
g46=g
q
56
g47=g
q
57= Aq15 + A16g46 + A17g47{
A14=A
q
15
g45=0
= A14 + A15g45 + A16g46 + A17g47
=(Ag>)14.
(2)
(Ag>)16 =
8∑
j=1
A1jg
>
j6 =
7∑
j=6
A1jg6j = A16 + A17g67 = A16 − A17g23 ∈ Fq,
(Ag>)17 =
8∑
j=1
A1jg7j = A17 ∈ Fq,
(Ag>)23 =
8∑
j=1
A2jg3j = A23 ∈ Fq.
Thus piJ(Ag>) ∈ V .
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2.2.23 Lemma. Let A,B ∈ V and g, h ∈ A8 (q3), then
supp(Bh>) ∩1 ⊆ J and supp(Bh>) ∩ supp(Ag) ⊆ J.
Proof. Every h ∈ A8 (q3) acts on V from the right by a sequence of elementary
column operations from left to right, and h> acts on V from the right by a series of
elementary column operations from right to left. Then the statements are obtained.
2.2.24 Corollary. Let A,B ∈ V and g ∈ G, then
κq(A,Bg) = κq(A, pi(Bg)) = κq(Ag
>, B) = κq(pi(Ag>), B).
Proof. Let A,B ∈ V and g ∈ G, then
κq(A,Bg)
2.2.21 & 2.2.23= κq(A, pi(Bg)),
κq(A,Bg) = κq(Ag
>, B)
2.2.21 & 2.2.22
& 2.2.23= κq(pi(Ag
>), B).
2.2.25 Proposition (Group action of G on V ). The map
− ◦ − : V ×G→ V : (A, g) 7→ A ◦ g := pi(Ag)
is a group action, and the elements of the group G act as Fq-automorphisms.
Proof. Let A,B ∈ V , g, h ∈ G and c ∈ Fq, then
(a) A ◦ I8 = pi(A · I8) = pi(A) = A.
(b) We claim that A ◦ (gh)=(A ◦ g) ◦ h.
κq(B,A ◦ (gh))=κq(B, pi(A(gh))) 2.2.21= κq(B,A(gh))
=κq(B, (Ag)h) = κq(Bh
>, Ag)
2.2.21 & 2.2.22
& 2.2.23= κq(pi(Bh
>), Ag)
2.2.21
= κq(pi(Bh
>), pi(Ag)) = κq(pi(Bh>), A ◦ g) 2.2.21= κq(Bh>, A ◦ g)
=κq(B, (A ◦ g)h)=κq(B, pi((A ◦ g)h)) 2.2.21= κq(B, (A ◦ g) ◦ h)
2.2.18(2)
=⇒ A ◦ (gh)=(A ◦ g) ◦ h.
Thus, − ◦ − is a group action.
(c) (A+B) ◦ g = pi((A+B)g) = pi(Ag +Bg)=pi(Ag) + pi(Bg) = A ◦ g +B ◦ g.
(d) (cA) ◦ g = pi((cA)g) = pi(c(Ag))=cpi(Ag) = c(A ◦ g).
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The proof is completed.
2.2.26 Corollary. Let A,B ∈ V and g ∈ G, then
κq(A,B ◦ g) = κq(A,Bg) = κq(Ag>, B) = κq(A ◦ g>, B).
By 1.2.21, we get a new action:
2.2.27 Corollary. There exists an unique linear action −.− of G on V :
−.− : V ×G→ V : (A, g) 7→ A.g := A ◦ g−>
such that κq|V×V (A.g,B) = κq|V×V (A,B ◦ g−1) for all B ∈ V . In particular, for all
A,B ∈ V and g ∈ G,
κq|V×V (A,B ◦ g) = κq|V×V (A.g−1, B) = κq|V×V (A ◦ g>, B).
2.2.28 Notation. Set f := pi|G : G→ V .
2.2.29 Lemma. Let x, g ∈ G, 1 := 1G = I8 and 0 := O8 = O8×8, then
f(x)g ≡ (x− 1)g mod V ⊥.
In particular, f(x) ≡ x− 1 mod V ⊥.
Proof. Let x, g ∈ G.
(a) f(x) = pi(x)
pi(1)=0
= pi(x)− pi(1) pi linear= pi(x− 1), so f(x) ≡ x− 1 mod V ⊥.
(b) For all A ∈ V ,
κq(A, f(x)g) = κq(Ag
>, f(x)) 2.2.21= κq(pi(Ag>), f(x))
proof (a)
= κq(pi(Ag
>), x− 1)
2.2.21 & 2.2.22
& 2.2.23= κq(Ag
>, x− 1)=κq(A, (x− 1)g)
2.2.18(2)
=⇒ f(x)g ≡ (x− 1)g mod V ⊥.
2.2.30 Proposition. Let x, g ∈ G, then
f(xg) = f(x) ◦ g + f(g).
Proof. Let x, g ∈ G. For all A ∈ V ,
κq(A, f(xg))
2.2.29
= κq(A, xg − 1) = κq(A, (x− 1)g + (g − 1))
2.2.29
= κq(A, f(x)g + f(g))
2.2.21
= κq(A, pi(f(x)g) + f(g))
2.2.21
= κq(A, f(x) ◦ g + f(g)).
Thus f(xg) = f(x) ◦ g + f(g) by 2.2.18 (2).
42
2.2. Monomial 3Dsyl4 (q3)-module
2.2.31 Proposition (Bijective 1-cocycle of 3Dsyl4 (q3)). Let U = 3D
syl
4 (q
3), then f |U :=
pi|U : U → V is a bijection. In particular, f |U is a bijective 1-cocycle of U in V .
Proof. Let x := x(t1, t2, t3, t4, t5, t6) ∈ U , then
f |U(x) = pi(x(t1, t2, t3, t4, t5, t6))
=

t1 −t3 (
tq
2
1 t3+t1t
q2
3 η
1−q2
1+η1−q2
)q
+t4
tq
2
1 t3+t1t
q2
3 η
1−q2
1+η1−q2
+tq
2
4
piq(t1t
q
4)
+t5
piq(−t1tq2+q3
+ t3t
q
4)
+t6
t2

(1) Since f : G→ V is well defined, f |U is well defined.
(2) We claim that f |U is surjective.
For all A ∈ V , let A := A12e12+A13e13+Aq15e14+A15e15+A16e16+A17e17+A23e23.
There is an element x := x(t1, t2, t3, t4, t5, t6) ∈ U such that f |U(x) = A, where
t1 = A12,
t2 = A23 ∈ Fq,
t3 = −A13,
t4 = (A15 − t
q2
1 t3 + t1t
q2
3 η
1−q2
1 + η1−q2
)q = Aq15 −
t1t
q
3 + t
q
1t3η
q−1
1 + ηq−1
= Aq15 +
A12A
q
13 + A
q
12A13η
q−1
1 + ηq−1
,
t5 = A16 − piq(t1tq4)
= A16 − piq(A12(Aq215 +
Aq12A
q2
13 + A
q2
12A
q
13η
q2−q
1 + ηq2−q
)) ∈ Fq,
t6 = A17 − piq(−t1tq2+q3 + t3tq4)
= A17 + piq(A12A
q2+q
13 + A13(A
q2
15 +
Aq12A
q2
13 + A
q2
12A
q
13η
q2−q
1 + ηq2−q
)) ∈ Fq.
Thus, f |U is surjective.
(3) We know that |U | = q12 = |V | and that f is surjective, thus f |U is bijective.
(4) We obtain that f |U is a bijective 1-cocycle of U in V from 2.2.30.
2.2.32 Corollary (Monomial linearisation for G8 (q3)). f := pi|G : G→ V is a surjec-
tive 1-cocycle of G in V , and (f, κq|V×V ) is a monomial linearisation for G = G8 (q3).
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2.2.33 Corollary (Monomial linearisation for 3Dsyl4 (q3)). (f |3Dsyl4 (q3), κq|V×V ) is a
monomial linearisation for 3Dsyl4 (q3).
Now we establish the monomial G-module C
Ä
3Dsyl4 (q
3)
ä
, which is essential for the
construction of the supercharacter theory for 3Dsyl4 (q3).
2.2.34 Theorem (Fundamental theorem for 3Dsyl4 (q3)). Let U = 3D
syl
4 (q
3), G =
G8 (q
3) and
[A] =
1
|U |
∑
u∈U
χA(u)u for all A ∈ V.
Then the set {[A] |A ∈ V } forms a C-basis for the complex group algebra CU . Let
[A] ∗ g := χA.g(g)[A.g] = ϑκq(A.g, f(g))[A.g] for all g ∈ G, A ∈ V ,
then CU is a monomial CG-module. The restriction of the ∗-operation to U is given by
the usual right multiplication of U on CU , i.e.
[A] ∗ u = [A]u = 1|U |
∑
y∈U
χA(y)yu for all u ∈ U, A ∈ V .
Proof. By 2.2.32, (f, κq|V×V ) is a monomial linearisation for G, satisfying that f |U is
a bijective map. By 2.2.27, A.u := pi(Au−>). Thus the whole theorem is proved in
view of 1.2.24.
2.2.35 Comparison (Monomial linearisations). Let U be An(q), Dsyln (q) or
3Dsyl4 (q
3),
G be a bigger group of U , V0 := V3, V a subspace of V0, J := supp(V ), f : G → V a
surjective 1-cocycle of G such that f |U is injective, κ : V ×V → Fq (or Fq3) a trace form
such that (f, κ|V×V ) is a monomial linearisation for G (i.e. (f |U , κ|V×V ) is a monomial
linearisation for U), then the corresponding notations for An(q) (see [Jed13, 2.2]),
Dsyln (q) (see [Jed13, 3.1]) and
3Dsyl4 (q
3) (see §2.2.1) are listed as follows:
U G V0 J V f : G→ V κ|V×V
An(q) An(q) Matn×n(q) 1 V = V1 f(g) = pi1(g) = g − In κ|V×V
Dsyln (q) A2n(q) Mat2n×2n(q) 2 V = V2 f(g) = pi2(g) κ|V×V
3Dsyl4 (q
3) G8 (q
3) Mat8×8 (q3) J V 6= VJ f(g) = pi(g) 6= piJ(g) κq|V×V
From now on, we mainly consider the regular right module (CU, ∗)CU = CUCU in
this chapter.
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2.2.2. 3D
syl
4
Ä
q3
ä
-orbit modules
Let U := 3Dsyl4 (q
3), A ∈ V and xi(ti) ∈ U (i = 1, 2, . . . , 6, t1, t3, t4 ∈ Fq3, t2, t5, t6 ∈ Fq).
In this subsection, we get a classification of U -orbit modules (2.2.50), and obtain the
stabilizers StabU(A) for all A ∈ V (2.2.52).
2.2.36 Reminder. F∗q = Fq\{0}, F∗q3 = Fq3\{0} and [ ] is an idempotent element
bracket (e.g. [A]).
2.2.37 Lemma. Let A ∈ V and xi(ti) ∈ U with i ∈ {1, 2, . . . , 6}, t1, t3, t4 ∈ Fq3 and
t2, t5, t6 ∈ Fq. Then A.xi(ti) and the corresponding figures of moves are obtained as
follows:
(1) A.x1(t1) = A.
(
x12(t1)x34(t
q
1)x35(t
q2
1 )
)
= A.
(
x34(t
q
1)x35(t
q2
1 )
)
.
•
•
•
•
•
•
•
•
•
•
•
•
−t1 t1−tq1 tq1
−tq21
tq
2
1
A.x1(t1)
•
•
•
•
•
•
•
•
•
•
•
•
−tq1 tq1
−tq21
tq
2
1
A.(x34(t
q
1)x35(t
q2
1 ))
(2) A.x2(t2) = A.x23(t2).
•
•
•
•
•
•
•
•
•
•
•
•
−t2 t2
A.x2(t2)
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(3) A.x3(t3) = A.
(
x13(−t3)x24(tq3)x25(tq
2
3 )
)
= A.
(
x24(t
q
3)x25(t
q2
3 )
)
.
•
•
•
•
•
•
•
•
•
•
•
•
t3 −t3
−tq3 tq3
−tq23 t
q2
3
A.x3(t3)
•
•
•
•
•
•
•
•
•
•
•
•
−tq3 tq3
−tq23 t
q2
3
A.(x24(t
q
3)x25(t
q2
3 ))
(4) A.x4(t4) = A.
(
x14(t4)x26(t
q
4)x15(t
q2
4 )
)
= A.x26(t
q
4).
•
•
•
•
•
•
•
•
•
•
•
•
−t4 t4
−tq4
tq4
−tq24
tq
2
4
A.x4(t4)
•
•
•
•
•
•
•
•
•
•
•
•
−tq4
tq4
A.x26(t
q
4)
(5) A.x5(t5) = A.x16(t5) = A.
•
•
•
•
•
•
•
•
•
•
•
•
−t5
t5
A.x5(t5)
•
•
•
•
•
•
•
•
•
•
•
•
A
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(6) A.x6(t6) = A.x17(t6) = A.
•
•
•
•
•
•
•
•
•
•
•
•
−t6
t6
A.x6(t6)
•
•
•
•
•
•
•
•
•
•
•
•
A
Let A ∈ V , we often do not draw the whole matrix A but only the entries Aij
where (i, j) ∈ J , since supp(A) ⊆ J . By 2.2.37, we calculate [A].xi(ti) for all A ∈ V
and xi(ti) ∈ U .
2.2.38 Lemma. Let A ∈ V and xi(ti) ∈ U with i ∈ {1, 2, 3, 4, 5, 6}, t1, t3, t4 ∈ Fq3 and
t2, t5, t6 ∈ Fq. Then
(1)
[A].x1(t1) = ϑpiq(A12t1)[A.x1(t1)]
=ϑpiq(A12t1)
 A12 A13 − A
q
15t
q
1
−(A15 + A16tq1)tq
2
1
A16t
q2
1
+Aq15
A16t
q
1
+A15
A16 A17
A23
 ,
(2)
[A].x2(t2) = ϑ(A23t2)[A.x2(t2)]
=ϑ(A23t2)
ñ
A12 − A13t2 A13 Aq15 A15 A16 + A17t2 A17
A23
ô
,
(3)
[A].x3(t3) = ϑpiq(−A13t3)[A.x3(t3)]
=ϑpiq(−A13t3)
 A12 − A
q
15t
q
3
−(A15 + A17tq3)tq
2
3
A13
A17t
q2
3
+Aq15
A17t
q
3
+A15
A16 A17
A23
 ,
(4)
[A].x4(t4) = ϑpiq(A
q
15t4 + A15t
q2)[A.x4(t4)]
=ϑpiq(A
q
15t4 + A15t
q2)
ñ
A12 − A16tq4 A13 + A17tq4 Aq15 A15 A16 A17
A23
ô
,
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(5) [A].x5(t5) = ϑ(A16t5)[A],
(6) [A].x6(t6) = ϑ(A17t6)[A].
2.2.39 Lemma. Let u ∈ F∗q3, and
ζu : Fq3 → Fq3 : t 7→ utq2 + uqtq
then ζu is an Fq-automorphism.
Proof. Since taking the q-th power is an Fq-homomorphism, we get that ζu is an
Fq-homomorphism. We have
0 = utq
2
+ uqtq = (u1−qtq
2−q + 1)uqtq = ((u−1tq)q−1 + 1)uqtq
⇐⇒ (u−1tq)q−1 = −1 or t = 0
⇐⇒ (u−1tq)2(q−1) = 1 or t = 0
⇐⇒ the order of (u−1tq)q−1 is 2 i.e. |(u−1tq)q−1| = 2 or t = 0.
Suppose that t 6= 0, then |(u−1tq)q−1| = 2 and
u−1tq ∈ F∗q3 =⇒ |u−1tq|
∣∣∣∣(q3 − 1) = (q − 1)(q2 + q + 1)
=⇒ |(u−1tq)q−1|
∣∣∣∣(q2 + q + 1)
q2+q+1 is odd
=⇒ |(u−1tq)q−1| 6= 2.
Thus,
0 = utq
2
+ uqtq
⇐⇒ t = 0
=⇒ ker ζu = {0}
=⇒ im ζu = Fq3
=⇒ ζu is an Fq-automorphism.
2.2.40 Corollary. The map Fq3 → Fq3 : t 7→ t+ tq is an Fq-automorphism.
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2.2.41 Lemma (U -orbit modules). Let A = (Aij) ∈ V , then the U -orbit module
COU([A]) (A ∈ V ) is obtained as follows:
COU([A])
=C
ß

A12
−A13t2
−Aq15tq3
−A16tq21 tq3
−A17t2tq21 tq3
−A15tq23
−A16tq1tq
2
3
−A17t2tq1tq
2
3
−A17tq2+q3
−A16tq4
−A17t2tq4
A13
−Aq15tq1
−A15tq21
−A16tq2+q1
−A17t2tq2+q1
+A17t
q
4
Aq15
+A16t
q2
1
+A17t2t
q2
1
+A17t
q2
3
A15
+A16t
q
1
+A17t2t
q
1
+A17t
q
3
A16
+A17t2
A17
A23

∣∣∣∣ t1, t3, t4 ∈ Fq3 , t2 ∈ Fq™.
Proof. By 2.2.38, we calculate the general orbit modules directly.
We define the pattern, the main condition, the verge pattern and the core pattern
of A ∈ V .
2.2.42 Definition. The elements of V are called patterns. The monomial action of
G on CU : ([A], g) 7→ [A] ∗ g (e.g. 2.2.34) and also the corresponding permutation
operation on V : (A, g) 7→ A.g (e.g. 2.2.27) are called truncated column operation.
So the permutation operation (A, g) 7→ A.g (A ∈ V, g ∈ G) may be derived by a
sequence of truncated column operations (see 2.2.37) by 2.1.19.
Now we consider the entries in the same row (in different columns) of A ∈ V .
2.2.43 Definition. Suppose A ∈ V is a pattern. Then
(1) (i, j) ∈ J is a main condition of A if and only if Aij is the rightmost non-zero
entry in the i-th row. We set
main(A) :={(i, j) ∈ J | (i, j) is a main condition of A}.
(2) A main condition (i, j) ∈ J is a left main condition if j ≤ 4. We set
l.main(A) :={main(A) | j ≤ 4}.
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(3) A main condition (i, j) ∈ J is a right main condition if j > 4. We set
r.main(A) :={main(A) | j > 4}.
(4) The coordinate (i, j) is called the i-th main condition of A, if (i, j) ∈ main(A).
Set
maini(A) := {(i, j) ∈ J | (i, j) is the i-th main condition of A}.
Note that there exists at most one i-th main condition of A.
2.2.44 Definition. Let A ∈ V , we write
main(COU([A])) = main(OU(A)) = main(COG([A])) = main(OG(A)) := main(A).
2.2.45 Definition (Staircase pattern). Let A ∈ V be a pattern, then A is a staircase
pattern, if the elements in main(A) lie in different columns. Analogously, a U -orbit
(or G-orbit) module M is called a staircase U -module (or staircase G-orbit), if the
elements in main(M) lie in different columns.
2.2.46 Definition. Let A ∈ V , then the verge of A is
verge(A) :=
∑
(i,j)∈main(A)
Ai,jei,j.
The i-th verge of A is
vergei(A) :=
∑
(i,k)∈maini(A)
Ai,kei,k.
The (staircase) pattern A is called the (staircase) verge pattern, if A = verge(A).
2.2.47 Definition. Let A ∈ V be a pattern.
(1) The coordinate (i, j) ∈ J is a minor condition of A if and only if (i, j¯) is a right
main condition. Set
minor(A) := {(i, j) ∈ J | (i, j) is a minor condition of A} ⊆ J.
Note that minor(A) is invariant under truncated column operartion, and that if
(i, j) ∈ minor(A) then j ≤ 4.
(2) Define the core of A to be
core(A) := main(A) ∪minor(A).
Note that the union is disjoint. There is no supplementary condition for A ∈ V ,
i.e. suppl(A) = ∅ (c.f. [Jed13, 3.2.14 ]).
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(3) The (staircase) pattern A is called a (staircase) core pattern if supp(A) ⊆
core(A).
2.2.48 Notation. Define the families of U -orbit modules as follows:
F6 :={COU(A) | A ∈ V, A17 6= 0},
F5 :={COU(A) | A ∈ V, A16 6= 0, A17 = 0},
F4 :={COU(A) | A ∈ V, A15 6= 0, A16 = A17 = 0},
F3 :={COU(A) | A ∈ V, A13 6= 0, A15 = A16 = A17 = 0},
F1,2 :={COU(A) | A ∈ V, A13 = A15 = A16 = A17 = 0}.
Let A ∈ V , we also say A ∈ Fi, if COU([A]) ∈ Fi.
2.2.49 Notation. Let a∗ ∈ F∗q3 = Fq3\{0}, then denote by T a
∗ a complete set of coset
representatives (i.e. a transversal) of (a∗F+q ) in F+q3. Thus |T a
∗| = q2. If t¯0 ∈ T a∗ and
t¯0 ∈ a∗F+q , we set t¯0 = 0.
2.2.50 Proposition (Classification of U -orbit modules). Every U -orbit module is one
of the following forms in Table 2.1. In particular, U -orbit module of families F1,2, F4,
F5 and F6 contains one and only one staircase core pattern.
Table 2.1.: Classification of 3Dsyl4 (q
3)-orbit modules
Family COU([A]) (A ∈ V ) dimCCOU([A]) |Fi|
F6 COU
Åñ
A12 A
∗
17
A23
ôã
q7 (q − 1)q4
F5 COU
Åñ
A13 A
∗
16
A23
ôã
q6 (q − 1)q4
F4 COU
Åñ
A∗15
q A∗15
A23
ôã
q6 (q3 − 1)q
F3 COU
Å[
A¯
A∗13
12 A
∗
13
A23
]ã
q (q3 − 1)q3
F1,2 COU
Åñ
A12
A23
ôã
1 q4
where A∗13, A
∗
15 ∈ F∗q3, A∗16, A∗17 ∈ F∗q, and A¯A
∗
13
12 ∈ TA∗13.
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Proof. Let A = (Aij) ∈ V with A17 = A∗17 ∈ F∗q, then
COU([A])
=C


A12
+
A13A16+A
q+1
15
A∗17
−B13B16+Bq+115
A∗17
B13 B
q2
15 B15 B16 A
∗
17
A23

∣∣∣∣∣∣∣∣∣∣∣∣
B13, B15 ∈ Fq3 , B16 ∈ Fq

Thus dimCCOU([A]) = q7. Let u := x(t1,−A16A∗17 ,−
Aq
2
15
A∗17
,−Aq
2
13−(A15t1+Aq
2
15 t
q
1)
A∗17
, t5, t6), then
there is a staircase core pattern
C := A.u = A12 +
A13A16+A
q+1
15
A∗17
A∗17
A23
∈ OU(A).
Thus OU(C) = OU(A) and COU([A]) = COU([C]). Since C only depends on A, the
staircase core pattern is determined uniquely. Thus
F6 = {COU([D12e12 +D23e23 +D∗17e17]) | D12 ∈ Fq3 , D23 ∈ Fq, D∗17 ∈ F∗q}.
Similarly, all of the statements are proved.
2.2.51 Remark. Let A ∈ V . In 2.2.50, if COU([A]) ⊆ F3 and A2,3 6= 0, then COU([A])
is not a staircase orbit module. In all the other cases, the orbit modules COU([A]) are
staircase orbit modules.
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2.2.52 Proposition (U -stabilizer). Let A ∈ V , then StabU(A) is established in Table
2.2.
Table 2.2.: 3Dsyl4 (q
3)-stabilizers
A ∈ V StabU(A)
F6
A12 A13 A
q
15 A15 A16 A
∗
17
A23
x(t1,0,−A16t1A∗
17
,
A15t1+A
q2
15
t
q
1
+A16t
q+1
1
A∗
17
,t5,t6)
∀ t1∈Fq3 , t5,t6∈Fq
F5
A12 A13 A
q
15 A15 A
∗
16
A23
x(0, t2, t3,
−Aq213 t2−A15t3−Aq
2
15 t
q
3
A∗16
, t5, t6)
∀ t3 ∈ Fq3 , t2, t5, t6 ∈ Fq
F4
A12 A13 A
∗
15
q A∗15
A23
x(0,t2,−
A
q2
13
A∗15
q+A
q
13
A∗15−A13A
∗
15
q2
2A∗
15
q+1 t2,t4,t5,t6)
∀ t4∈Fq3 , t2,t5,t6∈Fq
F3
A12 A
∗
13
A23
x(t1, 0, t3, t4, t5, t6)
∀ t1, t3, t4 ∈ Fq3 , t5, t6 ∈ Fq
F1,2
A12
A23
x(t1, t2, t3, t4, t5, t6)
∀ t1, t3, t4 ∈ Fq3 , t2, t5, t6 ∈ Fq
where A∗13, A
∗
15 ∈ F∗q3 and A∗16, A∗17 ∈ F∗q.
Proof. Let A ∈ F4 (i.e. A17 = A16 = 0, A15 6= 0) and x := x(t1, t2, t3, t4, t5, t6) ∈ U ,
then
A.x =
A12
−A13t2
−A∗15qtq3
−A∗15tq
2
3
A13
−A∗15qtq1
−A∗15tq
2
1
A∗15
q A∗15
A23
= A
⇐⇒
 −A∗15qt
q
1 − A∗15tq
2
1 = 0
−A13t2 − A∗15qtq3 − A∗15tq
2
3 = 0
2.2.39⇐⇒
{
t1 = 0
A13t2 + A
∗
15
qtq3 + A
∗
15t
q2
3 = 0
⇐⇒

t1 = 0
A13A
∗
15
q2t2 + A
∗
15
q2+qtq3 + A
∗
15
q2+1tq
2
3 = 0
Aq13A
∗
15t2 + A
∗
15
q2+1tq
2
3 + A
∗
15
q+1t3 = 0
Aq
2
13A
∗
15
qt2 + A
∗
15
q+1t3 + A
∗
15
q2+qtq3 = 0
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⇐⇒
 t1 = 0t3 = −Aq213A∗15q+Aq13A∗15−A13A∗15q22A∗15q+1 t2
Thus
StabU(A)
=
x2(t2)x3(t3)x4(t4)x5(t5)x6(t6)
∣∣∣∣∣∣∣∣

t3, t4 ∈ Fq3
t2, t5, t6 ∈ Fq
A∗15
qtq3 + A
∗
15t
q2
3 + A13t2 = 0

=
x2(t2)x3(−A
q2
13A
∗
15
q + Aq13A
∗
15 − A13A∗15q
2
2A∗15
q+1 t2)x4(t4)x5(t5)x6(t6)
∣∣∣∣∣∣
®
t4 ∈ Fq3
t2, t5, t6 ∈ Fq
 .
2.2.53 Comparison. (1) (Classification of orbit modules). Every (staircase) An(q)-
orbit module has precisely one (staircase) verge pattern (see [Yan10, Theorem
3.2]). Every (staircase) Dsyln (q)-orbit module has one and only one (staircase)
core pattern (see [Jed13, 3.2.29]). Neither (staircase) verge patterns nor core
patterns can do the classification for (staircase) 3Dsyl4 (q3)-orbit modules (e.g. the
Family F3 of 2.2.50).
(2) (Stabilizer). Every (staircase) An(q)-orbit module has a basis element whose sta-
bilizer is a pattern subgroup (see [Yan10, §3.3]). This does not hold for Dsyln (q)-
orbit modules (see [Jed13, 3.2.25]), or for 3Dsyl4 (q3)-orbit modules (e.g. the
Family F5 of 2.2.52).
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2.2.3. G8
Ä
q3
ä
-orbit modules
Let G := G8 (q3), A12, A13, A15 ∈ Fq3, A16, A17, A23 ∈ Fq and A∗ij ∈ F∗−. In this subsec-
tion, we obtain the stabilizers StabG(A) for all A ∈ V (2.2.56) and a classification of
G-orbit modules (2.2.57).
2.2.54 Notation. Set
g :=x˜23(t23) · x˜67(t67)
· x˜12(t12) · x˜78(t78) · x˜34(t34)x˜35(tq34) · x˜56(t56)x˜46(tq56)·x˜36(t36)
· x˜13(t13) · x˜68(t68) · x˜24(t24)x˜25(tq24) · x˜57(t57)x˜47(tq57)·x˜27(t27)
· x˜14(t14)x˜58(t58) · x˜26(t26)x˜37(t37) · x˜15(t15)x˜48(t48)·x˜18(t18)
· x˜16(t16) · x˜38(t38) · x˜17(t17) · x˜28(t28)
∈ G.
2.2.55 Lemma (G-orbit modules). Let g ∈ G and A = (Aij) ∈ V , then
A.g =
A12
−A13t23
−Aq15t24
+A16t
q
56t24
−A17t67tq56t24
−A15tq24
+A16t56t
q
24
−A17t67t56tq24
−A17t27
−A16t26
+A17t67t26
A13
−Aq15t34
−A15tq34
−A16t36
+A17t67t36
−A17t37
Aq15
−A16tq56
+A17t67t
q
56
−A17tq57
A15
−A16t56
+A17t67t56
−A17t57
A16
−A17t67 A17
A23
.
Proof. By calculation, we get the formula.
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2.2.56 Proposition (G-stabilizer). LetA ∈ V , then StabG(A) is determined as follows:
G8 (q
3)-stabilizers
A ∈ V StabG(A)
F6
· A12 A13 Aq15 A15 A16 A∗17 ·
· A23 ·
· ·
· ·

t67 = 0
A16t56 + A
∗
17t57 = 0
Aq15t34 + A15t
q
34 + A16t36
+A∗17t37 = 0
−A13t23 − Aq15t24 + A16tq56t24
−A15tq24 + A16t56tq24 − A∗17t27
−A16t26 = 0
F5
· A12 A13 Aq15 A15 A∗16 ·
· A23 ·
· ·
· ·

t56 = 0
Aq15t34 + A15t
q
34 + A
∗
16t36 = 0
A13t23 + A
q
15t24 + A15t
q
24
+A∗16t26 = 0
F4
· A12 A13 A∗15q A∗15 ·
· A23 ·
· ·
· ·

t34 = 0
t24 = −A13A
∗
15
q2+Aq
2
13A
∗
15
q−Aq13A∗15
2A∗15
q2+q
t23
F3
· A12 A∗13 ·
· A23 ·
· ·
· ·
t23 = 0
F1,2
· A12 ·
· A23 ·
· ·
· ·
G
where A∗13, A
∗
15 ∈ F∗q3 and A∗16, A∗17 ∈ F∗q.
Proof. It is straightforward to calculate.
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Now we get the following classification of G8 (q3)-orbit modules.
2.2.57 Proposition (Classification of G8 (q3)-orbit modules). Let A ∈ V , then every
G-orbit module COG([A]) is of one of the forms in the following table which are all
irreducible.
G8 (q
3)-orbit modules
COG([A]) (A ∈ V ) dimCCOG([A]) #orbit modules
F6 COG
Å · A∗17 ·· A23 ·· ·
· ·

ã
q10 (q − 1)q
F5 COG
Å · A∗16 ·· A23 ·· ·
· ·

ã
q9 (q − 1)q
F4 COG
Å · A∗15q A∗15 ·· A23 ·· ·
· ·

ã
q6 (q3 − 1)q
F3 COG
Å · A¯A
∗
13
12 A
∗
13 ·
· A23 ·
· ·
· ·

ã
q (q3 − 1)q2 · q
F1,2 COG
Å · A12 ·· A23 ·· ·
· ·

ã
1 q4
where A¯A
∗
13
12 ∈ TA∗13.
Proof. We obtain the classifications by 2.2.55 (c.f. the proof of 2.2.50). Let A ∈ V
and ψGA be the character of the G-orbit module COG([A]). By 2.2.56, we calculate
and get the inner product 〈ψGA , ψGA〉G = 1 (c.f. the proof of 2.2.79). Thus the propo-
sition is proved.
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Compare 2.2.50 and 2.2.57 (c.f. 2.3.17), we obtain the following relations.
2.2.58 Corollary. Let A¯A
∗
13
12 ∈ TA∗13, then
OG(A12e12 + A23e23) =OU(A12e12 + A23e23),
OG(A∗13e13 + A¯A
∗
13
12 e12) =OU(A∗13e13 + A¯A
∗
13
12 e12),
OG(A∗15q
2
e14 + A
∗
15e15 + A23e23) =OU(A∗15q
2
e14 + A
∗
15e15 + A23e23),
OG(A∗16e16 + A23e23) =
⋃
A13∈Fq3
OU(A∗16e16 + A23e23 + A13e13),
OG(A∗17e17 + A23e23) =
⋃
A12∈Fq3
OU(A∗17e17 + A23e23 + A12e12).
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2.2.4. Homomorphisms between orbit modules
Let U = 3Dsyl4 (q3). In this subsection, we define a truncated row operation of U on V
(2.2.64). Then we show that every U -orbit module is isomorphic to a staircase orbit
module (2.2.75). After that, we prove that every U -orbit module is isomorphic to
some hook-separated staircase module (2.2.79). Finally, some irreducible modules
are determined, and any two orbit modules are shown to be orthogonal when the
1st verges are different (2.2.83). In this subsection, the properties are adaptions of
the corresponding statements in [Jed13, §3.3]. They are proved similarly.
The following property is well known.
2.2.59 Notation/Lemma. Every ϕ ∈ EndCU(CU) is of the form
λa : CU → CU : x 7→ ax for a unique a ∈ CU.
2.2.60 Lemma. Let g ∈ U and A ∈ V , then the map
λg|COU ([A]) : COU([A])→ Im(λg|COU([A])) = gCOU([A])
is a CU -isomorphism.
2.2.61 Lemma. Let A ∈ V and g ∈ U , then
λg([A])
Def.
= g[A] =
1
|U |
∑
y∈U
ϑκq(g−>A, y)y.
Proof. Let g ∈ U and A ∈ V , then
λg([A]) =g[A] =
1
|U |
∑
z∈U
χA(z)gz
y:=gz
=
1
|U |
∑
y∈U
χA(g−1y)y
=
1
|U |
∑
y∈U
ϑκq(A, f(g−1y))y
f(g−1y)≡g−1y mod V ⊥
=
1
|U |
∑
y∈U
ϑκq(A, g−1y)y
=
1
|U |
∑
y∈U
ϑκq(g−>A, y)y.
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2.2.62 Lemma. Let A ∈ V and pi
A
: V0 → VA : A 7→
∑
(i,j)∈AAijeij. Then
pi
A
(x−>A)
=

0 A12 A13 A
q
15 A15 A16 A17 0
−t1A12
−t1A13
+A23
−t1Aq15 −t1A15 −t1A16 −t1A17 0
t1t2A13
−t2A23
+t3A13
t1t2A
q
15
+t3A
q
15
t1t2A15
+t3A15
t1t2A16
+t3A16
t1t2A17
+t3A17
0
−tq1t3Aq15
−t4Aq15
−tq1t3A15
−t4A15
−tq1t3A16
−t4A16
−tq1t3A17
−t4A17 0
−tq21 t3A15
−tq24 A15
−tq21 t3A16
−tq24 A16
−tq21 t3A17
−tq24 A17
0
−tq2+q1 t3A16
−tq1tq
2
4 A16
−tq21 t4A16
−t5A16
−tq2+q1 t3A17
−tq1tq
2
4 A17
−tq21 t4A17
−t5A17
0
−tq2+q1 t2t3A17
−tq1t2tq
2
4 A17
−tq21 t2t4A17
−t2t5A17
−tq3tq
2
4 A17
−tq23 t4A17
−t6A17
0
0

.
2.2.63 Proposition. Let A ∈ V and x := x(t1, t2, t3, t4, t5, t6) ∈ U , then
x.A = A− piq(t1A13)e23.
Proof. Let A ∈ V and x := x(t1, t2, t3, t4, t5, t6) ∈ U , then
x.A = pi(x−>A) 2.2.62= A− piq(t1A13)e23.
Thus we get the result.
2.2.64 Definition/Lemma (3Dsyl4 (q3)-truncated row operation). The map
U × V → V : (u,A) 7→ u.A := pi(u−>A)
defines a group operation, which is called the truncated row operation.
Note that the elements of U act as Fq-automorphisms on V .
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Proof. Since pi is an Fq-linear map by 2.2.16, it is enough to prove that (gh).A =
g.(h.A) for all g := x(t1, t2, t3, t4, t5, t6) ∈ U , h := x(s1, s2, s3, s4, s5, s6) ∈ U and
A = (Aij) ∈ V . Let gh := x(r1, r2, r3, r4, r5, r6), then r1 = t1 + s1 by 2.1.12. By
2.2.63, we have g.(h.A) = g.(A − piq(s1A13)e23) = A − (piq(t1A13) + piq(s1A13))e23 =
A− piq(r1A13)e23 = (gh).A.
2.2.65 Corollary. Let A ∈ V , xi(ti) ∈ U (i = 1, 2, 3, 4, 5, 6) and t1, t3, t4 ∈ Fq3,
t2, t5, t6 ∈ Fq, then
(i) x1(t1).A is obtained from A by replacing A23 with A23 − piq(t1A13), i.e.
x1(t1).A =
Ö
A12 A13 A
q
15 A15 A16 A17
A23
−piq(t1A13)
è
.
(ii) xi(ti).A = A for all i ∈ {2, 3, 4, 5, 6}.
2.2.66 Notation. OrowU (A) and StabrowU (A) are defined under the ‘truncated row oper-
ation’, and OU(A) and StabU(A) are used for the ‘truncated column operation’.
2.2.67 Remark. From Corollary 2.2.65, we obtain
x1(t1).A = x12(t1).A = x˜12(t1).A
and
Orow3Dsyl4 (q3)(A) = O
row
Dsyl4 (q
3)
(A) = OrowA8(q3)(A).
2.2.68 Remark. In general, g.(A.u) 6= (g.A).u. For example: let t1, t4 ∈ F∗q3 and
A∗17 ∈ F∗q, thenÄ
x1(t1).(A17
∗e17)
ä
.x4(t4) =
Ç
tq4A
∗
17 A
∗
17
å
but
x1(t1).
Ä
(A17∗e17).x4(t4)
ä
=
Ç
tq4A
∗
17 A
∗
17
−t1tq4A∗17
å
.
2.2.69 Lemma. Let B ∈ V , g := x(t1, t2, t3, t4, t5, t6) ∈ U and y ∈ U such that
supp(g−>B) ∩ supp(y − 1) ⊆ J.
Then ϑκq(g−>B, y − 1) = χg.B(y).
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Proof. Let B ∈ V , g := x(t1, t2, t3, t4, t5, t6) ∈ U and y ∈ U as supposed, then
ϑκq(g
−>B, y − 1)=ϑκq(B − t1B13e23, y − 1)
=ϑ
Ä
κq(B, y − 1) + κq(−t1B13e23, y − 1)
ä
=ϑ
Ä
κq(B, y − 1) + piq((−t1B13)y23)
ä
y23∈Fq
= ϑ
Ä
κq(B, y − 1) + piq(−t1B13) · y23
ä
=ϑ
Ä
κq(B, y − 1) + piq(piq(−t1B13)y23)
ä
=ϑ
Ä
κq(B, y − 1) + κq(piq(−t1B13)e23, y − 1)
ä
=ϑκq(B − piq(t1B13)e23, y − 1)
2.2.63
= ϑκq(g.B, f(y))
=χg.B(y).
2.2.70 Proposition. Let g ∈ U and A ∈ V , such that supp(g−>A)∩1 ⊆ J ∪ {(4, 5)}.
Then
λg([B]) = χg.B(g)[g.B] for all B ∈ OU(A).
Proof. Let B ∈ OU(A), then main(B) = main(A). Thus,
supp(g−>B) ∩1 ⊆ J ∪ {(4, 5)} for all B ∈ OU(A).
Then for all y ∈ U , supp(g−>B) ∩ supp(y − 1) ⊆ J , since supp(y − 1) ⊆1\{(4, 5)}.
Then
g[B]
2.2.61
=
1
|U |
∑
y∈U
ϑκq(g−>B, y)y =
1
|U |
∑
y∈U
ϑκq(g−>B, y − 1)ϑκq(g−>B, 1)y
2.2.69
= ϑκq(B, f(g−1)) · 1|U |
∑
y∈U
χg.B(y)y=χB(g−1)[g.B].
We have
χg.B(g)
2.2.69
= ϑκq(g
−>B, g − 1) = ϑκq(B, 1− g−1) = ϑκq(B, g−1 − 1)
=ϑκq(B, f(g−1)) = χB(g−1).
Hence λg([B]) = χg.B(g)[g.B] for all B ∈ OU(A).
2.2.71 Corollary. Let g ∈ U and A ∈ V , such that supp(g−>A) ∩1 ⊆ J ∪ {(4, 5)}.
Then
im(λg|COU ([A])) = COU([g.A]).
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Proof. Let u ∈ U , then Cg[A.u] = Cg([A]u) = C(g[A])u 2.2.70= C[g.A]u. Hence
im(λg|COU ([A])) = COU([g.A]).
2.2.72 Corollary. Let g ∈ U and A ∈ V , such that supp(g−>A) ∩1 ⊆ J ∪ {(4, 5)}.
Then
g.(B.u) = (g.B).u for all B ∈ OU(A), u ∈ U.
Proof. Let g ∈ U and A ∈ V , such that supp(g−>A) ∩1 ⊆ J ∪ {(4, 5)}. Then
C[(g.B).u] = C[g.B]u 2.2.70= C(g[B])u=Cg([B]u)=Cg[B.u]=C[g.(B.u)].
Hence g.(B.u) = (g.B).u.
2.2.73 Corollary (Simple row move). Let A ∈ V , xi(ti) ∈ U (i = 1, 2, 3, 4, 5, 6) and
t1, t3, t4 ∈ Fq3, t2, t5, t6 ∈ Fq, such that supp(xi(ti)−>A) ∩1 ⊆ J ∪ {(4, 5)} then
COU([A]) ∼= COU([xi(ti).A]).
2.2.74 Corollary. Let A ∈ V (A17 = A16 = A15 = 0, A13 = A∗13 6= 0), x1(t1) ∈ U such
that piq(t1A13) = A23, then COU([A]) ∼= COU([x1(t1).A]) ∼= COU([A− A23e23]), i.e.
COU(
ñ
A12 A
∗
13
A23
ô
) ∼= COU(
ñ
A12 A
∗
13
0
ô
).
2.2.75 Corollary. Every U -orbit module is isomorphic to a (not necessarily unique)
staircase module, and the isomorphism is given by the left multiplication by a group
element.
Proof. Let A ∈ V and (1, 3), (2, 3) ∈ main(A), then (2, 3) is deleted by 2.2.74. By
2.2.51, the claim is proved.
2.2.76 Lemma. Let A ∈ V with A17 = A∗17 ∈ F∗q, x5(s5) ∈ U and s5 ∈ Fq, then
λx5(s5)([A]) = ϑ(s5A16)[A+ s5A
∗
17e23].
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Proof. Let A ∈ V with A17 = A∗17 ∈ F∗q and x5(s5) ∈ U , then
λx5(s5)([A]) =x5(s5)[A]
2.2.61
=
1
|U |
∑
y∈U
ϑκq(x5(s5)−>A, y)y
2.2.62
=
1
|U |
∑
y∈U
ϑκq(A− s5A16e66 − s5A∗17e67, y)y
=
1
|U |
∑
y∈U
Ä
ϑκq(A, y) · ϑpiq(−s5A16) · ϑpiq(−s5A∗17y67)
ä
y
=ϑ(s5A16) · 1|U |
∑
y∈U
Ä
ϑκq(A, y) · ϑpiq(−s5A∗17y67)
ä
y
2.1.12
= ϑ(s5A16) · 1|U |
∑
y∈U
Ä
ϑκq(A, y) · ϑpiq(s5A∗17y23)
ä
y
=ϑ(s5A16) · 1|U |
∑
y∈U
ϑκq(A+ s5A∗17e23, y)y
=ϑ(s5A16) · 1|U |
∑
y∈U
ϑκq(A+ s5A∗17e23, f(y))y
=ϑ(s5A16)[A+ s5A
∗
17e23].
2.2.77 Proposition. Let A,B ∈ V , A17 = A∗17 ∈ F∗q, and
A :=
A12 A13 A
q
15 A15 A16 A
∗
17
A23
,
B :=
A12 A13 A
q
15 A15 A16 A
∗
17
0
then COU([A]) ∼= COU([B]).
Proof. Let C ∈ OU(A) and s5 := −A23A∗17 ∈ Fq. By 2.2.76, we get λx5(s5)([C]) =
ϑ(s5C16)[C + s5A
∗
17e23], where C + s5A
∗
17e23 ∈ OU(B). Thus COU([A]) ∼= COU([B])
by 2.2.60.
2.2.78 Definition. Let 1 ≤ i ≤ N . The i-th hook of J is defined to be
Hi := {(a, b) ∈ J | b = i or a = i¯}.
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In particular, H7 = {(1, 7), (2, 3)}. Let A ∈ V be a pattern. Then A is called hook-
separated, if on every hook Hi of J lies at most one main condition of A. Note that
hook-separated patterns are always staircase patterns. Let A ∈ V be hook-separated,
then COU([A]) is called a hook-separated staircase module.
2.2.79 Corollary. Every U -orbit module is isomorphic to a certain hook-separated
staircase module.
Proof. By 2.2.75, every U -orbit module is isomorphic to a staircase module. By
2.2.77, we get the desired conclusion.
2.2.80 Lemma. Let A,B ∈ V . Then HomCU(COU([A]),COU([B])) = {0} if and only
if for all C ∈ OU(A) and D ∈ OU(B) holds HomStabU (C,D)(C[C],C[D]) = {0}.
Proof. Let ψA be the character ofCOU([A]) and ψB denote the character ofCOU([B]).
Then
0 =dimCHomCU(COU([A]),COU([B])) = 〈ψA, ψB〉U
=
1
|U |
∑
u∈U
ψA(u)ψB(u) =
1
|U |
∑
u∈U
Ç ∑
C∈OU (A)
C.u=C
χC(u)
åÇ ∑
D∈OU (B)
D.u=D
χD(u)
å
=
1
|U |
∑
C∈OU (A)
D∈OU (B)
∑
u∈U
C.u=C
D.u=D
χC(u)χD(u) =
1
|U |
∑
C∈OU (A)
D∈OU (B)
∑
u∈StabU (C,D)
χC(u)χD(u)
=
∑
C∈OU (A)
D∈OU (B)
|StabU(C,D)|
|U | 〈χC , χD〉StabU (C,D)
=
∑
C∈OU (A)
D∈OU (B)
|StabU(C,D)|
|U |
Å
dimCHomStabU (C,D)(C[C],C[D])
ã
,
where χC is the linear character of the CStabU(C,D)-module C[C], while χD is the
linear character of the CStabU(C,D)-module C[D]. Thus 〈χC , χD〉StabU (C,D) = 0 or 1.
Hence
0 = dimCHomCU(COU([A]),COU([B]))
⇐⇒ 〈χC , χD〉StabU (C,D) = 0 for all C ∈ OU(A), D ∈ OU(B)
⇐⇒ dimCHomStabU (C,D)(C[C],C[D]) = 0 for all C ∈ OU(A), D ∈ OU(B)
⇐⇒ HomStabU (C,D)(C[C],C[D]) = {0} for all C ∈ OU(A), D ∈ OU(B).
2.2.81 Lemma. Let A,B ∈ V and y ∈ U . Then
HomStabU (A,B)(C[A],C[B]) = HomStabU (A.y,B.y)(C[A.y],C[B.y])
as C-vector spaces.
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Proof. c.f. the proof of Proposition 3.3.21 of [Jed13].
2.2.82 Corollary (Homomorphism criterion). Let A,B ∈ V . Then
HomCU(COU([A]),COU([B])) = {0}
if and only if HomStabU (A,D)(C[A],C[D]) = {0} for all D ∈ OU(B).
Proof. Let ψA denote the character of COU([A]) and ψB denote the character of
COU([B]). By the proof of Lemma 2.2.80, we get
0 =dimCHomCU(COU([A]),COU([B])) = 〈ψA, ψB〉U
=
∑
C∈OU (A)
D∈OU (B)
|StabU(C,D)|
|U | dimCHomStabU (C,D)(C[C],C[D])
=
∑
u∈U
∑
v∈U
|StabU(A.u,B.v)|
|U ||StabU(A)||StabU(B)|dimCHomStabU (A.u,B.v)(C[A.u],C[B.v])
v′:=vu−1
=
∑
u∈U
∑
v′∈U
|StabU(A.u,B.(v′u))|
|U ||StabU(A)||StabU(B)|dimCHomStabU (A.u,B.(v
′u))(C[A.u],C[B.(v′u)])
=
∑
u∈U
∑
v′∈U
|StabU(A.u, (B.v′).u))|
|U ||StabU(A)||StabU(B)|
· dimCHomStabU (A.u,(B.v′).u)(C[A.u],C[(B.v′).u)])
2.2.81
=
∑
u∈U
∑
v∈U
|StabU(A,B.v))|
|U ||StabU(A)||StabU(B)|dimCHomStabU (A,B.v)(C[A],C[B.v])
=
∑
v∈U
|StabU(A,B.v))|
|StabU(A)||StabU(B)|dimCHomStabU (A,B.v)(C[A],C[B.v])
=
∑
D∈OU (B)
|StabU(A,D))|
|StabU(A)| dimCHomStabU (A,D)(C[A],C[D])
⇐⇒ dimCHomStabU (A,D)(C[A],C[D]) = 0 for all D ∈ OU(B)
⇐⇒ HomStabU (A,D)(C[A],C[D]) = {0} for all D ∈ OU(B).
2.2.83 Proposition. Every U -orbit module is isomorphic to a hook-separated staircase
module in Table 2.3, and they satisfy the following properties:
(1) Let A,B ∈ V . If verge1(A) 6= verge1(B),
HomCU(COU([A]),COU([B])) = {0}.
In particular, let COU([A]) ∈ Fi, COU([B]) ∈ Fj and i 6= j, then
HomCU(COU([A]),COU([B])) = {0}.
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(2) In the Family F1,2, the q4 hook-separated staircase modules are irreducible and
pairwise orthogonal.
(3) In the Family F3, the (q3 − 1)q2 hook-separated staircase modules are irreducible
and pairwise orthogonal.
(4) In the Family F4, F5 and F6, the hook-separated staircase modules are reducible.
Table 2.3.: Hook-separated staircase 3Dsyl4 (q
3)-orbit modules
Family COU([A]) (A ∈ V ) dimCCOU([A]) Irreducible
F6 COU
Å · A12 A∗17 ·· 0 ·· ·
· ·

ã
q7 NO
F5 COU
Å · A13 A∗16 ·· A23 ·· ·
· ·

ã
q6 NO
F4 COU
Å · A∗15q A∗15 ·· A23 ·· ·
· ·

ã
q6 NO
F3 COU
Å · A¯A
∗
13
12 A
∗
13 ·
· 0 ·
· ·
· ·

ã
q YES
F1,2 COU
Å · A12 ·· A23 ·· ·
· ·

ã
1 YES
where A∗12, A
∗
13, A
∗
15 ∈ F∗q3, A∗16, A∗17, A∗23 ∈ F∗q and A¯A
∗
13
12 ∈ TA∗13.
Proof. By 2.2.75 and 2.2.79, every U -orbit module is isompiphic to a hook-separated
staircase module in Table 2.3.
Let A,B ∈ V be hook-separated staircase core patterns of the Family F4 and C ∈
OU(B), i.e.
A :=
A∗15
q A∗15
A23
and B :=
B∗15
q B∗15
B23
.
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By 2.2.52, we get
StabU(A)
=
ß
x(0, t2, t3, t4, t5, t6)
∣∣∣∣ A∗15qtq3 + A∗15tq23 + A13t2 = 0, t3, t4 ∈ Fq3 , t2, t5, t6 ∈ Fq™
A13=0= X2X4X5X6.
Then by 2.2.39, StabU(A,C) =
®
X2X4X5X6, C13 = 0
X4X5X6, C13 6= 0 . We calculate the inner
product
〈χA, χC〉StabU (A,C) =
1
|StabU(A,C)|
∑
y∈StabU (A,C)
ϑκq(A− C, f(y))
=
1
|StabU(A,C)|
· ∑
y∈StabU (A,C)
ϑκq
Ç −C12 −C13 (A∗15 −B∗15)q A∗15 −B∗15
A23 −B23 , f(y)
å
.
If C13 = 0, we have
C ∈

−B∗15qsq3
−B∗15sq
2
3
0 B∗15
q B∗15
B23
∣∣∣∣∣∣∣∣ s3 ∈ Fq3
 .
0 6=dimCHomStabU (A,C)(C[A],C[C]) = 〈χA, χC〉StabU (A,C)
=
1
|X2X4X5X6|
∑
t4∈Fq3
t2,t5,t6∈Fq
Ç
ϑpiq
Å
(A23 −B23)t2
+ (A∗15 −B∗15)qt4 + (A∗15 −B∗15)tq
2
4
ãå
=
1
q6
∑
t4∈Fq3
t2,t5,t6∈Fq
Ç
ϑ
Å
(A23 −B23)t2
ã
· ϑφ0
Å
(A∗15 −B∗15)tq
2
4 (η + η
q)
ãå
=
Ç
1
q
∑
t2∈Fq
ϑ((A23 −B23)t2)
åÇ
1
q3
∑
t4∈Fq3
ϑφ0
Å
(A∗15 −B∗15)tq
2
4 (η + η
q)
ãå
⇐⇒ {B23 = A23} ∧ {B∗15 = A∗15}.
If C13 6= 0,
C ∈

−B∗15qsq3
−B∗15sq
2
3
−B∗15qs∗1q
−B∗15s∗1q
2 B∗15
q B∗15
B23
∣∣∣∣∣∣∣∣ s
∗
1 ∈ F∗q3 , s3 ∈ Fq3
 .
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Therefore,
0 6=dimCHomStabU (A,C)(C[A],C[C]) = 〈χA, χC〉StabU (A,C)
=
1
|X4X5X6|
∑
t4∈Fq3
t5,t6∈Fq
Ç
ϑpiq
Å
(A∗15 −B∗15)qt4 + (A∗15 −B∗15)tq
2
4
ãå
=
1
q5
∑
t4∈Fq3
t5,t6∈Fq
Ç
ϑφ0
Å
(A∗15 −B∗15)tq
2
4 (η + η
q)
ãå
=
1
q3
∑
t4∈Fq3
ϑφ0
Å
(A∗15 −B∗15)tq
2
4 (η + η
q)
ã
⇐⇒ B∗15 = A∗15.
We get
HomStabU (A,C)(C[A],C[C]) 6= {0} ⇐⇒ 〈χA, χC〉StabU (A,C) 6= 0 (i.e. = 1)
⇐⇒ ¶{B23 = A23} ∧ {B∗15 = A∗15}© ∧ {B∗15 = A∗15} ⇐⇒ B∗15 = A∗15.
Thus HomCU(COU([A]),COU([B])) = {0} ⇐⇒ B∗15 6= A∗15.
Let A ∈ Fi and B ∈ Fj, ψA denote the character of COU([A]) and ψB denote the
character ofCOU([B]). In a similar way, we calculate 〈ψA, ψB〉U . Then the statements
of (1) are proved.
The q4 hook-separated staircase modules of F1,2 are of dimension 1, so they are
irreducible, and they are pairwise orthogonal by calculating inner product.
Let A,B ∈ V be hook-separated staircase patterns of the Family F3 and A 6= B,
then 〈ψA, ψA〉U = 1 and 〈ψA, ψB〉U = 0, thus the statements of (3) are proved.
Let A ∈ V be a hook-separated staircase core pattern of the Family F4, then the
orbit module COU([A]) is reducible. Suppose it is irreducible, then by (1) and (2)
we get Ä
dimCCOU([A])
ä2
= q12 < |U | − q4 = q12 − q4.
This is a contradiction. Thus the orbit modules of the Family F4 are reducible. Simi-
larly, (5) and (6) are proved.
2.2.84 Remark. There exist two hook-separated staircase modules such that they are
neither orthogonal nor isomorphic. For example: let A,B ∈ V be hook-separated
staircase core patterns of the Family F4 with A∗15 = B
∗
15 ∈ F∗q3 and A23 6= B23, i.e.
A :=
A∗15
q A∗15
A23
and B :=
A∗15
q A∗15
B23
,
then COU([A]) and COU([B]) are neither orthogonal nor isomorphic.
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Proof. (1) Let D ∈ OU(A) and ψA denote the character of COU([A]). Then the
CStabU(A,D)-modules C[A] and C[D] satisfy
C
ñ
0 0 A∗15
q A∗15
A23
ô
∼= C
ñ
D12 0 A
∗
15
q A∗15
A23
ô
C
ñ
0 0 A∗15
q A∗15
A23
ô
∼= C
ñ
D12 D
∗
13 A
∗
15
q A∗15
A23
ô
.
By the proof of 2.2.82, we get
dimCHomCU(COU([A]),COU([A])) = 〈ψA, ψA〉U
=
∑
D∈OU (A)
|StabU(A,D)|
|StabU(A)| dimCHomStabU (A,D)(C[A],C[D])
=
q6 · q3
q6
+
q5 · (q3 − 1)q3
q6
= q5 + q3 − q2 6= 1.
Thus, COU([A]) is not irreducible.
(2) Let ψA denote the character of COU([A]) and ψB the character of COU([B]).
By the proof of 2.2.83, COU([A]) and COU([B]) are not orthogonal and by (1)
〈ψA, ψA〉U = q5 + q3 − q2 = 〈ψB, ψB〉U .
Let D ∈ OU(B). The CStabU(A,D)-modules C[A] and C[D] satisfy
C
ñ
0 0 A∗15
q A∗15
A23
ô
⊥ C
ñ
D12 0 A
∗
15
q A∗15
B23
ô
C
ñ
0 0 A∗15
q A∗15
A23
ô
∼= C
ñ
D12 D
∗
13 A
∗
15
q A∗15
B23
ô
.
By the proof of 2.2.82,
dimCHomCU(COU([A]),COU([B])) = 〈ψA, ψB〉U
=
∑
D∈OU (B)
|StabU(A,D)|
|StabU(A)| dimCHomStabU (A,D)(C[A],C[D])
=
q5 · (q3 − 1)q3
q6
= q5 − q2 6= 〈ψA, ψA〉U .
Thus, COU([A]) and COU([B]) are not isomorphic.
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2.2.85 Comparison. (1) (Classification of staircase U -modules). Let U be An(q),
Dsyln (q) or
3Dsyl4 (q
3), then every U -orbit module is isomorphic to a staircase U -
module (see [Yan10, Prop. 2.2 and Thm. 3.2], [Jed13, 3.3.15] and 2.2.75).
(2) (Irreducible U -modules). Every irreducible An(q)-module is a constituent of pre-
cisely one staircase module (see [Yan10, Thm. 2.4 and Cor. 2.7]). Every ir-
reducible Dsyln (q)-module is a constituent of an unique hook-separated staircase
module (see [Jed13, 3.3.19 and 3.3.43]). Every irreducible Dsyln (q)-module is
a constituent of a (not necessarily unique) hook-separated staircase module (see
2.2.79, 2.2.83 and 2.2.84).
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2.3. Supercharacter theories for 3Dsyl4
(
q3
)
Let G := G8 (q3), U := 3D
syl
4 (q
3), t∗1, t
∗
3, t
∗
4 ∈ F∗q3 and t∗2, t∗5, t∗6 ∈ F∗q.
In this section, we construct a supercharacter theory for 3Dsyl4 (q
3) (2.3.21), estab-
lish the supercharacter table of 3Dsyl4 (q
3) in Table 2.5, and determine the character
table of 3Dsyl4 (q
3) in Table 2.9.
2.3.1. A partition of 3D
syl
4
Ä
q3
ä
In this subsection, a partition of 3Dsyl4 (q
3) is determined (see 2.3.8) which is a set of
superclasses proved in the next subsection 2.3.2.
2.3.1 Lemma. Let 1 denote I8 ∈ G, then
VG := G− 1 = {g − 1 | g ∈ G}
is a nilpotent associative Fq-algebra (G is an algebra group).
Proof. Let g, h ∈ G and k ∈ Fq, then
(g − 1) + (h− 1) ∈ G− 1,
k(g − 1) ∈ G− 1,
(g − 1)(h− 1) ∈ G− 1.
Thus the lemma follows.
2.3.2 Notation/Lemma. Let 1 denote I8 ∈ G, g ∈ G and u ∈ U , then set
G(g − 1)G :={x(g − 1)y | x, y ∈ G} ⊆ VG,
CGg :={1 + x(g − 1)y | x, y ∈ G} = 1 +G(g − 1)G ⊆ G,
CUu :={1 + x(u− 1)y | x, y ∈ G} ∩ U ⊆ CGu .
2.3.3 Lemma. Let 1 denote I8 ∈ G and g, h ∈ G, then the following statements are
equivalent:
(1) There exist x, y ∈ G, such that g − 1 = x(h− 1)y,
(2) CGg = C
G
h ,
(3) g ∈ CGh .
2.3.4 Corollary. (1) The set {CGg | g ∈ G} forms a partition of G with respect to the
equivalence relation of 2.3.3 (1).
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(2) Let g ∈ G, then CGg is a union of conjugacy classes of G.
2.3.5 Lemma. Let u, v ∈ U , then the following statements are equivalent:
(1) There exist x, y ∈ G, such that u− 1 = x(v − 1)y,
(2) CUu = C
U
v ,
(3) u ∈ CUv .
2.3.6 Corollary. (1) The set {CUu | u ∈ U} forms a partition of U with respect to the
equivalence relation of 2.3.5 (1).
(2) Let u ∈ U , then CUu is a union of conjugacy classes of U .
We obtain a partition of 3Dsyl4 (q
3) by straightforward calculation.
2.3.7 Proposition (A partition of 3Dsyl4 (q
3)). Let T t∗1 (t∗1 ∈ Fq3) be the transversal for
t∗1F+q in F+q3 . Then the CUu with u ∈ U are given in Table 2.4:
2.3.8 Notation/Lemma. Set
Ci(t
∗
i ) := C
U
xi(t∗i )
for all i = 3, 4, 5, 6,
C2(t
∗
2) :=
Ä .⋃
t∗4∈F∗q3
CUx2(t∗2)x4(t∗4)
ä⋃˙Ä .⋃
t5∈Fq
CUx2(t∗2)x5(t5)
ä
,
C1,3(t
∗
1, t¯
t∗1
3 ) := C
U
x1(t∗1)x3(t¯
t∗
1
3 )
, C1,2(t
∗
1, t
∗
2) := C
U
x2(t∗2)x1(t
∗
1)
, C0 := {1U} = {I8}.
Note that these sets form a partition of U , denoted by K.
2.3.9 Notation/Lemma. Let
Ci :=
.⋃
ti∈F∗
q3
Ci(t
∗
i ) for all i = 3, 4, Ci :=
.⋃
ti∈F∗q
Ci(t
∗
i ) for all i = 2, 5, 6,
C1,3 :=
.⋃
t∗1∈F∗q3
t¯
t∗1
3 ∈T t
∗
1
C1,3(t
∗
1, t¯
t∗1
3 ), C1,2 :=
.⋃
t∗1∈F∗q3
t∗2∈F∗q
C1,2(t
∗
1, t
∗
2), C0 := {1U} = {I8}.
Then
K =Ä .⋃
i∈{0,2,3,4,5,6}
Ci
ä .⋃
C1,2
.⋃
C1,3.
2.3.10 Comparison (Superclasses). (1) The superclasses of An(q) are the sets
CAYg := {In + x(g − In)y | x, y ∈ An(q)} for all g ∈ An(q),
which are called André-Yan superclasses (see [Jed13, 2.2.30 and 3.5.3]).
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Table 2.4.: A partition of 3Dsyl4 (q
3)
u ∈ U #CUu CUu |CUu |
1 1 x(0, 0, 0, 0, 0, 0) 1
x6(t
∗
6) q − 1 x(0, 0, 0, 0, 0, t∗6) 1
x5(t
∗
5) q − 1
x(0, 0, 0, 0, t∗5, s6)
s6 ∈ Fq
q
x4(t
∗
4) q
3 − 1 x(0, 0, 0, t
∗
4, s5, s6)
s5, s6 ∈ Fq
q2
x3(t
∗
3) q
3 − 1 x(0, 0, t
∗
3, s4, s5, s6)
s4 ∈ Fq3 , s5, s6 ∈ Fq
q5
x2(t
∗
2)x4(t
∗
4) (q − 1)(q3 − 1)
x(0, t∗2, s3, t
∗
4 − s
q+1
3
t∗2
, s5, s6)
s3 ∈ Fq3 , s5, s6 ∈ Fq
q5
x2(t
∗
2)x5(t5) (q − 1)q
x(0, t∗2, s3,− s
q+1
3
t∗2
, t5 − s
q2+q+1
3
t∗2
2 , s6)
s3 ∈ Fq3 , s6 ∈ Fq
q4
x1(t
∗
1)x3(t¯
t∗1
3 ) (q
3 − 1)q2 x(t
∗
1, 0, t¯
t∗1
3 + t
∗
1s, s4, s5, s6)
s4 ∈ Fq3 , s, s5, s6 ∈ Fq
q6
x2(t
∗
2)x1(t
∗
1) (q − 1)(q3 − 1)
x(t∗1, t
∗
2, s3, s4, s5, s6)
s3, s4 ∈ Fq3 , s5, s6 ∈ Fq
q8
where t¯t
∗
1
3 ∈ T t∗1 .
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(2) The superclasses of Dsyln (q) are the sets C
AN
u := D
syl
n (q) ∩ {I2n + x(u − I2n)y |
x, y ∈ A2n(q)} for all u ∈ Dsyln (q) (see [AN09a, page 1279]), which are called
André-Neto superclasses (see [Jed13, 3.5.5]).
(3) The superclasses of 3Dsyl4 (q3) are the elements of K (see 2.3.8 and 2.3.21).
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2.3.2. A supercharacter theory for 3D
syl
4
Ä
q3
ä
In [DI08], P. Diaconis and I. M. Isaacs introduced the supercharacter theory for a
finite group. In this subsection, we determine a supercharacter theory for 3Dsyl4 (q
3)
(2.3.21), establish the supercharacter table of 3Dsyl4 (q
3) in Table 2.5 and list super-
characters, supermodules and superclasses of 3Dsyl4 (q
3) in Table 2.6.
Let U := 3Dsyl4 (q3), A∗12, A
∗
13, A
∗
15 ∈ F∗q3 and A∗16, A∗17, A∗23 ∈ F∗q.
2.3.11 Definition. Let G be a finite group. Suppose that K is a partition of G and that
X is a set of (nonzero) complex characters of G, such that
(a) |X | = |K|,
(b) every character χ ∈ X is constant on each member of K and
(c) the elements of X are pairwise orthogonal.
Then (X ,K) is called a pre-supercharacter theory for G. The function ϕ : G → C is
called a superclass function, if it satisfies (b). In particular, the superclass functions
form a C-vector space.
2.3.12 Notation. Let G be a finite group. If χ is a complex character of G, let Irr(χ)
denote the set of all irreducible constituents of χ.
2.3.13 Definition/Lemma (§2 of [DI08]/3.6.2 of [Jed13]). Let G be a finite group
and (X ,K) be a pre-supercharacter theory for G. Set σχ := ∑ψ∈Irr(χ) ψ(1)ψ. Then the
following statements are equivalent.
(1) The set {1} is a member of K.
(2) ∪χ∈X Irr(χ) = Irr(G) and every character χ ∈ X is a constant multiple of σχ.
(3) Every irreducible character ψ of G is a constituent of one character χ ∈ X .
The pair (X ,K) is called a supercharacter theory for G, if one of the three statements
holds. We refer to the elements of X as supercharacters, and to the elements of K as
superclasses of G. Note that
∑
χ∈X σχ = regG, the regular character of G.
2.3.14 Remark. The definition of the supercharacter theory in 2.3.13 is equivalent
to the one of [DI08]. Let (X ,K) be a supercharacter theory for a finite group G in
this thesis, then the partition {Irr(χ) | χ ∈ X} of Irr(G), the partition of G, and the
supercharacters X form a supercharacter theory for G in [DI08].
2.3.15 Definition. Let G be a finite group and (X ,K) be a supercharacter theory for
G. A CG-module is called a CG-supermodule, if it affords a supercharacter of G.
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2.3.16 Remark. (1) Roughly, a supercharacter theory replaces irreducible charac-
ters by supercharacters, conjugacy classes by superclasses, irreducible modules by
supermodules. In such a way, a supercharacter table is constructed as a replace-
ment for a character table.
(2) For a finite group G, there are two ‘trivial’ supercharacter theories as follows:
(Irr(G),ConjCl(G)), ({trivG, regG− trivG}, {{1}, G\{1}}), where ConjCl(G) de-
notes the set of conjugacy classes of G, and trivG is the trivial character of G.
(3) Superclasses are unions of conjugacy classes ([DI08], Theorem 2.2(c)).
(4) Different rows of supercharacter tables are orthogonal, but the different columns
may not be orthogonal. For example: let G be a finite group with |G| > 2,
then ({trivG, regG − trivG}, {{1}, G\{1}}) is a supercharacter theory, and the
supercharacter table is determined
{1} g ∈ G\{1}
trivG 1 1
regG − trivG |G| − 1 −1
Then
trivG(1) · trivG(g) + (regG − trivG)(1) · (regG − trivG)(g)
=1− (|G| − 1) = 2− |G| 6= 0,
so the 1st and 2nd columns are not orthogonal.
2.3.17 Notation/Lemma. Let A = (Aij) ∈ V , set
M(A12e12 + A23e23) :=COU(
ñ
A12
A23
ô
) = C[A12e12 + A23e23],
M(A∗13e13 + A¯
A∗13
12 e12) :=C
{[
A¯
A∗13
12 + s2A
∗
13 A
∗
13
] ∣∣∣∣∣ s2 ∈ Fq
}
=COU(
[
A¯
A∗13
12 A
∗
13
]
),
M(A∗15
qe14 + A
∗
15e15) :=C
®ñ
A12 A13 A
∗
15
q A∗15
A23
ô ∣∣∣∣∣® A12, A13 ∈ Fq3A23 ∈ Fq ´
=
⊕
A23∈Fq
COU(
ñ
A∗15
q A∗15
A23
ô
),
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M(A∗16e16) :=C
®ñ
A12 A13 A
q
15 A15 A
∗
16
A23
ô ∣∣∣∣∣® A12, A13, A15 ∈ Fq3A23 ∈ Fq ´
=
⊕
A13∈Fq3
A23∈Fq
COU(
ñ
A13 A
∗
16
A23
ô
),
M(A∗17e17) :=C
®ñ
A12 A13 A
q
15 A15 A16 A
∗
17
ô ∣∣∣∣∣® A12, A13, A15 ∈ Fq3A16 ∈ Fq ´
=
⊕
A12∈Fq3
COU(
ñ
A12 A
∗
17
ô
).
2.3.18 Notation. Denote byM the set of all of the CU -modules in 2.3.17.
2.3.19 Notation. (1) Let M ∈M, then the complex character of the CU -module M
is denoted by ΨM .
(2) Set X := {ΨM |M ∈M}.
2.3.20 Corollary. Let A = (Aij) ∈ V , and ψA be the character of COU([A]). Then
ΨM(A12e12+A23e23) = ψA12e12+A23e23 , ΨM(A∗13e13+A¯
A∗
13
12 e12)
= ψ
A¯
A∗
13
12 e12+A
∗
13e13
,
ΨM(A∗15qe14+A∗15e15) =
∑
A23∈Fq
ψA23e23+A∗15qe14+A∗15e15 ,
ΨM(A∗16e16) =
∑
A13∈Fq3
A23∈Fq
ψA13e13+A23e23+A∗16e16 , ΨM(A∗17e17) =
∑
A12∈Fq3
ψA12e12+A∗17e17 .
2.3.21 Proposition (Supercharacter theory for 3Dsyl4 (q
3)). (X ,K) is a supercharacter
theory for 3Dsyl4 (q
3), where K is defined in 2.3.8, and X is defined in 2.3.19.
Proof. By 2.3.8, K is a partition of U . We know that X is a set of nonzero complex
charaxcters of U .
(a) Claim that |X | = |K|.
By 2.3.8, 2.3.17 and 2.3.19, |{ΨM(A∗17e17) | A∗17 ∈ F∗q}| = |{M(A∗17e17) | A∗17 ∈
F∗q}| = |C6|. Similarly, we obtain the Table 2.6. Thus |X | = |K|.
(b) Claim that the characters χ ∈ X are constant on the members of K.
Let A∗15 ∈ F∗q3 and
B15(A∗15) :=
®
C12 C13 A
∗
15
q A∗15
C23
∣∣∣∣∣
®
C12, C13 ∈ Fq3
C23 ∈ Fq
´
.
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Let y ∈ U , then
ΨM(A∗15qe14+A∗15e15)(y) =
∑
C∈B15(A∗15)
C.y=C
χC(y) =
∑
C∈B15(A∗15)
y∈StabU (C)
χC(y).
If y = x(0, 0, 0, t4, t5, t6) ∈ C0 ∪ C4 ∪ C5 ∪ C6, y ∈ StabU(C) for all C ∈ B15(A∗15)
by 2.2.52. Thus
ΨM(A∗15qe14+A∗15e15)(y) =
∑
C∈B15(A∗15)
χC(y) =
∑
C∈B15(A∗15)
ϑpiq(A
∗
15
qt4 + A
∗
15t4
q2)
=q7 · ϑpiq(A∗15qt4 + A∗15tq
2
4 ).
If y ∈ C1,2 ∪ C1,3 ∪ C3, y /∈ StabU(C) for all C ∈ B15(A∗15) by 2.2.52. Thus
ΨM(A∗15qe14+A∗15e15)(y) = 0.
If y = x(0, t∗2, s3, s4, s5, s6) ∈ C2, by 2.2.52
ΨM(A∗15qe14+A∗15e15)(y) =
∑
C∈B15(A∗15)
A∗15
qsq3+A
∗
15s
q2
3 +C13t
∗
2=0
χC(y)
=
∑
C12∈Fq3
C23∈Fq
ϑκq
Ñ
C12 −A
∗
15
qsq3+A
∗
15s
q2
3
t∗2
A∗15
q A∗15
C23
,
0 −s3 s4 sq24 ∗ ∗
t∗2
é
=
∑
C12∈Fq3
C23∈Fq
ϑpiq(C23t
∗
2 +
A∗15
qsq+13 + A
∗
15s
q2+1
3
t∗2
+ A∗15
qs4 + A
∗
15s
q2
4 )
=q3 · ϑpiq
ÅA∗15qsq+13 + A∗15sq2+13
t∗2
+ A∗15
qs4 + A
∗
15s
q2
4
ã
· ∑
C23∈Fq
ϑpiq(C23t
∗
2)
=0.
Similarly, we calculate the other values of the Table 2.5. Thus the claim is
proved.
(c) The elements of X are pairwise orthogonal by 2.2.83.
(d) The set {1} is a member of K.
By 2.3.11 and 2.3.13, (X ,K) is a supercharacter theory for 3Dsyl4 (q3).
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Ta
bl
e
2.
5.
:S
up
er
ch
ar
ac
te
r
ta
bl
e
of
3
D
sy
l
4
(q
3
)
C
0
C
1
(t
∗ 1,
t¯t
∗ 1 3
)
C
2
(t
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C
1
,2
(t
∗ 1,
t∗ 2
)
C
3
(t
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C
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(t
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C
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C
6
(t
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Ψ
M
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1
1
1
1
1
1
1
Ψ
M
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e
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)
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pi
q
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ϑ
pi
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1
1
1
1
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e
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)
1
1
ϑ
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)
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1
1
1
1
Ψ
M
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e
1
2
+
A
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e
2
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)
1
ϑ
pi
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(A
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t∗ 1
)
ϑ
(A
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t∗ 2
)
ϑ
pi
q
(A
∗ 12
t∗ 1
)
·ϑ
(A
∗ 23
t∗ 2
)
1
1
1
1
Ψ
M
(A
∗ 13
e
1
3
+
A¯
A
∗ 13
1
2
e
1
2
)
q
ϑ
pi
q
(A¯
A
∗ 13
1
2
t∗ 1
−
t¯t
∗ 1
3
A
∗ 13
)
·∑ r 2
∈
F q
ϑ
pi
q
(−
A
∗ 13
t∗ 1
r
2
)
0
0
ϑ
pi
q
(−
A
∗ 13
t∗ 3
)
·q
q
q
q
Ψ
M
(A
∗ 15
q
e
1
4
+
A
∗ 15
e
1
5
)
q7
0
0
0
0
ϑ
pi
q
(A
∗ 15
q
t∗ 4
)
·ϑ
pi
q
(A
∗ 15
t∗ 4
q
2
)
·q7
q7
q7
Ψ
M
(A
∗ 16
e
1
6
)
q1
0
0
0
0
0
0
ϑ
(A
∗ 16
t∗ 5
)
·q1
0
q1
0
Ψ
M
(A
∗ 17
e
1
7
)
q1
0
0
0
0
0
0
0
ϑ
(A
∗ 17
t∗ 6
)
·q1
0
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2.3.22 Corollary. The supercharacters, supermodules and superclasses of 3Dsyl4 (q
3) are
listed in Table 2.6.
Table 2.6.: Supercharacters, supermodules and superclasses of 3Dsyl4 (q
3)
Supercharacters
Ψ ∈ X
Supermodules
M ∈M
Superclasses
C ∈ K
#{Ψ}=#{M}=#{C}
ΨM(A∗17e17) M(A
∗
17e17) C6(t
∗
6) q − 1
ΨM(A∗16e16) M(A
∗
16e16) C5(t
∗
5) q − 1
ΨM(A∗15qe14+A∗15e15) M(A
∗
15
qe14 + A
∗
15e15) C4(t
∗
4) q
3 − 1
Ψ
M(A∗13e13+A¯
A∗
13
12 e12)
M(A∗13e13 + A¯
A∗13
12 e12) C1,3(t
∗
1, t¯
t∗1
3 ) (q
3 − 1)q2
ΨM(A∗12e12+A∗23e23) M(A
∗
12e12 + A
∗
23e23) C1,2(t
∗
1, t
∗
2) (q3 − 1)(q − 1)
ΨM(A∗23e23) M(A
∗
23e23) C2(t
∗
2) q − 1
ΨM(A∗12e12) M(A
∗
12e12) C3(t
∗
3) q
3 − 1
ΨM(0) M(0) C0 1
2.3.23 Corollary. The number of the supercharacters of 3Dsyl4 (q3) is
|X | = |M| = |K|
=q5 + q4 + q3 − q2 + 2q − 3
=(q − 1)5 + 6(q − 1)4 + 15(q − 1)3 + 18(q − 1)2 + 12(q − 1) + 1.
2.3.24 Comparison (Supercharacters). (1) Supercharacters of An(q) are the char-
acters of staircase An(q)-modules, which are called André-Yan supercharacters
(see [Jed13, 2.2.27]).
(2) Supercharacters of Dsyln (q) are the characters of the sums of all hook-separated
staircase Dsyln (q)-modules with the same verge (see [Jed13, 3.6.13 and 3.6.16]
and [AN09a, page 1278]), which are called André-Neto supercharacters.
(3) Supercharacters of 3Dsyl4 (q3) of families F4, F5 and F6 are the characters of sums
of all hook-separated staircase 3Dsyl4 (q3)-modules with the same 1st verge (see
2.3.17 and 2.3.21).
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2.3.3. Character table of 3D
syl
4
Ä
q3
ä
In [Le13], Tung Le constructs and counts all complex irreducible characters of the
Sylow p-subgroup 3Dsyl4 (q
3). In this subsection, we give more specific constructions
of the irreducible characters of 3Dsyl4 (q
3) (2.3.45). Then calculate the conjugacy
classes of 3Dsyl4 (q
3) (2.3.51), establish the character table of 3Dsyl4 (q
3) (2.3.52) and
determine the relations between the supercharacters and the irreducible characters
of 3Dsyl4 (q
3) (2.3.53).
Let G be a finite group, N a normal subgroup of G, K a field, and U := 3Dsyl4 (q
3).
Now we define more notations, then recall Clifford’s Theorem. We refer to [CR81],
[Dip13] and [Kar89].
2.3.25 Reminder. Let G be a finite group, then Irr(G) is the set of all irreducible
characters of G, and trivG is the trivial character of G.
2.3.26 Notation. Let G be a finite group, H a subgroup of G, χ ∈ Irr(G) and λ ∈
Irr(H).
(1) Denote by IndGHλ the character induced from λ.
(2) Denote by ResGHχ the restriction of χ to H.
(3) The center of G is denoted by Z(G).
(4) The kernel of χ is denoted by kerχ := {g ∈ G | χ(g) = χ(1)}.
(5) The commutator subgroup of G is G′ = 〈[x, y] | x, y ∈ G〉, where [x, y] =
x−1y−1xy.
2.3.27 Definition. Let L be a (right) KN -module and g ∈ G. The conjugate KN -
module Lg of L is defined to be the same vector space L with a new N -action given
by
L×N → L : (l, n) 7→ l × n = lgng−1, ∀ l ∈ L, n ∈ N.
2.3.28 Definition. Let L be a (right) KN -module. The inertia group IG(L) in G is
defined to be
IG(L) = {g ∈ G | Lg ∼= L as KN -module}.
In particular, N unlhd IG(L) 6 G.
2.3.29 Notation. Let N be a normal subgroup of G and λ ∈ Irr(N), then the inertia
group is defined to be
IG(λ) = {g ∈ G | λg = λ},
where λg(n) = λ(gng−1) for all n ∈ N .
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2.3.30 Notation. Let H be a subgroup of a group G, then denote by TH\G a complete
set of right coset representatives of H in G.
2.3.31 Theorem (Clifford 1937, [Cli37]). Let G be a finite group, N E G, K a field
and let M be an irreducible (right) KG-module. Then the following statements hold:
(1) The restriction ResGNM contains an irreducible KN -module L.
(2) Let H = IG(L) be the inertia group of L in G, then there exists e ∈ N∗ such that
the restriction ResGNM is isomorphic to a direct sum of e copies of theKN -modules⊕
t∈TH\G
Lt,
and the set {Lt | t ∈ TH\G} is precisely the set of non-isomorphic conjugate of L
in G.
(3) Let W denote the sum of all submodules of ResGNM which are isomorphic to L,
then W is an irreducible KH-modules such that
ResHNW
∼= eL(=
⊕
e many copies of L),
and M = IndGHW .
We list some important facts (see [Dip13]) of Clifford’s Theorem.
2.3.32 Remark. We use the notations of the above Theorem.
(1) Let H = IG(L) = N , then for g1, g2 ∈ TN\G, g1 6= g2, and Lg1  Lg2. Thus
L = W is the only irreducible submodule of ResGNM which is isomorphic to L,
and M = IndGNL, L = W , e = 1.
(2) Let IG(L) = G, i.e. Lg ∼= L for all g ∈ G. It can happen that ResGNM = L (e = 1).
ResGN Ind
G
NL =
⊕
g∈TN\G L⊗ g ∼= [G : N ]L. For 2 ≤ e ≤ [G : N ], ResGNM = L can
happen, too.
(3) t = [G : IG(L)], e|[IG(L) : N ] and e = dimKWdimK L .
2.3.33 Notation. Let x, u ∈ U , then the conjugate of x by u is ux := uxu−1, and the
conjugacy class of x is Ux := {vxv−1 | v ∈ U}.
We calculate and obtain the following conjugate elements by 2.1.10.
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2.3.34 Proposition. Let u := x(r1, r2, r3, r4, r5, r6) ∈ U , xi(ti) ∈ U and t¯3 ∈ Fq3, then
ux6(t6) =x6(t6),
ux5(t5) =x5(t5) · x6(r2t5),
ux4(t4) =x4(t4) · x5(φ0
Ä
r1t
q
4
ä
) · x6(φ0
Ä
r1r2t
q
4
ä
+ φ0
Ä
r3t
q
4
ä
),
ux3(t3) =x3(t3) · x4(r1tq3 + rq1t3) · x5(φ0
Ä
rq
2+q
1 t3
ä
)
· x6(φ0
Ä
rq
2+q
1 r2t3
ä
+ φ0
Ä− r1tq2+q3 ä+ φ0Ä− t3rq4ä),
ux2(t2) =x2(t2) · x3(−r1t2) · x4(−t2rq+11 ) · x5(−t2rq
2+q+1
1 )
· x6(−t2r5 − t22rq
2+q+1
1 − t2rq
2+q+1
1 r2),
ux1(t1) =x1(t1) · x3(r2t1) · x4(−r2tq+11 − t1rq3 − tq1r3)
· x5(r2tq2+q+11 + φ0
Ä
rq
2
1 (−r3tq1 − rq3t1)
ä
+ φ0
Ä
rq
2
3 t
q+1
1
ä
+ φ0
Ä− t1rq4ä)
· x6(2r22tq
2+q+1
1 + φ0
Ä
rq
2
1 r2(−r3tq1 − rq3t1)
ä
+ φ0
Ä
r2r
q2
3 t
q+1
1
ä
+ φ0
Ä− r2rq4t1ä+ φ0Ä− t1rq2+q3 ä),
and
u
Ä
x3(t3)x5(t5)
ä
=x3(t3) · x4(r1tq3 + rq1t3) · x5(t5 + φ0
Ä
rq
2+q
1 t3
ä
)
· x6(r2t5 + φ0
Ä
rq
2+q
1 r2t3
ä
+ φ0
Ä− r1tq2+q3 ä+ φ0Ä− t3rq4ä),
u
Ä
x2(t2)x4(t4)x5(t5)
ä
=x2(t2) · x3(−r1t2) · x4(t4 − t2rq+11 )
· x5(t5 − t2rq2+q+11 + φ0
Ä
r1t
q
4
ä
)
· x6(−t2r5 − t22rq
2+q+1
1 − t2rq
2+q+1
1 r2 + φ0
Ä
r1r2t
q
4
ä
+ φ0
Ä
r3t
q
4
ä
+ r2t5),
u
Ä
x1(t1)x3(t¯3)
ä
=x1(t1) · x3(r2t1 + t¯3)
· x4(−r2tq+11 − t1rq3 − tq1r3 + r1t¯q3 + rq1 t¯3)
· x5(r2tq2+q+11 + φ0
Ä
rq
2
1 (−r3tq1 − rq3t1)
ä
+ φ0
Ä
rq
2
3 t
q+1
1
ä
+ φ0
Ä− t1rq4ä+ φ0Ärq2+q1 t¯3ä)
· x6(2r22tq
2+q+1
1 + φ0
Ä
rq
2
1 r2(−r3tq1 − rq3t1)
ä
+ φ0
Ä
r2r
q2
3 t
q+1
1
ä
+ φ0
Ä− r2rq4t1ä+ φ0Ä− t1rq2+q3 ä
+ φ0
Ä
rq
2+q
1 r2t¯3
ä
+ φ0
Ä− r1t¯q2+q3 ä+ φ0Ä− t¯3rq4ä
+ φ0
Ä
t¯q
2
3 (r2t
q+1
1 + t1r
q
3 + t
q
1r3)
ä
),
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u
Ä
x2(t2)x1(t1)
ä
=x2(t2)x1(t1) · x3(r2t1 − r1t2)
· x4(−r2tq+11 − t1rq3 − tq1r3 − t2rq+11 + t1t2rq1 + tq1t2r1)
· x5(r2tq2+q+11 + φ0
Ä
rq
2
1 (−r3tq1 − rq3t1)
ä
+ φ0
Ä
rq
2
3 t
q+1
1
ä
+ φ0
Ä− t1rq4ä− t2rq2+q+11
+ φ0
Ä− r1tq2+q1 t2ä+ φ0Ätq21 t2rq+11 ä)
· x6(2r22tq
2+q+1
1 + φ0
Ä
rq
2
1 r2(−r3tq1 − rq3t1)
ä
+ φ0
Ä
r2r
q2
3 t
q+1
1
ä
+ φ0
Ä− r2rq4t1ä+ φ0Ä− t1rq2+q3 ä
− t2r5 − t22rq
2+q+1
1 − t2rq
2+q+1
1 r2
+ φ0
Ä− 2r1r2tq2+q1 t2ä+ φ0Ätq21 t2rq+11 r2ä
+ φ0
Ä
rq
2+q
1 t1t
2
2
ä
).
2.3.35 Lemma. Let a ∈ Fq3, b ∈ Fq and
ϑa : F+q3 → C∗ : x 7→ ϑpiq(ax),
ϑb : F+q → C∗ : y 7→ ϑpiq(by) = ϑ(by).
then Irr(F+q3) = {ϑa | a ∈ Fq3} and Irr(F+q ) = {ϑb | b ∈ Fq}.
Proof. Let a ∈ Fq3. By 1.2.22 and 2.2.13, ϑa(x+ y) = ϑa(x) · ϑa(y) for all x, y ∈ Fq3,
so Irr(F+q3) ⊇ {ϑa | a ∈ Fq3}. Let a, c ∈ Fq3 and ϑa = ϑc, then ϑa(x) = ϑc(x) for all
x ∈ Fq3 , i.e. ϑpiq(ax) = ϑpiq(cx) for all x ∈ Fq3. Thus a = c by 2.2.13. Otherwise
ϑ(y) = 1 for all y ∈ Fq3. this is a contradiction since ϑ is nontrivial by 1.2.22. Thus
#{ϑa | a ∈ Fq3} = q3. Therefore, Irr(F+q3) = {ϑa | a ∈ Fq3}. Similarly, we obtain the
second formula.
2.3.36 Corollary. Let u ∈ Fq3, and ϑ˜u : F+q3 → C∗ : t 7→ ϑpiq(uqt + utq
2
), then ϑ˜u =
ϑη−1(η+ηq)uq , and Irr(F+q3) = {ϑ˜u | u ∈ Fq3}.
Proof. For all t ∈ F+q3,
ϑ˜u(t) =ϑpiq(u
qt+ utq
2
)
2.2.13
= ϑφ0(ηu
qt+ ηutq
2
)
2.2.10
= ϑφ0((η + η
q)uqt)
=ϑpiq(η
−1(η + ηq)uqt) = ϑη−1(η+ηq)uq(t).
By 2.2.12, η + ηq 6= 0. By 2.3.35, we get the second formula.
2.3.37 Lemma. Let G be a finite group, Z(G) ⊆ N E G, and a complex character
χ ∈ Irr(G). Let λ ∈ Irr(N) such that 〈ResGNχ, λ〉N = e > 0. Then for all g ∈ Z(G),Ä
ResGNχ
ä
(g) = e
|G|
|IG(λ)|λ(g)
and g /∈ kerχ ⇐⇒ g /∈ kerλ. In particular, let X 6 Z(G), then X * kerχ if and only
if X * kerλ.
85
2. Supercharacter theories for 3Dsyl4 (q3)
Proof. By Clifford’s Theorem 2.3.31, we have for all g ∈ Z(G)Ä
ResGN
ä
χ(g) = e
∑
h∈TIG(λ)\G
λh(g)
g∈Z(G)
= e
|G|
|IG(λ)|λ(g).
Let 1 be the identity element of G and g0 ∈ Z(G), then
χ(g0) 6= χ(1) ⇐⇒
Ä
ResGNχ
ä
(g0) 6=
Ä
ResGNχ
ä
(1)
⇐⇒ e |G||IG(λ)|λ(g0) 6= e
|G|
|IG(λ)|λ(1) ⇐⇒ λ(g0) 6= λ(1).
Thus g /∈ kerχ ⇐⇒ g /∈ kerλ.
2.3.38 Definition (2.1, [Le13]). Let χ be an irreducible character of a group G. χ is
said to be almost faithful if Z(G) 
 kerχ.
2.3.39 Lemma. Let T := X2X3X4X5X6, N := X4X5X6, and H := X1X4X5X6.
(1) The subgroup N is abelian, N E U , T E U and H 6 U as follows:
U=TH=
X2X1X3X4X5X6
E >
T=
X2X3X4X5X6
D
H=
X1X4X5X6
E
N=T∩H=
X4X5X6
(2) Let λ ∈ Irr(N) and ResNX6λ 6= trivX6. If λ satisfies that ResNX5λ = trivX5, we have
IU(λ) = {u ∈ U | λu = λ} = H.
(3) Let λ ∈ Irr(N), then the inertia group IT (λ) is
IT (λ) =
®
T if ResNX6λ = trivX6
N if ResNX6λ 6= trivX6
.
(4) Let λ ∈ Irr(N), then the inertia group IH(λ) is
IH(λ) =
®
H if ResNX5λ = trivX5
N if ResNX5λ 6= trivX5
.
(5) Let ψ ∈ Irr(T ) and X6 = Z(T ) * kerψ, then the inertia group IU(ψ) is
IU(ψ) = {u ∈ U | ψu = ψ} = U.
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Proof. (1) By 2.1.10 and 2.3.34, N is abelian, N and T are normal subgroups of
U , and H is a subgroup of U . Then N is a normal subgroup of N and H, since
N is a normal subgroup of U .
(2) Let λ ∈ Irr(N), u := x(r1, r2, r3, r4, r5, r6) ∈ U and x := x4(t4)x5(t5)x6(t6) ∈ N ,
then λ is a linear character since N is abelian. We have
λu(x) =λ(u · x · u−1)
2.3.34
= λ (x4(t4)x5(t5 + φ0(r1t
q
4))x6(t6 + r2t5 + φ0(r1r2t
q
4) + φ0(r3t
q
4)))
ResNX5
λ=trivX5
= λ(x4(t4)) · λ(x6(t6 + r2t5 + φ0(r1r2tq4) + φ0(r3tq4))).
Since X6 * kerλ and X5 ⊆ kerλ, we get
IU(λ) = {u ∈ U | λu = λ} = {u ∈ U | λ(u · x · u−1) = λ(x) for all x ∈ N}
2.2.10
= {u := x(r1, r2, r3, r4, r5, r6) ∈ U | r2 = r3 = 0} = X1X4X5X6 = H.
(3) Similar to the proof of (2).
(4) Similar to the proof of (2).
(5) Let x6(t6) ∈ X6. Since X6 = Z(T ) E N E T , there exists λ ∈ Irr(N) such that
0 < e = 〈ResTNψ, λ〉N , thenÄ
ResTNψ
ä
(x6(t6)) = e
|T |
|IT (λ)|λ(x6(t6)).
By 2.3.37, X6 = Z(T ) * kerλ since X6 = Z(T ) * kerψ, then ResNX6λ 6= trivX6.
Then IT (λ) = N by (3). Thus IndTNλ ∈ Irr(T ) by Clifford’s Theorem 2.3.31.
Thus e = 1 and ψ = IndTNλ.
Let u := x(s1, s2, s3, s4, s5, s6) ∈ U and h := x(0, t2, t3, t4, t5, t6) ∈ T , then
ψ(h) =
Ä
IndTNλ
ä
(h) =
1
|N |
∑
y∈T
y·h·y−1∈N
λ(y · h · y−1).
– Let t2 6= 0 or t3 6= 0, then ψ(h) =
Ä
IndTNλ
ä
(h) = 0 and
(ψu)(h) =
Ä
IndTNλ
äu
(h) =
Ä
IndTNλ
ä
(u · h · u−1) 2.3.34= 0.
– Let t2 = t3 = 0, by 2.3.34
ψ(h) =
Ä
IndTNλ
ä
(h) =
1
|N |
∑
y∈T
y·h·y−1∈N
(y · h · y−1)= 1|N |
∑
y∈T
λ(y · h · y−1)
y:=x(0,r2,r3,r4,r5,r6)
=
1
|N |
∑
r2,r5,r6∈Fq
r3,r4∈Fq3
(x4(t4)x5(t5)x6(t6 + r2t5 + φ0(r3t
q
4))),
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and
(ψu)(h) =
Ä
IndTNλ
äu
(h) =
Ä
IndTNλ
ä
(u · h · u−1)
=
Ä
IndTNλ
ä
(x4(t4)x5(t5 + φ0(s1t
q
4))x6(t6 + s2t5 + φ0(s1s2t
q
4) + φ0(s3t
q
4)))
=
1
|N |
∑
r2,r5,r6∈Fq
r3,r4∈Fq3
λ(x4(t4)x5(t5 + φ0(s1t
q
4))x6(t6 + s2t5 + φ0(s1s2t
q
4) + φ0(s3t
q
4))
· x6(r2t5 + r2φ0(s1tq4) + φ0(r3tq4))).
Since X6 * kerλ, we have for all u ∈ U
(ψu)(h) = ψ(h) =
®
q4λ(x6(t6)) if t2 = t3 = t4 = t5 = 0
0 otherwise .
Thus IU(ψ) = U .
Now we determine the irreducible characters of the subgroup H = X1X4X5X6 of
U .
2.3.40 Lemma. Let H := X1X4X5X6 and χ˜ ∈ Irr(H), then H ′ = X5.
(1) If X5 ⊆ ker χ˜, let H¯146 := X5\H ∼= X¯1X¯4X¯6, χ¯A17,A15,A12 ∈ Irr(H¯146),
χ¯A17,A15,A12(x¯1(t1)x¯4(t4)x¯6(t6)) := ϑ(A17t6) · ϑpiq(Aq15t4 + A15tq
2
4 ) · ϑpiq(A12t1),
and χ˜A17,A15,A12 be the lift of χ¯A17,A15,A12 to H. Then
Irr(H)1 :={χ˜ ∈ Irr(H) | X5 ⊆ ker χ˜}
={χ˜A17,A15,A12 ∈ Irr(H) | A17 ∈ Fq, A15, A12 ∈ Fq3}.
(2) If X5 * ker χ˜, let N := X4X5X6, λA17,A16,A15 ∈ Irr(N), and
λA17,A16,A15(x4(t4)x5(t5)x6(t6)) := ϑ(A17t6) · ϑ(A16t5) · ϑpiq(Aq15t4 + A15tq
2
4 ).
Then
Irr(H)2 :={χ˜ ∈ Irr(H) | X5 * ker χ˜} = {IndHNλA17,A
∗
16,0 | A17 ∈ Fq, A∗16 ∈ F∗q}.
Thus, Irr(H) = Irr(H)1∪˙Irr(H)2, i.e. H has q7 linear characters and (q−1)q irreducible
characters of degree q3.
Proof. Let χ˜ ∈ Irr(H). By 2.1.10, H ′ = X5 and Z(H) = X5X6.
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(1) If X5 ⊆ ker χ˜, χ˜ is linear, and all linear characters of H are precisely the lifts to
H of the irreducible characters of the abelian quotient group X5\H.
(2) If X5 * ker χ˜, let N := X4X5X6, λ ∈ Irr(N) and 〈ResHN χ˜, λ〉N > 0. Since
X5 E Z(H) E N E H, by 2.3.37 X5 * kerλ i.e. ResNX5λ 6= trivX5. Then
IH(λ) = N by (4) of 2.3.39. By Clifford’s Theorem 2.3.31, χ˜ = IndHNλ and
deg(χ˜) = q3. Let λA17,A16,A15 ∈ Irr(N) for all A17, A16 ∈ Fq and A15 ∈ Fq3,
λA17,A16,A15(x4(t4)x5(t5)x6(t6)) := ϑ(A17t6) · ϑ(A16t5) · ϑpiq(Aq15t4 + A15tq
2
4 ).
Then there exists λA17,A∗16,A15 such that λ = λA17,A∗16,A15. We know that X1 is a
transversal of N in H. Let r1 ∈ Fq3, for all x4(t4)x5(t5)x6(t6) ∈ N ,Ä
λA17,A
∗
16,A15
äx1(r1)
(x4(t4)x5(t5)x6(t6))
=λA17,A
∗
16,A15(x1(r1) · x4(t4)x5(t5)x6(t6) · x1(r1)−1)
=λA17,A
∗
16,A15(x4(t4)x5(t5 + φ0(r1t
q
4))x6(t6))
=ϑ(A17t6) · ϑ(A∗16(t5 + φ0(r1tq4))) · ϑpiq(Aq15t4 + A15tq
2
4 )
=ϑ(A17t6) · ϑ(A∗16t5) · ϑ
Ä
piq(A
q
15t4 + A15t
q2
4 ) + A
∗
16φ0(r1t
q
4)
ä
2.3.36
= ϑ(A17t6) · ϑ(A∗16t5) · ϑpiq(η−1(η + ηq)Aq15t4 + η−1A∗16rq
2
1 t4)
=ϑ(A17t6) · ϑ(A∗16t5) · ϑpiq(η−1((η + ηq)Aq15 + A∗16rq
2
1 )t4).
By Clifford’s Theorem, χ˜ = IndHNλ
A17,A∗16,0 and
ResHN Ind
H
Nλ
A17,A∗16,0 =
∑
r1∈Fq3
Ä
λA17,A
∗
16,A15
äx1(r1)
=
∑
B15∈Fq3
λA17,A
∗
16,B15 .
Thus H has q7 linear characters and (q− 1)q irreducible characters of degree q3.
By the commutator relations of 2.3.34, we determine the conjugacy classes of H,
and obtain the character table of H.
2.3.41 Corollary. Let x := x(t1, 0, 0, t4, t5, t6) ∈ H be a representative of one conjugacy
class of H, then the character table of H is following:
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Character table of H
|Hx| 1 q q
x x5(t5)x6(t6) x4(t
∗
4)x6(t6) x1(t
∗
1)x4(t4)x6(t6)
χ˜A17,A15,A12 ϑ(A17t6)
ϑ(A17t6)
·ϑpiq(Aq15t∗4 + A15t∗4q
2
)
ϑ(A17t6)
·ϑpiq(Aq15t4 + A15tq
2
4 )
·ϑpiq(A12t∗1)
IndHNλ
A17,A∗16,0
q3ϑ(A17t6)
·ϑ(A16∗t5) 0 0
We obtain the irreducible characters of the normal subgroup X2X3X4X5X6 of U .
2.3.42 Lemma. Let T := X2X3X4X5X6 and ψ ∈ Irr(T ), then T ′ = X6.
(1) If X6 ⊆ kerψ, let H¯2345 := X6\T ∼= X¯2X¯3X¯4X¯5, χ¯A16,A15,A13,A23 ∈ Irr(H¯2345),
χ¯A16,A15,A13,A23(x¯2(t2)x¯3(t3)x¯4(t4)x¯5(t5))
:= ϑ(A16t5) · ϑpiq(Aq15t4 + A15tq
2
4 ) · ϑpiq(−A13t3) · ϑ(A23t2),
and ψA16,A15,A13,A23 be the lift of χ¯A16,A15,A13,A23 to T . Then
Irr(T )1 :={ψ ∈ Irr(T ) | X6 ⊆ kerψ}
={ψA16,A15,A13,A23 | A16, A23 ∈ Fq, A13, A15 ∈ Fq3}.
(2) If X6 * kerψ, let N := X4X5X6, λA17,A16,A15 ∈ Irr(N), and
λA17,A16,A15(x4(t4)x5(t5)x6(t6)) := ϑ(A17t6) · ϑ(A16t5) · ϑpiq(Aq15t4 + A15tq
2
4 ).
We get Irr(T )2 := {ψ ∈ Irr(T ) | X6 * kerψ} = {IndTNλA∗17,0,0 | A17 ∈ F∗q}.
Thus, Irr(T ) = Irr(T )1∪˙Irr(T )2, i.e. T has q8 linear characters and (q − 1) irreducible
characters of degree q4.
Proof. Let ψ ∈ Irr(T ). By 2.1.10, T ′ = Z(T ) = X6.
(1) If X6 ⊆ kerψ, ψ is linear, and all linear characters of T are precisely the lifts to
T of the irreducible characters of the abelian quotient group X6\T .
(2) If X6 * kerψ, let N := X4X5X6, λ ∈ Irr(N) and 〈ResTNψ, λ〉N > 0. Since
X6 = Z(T ) E N E T , by 2.3.37 X6 * kerλ i.e. ResNX6λ 6= trivX6. Then
IT (λ) = N by (3) of 2.3.39. By Clifford’s Theorem 2.3.31, ψ = IndTNλ and
deg(ψ) = q4. Let λA17,A16,A15 ∈ Irr(N) for all A17, A16 ∈ Fq, A15 ∈ Fq3 and
λA17,A16,A15(x4(t4)x5(t5)x6(t6)) := ϑ(A17t6) · ϑ(A16t5) · ϑpiq(Aq15t4 + A15tq
2
4 ),
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Then there exists λA∗17,A16,A15 such that λ = λA∗17,A16,A15. We get that X2X3 is a
transversal of N in T . Let r2 ∈ Fq, r3 ∈ Fq3, then for all x4(t4)x5(t5)x6(t6) ∈ N ,Ä
λA
∗
17,A16,A15
äx2(s2)x3(s3)
(x4(t4)x5(t5)x6(t6))
=λA
∗
17,A16,A15(x2(s2)x3(s3) · x4(t4)x5(t5)x6(t6) · (x2(s2)x3(s3))−1)
=λA
∗
17,A16,A15(x4(t4)x5(t5)x6(t6 + s2t5 + φ0(s3t
q
4)))
=ϑ(A∗17(t6 + s2t5 + φ0(s3t
q
4))) · ϑ(A16t5) · ϑpiq(Aq15t4 + A15tq
2
4 )
=ϑ(A∗17t6) · ϑ((A16 + A∗17s2)t5) · ϑpiq(Aq15t4 + A15tq
2
4 + A
∗
17φ0(s3t
q
4))
=ϑ(A∗17t6) · ϑ((A16 + A∗17s2)t5) · ϑφ0((Aq15t4 + A15tq
2
4 )η + A
∗
17s3t
q
4)
=ϑ(A∗17t6) · ϑ((A16 + A∗17s2)t5) · ϑpiq(η−1((η + ηq)Aq15 + A∗17sq
2
3 )t4).
By Clifford’s Theorem, ψ = IndTNλ
A∗17,0,0 and
ResTN Ind
T
Nλ
A∗17,0,0 =
∑
r2∈Fq
r3∈Fq3
Ä
λA
∗
17,B16,A15
äx2(r2)x3(r3)
=
∑
B15∈Fq3
B16∈Fq
λA
∗
17,B16,B15 .
Thus T has q8 linear characters and (q − 1) irreducible characters of degree q4.
By the commutator relations, we also determine the conjugacy classes and the
character table of T .
2.3.43 Corollary. Let x := x(0, t2, t3, t4, t5, t6) ∈ T be a representative of one conjugacy
class of T , then the character table of T is shown in the following table:
Character table of T
|T x| 1 q q q q
x x6(t6) x5(t∗5) x4(t
∗
4)x5(t5) x3(t
∗
3)x4(t4)x5(t5)
x2(t∗2)x3(t3)·x4(t4)x5(t5)
ψA16,A15,A13,A23 1 ϑ(A16t∗5)
ϑ(A16t5)
·ϑpiq(Aq15t∗4)
·ϑpiq(A15t∗4q
2
)
ϑ(A16t5)
·ϑpiq(Aq15t4)
·ϑpiq(A15tq
2
4 )·ϑpiq(−A13t∗3)
ϑ(A16t5)
·ϑpiq(Aq15t4)
·ϑpiq(A15tq
2
4 )·ϑpiq(−A13t3)
·ϑ(A23t∗2)
ψA
∗
17 q4ϑ(A∗17t6) 0 0 0 0
2.3.44 Remark. Let H := X1X4X5X6, T := X2X3X4X5X6.
Let J := {(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (2, 3)}, V as in §2.2.1.
(a) Let
JH :=
⋃
i∈{1,4,5,6}
(supp(Xi) ∩ J) = {(1, 2), (1, 4), (1, 5), (1, 6), (1, 7)} ⊆ J,
VH :=VJH
⋂
V = {A = (Aij) ∈ VJH | A16, A17 ∈ Fq, A14 = Aq15 ∈ Fq3} .
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Similar to 3Dsyl4 (q3), we construct a bijective 1-cocycle of H and a monomial
CH-module CH, and get a supercharacter theory for H. The superclasses are
the conjugacy classes, and the supercharacters conclude q7 linear characters and
(q − 1)q reducible characters of degree q6.
(b) We exhibit a monomial CT -module CT and a supercharacter theory for T as well.
The superclasses are also the conjugacy classes, and the supercharacters conclude
q8 linear characters and (q − 1) reducible characters of degree q8.
Now we give the explicit constructions of all complex irreducible characters of U .
2.3.45 Proposition. Let A12, A13, A15 ∈ Fq3, and A23, A16, A17 ∈ Fq.
Let A∗12, A
∗
13, A
∗
15 ∈ F∗q3, A∗23, A∗16, A∗17 ∈ F∗q and TA
∗
13 be a transversal of A∗13F+q in F+q3.
(1) Let U¯ := X3X4X5X6\U = X¯2X¯1, χ¯A12,A23lin ∈ Irr(U¯), and χ¯A12,A23lin (x¯2(t2)x¯1(t1)) :=
ϑpiq(A12t1) · ϑ(A23t2). Let χA12,A23lin denote the lift of χ¯A12,A23lin to U , then
Flin :={χ ∈ Irr(U) | X3X4X5X6 ⊆ kerχ} = {χA12,A23lin | A12 ∈ Fq3 , A23 ∈ Fq}.
(2) Let A¯A
∗
13
12 ∈ TA∗13, U¯ := X4X5X6\U = X¯2X¯1X¯3, H¯ := X¯1X¯3, χ¯A13,A123,q ∈ Irr(H¯)
with χ¯A13,A123,q (x¯1(t1)x¯3(t3)) := ϑpiq(A12t1) · ϑpiq(−A13t3). Let χA
∗
13,A¯
A∗13
12
3,q denote the
lift of IndU¯H¯ χ¯
A∗13,A¯
A∗13
12
3,q to U , then
F3 :={χ ∈ Irr(U) | X4X5X6 ⊆ kerχ, X3 * kerχ}
={χA∗13,A¯
A∗13
12
3,q | A∗13 ∈ F∗q3 , A¯A
∗
13
12 ∈ TA∗13}.
(3) Let U¯ := X5X6\U = X¯2X¯1X¯3X¯4, H¯ := X¯2X¯3X¯4, χ¯A15,A23,A134,q3 ∈ Irr(H¯), and
χ¯A15,A23,A134,q3 (x¯2(t2)x¯3(t3)x¯4(t4)) := ϑ(A23t2) · ϑpiq(−A13t3) · ϑpiq(Aq15t4 + A15tq
2
4 ).
Let χA
∗
15,A23
4,q3 denote the lift of Ind
U¯
H¯ χ¯
A∗15,A23,0
4,q3 to U , then
F4 :={χ ∈ Irr(U) | X5X6 ⊆ kerχ, X4 * kerχ}
={χA∗15,A234,q3 | A∗15 ∈ F∗q3 , A23 ∈ Fq}.
(4) Let U¯ := X6\U = X¯2X¯1X¯3X¯4X¯5, H¯ := X¯2X¯3X¯4X¯5, χ¯A16,A23,A13,A155,q3 ∈ Irr(H¯),
and
χ¯A16,A23,A13,A155,q3 (x¯2(t2)x¯3(t3)x¯4(t4)x¯5(t5))
:=ϑ(A23t2) · ϑpiq(−A13t3) · ϑpiq(Aq15t4 + A15tq
2
4 ) · ϑ(A16t5).
92
2.3. Supercharacter theories for 3Dsyl4 (q3)
Let χA
∗
16,A23,A13
5,q3 denote the lift of Ind
U¯
H¯ χ¯
A∗16,A23,A13,0
5,q3 to U , then
F5 :={χ ∈ Irr(U) | X6 ⊆ kerχ, X5 * kerχ}
={χA∗16,A23,A135,q3 | A∗16 ∈ F∗q, A23 ∈ Fq, A13 ∈ Fq3}.
(5) Let H := X1X4X5X6, H¯ := X4X5\H ∼= X¯1X¯6, χ¯A17,A126,q4 ∈ Irr(H¯), and
χ¯A17,A126,q4 (x¯1(t1)x¯6(t6)) := ϑpiq(A12t1) · ϑ(A17t6).
Let χ˜A17,A126,q4 denote the lift of χ¯
A17,A12
6,q4 from H¯ to H, and χ
A∗17,A12
6,q4 := Ind
U
H χ˜
A∗17,A12
6,q4 ,
then F6 := {χ ∈ Irr(U) | X6 * kerχ} = {χA
∗
17,A12
6,q4 | A∗17 ∈ F∗q, A12 ∈ Fq3}.
Hence Irr(U) = Flin∪˙F3∪˙F4∪˙F5∪˙F6.
Proof. Let χ ∈ Irr(U).
(1) Family Flin, where X3X4X5X6 ⊆ kerχ.
Since U ′ = X3X4X5X6, all linear characters of U are precisely the lifts to U
of the irreducible characters of the abelian quotient group X3X4X5X6\U . If
X3X4X5X6 ⊆ kerχ, χ is linear. Let U¯ := X3X4X5X6\U = X¯2X¯1, χ¯A12,A23lin ∈
Irr(U¯), and χ¯A12,A23lin (x¯2(t2)x¯1(t1)) := ϑpiq(A12t1) · ϑ(A23t2). Since U¯ is abelian,
we have Irr(U¯) = {χ¯A12,A23lin | A12 ∈ Fq3 , A23 ∈ Fq}. Let χA12,A23lin denote the lift of
χ¯A12,A23lin to U , then
Flin ={χ ∈ Irr(U) | X3X4X5X6 ⊆ kerχ} = {χA12,A23lin | A12 ∈ Fq3 , A23 ∈ Fq}.
(2) Family F3, where X4X5X6 ⊆ kerχ and X3 * kerχ.
Let U¯ := X4X5X6\U = X¯2X¯1X¯3, then by 2.1.10, the commutator relation in U¯
is [x¯2(t2), x¯1(t1)] = x¯3(t2t1). Let H¯ := X¯1X¯3, χ¯
A13,A12
3,q ∈ Irr(H¯) and
χ¯A13,A123,q (x¯1(t1)x¯3(t3)) := ϑpiq(A12t1) · ϑpiq(−A13t3).
We note that X¯2 is a transversal of H¯ in U¯ , and Z(U¯) = X¯3. For all s2 ∈ Fq,(
χ¯
A∗13,A12
3,q
)x¯2(s2)
(x¯1(t1)x¯3(t3)) = χ¯
A∗13,A12
3,q (x¯2(s2) · x¯1(t1)x¯3(t3) · x¯2(s2)−1)
=χ¯
A∗13,A12
3,q (x¯1(t1)x¯3(t3 + s2t1)) = ϑpiq(A12t1 − A∗13(t3 + s2t1))
=ϑpiq((A12 − s2A∗13)t1 − A∗13t3) = ϑpiq((A12 − s2A∗13)t1) · ϑpiq(−A∗13t3),
so IU¯(χ¯
A∗13,A12
3,q ) = H¯. By Clifford theory, χ˜
A∗13,A12
3,q := Ind
U¯
H¯ χ¯
A∗13,A12
3,q ∈ Irr(U¯) and
ResU¯H¯ χ˜
A∗13,A12
3,q =
∑
s2∈Fq
(
χ¯
A∗13,A12
3,q
)x¯2(s2)
=
∑
s2∈Fq
χ¯
A∗13,A12−s2A∗13
3,q .
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By Clifford theory, there are q2(q3 − 1) almost faithful irreducible characters of
U¯ , i.e. {χ˜A∗13,A¯
A∗13
12
3,q | A∗13 ∈ F∗q3 , A¯A
∗
13
12 ∈ TA∗13}. Let χA
∗
13,A¯
A∗13
12
3,q be the lift of χ˜
A∗13,A¯
A∗13
12
3,q
to U . Therefore,
F3 ={χ ∈ Irr(U) | X4X5X6 ⊆ kerχ, X3 * kerχ}
={χA∗13,A¯
A∗13
12
3,q | A∗13 ∈ F∗q3 , A¯A
∗
13
12 ∈ TA∗13}.
(3) Family F4, where X5X6 ⊆ kerχ and X4 * kerχ.
Let U¯ := X5X6\U = X¯2X¯1X¯3X¯4. By 2.1.10, the commutator relations of U¯ are
given as follows:
[x¯1(t1), x¯2(t2)] =x¯3(−t2t1) · x¯4(t2tq+11 ), [x¯1(t1), x¯3(t3)] = x¯4(t1tq3 + tq1t3).
Let H¯ := X¯2X¯3X¯4, χ¯
A15,A23,A13
4,q3 ∈ Irr(H¯), and
χ¯A15,A23,A134,q3 (x¯2(t2)x¯3(t3)x¯4(t4)) := ϑ(A23t2) · ϑpiq(−A13t3) · ϑpiq(Aq15t4 + A15tq
2
4 ).
Then H¯ is abelian and H¯ E U¯ . Note that X¯1 is a transversal of H¯ in U¯ . For each
x¯1(s1) ∈ X¯1, we consider
(
χ¯
A∗15,A23,A13
4,q3
)x¯1(s1)
. For all x¯2(t2)x¯3(t3)x¯4(t4) ∈ H¯,
(
χ¯
A∗15,A23,A13
4,q3
)x1(s1)
(x¯2(t2)x¯3(t3)x¯4(t4))
=χ¯
A∗15,A23,A13
4,q3 (x¯1(s1) · x¯2(t2)x¯3(t3)x¯4(t4) · x¯1(s1)−1)
=χ¯
A∗15,A23,A13
4,q3 (x¯2(t2)x¯3(t3 − s1t2)x¯4(t4 + s1tq3 + sq1t3 − t2sq+11 ))
=ϑ(A23t2) · ϑpiq(−A13(t3 − s1t2))
· ϑpiq(A∗15q(t4 + s1tq3 + sq1t3 − t2sq+11 ) + A∗15(t4 + s1tq3 + sq1t3 − t2sq+11 )q
2
)
=ϑ(piq(A23 + A13s1 − (A∗15qsq+11 + A∗15s1+q
2
1 ))t2)
· ϑpiq(−A13t3 + A∗15q(s1tq3 + sq1t3) + A∗15(s1tq3 + sq1t3)q
2
)
· ϑpiq(A∗15qt4 + A∗15tq
2
4 )
=ϑ(piq(A23 + A13s1 − (A∗15qsq+11 + A∗15s1+q
2
1 ))t2)
· ϑpiq(−A13t3 + (A∗15qsq1 + A∗15sq
2
1 )t3 + (A
∗
15
qs1t
q
3 + A
∗
15s1t
q2
3 ))
· ϑpiq(A∗15qt4 + A∗15tq
2
4 )
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2.2.13
= ϑ(piq(A23 + A13s1 − (A∗15qsq+11 + A∗15s1+q
2
1 ))t2)
· ϑpiq(−A13t3 + (A∗15qsq1 + A∗15sq
2
1 )t3 + η
−1(ηq
2
A∗15s
q2
1 + η
qA∗15
qsq1)t3)
· ϑpiq(A∗15qt4 + A∗15tq
2
4 )
=ϑ(piq(A23 + A13s1 − (A∗15qsq+11 + A∗15s1+q
2
1 ))t2)
· ϑpiq(−A13t3 + η−1((η + ηq2)A∗15sq
2
1 + (η + η
q)A∗15
qsq1)t3)
· ϑpiq(A∗15qt4 + A∗15tq
2
4 ).
By 2.2.12, η + ηq 6= 0. Thus IU¯(χ¯A
∗
15,A23,A13
4,q3 ) = H¯ by 2.2.39. By Clifford theory,
we get IndU¯H¯ χ¯
A∗15,A23,A13
4,q3 ∈ Irr(U¯), deg(χ¯A
∗
15,A23,A13
4,q3 ) = q
3 and
ResU¯H¯Ind
U¯
H¯ χ¯
A∗15,A23,A13
4,q3 =
∑
x¯1(s1)∈X¯1
(
χ¯
A∗15,A23,A13
4,q3
)x1(s1)
=
∑
B13∈Fq3
χ¯
A∗15,A˜23,B13
4,q3 ,
where A˜23 is determined by A23, A∗15, A13 and B13. Let χ
A∗15,A23
4,q3 denote the lift
of IndU¯H¯ χ¯
A∗15,A23,0
4,q3 to U , then
F4 ={χ ∈ Irr(U) | X5X6 ⊆ kerχ, X4 * kerχ}
={χA∗15,A234,q3 | A∗15 ∈ F∗q3 , A23 ∈ Fq}.
(4) Family F5, where X6 ⊆ kerχ and X5 * kerχ.
Let U¯ := X6\U = X¯2X¯1X¯3X¯4X¯5. By 2.1.10, the commutator relations of U¯ are
given as follows:
[x¯1(t1), x¯2(t2)] =x¯3(−t2t1) · x¯4(t2tq+11 ) · x¯5(−t2tq
2+q+1
1 ),
[x¯1(t1), x¯3(t3)] =x¯4(t1t
q
3 + t
q
1t3) · x¯5(φ0(−tq
2+q
1 t3)),
[x¯1(t1), x¯4(t4)] =x¯5(φ0(t1t
q
4)).
Let H¯ := X¯2X¯3X¯4X¯5, χ¯
A16,A23,A13,A15
5,q3 ∈ Irr(H¯), and
χ¯A16,A23,A13,A155,q3 (x¯2(t2)x¯3(t3)x¯4(t4)x¯5(t5))
:=ϑ(A23t2) · ϑpiq(−A13t3) · ϑpiq(Aq15t4 + A15tq
2
4 ) · ϑ(A16t5).
Then H¯ is abelian and H¯ E U¯ . Note that X¯1 is a transversal of H¯ in U¯ . For
each x¯1(s1) ∈ X¯1, we consider
(
χ¯
A∗16,A23,A13,A15
5,q3
)x¯1(s1)
.
For all x¯2(t2)x¯3(t3)x¯4(t4)x¯5(t5) ∈ H¯,
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(
χ¯
A∗16,A23,A13,A15
5,q3
)x1(s1)
(x¯2(t2)x¯3(t3)x¯4(t4)x¯5(t5))
=χ¯
A∗16,A23,A13,A15
5,q3 (x¯1(s1) · x¯2(t2)x¯3(t3)x¯4(t4)x¯5(t5) · x¯1(s1)−1)
=χ¯
A∗16,A23,A13,A15
5,q3 (x¯2(t2)x¯3(t3 − s1t2)x¯4(t4 + s1tq3 + sq1t3 − t2sq+11 )
· x¯5(t5 + φ0(s1tq4) + φ0(sq
2+q
1 t3)− t2sq
2+q+1
1 ))
=ϑ(A23t2) · ϑpiq(−A13(t3 − s1t2))
· ϑpiq(Aq15(t4 + s1tq3 + sq1t3 − t2sq+11 ) + A15(t4 + s1tq3 + sq1t3 − t2sq+11 )q2)
· ϑ(A∗16(t5 + φ0(s1tq4) + φ0(sq
2+q
1 t3)− t2sq
2+q+1
1 ))
=ϑ(piq(A23 + A13s1 − (Aq15sq+11 + A15s1+q
2
1 )− A∗16sq
2+q+1
1 )t2)
· ϑpiq(−A13t3 + Aq15(s1tq3 + sq1t3) + A15(s1tq3 + sq1t3)q2 + φ0(A∗16sq
2+q
1 t3))
· ϑpiq(Aq15t4 + A15tq
2
4 + φ0(A
∗
16s1t
q
4)) · ϑ(A∗16t5)
=ϑ(piq(A23 + A13s1 − (Aq15sq+11 + A15s1+q
2
1 )− A∗16sq
2+q+1
1 )t2)
· ϑpiq(−A13t3 + (Aq15sq1 + A15sq
2
1 )t3 + (A
q
15s1t
q
3 + A15s1t
q2
3 ) + φ0(A
∗
16s
q2+q
1 t3))
· ϑpiq(Aq15t4 + A15tq
2
4 + φ0(A
∗
16s1t
q
4)) · ϑ(A∗16t5)
2.2.13
= ϑ(piq(A23 + A13s1 − (Aq15sq+11 + A15s1+q
2
1 )− A∗16sq
2+q+1
1 )t2)
· ϑpiq(−A13t3 + (Aq15sq1 + A15sq
2
1 )t3 + η
−1(ηq
2
A15s
q2
1 + η
qAq15s
q
1)t3 + η
−1A∗16s
q2+q
1 t3)
· ϑpiq(η−1(η + ηq)Aq15t4 + η−1A∗16sq
2
1 t4) · ϑ(A∗16t5)
=ϑ(piq(A23 + A13s1 − (Aq15sq+11 + A15s1+q
2
1 )− A∗16sq
2+q+1
1 )t2)
· ϑpiq(−A13t3 + η−1((η + ηq2)A15sq21 + (η + ηq)Aq15sq1)t3 + η−1A∗16sq
2+q
1 t3)
· ϑpiq(η−1((η + ηq)Aq15 + A∗16sq
2
1 )t4) · ϑ(A∗16t5).
Thus IU¯(χ¯
A∗16,A23,A13,A15
5,q3 ) = H¯. By Clifford theory, Ind
U¯
H¯ χ¯
A∗16,A23,A13,A15
5,q3 ∈ Irr(U¯),
deg(χ¯
A∗16,A23,A13,A15
5,q3 ) = q
3 and
ResU¯H¯Ind
U¯
H¯ χ¯
A∗16,A23,A13,A15
5,q3 =
∑
x¯1(s1)∈X¯1
(
χ¯
A∗16,A23,A13,A15
5,q3
)x1(s1)
=
∑
B15∈Fq3
χ¯
A∗16,A˜23,A˜13,B15
5,q3 ,
where A˜13 is determined by {A13, A∗16, A15, B15}, and A˜23 is determined by
{A23, A∗16, A13, A15, B15}. Let χA
∗
16,A23,A13
5,q3 denote the lift of Ind
U¯
H¯ χ¯
A∗16,A23,A13,0
5,q3 to
U , then
F5 ={χ ∈ Irr(U) | X6 ⊆ kerχ, X5 * kerχ}
={χA∗16,A23,A13,05,q3 | A∗16 ∈ F∗q, A23 ∈ Fq, A13 ∈ Fq3}.
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(5) Family F6, where X6 * kerχ.
Let T := X2X3X4X5X6, N := X4X5X6, and χ ∈ Irr(U) such that X6 * ker(χ),
then Z(T ) = Z(U) = X6. If ψ ∈ Irr(T ) and ψ ∈ Irr
Ä
ResUTχ
ä
, X6 * kerψ by
2.3.37. Let λA17,A16,A15 ∈ Irr(N),
λA17,A16,A15(x4(t4)x5(t5)x6(t6)) := ϑ(A17t6) · ϑ(A16t5) · ϑpiq(Aq15t4 + A15tq
2
4 ),
and ψA∗17 := IndTNλ
A∗17,0,0, then by 2.3.42
{ψ ∈ Irr(T ) | X6 * kerψ} = {IndTNλA
∗
17,0,0 | A∗17 ∈ F∗q} = {ψA
∗
17 | A∗17 ∈ F∗q}.
By (5) of 2.3.39, IU(ψA
∗
17) = U , so ResUTχ = z
∗ψA
∗
17 for some z∗ ∈ N∗. Thus
F6 ={χ ∈ Irr(U) | X6 * kerχ} =
⋃
ψ∈Irr(T )
X6*kerψ
{χ ∈ Irr(U) | χ ∈ Irr ÄIndUTψä}
=
⋃
A∗17∈F∗q
{χ ∈ Irr(U) | χ ∈ Irr ÄIndUTψA∗17ä}
=
⋃
A∗17∈F∗q
{χ ∈ Irr(U) | χ ∈ Irr ÄIndUNλA∗17,0,0ä}.
Let H := X1X4X5X6, then H ′ = X5 and Z(H) = X4X5 E H. Let χ˜A17,A15,A12 ∈
Irr(H) as in (1) of Lemma 2.3.40. For all x4(t4)x5(t5)x6(t6) ∈ N ,Ä
ResHN χ˜
A∗17,0,A12
ä
(x4(t4)x5(t5)x6(t6)) = χ˜
A∗17,0,A12(x4(t4)x5(t5)x6(t6))
=χ¯A
∗
17,0,A12(x¯4(t4)x¯6(t6)) = ϑ(A
∗
17t6) = λ
A∗17,0,0(x4(t4)x5(t5)x6(t6)).
Thus ResHN χ˜
A∗17,0,A12 = λA
∗
17,0,0 for all A12 ∈ Fq3. By (4) of 2.3.39 IH(λA∗17,0,0) =
H, thus IndHNλ
A∗17,0,0 =
∑
A12∈Fq χ˜
A∗17,0,A12. By (2) of 2.3.39 IU(λA
∗
17,0,0) = H.
Then by Clifford’s Theorem, IndUH χ˜
A∗17,0,A12 ∈ Irr(U) for all A∗17 ∈ F∗q. Thus
F6=
⋃
A217.3.52∗∈F∗q
{χ ∈ Irr(U) | χ ∈ Irr ÄIndUHIndHNλA∗17,0,0ä}
=
⋃
A∗17∈F∗q
A12∈Fq3
{χ ∈ Irr(U) | χ ∈ Irr ÄIndUH χ˜A∗17,0,A12ä}
={IndUH χ˜A
∗
17,0,A12 | A∗17 ∈ F∗q, A12 ∈ Fq3}.
For A∗17 ∈ F∗q and A12 ∈ Fq3, X4X5 ⊆ ker(χ˜A∗17,0,A12) and X4X5 E H. Thus
χ˜A
∗
17,0,A12 is the lift to H of some irreducible character of X4X5\H ∼= X¯1X¯6. Let
H¯ := X4X5\H ∼= X¯1X¯6, χ¯A
∗
17,A12
6,q4 ∈ Irr(H¯), χ¯A
∗
17,A12
6,q4 (x¯1(t1)x¯6(t6)) := ϑpiq(A12t1) ·
ϑ(A∗17t6), and let χ˜
A∗17,A12
6,q4 denote the lift of χ¯
A∗17,A12
6,q4 from H¯ to H, then χ˜
A∗17,A12
6,q4 =
χ˜A
∗
17,0,A12. Let χA
∗
17,A12
6,q4 := Ind
U
H χ˜
A∗17,A12
6,q4 , then
F6={IndUH χ˜A
∗
17,0,A12 | A∗17 ∈ F∗q, A12 ∈ Fq3}={χA
∗
17,A12
6,q4 | A∗17 ∈ F∗q, A12 ∈ Fq3}.
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2.3.46 Remark. From the proof (5) of Propositon 2.3.45, we obtain that
IndUTψ
A∗17 = IndUNλ
A∗17,0,0 = IndUH
Ç ∑
A12∈Fq
χ˜A
∗
17,0,A12
å
=IndUH
Ç ∑
A12∈Fq
χ˜
A∗17,A12
6,q4
å
=
∑
A12∈Fq
IndUH χ˜
A∗17,A12
6,q4 =
∑
A12∈Fq
χ
A∗17,A12
6,q4
By Clifford theory, Tung Le ([Le13]) determined the numbers and degrees of all
irredubible characters of 3Dsyl4 (q
3). We also obtain the numbers and degrees by
2.3.45.
2.3.47 Corollary. The irreducible characters of 3Dsyl4 (q
3) are classified into five families
as listed in Table 2.7
Table 2.7.: Irreducible characters of 3Dsyl4 (q
3)
Family Notation Parameter Set Number Degree Properties
F6 χ
A∗17,A12
6,q4
 A
∗
17 ∈ F∗q
A12 ∈ Fq3
(q − 1)q3 q4 X6 * kerχA
∗
17,A12
6,q4
F5 χ
A∗16,A23,A13
5,q3

A∗16 ∈ F∗q
A23 ∈ Fq
A13 ∈ Fq3
(q − 1)q4 q3
 X6 ⊆ kerχ
A∗16,A23,A13
5,q3
X5 * kerχ
A∗16,A23,A13
5,q3
F4 χ
A∗15,A23
4,q3
 A
∗
15 ∈ F∗q3
A23 ∈ Fq
(q3 − 1)q q3
 X5X6 ⊆ kerχ
A∗15,A23
4,q3
X4 * kerχ
A∗15,A23
4,q3
F3 χ
A∗13,A¯
A∗13
12
3,q
 A
∗
13 ∈ F∗q3
A¯
A∗13
12 ∈ TA∗13
(q3 − 1)q2 q

X4X5X6 ⊆ kerχA
∗
13,A¯
A∗13
12
3,q
X3 * kerχ
A∗13,A¯
A∗13
12
3,q
Flin χ
A12,A23
lin
 A12 ∈ Fq
3
A23 ∈ Fq
q4 1 X3X4X5X6 ⊆ kerχA12,A23lin
2.3.48 Remark. Let U := 3Dsyl4 (q3).
Let J := {(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (2, 3)}, V as in §2.2.1.
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(a) For the abelian groups appearing in 2.3.45, we can obtain their irreducible char-
acters by constructing monomial modules. For example: let U¯ := X5X6\U =
X¯2X¯1X¯3X¯4 and H¯ := X¯2X¯3X¯4. For the abelian group H¯, let
JH¯ :=
⋃
i∈{2,3,4}
(supp(X¯i) ∩ J) = {(1, 3), (1, 4), (1, 5), (2, 3)} ⊆ J,
VH¯ :=VJH¯
⋂
V =
¶
A = (Aij) ∈ VJH¯ | A23 ∈ Fq, A14 = Aq15
©
= {A = (Aij) ∈ V | supp(A) ⊆ JH¯ , A23 ∈ Fq, A13, A14 = Aq15 ∈ Fq3} .
Similar to 3Dsyl4 (q3), we construct a bijective 1-cocycle of H¯ and a monomial
CH¯-module. The irreducible characters of H¯ are obtained, since H¯ is abelian.
Thus
Irr(H¯) = {χ¯A15,A23,A13 | A13, A15 ∈ Fq3 , A23 ∈ Fq}
where
χ¯A15,A23,A13(x¯2(t2)x¯3(t3)x¯4(t4)) := ϑ(A23t2) · ϑpiq(−A13t3) · ϑpiq(Aq15t4 + A15tq
2
4 ).
(b) Similar to U = 3Dsyl4 (q3), we can construct linearisations for the quotient groups
X3X4X5X6\U , X4X5X6\U , X5X6\U and X6\U , and get their supermodules, su-
perclasses and supercharacters. By 2.3.34, their conjugacy classes are determined.
We also obtain their irreducible character by Clifford theory and calculate their
character tables.
Take U¯ := X5X6\U = X¯2X¯1X¯3X¯4 for example, let
JU¯ :=
⋃
i∈{1,2,3,4}
(supp(X¯i) ∩ J) = {(1, 2), (1, 3), (1, 4), (1, 5), (2, 3)} ⊆ J,
VU¯ :=VJU¯
⋂
V =
¶
A = (Aij) ∈ VJU¯ | A23 ∈ Fq, A14 = Aq15
©
= {A = (Aij) ∈ V | supp(A) ⊆ JU¯ , A23 ∈ Fq, A12, A13, A14 = Aq15 ∈ Fq3} .
Similar to 3Dsyl4 (q3), we construct a bijective 1-cocycle of U¯ and a monomial CU¯ -
module. With a similar analysis of the families F1,2, F3, F4 of the orbit modules
of U , we construct the supercharacters of X5X6\U .
With a similar analysis of the families Flin, F3, F4 of the irreducible characters of
U , we obtain all the irreducible characters and the character table of X5X6\U .
Before we get the conjugacy classes of 3Dsyl4 (q
3), we need the following lemma.
2.3.49 Lemma. Let u ∈ F+q3\Fq, kerφ0 be the kernel of φ0, S := u kerφ0 and
φ0|S : u kerφ0 → Fq : t 7→ tq2 + tq + t.
Then φ0|S is an Fq-epimorphism.
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Proof. The kernel kerφ0 is an Fq-vector subspace of Fq3 and u ∈ Fq3, so u kerφ0 is
an Fq-vector subspace of Fq3. Thus φ0|S is an Fq-homomorphism by 2.2.10. Let
t0 ∈ kerφ0 and ut0 ∈ ker (φ0|S), then tq20 + tq0 + t0 = 0 and uq2tq
2
0 + u
qtq0 + ut0 = 0, so
uq
2
tq
2
0 + u
q2tq0 + u
q2t0 = 0 since uq
2 6= 0. Then (uq − uq2)tq0 + (u − uq2)t0 = 0. Since
u /∈ Fq, uq − uq2 6= 0. Then (uq − uq2)−1t0 = (uq − uq2)−qtq0, so (uq − uq2)−1t0 ∈ Fq
and t0 ∈ (uq − uq2)Fq. Thus | ker (φ0|S)| ≤ |xFq| = q, then |im(φ0|S)| ≥ |S|| ker (φ0|S)|
2.2.10
=
q2
q
= q. We have |im(φ0|S)| = q since |im(φ0|S)| ≤ |Fq| = q. Therefore, φ0|S is an
Fq-epimorphism.
2.3.50 Reminder. By 2.2.49, let a∗ ∈ F∗q3 = Fq3\{0}, then T a
∗ denotes a complete set
of coset representatives (i.e. a transversal) of (a∗F+q ) in F+q3. If t¯0 ∈ T a
∗ and t¯0 ∈ a∗F+q ,
we set t¯0 = 0.
2.3.51 Proposition (Conjugacy classes of 3Dsyl4 (q
3)). Let t∗1 ∈ Fq3 and T t∗1 be the
complete set of coset representatives for t∗1F+q in F+q3. The conjugacy classes of 3D
syl
4 (q
3)
are listed in Table 2.8.
Proof. We prove the hard cases of the proposition. Let u := x(r1, r2, r3, r4, r5, r6) ∈ U ,
0 6= t1 ∈ F∗q3, t¯3 ∈ Fq3, t6 ∈ Fq and
x(a1, a2, a3, a4, a5, a6) :=
u
Ä
x1(t1)x3(t¯3)x6(t6)
ä
.
(1) Let t¯3 ∈ t1F+q , then there exists s ∈ F+q such that t¯3 = st1. By 2.3.34,
a1 =t1, a2 = 0, a3 = r2t1 + t¯3 = (r2 + s)t1,
a4 =− r2tq+11 − (r3 − sr1)tq1 − (r3 − sr1)qt1,
a5 =r2t
q2+q+1
1 + φ0
Ä
rq
2
1 (−r3tq1 − rq3t1)
ä
+ φ0
Ä
rq
2
3 t
q+1
1
ä
+ φ0
Ä− t1rq4ä+ φ0Äsrq2+q1 t1ä,
a6 =t6 + r
2
2t
q2+q+1
1 + r2a5 + φ0
Ä− t1rq2+q3 ä+ φ0Ä− s2r1tq2+q1 ä
+ φ0
Ä− st1rq4ä+ φ0Ästq21 (r2tq+11 + t1rq3 + tq1r3)ä
=t6 + r
2
2t
q2+q+1
1 + (r2 + s)a5 + 2sr2t
q2+q+1
1
+ φ0
Ä
s(r3 − sr1)tq2+q1
ä− φ0Ä(r3 − sr1)q2+qt1ä.
Let a3, a4 and a5 be fixed, then a6 is determined uniquely by 2.2.39 and 2.2.10.
Hence we get the conjugacy class of x1(t1)x6(t6).
U
Ä
x1(t1)x6(t6)
ä
= {x(t1, 0, s2t1, s4, s5, sˆ6) | s4 ∈ Fq3 , s2, s5 ∈ Fq} .
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Table 2.8.: Conjugacy classes of 3Dsyl4 (q
3)
Representatives
#Conjugacy
Classes
Conjugacy
Classes
|Conjugacy
Class|
I8 1 x(0, 0, 0, 0, 0, 0) 1
x6(t
∗
6) q − 1 x(0, 0, 0, 0, 0, t∗6) 1
x5(t
∗
5) q − 1
x(0, 0, 0, 0, t∗5, s6)
s6 ∈ Fq
q
x4(t
∗
4) q
3 − 1 x(0, 0, 0, t
∗
4, s5, s6)
s5, s6 ∈ Fq
q2
x(0, 0, t∗3, 0, t5, 0) (q
3 − 1)q x(0, 0, t
∗
3, s4, sˆ5, s6)
s4 ∈ Fq3 , s6 ∈ Fq
q4
x(0, t∗2, 0, t4, t5, 0) (q − 1)q4
x(0, t∗2, s3, sˆ4, sˆ5, s6)
s3 ∈ Fq3 , s6 ∈ Fq
q4
x(t∗1, 0, 0, 0, 0, t6) (q
3 − 1)q x(t
∗
1, 0, t
∗
1s2, s4, s5, sˆ6)
s4 ∈ Fq3 , s2, s5 ∈ Fq
q5
x(t∗1, 0, t¯
∗
3, 0, 0, 0) (q
3 − 1)(q2 − 1) x(t
∗
1, 0, t¯
∗
3 + t
∗
1s2, s4, s5, s6)
s4 ∈ Fq3 , s2, s5, s6 ∈ Fq
q6
x(t∗1, t
∗
2, 0, 0, 0, 0) (q − 1)(q3 − 1)
x(t∗1, t
∗
2, s3, s4, s5, s6)
s3, s4 ∈ Fq3 , s5, s6 ∈ Fq
q8
where 0 6= t¯∗3 ∈ T t∗1 , sˆ− is determined by some of t∗−, t− and s−.
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(2) Let t¯3 /∈ t1F+q . By 2.3.34,
a1 =t1, a2 = 0, a3 = t¯3 + r2t1,
a4 =− r2tq+11 − t1rq3 − tq1r3 + r1t¯q3 + rq1 t¯3,
a5 =r2t
q2+q+1
1 + φ0
Ä
rq
2
1 (−r3tq1 − rq3t1)
ä
+ φ0
Ä
rq
2
3 t
q+1
1
ä
+ φ0
Ä− t1rq4ä+ φ0Ärq2+q1 t¯3ä,
a6 =t6 + r
2
2t
q2+q+1
1 + r2a5 + φ0
Ä− t1rq2+q3 ä+ φ0Ä− r1t¯q2+q3 ä
+ φ0
Ä− t¯3rq4ä+ φ0Ät¯q23 (r2tq+11 + t1rq3 + tq1r3)ä.
For the fixed r1, r2, r3 and a5, let
T := {t1rq4 | r4 ∈ Fq3 , and r1, r2, r3, a5 are fixed}.
By 2.2.10, |T | = q2. Let x0 ∈ T , then T = x0 + kerφ0 and t¯3rq4 ∈ t¯3x0t1 + t¯3t1 kerφ0.
We know t¯3 /∈ t1F+q , so t¯3t1 ∈ F+q3\F+q . Hence
{φ0(t¯3rq4) | t1rq4 ∈ T} =
®
φ0(
t¯3x0
t1
) + φ0(t) | t ∈ t¯3
t1
kerφ0
´
2.3.49
= F+q .
Thus a6 can be every element of Fq for the fixed r1, r2, r3 and a5. Therefore,
U
Ä
x1(t1)x3(t¯3)
ä
= {x(t1, 0, t¯3 + s2t1, s4, s5, s6) | s4 ∈ Fq3 , s2, s5, s6 ∈ Fq} .
By 2.3.34, the other conjugacy classes are determined. Then the proposition is ob-
tained.
2.3.52 Proposition (Character table of 3Dsyl4 (q
3)). The character table of 3Dsyl4 (q
3)
is the one in Table 2.9.
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where A¯A
∗
13
12 ∈ TA∗13, 0 6= t¯∗3 ∈ T t∗1 , and
χ
A∗17,A12
6,q4 (x1(t
∗
1)x6(t6))
=
∑
r3∈Fq3
ϑpiq
(
A12t
∗
1 + A
∗
17φ0(−t∗1rq
2+q
3 ) + A
∗
17t6
)
=ϑpiq(A12t
∗
1 + A
∗
17t6) ·
∑
r3∈Fq3
ϑ
(
A∗17φ0(−t∗1rq
2+q
3 )
)
,
χ
A∗16,A23,A13
5,q3 (x3(t
∗
3)x5(t5))
=
∑
r1∈Fq3
ϑpiq
(
−A13t∗3 + A∗16φ0(t∗3rq
2+q
1 ) + A
∗
16t5
)
=ϑpiq(−A13t∗3 + A∗16t5) ·
∑
r1∈Fq3
ϑ
(
A∗16φ0(t
∗
3r
q2+q
1 )
)
,
χ
A∗16,A23,A13
5,q3 (x2(t
∗
2)x4(t4)x5(t5))
=
∑
r1∈Fq3
ϑpiq(A23t
∗
2 + A13r1t
∗
2 + A
∗
16(φ0 (r1t
q
4)− t∗2rq
2+q+1
1 ) + A
∗
16t5)
=ϑ(A23t
∗
2 + A
∗
16t5) ·
∑
r1∈Fq3
ϑpiq
(
A13r1t
∗
2 + A
∗
16(φ0 (r1t
q
4)− t∗2rq
2+q+1
1 )
)
,
χ
A∗15,A23
4,q3 (x2(t
∗
2)x4(t4)x5(t5))
=
∑
r1∈Fq3
ϑpiq(A23t
∗
2 + A
∗
15
q(t4 − t∗2rq+11 ) + A∗15(tq
2
4 − t∗2rq
2+1
1 ))
=ϑ(A23t
∗
2) ·
∑
r1∈Fq3
ϑpiq
(
A∗15
q(t4 − t∗2rq+11 ) + A∗15(tq
2
4 − t∗2rq
2+1
1 )
)
,
χ
A∗13,A¯
A∗13
12
3,q (x1(t
∗
1)x6(t6)) =
∑
r2∈Fq
ϑpiq
(
(A¯
A∗13
12 − A∗13r2)t∗1
)
,
χ
A∗13,A¯
A∗13
12
3,q (x1(t
∗
1)x3(t¯
∗
3)) =
∑
r2∈Fq
ϑpiq
(
(A¯
A∗13
12 − A∗13r2)t∗1 − t¯∗3A∗13
)
.
Proof. Let x := x(t1, t2, t3, t4, t5, t6) ∈ U = 3Dsyl4 (q3).
(1) The values of χA
∗
17,A12
6,q4 for all A
∗
17 ∈ F∗q and A12 ∈ Fq3.
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Let H := X1X4X5X6, H¯ := X4X5\H ∼= X¯1X¯6, χ¯A
∗
17,A12
6,q4 ∈ Irr(H¯) with
χ¯
A∗17,A12
6,q4 (x¯1(t1)x¯6(t6)) = ϑpiq(A12t1) · ϑ(A∗17t6).
Let χ˜A
∗
17,A12
6,q4 denote the lift of χ¯
A∗17,A12
6,q4 from H¯ toH, and χ
A∗17,A12
6,q4 := Ind
U
H χ˜
A∗17,A12
6,q4 .
Then
χ
A∗17,A12
6,q4 (x) =
(
IndUH χ˜
A∗17,A12
6,q4
)
(x) =
1
|H|
∑
g∈U
g·x·g−1∈H
χ˜
A∗17,A12
6,q4 (g · x · g−1)
=
1
|H|
∑
g∈U
g·x·g−1∈H
χ¯
A∗17,A12
6,q4 (X4X5\(g · x · g−1)).
Thus,
χ
A∗17,A12
6,q4 (x1(t
∗
1)x3(t¯
∗
3)) = χ
A∗17,A12
6,q4 (x2(t
∗
2)x4(t4)x5(t5))
=χ
A∗17,A12
6,q4 (x2(t
∗
2)x1(t
∗
1)) = χ
A∗17,A12
6,q4 (x3(t
∗
3)x5(t5))
gxg−1 /∈H
= 0.
We have
χ
A∗17,A12
6,q4 (x4(t4)x5(t5)x6(t6))
=
1
|H|
∑
g∈U
g·x4(t4)x5(t5)x6(t6)·g−1∈H
χ˜
A∗17,A12
6,q4 (g · x4(t4)x5(t5)x6(t6) · g−1)
g:=x(r1,r2,r3,r4,r5,r6)
=
1
|H|
∑
r1,r3,r4∈Fq3
r2,r5,r6∈Fq
χ˜
A∗17,A12
6,q4 (x4(t4)x5(t5 + φ0 (r1t
q
4))
· x6(t6 + r2t5 + φ0(r1r2tq4) + φ0(r3tq4)))
=
1
|H|
∑
r1,r3,r4∈Fq3
r2,r5,r6∈Fq
χ¯
A∗17,A12
6,q4 (x¯6 (t6 + r2t5 + φ0(r1r2t
q
4) + φ0(r3t
q
4)))
=
1
q3
∑
r1,r3∈Fq3
r2∈Fq
χ¯
A∗17,A12
6,q4 (x¯6 (t6 + r2t5 + φ0(r1r2t
q
4) + φ0(r3t
q
4))),
so,
χ
A∗17,A12
6,q4 (I8) = q
4, χ
A∗17,A12
6,q4 (x4(t
∗
4)) = χ
A∗17,A12
6,q4 (x5(t
∗
5)) = 0,
χ
A∗17,A12
6,q4 (x6(t
∗
6)) = q
4 · ϑ(A∗17t∗6).
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Then
χ
A∗17,A12
6,q4 (x1(t
∗
1)x6(t6)) =
1
|H|
∑
g∈U
g·x1(t∗1)x6(t6)·g−1∈H
χ˜
A∗17,A12
6,q4 (g · x1(t∗1)x6(t6) · g−1)
g:=x(r1,r2,r3,r4,r5,r6)
=
1
|H|
∑
r2=0
r1,r3,r4∈Fq3
r5,r6∈Fq
χ¯
A∗17,A12
6,q4 (x¯1(t
∗
1)x¯6(t6 + φ0
(
−t∗1rq
2+q
3
)
))
=
∑
r3∈Fq3
χ¯
A∗17,A12
6,q4 (x¯1(t
∗
1)x¯6(t6 + φ0
(
−t∗1rq
2+q
3
)
))
=ϑpiq(A12t
∗
1 + A
∗
17t6) ·
∑
r3∈Fq3
ϑ
(
A∗17φ0(−t∗1rq
2+q
3 )
)
.
Thus all the values of χA
∗
17,A12
6,q4 are obtained.
(2) The values of χA
∗
13,A¯
A∗13
12
3,q for all A∗13 ∈ F∗q3 and A¯A
∗
13
12 ∈ TA∗13.
Let U¯ := X4X5X6\U = X¯2X¯1X¯3, H¯ := X¯1X¯3, χ¯A13,A123,q ∈ Irr(H¯) with
χ¯A13,A123,q (x¯1(t1)x¯3(t3)) := ϑpiq(A12t1) · ϑpiq(−A13t3),
and χA
∗
13,A¯
A∗13
12
3,q denote the lift of Ind
U¯
H¯ χ¯
A∗13,A¯
A∗13
12
3,q to U . For x = x(t1, t∗2, t3, t4, t5, t6) ∈
U with t∗2 ∈ F∗q, we have
χ
A∗13,A¯
A∗13
12
3,q (x) =
Ç
IndU¯H¯ χ¯
A∗13,A¯
A∗13
12
3,q
å
(x¯) =
1
|H¯|
∑
u¯∈U¯
u¯·x¯·u¯−1∈H¯
χ¯
A∗13,A¯
A∗13
12
3,q (u¯ · x¯ · u¯−1)
u¯·x¯·u¯−1 /∈H¯
= 0.
If x = x(t1, t∗2, t3, t4, t5, t6) ∈ U , we have
χ
A∗13,A¯
A∗13
12
3,q (x(t1, 0, t3, t4, t5, t6) =
Ç
IndU¯H¯ χ¯
A∗13,A¯
A∗13
12
3,q
å
(x¯1(t1)x¯3(t3))
=
1
|H¯|
∑
u¯:=x¯2(r2)x¯1(r1)x¯3(r3)∈U¯
u¯·x¯1(t1)x¯3(t3)·u¯−1∈H¯
χ¯
A∗13,A¯
A∗13
12
3,q (u¯ · x¯1(t1)x¯3(t3) · u¯−1)
=
1
|H¯|
∑
r1,r3∈Fq3
r2∈Fq
χ¯
A∗13,A¯
A∗13
12
3,q (x¯1(t1)x¯3(t3 + r2t1))
=
∑
r2∈Fq
χ¯
A∗13,A¯
A∗13
12
3,q (x¯1(t1)x¯3(t3 + r2t1)) =
∑
r2∈Fq
ϑpiq
(
A¯
A∗13
12 t1 − A∗13(t3 + r2t1)
)
.
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Thus we get all the values of χA
∗
13,A¯
A∗13
12
3,q .
Similarly, we calculate all of the other values of the character table.
2.3.53 Proposition (Supercharacters and irreducible characters). The relations be-
tween the supercharacters and the irreducible characters of 3Dsyl4 (q
3) are determined:
ΨM(A∗17e17) = q
3
∑
A12∈Fq3
χ
A∗17,A12
6,q4 , ΨM(A∗16e16) = q
3
∑
A23∈Fq
A13∈Fq3
χ
A∗16,A23,A13
5,q3 ,
ΨM(A∗15qe14+A∗15e15) = q
3
∑
A23∈Fq
χ
A∗15,A23
4,q3 , ΨM(A∗13e13+A¯
A∗
13
12 e12)
= χ
A∗13,A¯
A∗13
12
3,q ,
ΨM(A∗12e12+A∗23e23) = χ
A∗12,A
∗
23
lin , ΨM(A∗23e23) = χ
0,A∗23
lin ,
ΨM(A∗12e12) = χ
A∗12,0
lin , ΨM(0) = χ
0,0
lin = trivU .
Proof. Take ΨM(A∗15qe14+A∗15e15) = q
3∑
A23∈Fq χ
A∗15,A23
4,q3 for example. We must show that
ΨM(A∗15qe14+A∗15e15)(u) = q
3∑
A23∈Fq χ
A∗15,A23
4,q3 (u) for all u ∈ U .
By Table 2.5 and Table 2.9, it is sufficient to prove that
0 = ΨM(A∗15qe14+A∗15e15)(u) = q
3
∑
A23∈Fq
χ
A∗15,A23
4,q3 (u) for all u ∈ C2.
Let u := x(0, t∗2, t3, t4, t5, t6), then
q3
∑
A23∈Fq
χ
A∗15,A23
4,q3 (u)
=q3
∑
A23∈Fq
∑
r1∈Fq3
ϑpiq(A23t
∗
2 + A
∗
15
q(t4 − t∗2rq+11 + r1tq3 + rq1t3)
+ A∗15(t
q2
4 − t∗2rq
2+1
1 + r
q2
1 t3 + r1t
q2
3 ))
=q3
∑
A23∈Fq
ϑ(A23t
∗
2)
· ∑
r1∈Fq3
ϑpiq(A
∗
15
q(t4 − t∗2rq+11 + r1tq3 + rq1t3) + A∗15(tq
2
4 − t∗2rq
2+1
1 + r
q2
1 t3 + r1t
q2
3 ))
=0.
Thus ΨM(A∗15qe14+A∗15e15) = q
3∑
A23∈Fq χ
A∗15,A23
4,q3 is proved. Similarly, we get the other
formulae.
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In this section, p is an odd prime. By Propositions 2.3.51, 2.3.45 and 2.3.52, we
obtain the number of the conjugacy classes of 3Dsyl4 (q
3), and determine the numbers
of the complex irreducible characters of degree qc with c ∈ N. In [Le13], T. Le
counted the numbers of irreducible characters for all primes p.
2.3.54 Corollary. Let #Irr be the number of irreducible characters of 3Dsyl4 (q
3), and
#Irrc be the number of irreducible characters of 3D
syl
4 (q
3) of dimension qc with c ∈ N,
then
#Irr4 = q
4 − q3 = (q − 1)4 + 3(q − 1)3 + 3(q − 1)2 + (q − 1),
#Irr3 = q
5 − q = (q − 1)5 + 5(q − 1)4 + 10(q − 1)3 + 10(q − 1)2 + 4(q − 1),
#Irr1 = q
5 − q2 = (q − 1)5 + 5(q − 1)4 + 10(q − 1)3 + 9(q − 1)2 + 3(q − 1),
#Irr0 = q
4 = (q − 1)4 + 4(q − 1)3 + 6(q − 1)2 + 4(q − 1) + 1,
and
#Irr =#{Irreducible Characters of 3Dsyl4
Ä
q3
ä}
=#{Conjugacy Classes of 3Dsyl4
Ä
q3
ä}
=2q5 + 2q4 − q3 − q2 − q
=2(q − 1)5 + 12(q − 1)4 + 27(q − 1)3 + 28(q − 1)2 + 12(q − 1) + 1.
2.3.55 Remark. We consider the analogue of Higman’s conjecture, Lehrer’s conjecture
and Isaacs’ conjecture of Un(q) for 3D
syl
4 (q
3). By 2.3.54, the conjectures are true for
3D
syl
4 (q
3).
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3. Supercharacter theories for Gsyl2 (q)
In this chapter, we firstly construct a Lie algebra LG2 of type G2 which is a subalgebra
of LD4 (3.1.5), and then determine the Sylow p-subgroup Gsyl2 (q) of the Chevalley
group of type LG2 over the field Fq (3.1.27).
After that, we construct a 1-cocycle f and determine a monomial linearisation
(f, κ|V×V ) for G8(q) (3.2.29), for which f |Gsyl2 (q) is bijective (3.2.28). We obtain a
monomial G8(q)-module CGsyl2 (q) (3.2.31).
Finally, we determine the supercharacter theory for Gsyl2 (q) (3.3.13), establish the
supercharacter table of Gsyl2 (q) in Table 3.6. When p /∈ {2, 3}, we determine the rela-
tions between the supercharacters and the irreducible characters of Gsyl2 (q) (3.3.27),
and calculate the character table of Gsyl2 (q) (3.3.26).
In this chapter, we use many definitions analogously to previous chapters, for ex-
ample: the main condition, the verge pattern, the core pattern the staircase pattern
and the hook-separated module.
3.1. Sylow p-subgroup Gsyl2 (q)
In this section, we construct a Lie algebra of type G2 and its corresponding Chevalley
basis (see 3.1.5), and then determine the Sylow p-subgroup Gsyl2 (q) of the Chevalley
group of type LG2 over the field Fq (see 3.1.27).
3.1.1. Chevalley basis of a Lie algebra of type G2
In this subsection, we construct a Lie algebra LG2 of type G2, which is a subalgebra
of LD4. Then a Chevalley basis of LG2 is determined.
3.1.1 Notation. Define hi ∈ HD4 (i = 1, 2, 3, 4) as follows:
h1 := e11 − e88, h2 := e22 − e77, h3 := e33 − e66, h4 := e44 − e55.
3.1.2 Reminder. By 2.1.1, hri ∈ HD4 (i = 1, 2, 3, 4) and
hr1 = h1 − h2, hr2 = h2 − h3, hr3 = h3 − h4, hr4 = h3 + h4.
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3.1.3 Notation. Define ei, fi ∈ LD4 (i = 1, 2, . . . , 6) and h˜k ∈ HD4 (k = 1, 2) as
follows: ∑
i,j cijei,j
∑
γ cγeγ or
∑
γ cγhγ
h˜1
(e1,1 − e8,8)
−(e2,2 − e7,7)
+2(e3,3 − e6,6)
hr1 + hr3 + hr4
h˜2
(e2,2 − e7,7)
−(e3,3 − e6,6) hr2
e1
(e1,2 − e7,8)
+(e3,4 − e5,6)
+(e3,5 − e4,6)
er1 + er3 + er4
e2 e2,3 − e6,7 er2
e3
−(e1,3 − e6,8)
+(e2,4 − e5,7)
+(e2,5 − e4,7)
er1+r2 + er2+r3 + er2+r4
e4
(e1,4 − e5,8)
+(e2,6 − e3,7)
+(e1,5 − e4,8)
er1+r2+r3 + er2+r3+r4 + er1+r2+r4
e5 e1,6 − e3,8 er1+r2+r3+r4
e6 e1,7 − e2,8 er1+2r2+r3+r4
f1
(e2,1 − e8,7)
+(e4,3 − e6,5)
+(e5,3 − e6,4)
e−r1 + e−r3 + e−r4
f2 e3,2 − e7,6 e−r2
f3
−(e3,1 − e8,6)
+(e4,2 − e7,5)
+(e5,2 − e7,4)
e−r1−r2 + e−r2−r3 + e−r2−r4
f4
(e4,1 − e8,5)
+(e6,2 − e7,3)
+(e5,1 − e8,4)
e−r1−r2−r3 + e−r2−r3−r4 + e−r1−r2−r4
f5 e6,1 − e8,3 e−r1−r2−r3−r4
f6 e7,1 − e8,2 e−r1−2r2−r3−r4
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3.1.4 Notation/Lemma. Define two vector subspaces of LD4
H˜ :=C-span{h˜1, h˜2}
=
{
3∑
i=1
λihi
∣∣∣∣∣∣λ1 − λ2 − λ3 = 0
}
=
{
4∑
i=1
λihi
∣∣∣∣∣∣λ1 − λ2 − λ3 = 0, λ4 = 0
}
⊆ HD4 ,
L˜ :=C-span{h˜1, h˜2, ei, fj | i, j = 1, 2, 3, 4, 5, 6}
=H˜ ⊕
6∑
i=1
Cei ⊕
6∑
j=1
Cfj.
Proof. Let h˜ = λ1h˜1 + λ2h˜2 ∈ H˜, then
h˜ = λ1(h1 − h2 + 2h3) + λ2(h2 − h3) = λ1h1 + (−λ1 + λ2)h2 + (2λ1 − λ2)h3,
so h˜ ∈ {∑3i=1 λihi | λ1 − λ2 − λ3 = 0}.
Conversely, let h˜ =
∑3
i=1 λihi ∈ {
∑3
i=1 λihi | λ1 − λ2 − λ3 = 0}, then
h˜ =
3∑
i=1
λihi = λ1h1 + λ2h2 + (λ1 − λ2)h3
=λ1(h1 − h2 + 2h3) + λ1h2 − 2λ1h3 + λ2h2 + (λ1 − λ2)h3
=λ1h˜1 + (λ1 + λ2)h˜2 ∈ H˜.
Hence H˜ = {∑3i=1 λihi | λ1 − λ2 − λ3 = 0}.
Motivated by [HRT01, §3.4 and §3.6], we construct a Lie algebra of type G2 which
is a subalgebra of LD4 .
3.1.5 Proposition (Lie algebra of type G2). (1) L˜ is a 14-dimensional subalgebra
of the Lie algebra LD4,
(2) L˜ is a Lie algebra of type G2,
(3) {h˜k | k = 1, 2} ∪ {ei, fi | i = 1, 2, . . . , 6} is a Chevalley basis of L˜.
Proof. (The proof is an adaption of [Car05, §8.2] and [Car72, §11.2].)
(1) We claim that L˜ is closed under the Lie bracket [ , ].
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Thus [h, h′] = 0 for all h, h′ ∈ H˜. Let h˜ := ∑3i=1 λihi ∈ H˜, then
[h˜, e1] =(λ1 − λ2)er1 + (λ3 − λ4)er3 + (λ3 + λ4)er4
λ4=0= (λ1 − λ2)er1 + λ3er3 + λ3er4
λ1−λ2−λ3=0= (λ1 − λ2)(er1 + er3 + er4)
=
λ1 − λ2 + 2λ3
3
e1,
[h˜, e2] =[h˜, e2] = (λ2 − λ3)er2 = (λ2 − λ3)e2.
Similarly, we get
[h˜, e3] =
λ1 + 2λ2 − λ3
3
e3, [h˜, e4] =
2λ1 + λ2 + λ3
3
e4,
[h˜, e5] =(λ1 + λ3)e5, [h˜, e6] =(λ1 + λ2)e6.
Then
[h˜, f1] =− λ1 − λ2 + 2λ3
3
f1, [h˜, f2] =− (λ2 − λ3)f2, [h˜, f3] =− λ1 + 2λ2 − λ3
3
f3,
[h˜, f4] =− 2λ1 + λ2 + λ3
3
f4 [h˜, f5] =− (λ1 + λ3)f5, [h˜, f6] =− (λ1 + λ2)f6.
For 1 ≤ i ≤ j ≤ 6, by A.5.6 and 2.1.1, the non-trivial Lie brackets [ei, ej] and
[fi, fj] are
[e1, e2] =− e3, [e1, e3] =2e4, [e1, e4] =3e5, [e2, e5] =e6, [e3, e4] =e6,
[f1, f2] =f3, [f1, f3] =− 2f4, [f1, f4] =− 3f5, [f2, f5] =− f6, [f3, f4] =− f6.
The non-trivial [ei, fi] (1 ≤ i ≤ 6) are determined as follows:
[e1, f1] =h1 − h2 + 2h3 =h˜1 =hr1 + hr3 + hr4 ,
[e2, f2] =h2 − h3 =h˜2 =hr2 ,
h˜3 := [e3, f3] =h1 + 2h2 − h3 =h˜1 + 3h˜2 =hr1+r2 + hr2+r3 + hr2+r4 ,
h˜4 := [e4, f4] =2h1 + h2 + h3 =2h˜1 + 3h˜2 =hr1+r2+r3 + hr2+r3+r4 + hr1+r2+r4 ,
h˜5 := [e5, f5] =h1 + h3 =h˜1 + h˜2 =hr1+r2+r3+r4 ,
h˜6 := [e6, f6] =h1 + h2 =h˜1 + 2h˜2 =hr1+2r2+r3+r4 .
The non-trivial [ei, fj] (1 ≤ i ≤ j ≤ 6) are determined.
[e1, f3] =3f2, [e1, f4] =− 2f3, [e1, f5] =− f4, [e2, f3] =− f1, [e2, f6] =− f5,
[e3, f4] =2f1, [e3, f6] =− f4, [e4, f5] =f1, [e4, f6] =f2, [e5, f6] =f1.
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Similarly,
[f1, e3] =3e2, [f1, e4] =− 2e3, [f1, e5] =− e4, [f2, e3] =− e1, [f2, e6] =− e5,
[f3, e4] =2e1, [f3, e6] =− e4, [f4, e5] =e1, [f4, e6] =e2, [f5, e6] =e1.
Thus, L˜ is a subalgebra of the Lie algebra LD4 with dim L˜ = 14.
(2) Let h˜ :=
∑3
i=1 λihi = λ1h˜1 + (λ1 + λ2)h˜2 ∈ H˜. By (1) we have
[h˜, e1] =
λ1 − λ2 + 2λ3
3
e1, [h˜, f1] =− λ1 − λ2 + 2λ3
3
f1,
[h˜, e2] =(λ2 − λ3)e2, [h˜, f2] =− (λ2 − λ3)f2,
[h˜, e3] =
λ1 + 2λ2 − λ3
3
e3, [h˜, f3] =− λ1 + 2λ2 − λ3
3
f3,
[h˜, e4] =
2λ1 + λ2 + λ3
3
e4, [h˜, f4] =− 2λ1 + λ2 + λ3
3
f4,
[h˜, e5] =(λ1 + λ3)e5, [h˜, f5] =− (λ1 + λ3)f5,
[h˜, e6] =(λ1 + λ2)e6, [h˜, f6] =− (λ1 + λ2)f6.
The functions α, β : H˜ → C are given by
α(h˜) =
λ1 − λ2 + 2λ3
3
, β(h˜) = λ2 − λ3,
then set Φ˜ := ±{α, β, α+β, 2α+β, 3α+β, 3α+2β}. Thus we write [h˜, eα˜] =
α˜(h˜)eα˜ and L˜α˜ = Ceα˜ for all α˜ ∈ Φ˜ and eα˜ ∈ {ei, fi | i = 1, 2, . . . , 6}.
We claim that H˜ is a Cartan subalgebra. By (1) H˜ is abelian. Now it is sufficient
to show that
H˜ = NL˜(H˜) = {x ∈ L˜ | [x, h] ∈ H˜, ∀h ∈ H˜}.
Let x ∈ NL˜(H˜), then x = h′ +
∑6
i=1 (aiei + bifi) for h
′ ∈ H˜ and ai, bi ∈ C. Let
h = 4h1 + 3h2 + h3 ∈ H˜, then
[h, x] = (a1e1 − b1f1) + 2(a2e2 − b2f2) + 3(a3e3 − b3f3)
+ 4(a4e4 − b4f4) + 5(a5e5 − b5f5) + 7(a6e6 − b6f6) ∈ H˜
=⇒ ai = bi = 0 for all i = 1, 2, 3, 4, 5, 6.
Thus x ∈ H˜. Thus H˜ is a Cartan subalgebra of L˜. Hence
L˜ =H˜ ⊕
6∑
i=1
Cei ⊕
6∑
j=1
Cfj = H˜ ⊕
∑
α˜∈Φ˜
Ceα˜.
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is a Cartan decomposition with respect to H˜.
We claim that L˜ is semisimple. Suppose there exists a non-zero ideal I˜ of L˜.
Then [H˜, I˜] ⊆ I˜. We may regard I˜ as a H˜-module and decompose it into
weight spaces as follows:
I˜ = (H˜ ∩ I˜)⊕∑
α˜∈Φ˜
(Ceα˜ ∩ I˜).
Let x ∈ I˜, then x = x0 + ∑α˜∈Φ˜ xα˜ where x0 ∈ H˜ and xα˜ ∈ L˜α˜. We verify that
x0 ∈ I˜ and xα˜ ∈ I˜. Let α˜0 ∈ Φ˜ and h = 4h˜1 + 7h˜2 = 4h1 + 3h2 + h3 ∈ H˜, then
α˜0(h) 6= 0 and β˜(h) 6= α˜0(h) for all β˜ ∈ Φ˜ with β˜ 6= α˜. Then
adh
∏
β˜∈Φ˜
β˜ 6=α˜0
(adh− β˜(h)idL˜)(x) = α˜0(h)
∏
β˜∈Φ˜
β˜ 6=α˜0
(α˜0(h)− β˜(h))xα˜0 ∈ I˜ ,
so xα˜0 ∈ I˜. Thus x0 ∈ I˜. Hence
I˜ = (H˜ ∩ I˜)⊕∑
α˜∈Φ˜
(Ceα˜ ∩ I˜).
We claim that Ceα˜ ∩ I˜ = {0}. Suppose that Ceα˜ ∩ I˜ 6= {0} for some α˜ ∈ Φ˜,
then eα˜ ∈ I˜. Then h˜α˜ = [eα˜, e−α˜] ∈ I˜ and [h˜α˜, eα˜] = 2eα˜. This is a contradiction
to that I˜ is abelian. Thus Ceα˜ ∩ I˜ = {0} and I˜ ⊆ H˜. Let x ∈ I˜, then [x, eα˜] =
α˜(x)eα˜ ∈ I˜ for all α˜ ∈ Φ˜. Thus α˜(x) = 0. Thus x = 0. Hence I˜ = {0}, a
contradiction. Therefore, L˜ is semisimple.
The functions α˜ ∈ Φ˜ are the roots of L˜ with respect to H˜. A system of funda-
mental roots is given by {α, β}, since all the other roots are integeral combi-
nations of these with coefficients all non-negative or non-positive. Thus the set
of the roots is Φ˜. We determine the Cartan matrix of L˜. The α-chain of roots
through β is
β, β + α, β + 2α, β + 3α.
Then β-chain of roots through α is
α, α + β.
Then Aα,β = 0− 3 = −3 and Aβ,α = −1. Thus the Cartan matrix of L˜ isÑ α β
α 2 −3
β −1 2
é
It is a Cartan matrix of type G2. The Dynkin diagram of G2 is
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• •
α β
<
Then the Lie algebra L˜ is simple since the Cartan matrix is indecomposable.
Therefore, L˜ is a simple Lie algebra of type G2.
(3) The co-roots of L˜ are h˜i = [ei, fi] (i = 1, 2, . . . , 6). For in this case [h˜i, ei] = 2ei
with i = 1, 2, . . . , 6. We know that θ˜(x) = −x> is an automorphism of L˜ with
θ˜(ei) = −fi. Hence [eα˜, eβ˜] = ±(nα˜,β˜ + 1)eα˜+β˜. Thus the fundamental co-roots
h˜k (k = 1, 2) together with ei, fi (i = 1, 2, . . . , 6) form a Chevalley basis of the
Lie algebra L˜.
3.1.6 Notation/Lemma. Let LG2 := L˜ and HG2 := H˜. Then
LG2 = HG2 ⊕
6∑
i=1
Cei ⊕
6∑
j=1
Cfj.
Let VG2 := 〈H∗G2〉R, then ∆G2 = {α, β} is a basis of VG2 and (α, α) = 224 , (α, β) =− 3
24
, (β, β) = 6
24
. The set of the root is
ΦG2 = ±{α, β, α + β, 2α + β, 3α + β, 3α + 2β}.
The set of positive roots is denoted by
Φ+G2 = {α, β, α + β, 2α + β, 3α + β, 3α + 2β}.
3.1.7 Notation. Set
hα := h˜1 eα := e1, e−α := f1,
hβ := h˜2 eβ := e2, e−β := f2,
hα+β := h˜3 eα+β := e3, e−(α+β) := f3,
h2α+β := h˜4 e2α+β := e4, e−(2α+β) := f4,
h3α+β := h˜5 e3α+β := e5, e−(3α+β) := f5,
h3α+2β := h˜6 e3α+2β := e6, e−(3α+2β) := f6.
3.1.8 Corollary. {hα, hβ} ∪ {e±r | r ∈ Φ+G2} is a Chevalley basis of LG2.
3.1.9 Definition. Let r := x1α + x2β ∈ VG2, s := y1α + y2β ∈ VG2, then we write
r ≺ s,
if
∑2
i=1 xi <
∑2
i=1 yi, or if
∑2
i=1 xi =
∑2
i=1 yi and the first non-zero coefficient xi − yi is
positive.
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The total order on Φ+G2 is determined:
0 ≺ α ≺ β ≺ α + β ≺ 2α + β ≺ 3α + β ≺ 3α + 2β.
3.1.10 Corollary. The Lie algebra LG2 has the following structure constants:
extraspecial pair (r, s) Nr,s
(α, β) −1
(α, α + β) 2
(α, 2α + β) 3
(β, 3α + β) 1
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3.1.2. Sylow p-subgroup Gsyl2 (q)
In this subsection, we get the Sylow p-subgroupGsyl2 (q) of the Chevalley groupG2(q),
and determine the commutators of Gsyl2 (q).
By calculation, we get the following formulae:
3.1.11 Lemma.
e2α =− 2e3,6, e2α+β =− 2e2,7, e22α+β =− 2e1,8,
e3α =0, e
3
α+β =0, e
3
2α+β =0,
e2β =0, e
2
3α+β =0, e
2
3α+2β =0.
Similar to §11.3 of [Car72], the coefficients of ei,j in exp(ter) = I8 + ter + 12t
2e2r
for all r ∈ ΦG2 are of the form ±1, ±t or ±t2 (i.e. the non-zero entries of exp(ter)
are from ±1, ±t and ±t2). This is because the coefficient of e2r with r ∈ ΦG2 are all
divisible by 2. This fact enables us to transfer to an arbitrary field. For each matrix
er in the above representation and each element t in an arbitrary field K, exp(ter) is
a well-defined non-singular matrix over K. We are interested in the Chevalley group
of type LG2 over the finite field Fq with CharFq 6= 2.
3.1.12 Notation. The Chevalley group of type LG2 over the field Fq is denoted by
G2(q) := 〈 exp(t ad er) | r ∈ ΦG2 , t ∈ Fq 〉 ,
and its Sylow p-subgroup is UG2(q) :=
¨
exp(t ad er)
∣∣∣ r ∈ Φ+G2 , t ∈ Fq ∂.
3.1.13 Notation. For all r ∈ ΦG2 and t ∈ Fq, set yr(t) := exp(ter) = I8 + ter + 12t2e2r.
3.1.14 Notation. Write U¯G2 :=
¨
yr(t)
∣∣∣ r ∈ Φ+G2 , t ∈ Fq ∂.
3.1.15 Proposition. The root subgroups of U¯G2(q) are given as
Yi := {yi(t) | t ∈ Fq} , i = 1, 2, 3, 4, 5, 6,
where
y1(t) :=yα(t) = I8 + teα +
1
2
t2e2α
=

1 t ·
1 ·
1 t t −t2
1 · −t
1 −t
1
1 −t
1

=xε1−ε2(t)xε3−ε4(t)xε3+ε4(t)
=x1(t),
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y2(t) :=yβ(t) = I8 + teβ
=

1 ·
1 t ·
1 ·
1 ·
1
1 −t
1
1

=xε2−ε3(t)
=x2(t),
y3(t) :=yα+β(t) = I8 + teα+β +
1
2
t2e2α+β
=

1 −t ·
1 t t −t2
1 ·
1 · −t
1 −t
1 t
1
1

=xε1−ε3(t)xε2−ε4(t)xε2+ε4(t)
=x3(t),
y4(t) :=y2α+β(t) = I8 + te2α+β +
1
2
t2e22α+β
=

1 t t −t2
1 t ·
1 · −t
1 · −t
1 −t
1
1
1

=xε1−ε4(t)xε2+ε3(t)xε1+ε4(t)
=x4(t),
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y5(t) :=y3α+β(t) = I8 + te3α+β
=

1 t ·
1 ·
1 · −t
1 ·
1
1
1
1

=xε1+ε3(t)
=x5(t),
y6(t) :=y3α+2β(t) = I8 + te3α+2β
=

1 t ·
1 · −t
1 ·
1 ·
1
1
1
1

=xε1+ε2(t)
=x6(t).
3.1.16 Corollary. Yi 6 Xi for all i = 1, 3, 4, Yi = Xi for all i = 2, 5, 6, and Yi 6
3Dsyl4 (q
3).
3.1.17 Reminder. We note that yi(t) = xi(t) for all t ∈ Fq and i = 1, 2, . . . , 6. Thus
we also write yi(t) = xi(t) for all t ∈ Fq and i = 1, 2, . . . , 6 in the rest of the section.
Then we get the following lemma.
3.1.18 Lemma. U¯G2 6 3Dsyl4 (q3) 6 Dsyl4 (q3) and U¯G2 6 Dsyl4 (q).
We get the following proposition.
3.1.19 Proposition.
U¯G2 =
® ∏
r∈Φ+G2
yr(tr)
∣∣∣∣∣ tr ∈ Fq, r ∈ Φ+G2
´
=
® ∏
i∈{1,2,...,6}
xi(ti)
∣∣∣∣∣ ti ∈ Fq
´
where the product can be taken in an arbitrary, but fixed, order.
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3.1.20 Corollary. |U¯G2| = q6.
3.1.21 Reminder. Let p > 2, then
|G2(q)| =q6(q2 − 1)(q6 − 1),
|UG2| =q6,
|D4(q)| =1
4
q12(q2 − 1)(q4 − 1)(q6 − 1)(q4 − 1),
|D4
Ä
q3
ä | =1
4
q36(q6 − 1)(q12 − 1)(q18 − 1)(q12 − 1),
|Dsyl4 (q)| =q12,
|3D4
Ä
q3
ä | =q12(q2 − 1)(q6 − 1)(q8 + q4 + 1),
|3Dsyl4
Ä
q3
ä | =q12.
3.1.22 Proposition. Let
σU¯G2 : U¯G2 → UG2 : exp(ter) 7→ exp(t ad er),
where r ∈ Φ+G2 and t ∈ K. Then σU¯n,K is a group isomorphism map.
Proof. We know σU¯G2 is a group epimorphism. Since |U¯G2| = |UG2| = q6, σU¯G2 is an
isomorphism.
3.1.23 Notation. Set Gsyl2 (q) := U¯G2.
3.1.24 Definition. A subgroup P 6 Gsyl2 (q) is a pattern subgroup, if it is generated
by some root subgroups, i.e. P := 〈Yi | i ∈ I ⊆ {1, 2, . . . , 6} 〉 6 Gsyl2 (q).
We get the commutators of Gsyl2 (q) by calculation.
3.1.25 Proposition. Let t1, t2, t3, t4, t5, t6 ∈ Fq and define the commutators
[xi(ti), xj(tj)] := xi(ti)
−1xj(tj)−1xi(ti)xj(tj)
Then the non-trivial commutators of Gsyl2 (q) are determined as follows:
[x1(t1), x2(t2)] =x3(−t2t1) · x4(t2t21) · x5(−t2t31) · x6(2t22t31),
[x2(t2), x1(t1)] =x3(t2t1) · x4(−t2t21) · x5(t2t31) · x6(t22t31),
[x1(t1), x3(t3)] =x4(2t1t3) · x5(−3t21t3) · x6(−3t1t23),
[x1(t1), x4(t4)] =x5(3t1t4),
[x3(t3), x4(t4)] =x6(3t3t4),
[x2(t2), x5(t5)] =x6(t2t5).
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In particular, let CharFq = 3, then the commutators are
[x1(t1), x2(t2)] =x3(−t2t1) · x4(t2t21) · x5(−t2t31) · x6(2t22t31),
[x2(t2), x1(t1)] =x3(t2t1) · x4(−t2t21) · x5(t2t31) · x6(t22t31),
[x1(t1), x3(t3)] =x4(2t1t3),
[x2(t2), x5(t5)] =x6(t2t5).
3.1.26 Notation. Let ti ∈ Fq with i ∈ {1, 2, . . . , 6}, write
y(t1, t2, t3, t4, t5, t6) :=y2(t2)y1(t1)y3(t3)y4(t4)y5(t5)y6(t6)
=x(t1, t2, t3, t4, t5, t6) ∈ Gsyl2 (q).
3.1.27 Proposition (Sylow p-subgroup Gsyl2 (q)). A Sylow p-subgroup G
syl
2 (q) of the
Chevalley group G2(q) is written as follows:
Gsyl2 (q) = U¯G2 = {y(t1, t2, t3, t4, t5, t6) | t1, t2, t3, t4, t5, t6 ∈ Fq}
= {x(t1, t2, t3, t4, t5, t6) | t1, t2, t3, t4, t5, t6 ∈ Fq} ,
where
y(t1, t2, t3, t4, t5, t6)
=

1 t1 −t3 t1t3 + t4 t1t3 + t4 t1t4+t5
−t1t23
+t3t4 + t6
−2t1t3t4 − t1t6
+t3t5 − t24
1 t2 t1t2 + t3 t1t2 + t3
−t21t2
+t4
−2t1t2t3
−t2t4 − t23
−t21t2t3 − 2t1t2t4
−t2t5 − 2t3t4 − t6
1 t1 t1 −t21 −2t1t3 − t4 − t21t3 − 2t1t4 − t5
1 0 −t1 −t3 − t1t3 − t4
1 −t1 −t3 −t1t3 − t4
1 −t2 t1t2 + t3
1 −t1
1

.
Proof. By 3.1.19 and 3.1.22, Gsyl2 (q) is a Sylow p-subgroup of G2(q). By calculation,
we get the matrix form as claimed.
3.1.28 Corollary. Gsyl2 (q) 6 3D
syl
4 (q
3) 6 Dsyl4 (q3) 6 A8 (q3) and Gsyl2 (q) 6 Dsyl4 (q) 6
Dsyl4 (q
3) 6 A8 (q3).
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3.2. Monomial Gsyl2 (q)-module
Let N = 8, n = 4, G := G8(q) and U := G
syl
2 (q).
In this section, we construct a bigger group G8(q) such that G
syl
2 (q) 6 G8(q) 6
A8(q), and determine a monomial linearisation (f, κ|V×V ) for G8(q), where f is a sur-
jective 1-cocycle and κ|V×V is a non-degenerate bilinear form (3.2.29). In particular,
f |U is bijective (3.2.28). Then we give classifications of U -orbit modules (3.2.37). By
the homomorphisms between orbit modules, a new classification of U -orbit modules
is established in which every U -orbit module is isomorphic to some hook-separated
staircase module (3.2.57). Finally, some irreducible modules are determined, and
any two orbit modules from different families are orthogonal (3.2.61).
3.2.1. The group G8(q)
In this subsection, we construct a group G8(q) such that G
syl
2 (q) 6 G8(q) 6 A8(q).
For t ∈ Fq, we have xi,j(t) = 1 + tei,j − tej¯ ,¯i ∈ Gsyl2 (q) for all (i, j) ∈2.
3.2.1 Definition/Lemma (A bigger group G8(q)). We set
G8(q) :=
u = (ui,j) ∈ A8(q)
∣∣∣∣∣∣∣

ui,j = 0 if (i, j) = (4, 5)
ui,j+1 = ui,j if (i, j) ∈ {(2, 4), (3, 4)}
ui−1,j = ui,j if (i, j) ∈ {(5, 6), (5, 7)}

=

1 u12 u13 u14 u15 u16 u17 u18
1 u23 u24 u24 u26 u27 u28
1 u34 u34 u36 u37 u38
1 0 u56 u57 u48
1 u56 u57 u58
1 u67 u68
1 u78
1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
uij ∈ Fq

.
Then G8(q) is a subgroup of A8(q) and |G8(q)| = q23.
3.2.2 Definition. For (i, j) ∈ J¨ , define the subgroups of G8(q) as follows:
Y˙i,j := {x˙ij(t) | t ∈ Fq}.
3.2.3 Proposition.
G8(q) =
ß ∏
(i,j)∈J¨
x˙ij(tij)
∣∣∣∣ tij ∈ Fq™,
where the product can be taken in an arbitrary, but fixed, order.
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3.2.4 Reminder.
Gsyl2 (q) := {x2(t2)x1(t1)x3(t3)x4(t4)x5(t5)x6(t6) | t1, t2, t3, t4, t5, t6 ∈ Fq}
=

x˜23(t2)x˜67(−t2)
·x˜12(t1)x˜78(−t1) · x˜34(t1)x˜35(t1)
·x˜56(−t1)x˜46(−t1) · x˜36(t21)
·x˜13(−t3)x˜68(t3) · x˜24(t3)x˜25(t3)
·x˜57(−t3)x˜47(−t3) · x˜27(t23)
·x˜14(t4)x˜58(−t4) · x˜26(t4)x˜37(−t4)
·x˜15(t4)x˜48(−t4) · x˜16(t5)x˜38(−t5)
·x˜17(t6)x˜28(−t6)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
t1, t2, t3, t4, t5, t6 ∈ Fq

.
3.2.5 Corollary.
G8(q) =

x˜23(t23) · x˜67(t67)
·x˜12(t12) · x˜78(t78) · x˜34(t34)x˜35(t34)
·x˜56(t56)x˜46(t56) · x˜36(t36)
·x˜13(t13) · x˜68(t68) · x˜24(t24)x˜25(t24)
·x˜57(t57)x˜47(t57) · x˜27(t27)
·x˜14(t14)x˜58(t58) · x˜26(t26)x˜37(t37)
·x˜15(t15)x˜48(t48) · x˜18(t18)
·x˜16(t16) · x˜38(t38)
·x˜17(t17) · x˜28(t28)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
tij ∈ Fq

.
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=

1 t12 t13
t12t24
+t14
t12t24
+t15
t12t26 + t16
2t12t24t57
+t12t27
+t13t37
+t17
t12t24t58
+t12t24t48
+t14t48
+t13t38
+t12t28
+t18
1 t23
t23t34
+t24
t23t34
+t24
2t23t34t56
+t23t36
+t26
2t24t57
+2t23t34t57
+t23t37
+t27
2t23t34t56t68
+t23t36t68
+t24t58
+t24t48
+t23t34t58
+t23t34t48
+t23t38
+t28
1 t34 t34
2t34t56
+t36
2t34t57
+t37
2t34t56t68
+t36t68
+t34t58
+t34t48
+t38
1 0 t56 t57 t56t68 + t48
1 t56 t57 t56t68 + t58
1 t67 t67t78 + t68
1 t78
1
∣∣∣∣∣∣ tij ∈ Fq
.
3.2.6 Corollary. |Gsyl2 (q)| = q6, |G8(q)| = q23, |A8(q)| = q28 and
Gsyl2 (q) 6 G8(q) 6 A8(q).
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3.2.2. Monomial Gsyl2 (q)-module
Let p 6= 2, G := G8(q) and U := Gsyl2 (q). In this subsection, we get a monomial
linearisation (f, κ|V×V ) for G8(q), where f is a surjective 1-cocycle and κ|V×V is
a non-degenerate bilinear form (3.2.29). The restriction f |U is bijective (3.2.28).
Then we make CU into a monomial G8(q)-module (3.2.31).
It is essential to choose a suitable vector space V for the 1-cocycle and a suitable
non-degenerate bilinear form κ on V0.
We define the following notations for Gsyl2 (q).
3.2.7 Notation/Lemma. Let V0 := Mat8×8(q), then V0 is an Fq-vector space.
3.2.8 Notation/Lemma. The map
κ : V0 × V0 → Fq : (A,B) 7→ tr(A>B)
is called the trace form, and κ is a non-degenerate symmetric bilinear form on V0.
3.2.9 Notation/Lemma. Set J := {(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (2, 3)} and
VJ : =
⊕
(i,j)∈J
Fqeij
=


· A12 A13 A14 A15 A16 A17 ·
· A23 ·
· ·
· ·

∈ V0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Ai,j ∈ Fq

.
Then VJ is a 7-dimensional subspace of V0 over Fq.
3.2.10 Lemma. Let V ⊥J denote the orthogonal complement of VJ in V0 with respect to
the trace form κ, i.e.
V ⊥J := {B ∈ V0 | κ(A,B) = 0, ∀ A ∈ VJ}.
Then V ⊥J = V3\J and V0 = VJ ⊕ V ⊥J .
3.2.11 Corollary. κ|VJ×VJ : VJ × VJ → Fq is a non-degenerate bilinear form.
3.2.12 Notation/Lemma. Let
piJ : V0 = VJ ⊕ V ⊥J → VJ : A 7→
∑
(i,j)∈J
Ai,jei,j.
Then piJ is a projection of V0 to the first component and is an Fq-linear map.
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3.2.13 Lemma. Suppose A,B ∈ V0, such that supp(A) ∩ supp(B) ⊆ J . Then
κ(A,B) = κ(piJ(A), B) = κ(A, piJ(B))
=κ(piJ(A), piJ(B)) = κ|VJ×VJ (piJ(A), piJ(B)).
We define an important vector space V as follows.
3.2.14 Notation/Lemma. Let
V := {A = (Aij) ∈ V0 | supp(A) ∈ J, A14 = A15}
=


· A12 A13 A15 A15 A16 A17 ·
· A23 ·
· ·
· ·

∈ V0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
supp(A) ∈ J, Ai,j ∈ Fq

,
then V is a 6-dimensional subspace of VJ over Fq and supp(V ) = J .
We define the following map pi, which will play a crucial role in our later state-
ment.
3.2.15 Notation/Lemma. Let
pi : V0 → V : A 7→ A12e12 + A13e13 +
A14+A15
2
e14 +
A14+A15
2
e15
+A16e16 + A17e17 + A23e23
,
i.e.
pi(A) =
â
A12 A13
A14+A15
2
A14+A15
2
A16 A17
A23
ì
.
Then pi is Fq-epimorphism. In particular, pi|V = idV , pi2 = pi and pi(I8) = O8.
3.2.16 Proposition. Let V ⊥ denote the orthogonal complement of V in V0 with respect
to the trace form κ, i.e.
V ⊥ :={B ∈ V0 | κ(A,B) = 0 for all A ∈ V },
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and
W :=
⊕
(i,j)/∈J
Fqeij + {x(e15 − e14) | x ∈ Fq}
={A = (Aij) ∈ V0 | A12 = A13 = A16 = A17 = A23 = 0, A14 = −A15}
=

A11 0 0 −A15 A15 0 0 A18
A21 A22 0 A24 A25 A26 A27 A28
A31 A32 A33 A34 A35 A36 A37 A38
A41 A42 A43 A44 A45 A46 A47 A48
A51 A52 A53 A54 A55 A56 A57 A58
A61 A62 A63 A64 A65 A66 A67 A68
A71 A72 A73 A74 A75 A76 A77 A78
A81 A82 A83 A84 A85 A86 A87 A88
∈ V0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Aij ∈ Fq

.
Then W = V ⊥.
Proof. (1) V ⊥ ⊇ W .
For allB = (Bij) ∈ W and for allA ∈ V , we get κ(A,B) = A15B15−A15B15 = 0,
so B ∈ V ⊥ for all B ∈ W . Thus W ⊆ V ⊥.
(2) V ⊥ ⊆ W .
For all B = (Bij) ∈ V ⊥ ⊆ V0 and for all A = (Aij) ∈ V ,
0 =κ(A,B)
=A12B12 + A13B13 + A15B14 + A15B15 + A16B16 + A17B17 + A23B23.
(2.1) We claim B12 = B13 = B16 = B17 = B23 = 0.
Let A = e12, then 0 = κ(A,B) = B12. Thus B12 = 0. Similarly, B13 =
B16 = B17 = B23 = 0.
(2.2) We claim B14 = −B15.
Let A = e14 + e15, then 0 = κ(A,B) = B14 +B15. Thus B14 = −B15.
Hence B ∈ W , and V ⊥ ⊆ W .
Finally, we get V ⊥ = W .
3.2.17 Lemma. κ|V×V is a non-degenerate bilinear form.
Proof. It is sufficient to prove that let A ∈ V and κq(A,B) = 0 (∀ B ∈ V ) then A = 0.
0 = κ(A,B) = A12B12 + A13B13 + 2A15B15 + A16B16 + A17B17 + A23B23.
(1) Let B := e12, then 0 = κ(A,B) = A12. Similarly, A12 = A13 = A16 = A17 =
A23 = 0.
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(2) Assume A15 6= 0. Let B := e14 + e15, then 0 = κ(A,B) = 2A15 Char Fq 6=2=⇒ A15 = 0.
Hence A = 0.
3.2.18 Corollary. V0 = V ⊕ V ⊥, and pi : V0 → V is the projective map to the first
component.
3.2.19 Corollary. Let A ∈ V0 and piJ(A) ∈ V , then pi(A) = piJ(A).
3.2.20 Corollary. Suppose A,B ∈ V0, such that supp(A) ∩ supp(B) ⊆ J and piJ(A) ∈
V . Then
κ(A,B) = κ(pi(A), B) = κ(A, pi(B))
=κ(pi(A), pi(B)) = κ|V×V (pi(A), pi(B)).
Proof. We have
κ(A,B)
3.2.13
= κ(piJ(A), B)
3.2.19
= κ(pi(A), B)
3.2.17
= κ(pi(A), pi(B))=κ|V×V (pi(A), pi(B)) pi(B)∈V= κ(A, pi(B)).
Then the result is proved.
3.2.21 Lemma. Let A ∈ V and g ∈ G, then
piJ(Ag
>) ∈ V.
In particular, piJ(Ag>) = pi(Ag>).
Proof. Let A ∈ V and g ∈ G. It is sufficient to prove
(Ag>)15 = (Ag>)14.
We know that
(Ag>)15 =
8∑
j=1
A1jg
>
j5 =
8∑
j=1
A1jg5j =
7∑
j=2
A1jg5j =
7∑
j=5
A1jg5j
=A15 + A16g56 + A17g57¶
A14=A15
g45=0
= A14 + A15g45 + A16g46 + A17g47
=(Ag>)14.
Thus piJ(Ag>) ∈ V .
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3.2.22 Lemma. Let A,B ∈ V and g, h ∈ G, then
supp(Bh>) ∩ supp(Ag) ⊆ J.
3.2.23 Proposition (Group action of G on V ). The map
− ◦ − : V ×G→ V : (A, g) 7→ A ◦ g := pi(Ag)
is a group action, and the elements of the group G act as Fq-automorphisms.
Proof. It is enough to prove that A ◦ (gh)=(A ◦ g) ◦ h for all A ∈ V and g, h ∈ G. We
have
κ(B,A ◦ (gh)) =κ(B, pi(A(gh))) 3.2.20= κ(B,A(gh))
=κ(Bh>, Ag) 3.2.20= κ(pi(Bh>), Ag) 3.2.20= κ(pi(Bh>), pi(Ag))
=κ(pi(Bh>), A ◦ g) 3.2.20= κ(Bh>, A ◦ g) = κ(B, (A ◦ g)h)
=κ(B, (A ◦ g) ◦ h).
Thus A ◦ (gh)=(A ◦ g) ◦ h by 3.2.17.
By 1.2.21, we get a new action:
3.2.24 Corollary. There exists an unique linear action −.− of G on V :
−.− : V ×G→ V : (A, g) 7→ A.g := A ◦ g−>
such that κ|V×V (A.g,B) = κ|V×V (A,B ◦ g−1) for all B ∈ V . In particular, for all
A,B ∈ V and g ∈ G,
κ|V×V (A,B ◦ g) = κ|V×V (A.g−1, B) = κ|V×V (A ◦ g>, B).
3.2.25 Notation. Set f := pi|G : G→ V .
3.2.26 Lemma. Let x, g ∈ G, then
f(x)g ≡ (x− 1)g mod V ⊥.
In particular, f(x) ≡ x− 1 mod V ⊥.
Proof. We have
(a) f(x) = pi(x) = pi(x)− pi(1) = pi(x− 1), so f(x) ≡ x− 1 mod V ⊥.
(b) For all A ∈ V ,
κ(A, f(x)g) = κ(Ag>, f(x)) 3.2.20= κ(pi(Ag>), f(x))
(a)
=κ(pi(Ag>), x− 1) 3.2.20= κ(Ag>, x− 1)=κ(A, (x− 1)g),
so f(x)g ≡ (x− 1)g mod V ⊥ by 3.2.17.
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3.2.27 Proposition. Let x, g ∈ G, then
f(xg) = f(x) ◦ g + f(g).
Proof. For all x, g ∈ G,
f(xg)
3.2.26≡ xg − 1 = (x− 1)g + (g − 1) 3.2.26≡ f(x)g + f(g) mod V ⊥
3.2.18
=⇒ pi(f(xg)) = pi(f(x)g + f(g))
=⇒ f(xg) = pi(f(x)g) + pi(f(g)) = f(x) ◦ g + f(g).
Hence f(xg) = f(x) ◦ g + f(g).
3.2.28 Proposition (Bijective 1-cocycle of Gsyl2 (q)). Let U = G
syl
2 (q), then f |U :=
pi|U : U → V is a bijection. In particular, f |U is a bijective 1-cocycle of U .
Proof. Let x := x(t1, t2, t3, t4, t5, t6) ∈ U , then
f |U(x) = pi(x(t1, t2, t3, t4, t5, t6))
=
Ö
t1 −t3 t1t3 + t4 t1t3 + t4 t1t4 + t5 −t1t23 + t3t4 + t6
t2
è
.
(1) Since f : G→ V is well defined, f |U is well defined.
(2) f |U is surjective.
For all A ∈ V , let A := A12e12+A13e13+A15e14+A15e15+A16e16+A17e17+A23e23.
We find a x := x(t1, t2, t3, t4, t5, t6) ∈ U such that f |U(x) = A, where
t1 = A12, t2 = A23, t3 = −A13, t4 = A15 − t1t3 = A15 + A12A13,
t5 = A16 − t1t4 = A16 − A12(A15 + A12A13) = A16 − A212A13 − A12A15,
t6 = A17 + t1t
2
3 − t3t4 = A17 + A212A13 + A13(A15 + A12A13)
= A17 + 2A12A
2
13 + A13A15.
Thus, f |U is surjective.
(3) f |U is bijective, since |U | = q6 = |V |.
3.2.29 Corollary (Monomial linearisation for G8(q)). f = pi|G : G→ V is a surjective
1-cocycle of G in V , and (f, κ|V×V ) is a monomial linearisation for G = G8(q).
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3.2.30 Corollary (Monomial linearisation for Gsyl2 (q)). (f |Gsyl2 (q), κ|V×V ) is a mono-
mial linearisation for Gsyl2 (q).
Now we obtain the monomial G-module CGsyl2 (q), which is essential for the con-
struction of the supercharacter theory for Gsyl2 (q).
3.2.31 Theorem (Fundamental theorem for Gsyl2 (q)). Let G = G8(q), U = G
syl
2 (q)
and
[A] =
1
|U |
∑
u∈U
χA(u)u for all A ∈ V .
Then the set {[A] | A ∈ V } forms a C-basis for the complex group algebra CU . Let
[A] ∗ g := χA.g(g)[A.g] = ϑκ(A.g, f(g))[A.g] for all g ∈ G,A ∈ V ,
then CU is a monomial CG-module. The restriction of the ∗-operation to U is given by
the usual right multiplication of U on CU , i.e.
[A] ∗ u = [A]u = 1|U |
∑
y∈U
χA(y)yu for all u ∈ U,A ∈ V .
Proof. By 3.2.29, (f, κ|V×V ) is a monomial linearisation for G, satisfying that f |U is
a bijective map. By 2.2.27, A.u := pi(Au−>). Hence the whole theorem is proved by
1.2.24.
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3.2.3. Gsyl2 (q)-orbit modules
Let U := Gsyl2 (q), A ∈ V , yi(ti) = xi(ti) ∈ U and ti ∈ Fq (i = 1, 2, . . . , 6). In
this subsection, we get a classification of U -orbit modules (3.2.37) and obtain the
stabilizers StabU(A) for all A ∈ V (3.2.39).
3.2.32 Lemma. Let A ∈ V , xi(ti) ∈ U and ti ∈ Fq with i ∈ {1, 2, . . . , 6}. Then A.xi(ti)
and the corresponding figures of moves are obtained as follows:
(1) A.x1(t1) = A. (x12(t1)x34(t1)x35(t1)) = A. (x34(t1)x35(t1)).
•
•
•
•
•
•
•
•
•
•
•
•
−t1 t1−t1 t1
−t1
t1
A.x1(t1)
•
•
•
•
•
•
•
•
•
•
•
•
−t1 t1
−t1
t1
A.(x34(t1)x35(t1))
(2) A.x2(t2) = A.x23(t2).
•
•
•
•
•
•
•
•
•
•
•
•
−t2 t2
A.x2(t2)
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(3) A.x3(t3) = A. (x13(−t3)x24(t3)x25(t3)) = A. (x24(t3)x25(t3)).
•
•
•
•
•
•
•
•
•
•
•
•
t3 −t3
−t3 t3
−t3 t3
A.x3(t3)
•
•
•
•
•
•
•
•
•
•
•
•
−t3 t3
−t3 t3
A.(x24(t3)x25(t3))
(4) A.x4(t4) = A. (x14(t4)x26(t4)x15(t4)) = A.x26(t4).
•
•
•
•
•
•
•
•
•
•
•
•
−t4 t4
−t4
t4
−t4
t4
A.x4(t4)
•
•
•
•
•
•
•
•
•
•
•
•
−t4
t4
A.x26(t4)
(5) A.x5(t5) = A.x16(t5) = A.
•
•
•
•
•
•
•
•
•
•
•
•
−t5
t5
A.x5(t5)
•
•
•
•
•
•
•
•
•
•
•
•
A
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(6) A.x6(t6) = A.x17(t6) = A.
•
•
•
•
•
•
•
•
•
•
•
•
−t6
t6
A.x6(t6)
•
•
•
•
•
•
•
•
•
•
•
•
A
For A ∈ V , we often only draw the entries Aij where (i, j) ∈ J , since supp(A) ⊆ J .
By 3.2.32, we calculate [A].xi(ti) for all A ∈ V and xi(ti) ∈ U .
3.2.33 Lemma. Let A ∈ V , xi(ti) ∈ U and ti ∈ Fq with i ∈ {1, 2, 3, 4, 5, 6}. Then
(1)
[A].x1(t1) = ϑ(A12t1)[A.x1(t1)]
=ϑ(A12t1)
 A12 A13 − 2A15t1−A16t21 A16t1+A15 A16t1+A15 A16 A17
A23
 ,
(2)
[A].x2(t2) = ϑ(A23t2)[A.x2(t2)]
=ϑ(A23t2)
ñ
A12 − A13t2 A13 A15 A15 A16 + A17t2 A17
A23
ô
,
(3)
[A].x3(t3) = ϑ(−A13t3)[A.x3(t3)]
=ϑ(−A13t3)
 A12 − 2A15t3−A17t23 A13 A17t3+A15 A17t3+A15 A16 A17
A23
 ,
(4)
[A].x4(t4) = ϑ(2A15t4)[A.x4(t4)]
=ϑ(2A15t4)
ñ
A12 − A16t4 A13 + A17t4 A15 A15 A16 A17
A23
ô
,
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(5) [A].x5(t5) = ϑ(A16t5)[A],
(6) [A].x6(t6) = ϑ(A17t6)[A].
3.2.34 Lemma (Gsyl2 (q)-orbit modules). Let A = (Aij) ∈ V , the U -orbit module
COU([A]) (A ∈ V ) is determined.
COU([A])
=C
ß

A12
−A13t2
−2A15t3
−2A16t1t3
−2A17t2t1t3
−A17t23
−A16t4
−A17t2t4
A13
−2A15t1
−A16t21
−A17t2t21
+A17t4
A15
+A16t1
+A17t2t1
+A17t3
A15
+A16t1
+A17t2t1
+A17t3
A16
+A17t2
A17
A23

∣∣∣∣ t1, t2, t3, t4 ∈ Fq™.
Proof. By 3.2.33, we calculate the general orbit modules directly.
3.2.35 Reminder. By 2.2.47, a pattern A ∈ V is called a core pattern if
supp(A) ⊆ core(A) = main(A) ∪minor(A).
3.2.36 Notation. Define the families of U -orbit modules as follows:
F6 :={COU(A) | A ∈ V, A17 6= 0},
F5 :={COU(A) | A ∈ V, A16 6= 0, A17 = 0},
F4 :={COU(A) | A ∈ V, A15 6= 0, A16 = A17 = 0},
F3 :={COU(A) | A ∈ V, A13 6= 0, A15 = A16 = A17 = 0},
F1,2 :={COU(A) | A ∈ V, A13 = A15 = A16 = A17 = 0}.
Let A ∈ V , we also say A ∈ Fi, if COU([A]) ∈ Fi.
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3.2.37 Proposition (Classification of Gsyl2 (q)-orbit modules). Every U -orbit module
is one of the following forms in Table 3.1. In particular, in every U -orbit module there
exists precisely a staircase core pattern.
Table 3.1.: Gsyl2 (q)-orbit modules
Family COU([A]) (A ∈ V ) dimCCOU([A]) #COU([A])
F6 COU
Å · A12 A∗17 ·· A23 ·· ·
· ·

ã
q3 (q − 1)q2
F5 COU
Å · A13 A∗16 ·· A23 ·· ·
· ·

ã
q2 (q − 1)q2
F4 COU
Å · A∗15 A∗15 ·· A23 ·· ·
· ·

ã
q2 (q − 1)q
F3 COU
Å · A∗13 ·· A23 ·· ·
· ·

ã
q (q − 1)q
F1,2 COU
Å · A12 ·· A23 ·· ·
· ·

ã
1 q2
where A∗13, A
∗
15, A
∗
16, A
∗
17 ∈ F∗q and #COU([A]) := #{COU([A]) ∈ Fi} for i ∈
{{1, 2}, 3, 4, 5, 6}.
Proof. Let A = (Aij) ∈ V with A17 = A∗17 ∈ F∗q, then
COU([A])
=C


A12
+
A13A16+A215
A∗17
−B13B16+B215
A∗17
B13 B15 B15 B16 A
∗
17
A23

∣∣∣∣∣∣∣∣∣∣∣
B13, B15, B16 ∈ Fq

.
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Thus dimCCOU([A]) = q3. Let u := x(t1,−A16A∗17 ,−
A15
A∗17
,−A13−2A15t1
A∗17
, t5, t6), then there is
a staircase core pattern
C := A.u =
A12 +
A13A16+A215
A∗17
A∗17
A23
∈ OU(A).
Thus OU(C) = OU(A) and COU([A]) = COU([C]). We shall show that the staircase
core pattern is determined uniquely. Suppose that there is another staircase core
pattern D = D12e12 + D23e23 + D17e17 ∈ OU(A), then there exists an element v ∈ U
such that D = C.v. We obtain that v = 1, i.e. D = C. Thus
#COU([A]) = #{COU([A]) ∈ Fi}
=#
¶
D = D12e12 +D23e23 +D
∗
17e17 ∈ V
∣∣∣D12, D23 ∈ Fq, D∗17 ∈ F∗q©
=(q − 1)q2.
Similarly, all of the statements are proved.
3.2.38 Remark. Let A ∈ V . In 3.2.37, the orbit modules COU([A]) are staircase
modules except that COU([A]) ⊆ F3 and A2,3 6= 0.
3.2.39 Proposition (Gsyl2 (q)-stabilizer). Let A ∈ V , then StabU(A) is established in
Table 3.2.
Proof. We know that StabU(A) = {u ∈ U | A.u = A}, so the results are obtained by
calculation.
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Table 3.2.: Gsyl2 (q)-stabilizers
A ∈ V StabU(A)
F6
· A12 A13 A15 A15 A16 A∗17 ·
· A23 ·
· ·
· ·
x(t1, 0,−A16t1A∗17 ,
2A15t1+A16t21
A∗17
, t5, t6)
∀ t1, t5, t6 ∈ Fq
F5
· A12 A13 A15 A15 A∗16 ·
· A23 ·
· ·
· ·
x(0, t2, t3,
−A13t2−2A15t3
A∗16
, t5, t6)
∀ t2, t3, t5, t6 ∈ Fq
F4
· A12 A13 A∗15 A∗15 ·
· A23 ·
· ·
· ·
x(0, t2,
−A13t2
2A∗15
, t4, t5, t6)
∀ t2, t4, t5, t6 ∈ Fq
F3
· A12 A∗13 ·
· A23 ·
· ·
· ·
x(t1, 0, t3, t4, t5, t6)
∀ t1, t3, t4, t5, t6 ∈ Fq
F1,2
· A12 ·
· A23 ·
· ·
· ·
x(t1, t2, t3, t4, t5, t6)
∀ t1, t2, t3, t4, t5, t6 ∈ Fq
where A∗13, A
∗
15, A
∗
16, A
∗
17 ∈ F∗q.
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3.2.4. Homomorphisms between orbit modules
Let U := Gsyl2 (q). In this subsection, we define a truncated row operation of U on
V . Then we classify the U -orbit modules: every U -orbit module is isomorphic to
some hook-separated staircase module (3.2.57). Finally, some irreducible modules
are determined, and some irreducible modules are determined, and any two orbit
modules are shown to be orthogonal when the 1st verges are different (3.2.61).
3.2.40 Lemma. Let A ∈ V and g ∈ U , then
λg([A])
Def.
= g[A] =
1
|U |
∑
y∈U
ϑκ(g−>A, y)y.
3.2.41 Lemma. Let A ∈ V and pi
A
: V0 → VA : A 7→
∑
(i,j)∈AAijeij. Then
pi
A
(x−>A)
=

0 A12 A13 A15 A15 A16 A17 0
−t1A12
−t1A13
+A23
−t1A15 −t1A15 −t1A16 −t1A17 0
t1t2A13
−t2A23
+t3A13
t1t2A15
+t3A15
t1t2A15
+t3A15
t1t2A16
+t3A16
t1t2A17
+t3A17
0
−t1t3A15
−t4A15
−t1t3A15
−t4A15
−t1t3A16
−t4A16
−t1t3A17
−t4A17 0
−t1t3A15
−t4A15
−t1t3A16
−t4A16
−t1t3A17
−t4A17 0
−t21t3A16
−2t1t4A16
−t5A16
−t21t3A17
−2t1t4A17
−t5A17
0
−t21t2t3A17
−2t1t2t4A17
−t2t5A17
−2t3t4A17
−t6A17
0
0

.
3.2.42 Proposition. Let A ∈ V and x := x(t1, t2, t3, t4, t5, t6) ∈ U , then
pi(x−>A) = A− t1A13e23.
Proof. Let A ∈ V and x := x(t1, t2, t3, t4, t5, t6) ∈ U , then pi(x−>A) 3.2.41= A− t1A13e23.
Thus we get the result.
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3.2.43 Definition/Lemma (Gsyl2 (q)-truncated row operation). The map
U × V → V : (u,A) 7→ g.A := pi(g−>A)
defines a group operation, which is called the truncated row operation.
Note that the elements of U act as Fq-automorphisms on V .
3.2.44 Corollary. Let A ∈ V , ti ∈ Fq and xi(ti) ∈ U (i = 1, 2, 3, 4, 5, 6), then
(i) x1(t1).A is obtained from A by replacing A23 with A23 − t1A13, i.e.
x1(t1).A =
Ç
A12 A13 A15 A15 A16 A17
A23 − t1A13
å
.
(ii) xi(ti).A = A for all i ∈ {2, 3, 4, 5, 6}.
3.2.45 Notation. OrowU (A) and StabrowU (A) are defined under the ‘truncated row oper-
ation’, and OU(A) and StabU(A) are used for the ‘truncated column operation’.
3.2.46 Remark. From Corollary 3.2.44 we get
x1(t1).A = x12(t1).A = x˜12(t1).A
and
Orow
Gsyl2 (q)
(A) = Orow
Dsyl4 (q)
(A) = OrowA8(q)(A).
3.2.47 Remark. In general, g.(A.u) 6= (g.A).u. For example: let t1, t4 ∈ F∗q and
A∗17 ∈ F∗q, thenÄ
x1(t1).(A
∗
17e17)
ä
.x4(t4) =
Ç
t4A
∗
17 A
∗
17
å
but
x1(t1).
Ä
(A∗17e17).x4(t4)
ä
=
Ç
t4A
∗
17 A
∗
17
−t1t4A∗17
å
.
3.2.48 Lemma. Let B ∈ V , g := x(t1, t2, t3, t4, t5, t6) ∈ U and y ∈ U such that
supp(g−>B) ∩ supp(y − 1) ⊆ J.
Then ϑκ(g−>B, y − 1) = χg.B(y).
3.2.49 Proposition. Let g ∈ U and A ∈ V , such that supp(g−>A)∩1 ⊆ J ∪ {(4, 5)}.
Then
λg([B]) = χg.B(g)[g.B] for all B ∈ OU(A).
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Proof. Let B ∈ OU(A), then main(B) = main(A). Thus,
supp(g−>B) ∩1 ⊆ J ∪ {(4, 5)} for all B ∈ OU(A).
Then for all y ∈ U , supp(g−>B) ∩ supp(y − 1) ⊆ J , since supp(y − 1) ⊆1\{(4, 5)}.
Then
g[B]
3.2.40
=
1
|U |
∑
y∈U
ϑκ(g−>B, y)y
=
1
|U |
∑
y∈U
ϑκ(g−>B, y − 1)ϑκ(g−>B, 1)y
3.2.48
= ϑκ(B, g−1) · 1|U |
∑
y∈U
χg.B(y)y
=χB(g−1)[g.B],
and
χg.B(g) = ϑκ(g.B, f(g)) = ϑκ(pi(g
−>B), f(g)) = ϑκ(g−>B, f(g)) = ϑκ(B, f(g)g−1)
=ϑκ(B, f(gg−1)− f(g−1)) = ϑκ(B, f(1)− f(g−1)) = ϑκ(B,−f(g−1)) = χB(g−1).
Hence λg([B]) = χg.B(g)[g.B] for all B ∈ OU(A).
3.2.50 Corollary. Let g ∈ U and A ∈ V , such that supp(g−>A) ∩1 ⊆ J ∪ {(4, 5)}.
Then im(λg|COU ([A])) = COU([g.A]).
Proof. Let u ∈ U , then Cg[A.u] = Cg([A]u) = C(g[A])u 3.2.49= C[g.A]u. Hence
im(λg|COU ([A])) = COU([g.A]).
3.2.51 Corollary. Let g ∈ U and A ∈ V , such that supp(g−>A) ∩1 ⊆ J ∪ {(4, 5)}.
Then
g.(B.u) = (g.B).u for all B ∈ OU(A), u ∈ U.
Proof. Let g ∈ U and A ∈ V , we have
C[(g.B).u] = C[g.B]u 3.2.49= C(g[B])u=Cg([B]u)=Cg[B.u]=C[g.(B.u)].
Hence g.(B.u) = (g.B).u.
3.2.52 Corollary (Simple row move). Let A ∈ V , ti ∈ Fq and xi(ti) ∈ U (i =
1, 2, 3, 4, 5, 6), such that supp(xi(ti)−>A) ∩1 ⊆ J ∪ {(4, 5)} then
COU([A]) ∼= COU([xi(ti).A]).
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3.2.53 Corollary. Let A ∈ V (A17 = A16 = A15 = 0, A13 = A∗13 6= 0), and x1(t1) ∈ U
such that t1A∗13 = A23, then COU([A]) ∼= COU([x1(t1).A]) ∼= COU([A− A23e23]), i.e.
COU(
ñ
A12 A
∗
13
A23
ô
) ∼= COU(
ñ
A12 A
∗
13
0
ô
).
3.2.54 Corollary. Every U -orbit module is isomorphic to a (not necessarily unique)
staircase module, and the isomorphism is given by the left multiplication by a group
element.
Proof. Let A ∈ V and (1, 3), (2, 3) ∈ main(A), then (2, 3) is deleted by 3.2.53. By
3.2.38, the claim is proved.
3.2.55 Lemma. Let A ∈ V with A17 = A∗17 ∈ F∗q, x5(s5) ∈ U and s5 ∈ Fq, then
λx5(s5)([A]) = ϑ(s5A16)[A+ s5A
∗
17e23].
Proof. Let A ∈ V with A17 = A∗17 ∈ F∗q and x5(s5) ∈ U , then
λx5(s5)([A]) =x5(s5)[A]
3.2.40
=
1
|U |
∑
y∈U
ϑκ(x5(s5)−>A, y)y
3.2.41
=
1
|U |
∑
y∈U
ϑκ(A− s5A16e66 − s5A∗17e67, y)y
=
1
|U |
∑
y∈U
Ä
ϑκ(A, y) · ϑ(−s5A16) · ϑ(−s5A∗17y67)
ä
y
=ϑ(s5A16) · 1|U |
∑
y∈U
Ä
ϑκ(A, y) · ϑ(−s5A∗17y67)
ä
y
3.1.27
= ϑ(s5A16) · 1|U |
∑
y∈U
Ä
ϑκ(A, y) · ϑ(s5A∗17y23)
ä
y
=ϑ(s5A16) · 1|U |
∑
y∈U
ϑκ(A+ s5A∗17e23, y)y
=ϑ(s5A16) · 1|U |
∑
y∈U
ϑκ(A+ s5A∗17e23, f(y))y
=ϑ(s5A16)[A+ s5A
∗
17e23].
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3.2.56 Proposition. Let A,B ∈ V , A17 = A∗17 ∈ F∗q, and
A :=
A12 A13 A15 A15 A16 A
∗
17
A23
,
B :=
A12 A13 A15 A15 A16 A
∗
17
0
then COU([A]) ∼= COU([B]).
Proof. Let C ∈ OU(A) and s5 := −A23A∗17 ∈ Fq. By 3.2.55, we get λx5(s5)([C]) =
ϑ(s5C16)[C + s5A
∗
17e23], where C + s5A
∗
17e23 ∈ OU(B). Thus COU([A]) ∼= COU([B]).
3.2.57 Proposition. Every U -orbit module is isomorphic to a certain hook-separated
staircase module.
Proof. By 3.2.54, every U -orbit module is isomorphic to a staircase module. By
3.2.56, we get the desired conclusion.
As for the other groups, we get the following three properties for the Gsyl2 (q)-orbit
modules.
3.2.58 Lemma. Let A,B ∈ V . Then HomCU(COU([A]),COU([B])) = {0} if and only
if for all C ∈ OU(A) and D ∈ OU(B) holds HomStabU (C,D)(C[C],C[D]) = {0}.
3.2.59 Lemma. Let A,B ∈ V and y ∈ U . Then
HomStabU (A,B)(C[A],C[B]) = HomStabU (A.y,B.y)(C[A.y],C[B.y])
as C-vector spaces.
3.2.60 Corollary (Homomorphism criterion). Let A,B ∈ V . Then
HomCU(COU([A]),COU([B])) = {0}
if and only if HomStabU (A,D)(C[A],C[D]) = {0} for all D ∈ OU(B).
3.2.61 Proposition. All of the hook-separated staircase Gsyl2 (q)-modules are listed in
Table 3.3, and they satisfy the following properties.
(1) Let A,B ∈ V . If verge1(A) 6= verge1(B), HomCU(COU([A]),COU([B])) = {0}.
In particular, let COU([A]) ∈ Fi, COU([B]) ∈ Fj and i 6= j, then
HomCU(COU([A]),COU([B])) = {0}.
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(2) In family F1,2, the q2 hook-separated staircase modules are irreducible and pair-
wise orthogonal.
(3) In family F3, the (q − 1) hook-separated staircase modules are irreducible and
pairwise orthogonal.
(4) In family F4, F5 and F6, the hook-separated staircase modules are reducible.
Table 3.3.: Hook-separated staircase Gsyl2 (q)-modules
Family COU([A]) (A ∈ V ) dimCCOU([A]) Irreducible
F6 COU
Å · A12 A∗17 ·· 0 ·· ·
· ·

ã
q3 NO
F5 COU
Å · A13 A∗16 ·· A23 ·· ·
· ·

ã
q2 NO
F4 COU
Å · A∗15 A∗15 ·· A23 ·· ·
· ·

ã
q2 NO
F3 COU
Å · A∗13 ·· 0 ·· ·
· ·

ã
q YES
F1,2 COU
Å · A12 ·· A23 ·· ·
· ·

ã
1 YES
where A∗12, A
∗
13, A
∗
15, A
∗
16, A
∗
17, A
∗
23 ∈ F∗q.
Proof. By the definition of the hook-separated staircase module, we get all of the
hook-separated staircase Gsyl2 (q)-modules in Table 3.3.
(a) Let A,B ∈ V be hook-separated staircase core patterns of family F4 and C ∈
OU(B), i.e.
A :=
A∗15 A
∗
15
A23
, B :=
B∗15 B
∗
15
B23
.
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By 3.2.39, we get StabU(A)
A13=0= Y2Y4Y5Y6. Then,
StabU(A,C) =
®
Y2Y4Y5Y6, C13 = 0
Y4Y5Y6, C13 6= 0 .
We calculate the inner product
〈χA, χC〉StabU (A,C) =
1
|StabU(A,C)|
∑
y∈StabU (A,C)
ϑκ(A− C, f(y))
=
1
|StabU(A,C)|
· ∑
y∈StabU (A,C)
ϑκ
Ç −C12 −C13 A∗15 −B∗15 A∗15 −B∗15
A23 −B23 , f(y)
å
.
If C13 = 0, we have
C ∈
® −2B∗15s3 0 B∗15 B∗15
B23
∣∣∣∣∣ s3 ∈ Fq
´
.
Hence
0 6=dimCHomStabU (A,C)(C[A],C[C]) = 〈χA, χC〉StabU (A,C)
=
1
|Y2Y4Y5Y6|
∑
t2,t4,t5,t6∈Fq
ϑ
Å
(A23 −B23)t2 + 2(A∗15 −B∗15)t4
ã
=
Ç
1
q
∑
t2∈Fq
ϑ
Å
(A23 −B23)t2
ãåÇ1
q
∑
t4∈Fq
ϑ
Å
2(A∗15 −B∗15)t4
ãå
⇐⇒ {B23 = A23} ∧ {B∗15 = A∗15}.
If C13 6= 0,
C ∈
® −2B∗15s3 −2B∗15s∗1 B∗15q B∗15
B23
∣∣∣∣∣ s∗1 ∈ F∗q, s3 ∈ Fq
´
.
Therefore,
0 6=dimCHomStabU (A,C)(C[A],C[C]) = 〈χA, χC〉StabU (A,C)
=
1
|Y4Y5Y6|
∑
t4,t5,t6∈Fq
ϑ
Å
2(A∗15 −B∗15)t4
ã
=
1
q
∑
t4∈Fq
ϑ
Å
2(A∗15 −B∗15)t4
ã
⇐⇒ B∗15 = A∗15.
We get
HomStabU (A,C)(C[A],C[C]) 6= {0} ⇐⇒ 〈χA, χC〉StabU (A,C) 6= 0 (i.e. = 1)
⇐⇒ ¶{B23 = A23} ∧ {B∗15 = A∗15}© ∧ {B∗15 = A∗15} ⇐⇒ B∗15 = A∗15.
Thus HomCU(COU([A]),COU([B])) = {0} ⇐⇒ B∗15 6= A∗15.
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(b) Let A ∈ Fi and B ∈ Fj, ψA denote the character of COU([A]) and ψB the
character of COU([B]). In the similar way to (a), we calculate 〈ψA, ψB〉U . Then
the statements of (1) are proved by 2.2.82.
(c) Let A,B ∈ V be hook-separated staircase core patterns of family F4. Let D ∈
OU(A) and ψA denote the character of COU([A]). By (a), the CStabU(A,D)-
modules C[A] and C[D] satisfy
C
ñ
0 0 A∗15 A
∗
15
A23
ô
∼= C
ñ
D12 0 A
∗
15 A
∗
15
A23
ô
C
ñ
0 0 A∗15 A
∗
15
A23
ô
∼= C
ñ
D12 D
∗
13 A
∗
15 A
∗
15
A23
ô
where D∗13 ∈ F∗q. By the proof of 2.2.82, we get
dimCHomCU(COU([A]),COU([A])) = 〈ψA, ψA〉U
=
∑
D∈OU (A)
|StabU(A,D)|
|StabU(A)| dimCHomStabU (A,D)(C[A],C[D])
=
q4 · q
q4
+
q3 · (q − 1)q
q4
= 2q − 1 > 1.
Thus, COU([A]) is not irreducible.
(d) Let A ∈ V be a hook-separated staircase core pattern of family F5. In the
similar way to (c), COU([A]) is not irreducible.
(e) LetA,B ∈ V be hook-separated staircase core patterns of family F3 andA 6= B.
We have 〈ψA, ψA〉U = 1 and 〈ψA, ψB〉U = 0. Thus the statements of (3) are
proved.
(f) The q2 hook-separated staircase modules of F1,2 are of dimension 1, so they are
irreducible. They are pairwise orthogonal by calculating 〈ψA, ψB〉U (c.f. (a)).
(g) Let A ∈ V be a hook-separated staircase core pattern of family F6, then the
orbit module COU([A]) is reducible. Suppose it is irreducible, then by (1) and
(2) we get Ä
dimCCOU([A])
ä2
= q6 < |U | − q2 = q6 − q2.
This is a contradiction. Thus the orbit modules of family F6 are reducible.
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3.2.62 Remark. There exist two hook-separated staircase modules such that they are
neither orthogonal nor isomorphic. For example: let A,B ∈ V be hook-separated
staircase core patterns of family F4 with A∗15 = B
∗
15 ∈ F∗q and A23 6= B23, i.e.
A :=
A∗15 A
∗
15
A23
, B :=
A∗15 A
∗
15
B23
,
then COU([A]) and COU([B]) are neither orthogonal nor isomorphic.
Proof. Let ψA denote the character of COU([A]) and ψB the character of COU([B]).
By the proof of 3.2.61, COU([A]) and COU([B]) are not orthogonal and
〈ψA, ψA〉U = 2q − 1 = 〈ψB, ψB〉U .
Let D ∈ OU(B). The CStabU(A,D)-modules C[A] and C[D] satisfy
C
ñ
0 0 A∗15 A
∗
15
A23
ô
⊥ C
ñ
D12 0 A
∗
15 A
∗
15
B23
ô
C
ñ
0 0 A∗15 A
∗
15
A23
ô
∼= C
ñ
D12 D
∗
13 A
∗
15 A
∗
15
B23
ô
.
By the proof of 3.2.60, we get
dimCHomCU(COU([A]),COU([B])) = 〈ψA, ψB〉U
=
∑
D∈OU (B)
|StabU(A,D)|
|StabU(A)| dimCHomStabU (A,D)(C[A],C[D])
=
q3 · (q − 1)q
q4
= q − 1 6= 〈ψA, ψA〉U .
Thus, COU([A]) and COU([B]) are not isomorphic.
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3.3. Supercharacter theories for Gsyl2 (q)
Let G := G8(q), U := G
syl
2 (q), and t∗i ∈ F∗q for all i = 1, 2, · · · , 6.
In this section, we obtain the conjugacy classes of Gsyl2 (q) (3.3.4).
Then we determine the supercharacter theory for Gsyl2 (q) (3.3.13), establish the
supercharacter table of Gsyl2 (q) in Table 3.6 and list supercharacters, supermodules
and superclasses of Gsyl2 (q) in Table 3.7.
After that, we construct the complex irreducible characters of Gsyl2 (q) (p > 3)
(3.3.23), and calculate the character table of Gsyl2 (q) (p > 3) (3.3.26), determine
the relations between the supercharacters and the irreducible characters of Gsyl2 (q)
(p > 3) (3.3.27).
3.3.1. Conjugacy classes of Gsyl2 (q)
In this subsection, we determine the conjugacy classes of Gsyl2 (q) (3.3.4), and obtain
one partition ofGsyl2 (q) (3.3.6) which is a set of the superclasses proved in Subsection
3.3.2.
3.3.1 Notation. Let x, u ∈ U , then the conjugate of x by u is ux := uxu−1, and the
conjugacy class of u is Ux := {vxv−1 | v ∈ U}.
By 3.1.25, we obtain the following conjugate elements when p 6= 3.
3.3.2 Lemma. Let charFq = p /∈ {2, 3}, u := x(r1, r2, r3, r4, r5, r6) ∈ U and xi(ti) ∈ U ,
then
ux6(t6) =x6(t6),
ux5(t5) =x5(t5) · x6(r2t5),
ux4(t4) =x4(t4) · x5(3r1t4) · x6(3r1r2t4 + 3r3t4),
ux3(t3) =x3(t3) · x4(2r1t3) · x5(3r21t3) · x6(3r21r2t3 − 3r1t23 − 3t3r4),
ux2(t2) =x2(t2) · x3(−r1t2) · x4(−t2r21) · x5(−t2r31)
· x6(−t2r5 − t22r31 − t2r31r2),
ux1(t1) =x1(t1) · x3(r2t1) · x4(−r2t21 − 2t1r3)
· x5(r2t31 − 6r1r3t1 + 3r3t21 − 3t1r4)
· x6(2r22t31 − 6r1r2r3t1 + 3r2r3t21 − 3r2r4t1 − 3t1r23),
u
Ä
x4(t4)x5(t5)x6(t6)
ä
=x4(t4) · x5(t5 + 3r1t4) · x6(t6 + r2t5 + 3r1r2t4 + 3r3t4),
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and
u
Ä
x3(t3)x5(t5)
ä
=x3(t3) · x4(2r1t3) · x5(t5 + 3r21t3)
· x6(r2t5 + 3r21r2t3 − 3r1t23 − 3t3r4),
u
Ä
x2(t2)x4(t4)x5(t5)
ä
=x2(t2) · x3(−r1t2) · x4(t4 − t2r21)
· x5(t5 − t2r31 + 3r1t4)
· x6(−t2r5 − t22r31 − t2r31r2 + 3r1r2t4 + 3r3t4 + r2t5),
u
Ä
x2(t2)x1(t1)
ä
=x2(t2)x1(t1) · x3(r2t1 − r1t2)
· x4(−r2t21 − 2t1r3 − t2r21 + 2t1t2r1)
· x5(r2t31 − 6r1r3t1 + 3r3t21 − 3t1r4
− t2r31 − 3r1t21t2 + 3t1t2r21)
· x6(2r22t31 − 6r1r2r3t1 + 3r2r3t21 − 3r2r4t1 − 3t1r23
− t2r5 − t22r31 − t2r31r2 − 6r1r2t21t2 + 3t1t2r21r2
+ 3r21t1t
2
2).
By 3.1.25, we also get the conjugate elements when p = 3.
3.3.3 Lemma. Let charFq = p = 3, u := x(r1, r2, r3, r4, r5, r6) ∈ U and xi(ti) ∈ U ,
then
ux6(t6) =x6(t6),
ux5(t5) =x5(t5) · x6(r2t5),
ux4(t4) =x4(t4),
ux3(t3) =x3(t3) · x4(2r1t3),
ux2(t2) =x2(t2) · x3(−r1t2) · x4(−t2r21) · x5(−t2r31) · x6(−t2r5 − t22r31 − t2r31r2),
ux1(t1) =x1(t1) · x3(r2t1) · x4(−r2t21 − 2t1r3) · x5(r2t31) · x6(2r22t31),
and
u(x4(t4)x5(t5)) =x4(t4)x5(t5) · x6(r2t5),
u
Ä
x3(t3)x5(t5)
ä
=x3(t3) · x4(2r1t3) · x5(t5) · x6(r2t5),
u
Ä
x2(t2)x4(t4)x5(t5)
ä
=x2(t2) · x3(−r1t2) · x4(t4 − t2r21) · x5(t5 − t2r31)
· x6(−t2r5 − t22r31 − t2r31r2 + r2t5),
u(x1(t1)x5(t5)x6(t6)) =x1(t1) · x3(r2t1) · x4(−r2t21 − 2t1r3) · x5(t5 + r2t31)
· x6(t6 + 2r22t31 + r2t5),
u
Ä
x2(t2)x1(t1)
ä
=x2(t2)x1(t1) · x3(r2t1 − r1t2)
· x4(−r2t21 − 2t1r3 − t2r21 + 2t1t2r1) · x5(r2t31 − t2r31)
· x6(2r22t31 − t2r5 − t22r31 − t2r31r2).
149
3. Supercharacter theories for Gsyl2 (q)
3.3.4 Proposition (Conjugacy classes of Gsyl2 (q)). Let charFq = p /∈ {2, 3}. The
conjugacy classes of Gsyl2 (q) are listed in Table 3.4.
Table 3.4.: Conjugacy classes of Gsyl2 (q) with p /∈ {2, 3}
Representatives
#Conjugacy
Classes
Conjugacy
Classes
|Conjugacy
Class|
I8 1 x(0, 0, 0, 0, 0, 0) 1
x6(t
∗
6) q − 1 x(0, 0, 0, 0, 0, t∗6) 1
x5(t
∗
5) q − 1 x(0, 0, 0, 0, t
∗
5, s6)
s6 ∈ Fq q
x4(t
∗
4) q − 1 x(0, 0, 0, t
∗
4, s5, s6)
s5, s6 ∈ Fq q
2
x(0, 0, t∗3, 0, t5, 0) (q − 1)q x(0, 0, t
∗
3, s4, sˆ5, s6)
s4, s6 ∈ Fq q
2
x(0, t∗2, 0, t4, t5, 0) (q − 1)q2 x(0, t
∗
2, s3, sˆ4, sˆ5, s6)
s3, s6 ∈ Fq q
2
x(t∗1, 0, 0, 0, 0, t6) (q − 1)q x(t
∗
1, 0, s3, s4, s5, sˆ6)
s3, s4, s5 ∈ Fq q
3
x(t∗1, t
∗
2, 0, 0, 0, 0) (q − 1)2 x(t
∗
1, t
∗
2, s3, s4, s5, s6)
s3, s4, s5, s6 ∈ Fq q
4
where sˆ− is determined by some of t∗−, t− and s−.
Proof. Let u := x(r1, r2, r3, r4, r5, r6) ∈ U , 0 6= t1 ∈ F∗q, t6 ∈ Fq, and
x(a1, a2, a3, a4, a5, a6) :=
u
Ä
x1(t1)x6(t6)
ä
,
then by 3.3.2,
a1 =t1, a2 = 0, a3 = r2t1, a4 = −r2t21 − 2r3t1,
a5 =r2t
3
1 − 6r1r3t1 + 3r3t21 − 3t1r4, a6 = t6 + r22t31 + r2a5 − 3r23t1.
Let a3, a4 and a5 be fixed, then a6 is determined uniquely. Hence we get the conju-
gacy class of x1(t1)x6(t6).
U
Ä
x1(t1)x6(t6)
ä
= {x(t1, 0, s3, s4, s5, sˆ6) | s3, s4, s5 ∈ Fq} .
By 3.3.2, other cases are determined analogously. Then all of the conjugacy classes
are obtained.
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3.3.5 Notation/Lemma. Set
C6(t
∗
6) :=
Ux6(t
∗
6), C5(t
∗
5) :=
Ux5(t
∗
5), C4(t
∗
4) :=
Ux4(t
∗
4),
C3(t
∗
3) :=
⋃
t5∈Fq
U
Ä
x3(t
∗
3)x5(t5)
ä
, C2(t
∗
2) :=
⋃
t4,t5∈Fq
U
Ä
x2(t
∗
2)x4(t4)x5(t5)
ä
,
C1(t
∗
1) :=
Ux1(t
∗
1), C1,2(t
∗
1, t
∗
2) :=
U
Ä
x2(t
∗
2)x1(t
∗
1)
ä
, C0 := {1U} = {1}.
Note that they can form a partition of U as well, denoted by K.
We get a partition of Gsyl2 (q) by 3.3.4.
3.3.6 Corollary (A partition of Gsyl2 (q)). Let u ∈ U , then the partition K is given in
Table 3.5:
Table 3.5.: A partition K of Gsyl2 (q) with p /∈ {2, 3}
u ∈ U #C1,2(t
∗
1, t
∗
2)
or #Ci(t∗i )
C1,2(t
∗
1, t
∗
2)
or Ci(t∗i )
|C1,2(t∗1, t∗2)|
or |Ci(t∗i )|
1 1 x(0, 0, 0, 0, 0, 0) 1
x6(t
∗
6) q − 1 x(0, 0, 0, 0, 0, t∗6) 1
x5(t
∗
5) q − 1 x(0, 0, 0, 0, t
∗
5, s6)
s6 ∈ Fq q
x4(t
∗
4) q − 1 x(0, 0, 0, t
∗
4, s5, s6)
s5, s6 ∈ Fq q
2
x3(t
∗
3) q − 1 x(0, 0, t
∗
3, s4, s5, s6)
s4, s5, s6 ∈ Fq q
3
x2(t
∗
2) q − 1 x(0, t
∗
2, s3, s4, s5, s6)
s3, s4, s5, s6 ∈ Fq q
4
x1(t
∗
1) q − 1 x(t
∗
1, 0, s3, s4, s5, s6)
s3, s4, s5, s6 ∈ Fq q
4
x2(t
∗
2)x1(t
∗
1) (q − 1)2 x(t
∗
1, t
∗
2, s3, s4, s5, s6)
s3, s4, s5, s6 ∈ Fq q
4
3.3.7 Notation/Lemma. Set
Ci :=
.⋃
ti∈F∗q
Ci(t
∗
i ) for all i = 1, 2, 3, 4, 5, 6,
C1,2 :=
.⋃
t∗1,t
∗
2∈F∗q
C1,2(t
∗
1, t
∗
2), C0 := {1U} = {1}.
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Then
K =Ä .⋃
i∈{0,1,...,6}
Ci
ä .⋃
C1,2.
3.3.8 Remark. We can also determine the partition for Gsyl2 (q) (p > 2) in 3.3.6 by
calculating {I8 + x(u− 1)y | x, y ∈ G} ∩ U for all u ∈ U (c.f. 2.3.1).
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3.3.2. A supercharacter theory for Gsyl2 (q)
In this subsection, let U := Gsyl2 (q), A∗ij ∈ F∗q and Aij ∈ Fq.
We determine the supercharacter theory for Gsyl2 (q) (3.3.13), establish the super-
character table of Gsyl2 (q) in Table 3.6 and list supercharacters, supermodules and
superclasses of Gsyl2 (q) in Table 3.7.
3.3.9 Notation/Lemma. Let A = (Aij) ∈ V , set
M(A12e12 + A23e23) :=COU(
ñ
A12
A23
ô
) = C[A12e12 + A23e23],
M(A∗13e13) :=C
®ñ
A12 A
∗
13
ô ∣∣∣∣∣A12 ∈ Fq´
=COU(
ñ
A∗13
ô
),
M(A∗15(e14 + e15)) :=C
®ñ
A12 A13 A
∗
15 A
∗
15
A23
ô ∣∣∣∣∣A12, A13, A23 ∈ Fq´
=
⊕
A23∈Fq
COU(
ñ
A∗15 A
∗
15
A23
ô
),
M(A∗16e16) :=C
®ñ
A12 A13 A15 A15 A
∗
16
A23
ô ∣∣∣∣∣A12, A13, A15, A23 ∈ Fq´
=
⊕
A13,A23∈Fq
COU(
ñ
A13 A
∗
16
A23
ô
),
M(A∗17e17) :=C
®ñ
A12 A13 A15 A15 A16 A
∗
17
ô ∣∣∣∣∣A12, A13, A15, A16 ∈ Fq´
=
⊕
A12∈Fq
COU(
ñ
A12 A
∗
17
ô
).
3.3.10 Notation. Denote byM the set of all of the CU -modules in 3.3.9.
3.3.11 Notation. (1) Let M ∈M, then the complex character of the CU -module M
is denoted by ΨM .
(2) Set X := {ΨM |M ∈M} .
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3.3.12 Corollary. Let A = (Aij) ∈ V , and ψA be the character of COU([A]). Then
ΨM(A12e12+A23e23) = ψA12e12+A23e23 , ΨM(A∗13e13) = ψA∗13e13 ,
ΨM(A∗15(e14+e15)) =
∑
A23∈Fq
ψA23e23+A∗15(e14+e15),
ΨM(A∗16e16) =
∑
A13,A23∈Fq
ψA13e13+A23e23+A∗16e16 , ΨM(A∗17e17) =
∑
A12∈Fq
ψA12e12+A∗17e17 .
3.3.13 Proposition (Supercharacter theory for Gsyl2 (q)). (X ,K) is a supercharacter
theory for Gsyl2 (q), where K is defined in 3.3.5, and X is defined in 3.3.11.
Proof. By 3.3.5, K is a partition of U . We know that X is a set of nonzero complex
characters of U .
(a) Claim that |X | = |K|.
By 3.3.5, 3.3.9 and 3.3.11, |{ΨM(A∗17e17) | A∗17 ∈ F∗q}| = |{M(A∗17e17) | A∗17 ∈
F∗q}| = |C6|. Similarly, we obtain the Table 3.7. Thus |X | = |K|.
(b) Claim that the characters χ ∈ X are constant on the members of K.
Let A∗15 ∈ F∗q and
B15(A∗15) :=
®
C12 C13 A
∗
15 A
∗
15
C23
∣∣∣∣∣C12, C13, C23 ∈ Fq
´
.
Let y ∈ U , then
ΨM(A∗15(e14+e15))(y) =
∑
C∈B15(A∗15)
C.y=C
χC(y) =
∑
C∈B15(A∗15)
y∈StabU (C)
χC(y).
If y = x(0, 0, 0, t4, t5, t6) ∈ C0 ∪ C4 ∪ C5 ∪ C6, y ∈ StabU(C) for all C ∈ B15(A∗15)
by 3.2.39. Thus
ΨM(A∗15(e14+e15))(y) =
∑
C∈B15(A∗15)
χC(y) =
∑
C∈B15(A∗15)
ϑ(2A∗15t4) = q
3 · ϑ(2A∗15t4).
If y ∈ C1 ∪ C1,2 ∪ C3, y /∈ StabU(C) for all C ∈ B15(A∗15) by 3.2.39. Thus
ΨM(A∗15(e14+e15))(y) = 0.
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If y = x(0, t∗2, s3, s4, s5, s6) ∈ C2, by 3.2.39
ΨM(A∗15(e14+e15))(y) =
∑
C∈B15(A∗15)
C13=− 2A
∗
15s3
t∗
2
χC(y)
=
∑
C12,C23∈Fq
ϑκ
Ñ
C12 −2A
∗
15s3
t∗2
A∗15 A
∗
15
C23
,
0 −s3 s4 s4 ∗ ∗
t∗2
é
=
∑
C12,C23∈Fq
ϑ(C23t
∗
2 +
2A∗15s
2
3
t∗2
+ 2A∗15s4)
=q · ϑ(2A
∗
15s
2
3
t∗2
+ 2A∗15s4) ·
∑
C23∈Fq
ϑ(C23t
∗
2)
=0.
Similarly, we calculate the other values of the Table 3.6. Thus the claim is
proved.
(c) The elements of X are pairwise orthogonal by 3.2.61.
(d) The set {1} is a member of K.
By 2.3.11 and 2.3.13, (X ,K) is a supercharacter theory for Gsyl2 (q).
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Ψ
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+
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3.3.14 Corollary. The supercharacters, supermodules and superclasses of Gsyl2 (q) are
listed in Table 3.7.
Table 3.7.: Supercharacters, supermodules and superclasses of Gsyl2 (q)
Supercharacters
Ψ ∈ X
Supermodules
M ∈M
Superclasses
C ∈ K
#{Ψ}=#{M}=#{C}
ΨM(A∗17e17) M(A
∗
17e17) C6(t
∗
6) q − 1
ΨM(A∗16e16) M(A
∗
16e16) C5(t
∗
5) q − 1
ΨM(A∗15(e14+e15)) M(A
∗
15(e14 + e15)) C4(t
∗
4) q − 1
ΨM(A∗13e13) M(A
∗
13e13) C3(t
∗
3) q − 1
ΨM(A∗12e12+A∗23e23) M(A
∗
12e12 + A
∗
23e23) C1,2(t
∗
1, t
∗
2) (q − 1)2
ΨM(A∗23e23) M(A
∗
23e23) C2(t
∗
2) q − 1
ΨM(A∗12e12) M(A
∗
12e12) C1(t
∗
1) q − 1
ΨM(0) M(0) C0 1
3.3.15 Corollary. The number of the supercharacters Gsyl2 (q) is
|X | = |M| = |K| = q2 + 4q − 4 = (q − 1)2 + 6(q − 1) + 1.
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3.3.3. Character tables of Gsyl2 (q)
Let charFq = p /∈ {2, 3} and U := Gsyl2 (q).
In this subsection, we construct the complex irreducible characters of Gsyl2 (q)
(3.3.23), dtermine the character table of Gsyl2 (q) (3.3.26) and obtain the relations
between the supercharacters and the irreducible characters of Gsyl2 (q) (3.3.27).
Let G be a finite group, then Irr(G) denotes the set of all complex irreducible
characters of G. Let χ ∈ Irr(U).
3.3.16 Lemma. Let Yi 6 U , then
Z(U) = Y6, Z(Y6\U) = Y¯5, Z(Y5Y6\U) = Y¯4, Z(Y4Y5Y6\U) = Y¯3,
and Y4Y4Y5Y6\U is abelian.
Proof. From the commutator relations in 3.1.25, we get the centers of the groups.
3.3.17 Lemma. Let T := Y2Y3Y4Y5Y6, N := Y4Y5Y6, and H := Y1Y4Y5Y6.
(1) The subgroup N is abelian, N E U , T E U and H 6 U as follows:
U=TH=
Y2Y1Y3Y4Y5Y6
E >
T=
Y2Y3Y4Y5Y6
D
H=
Y1Y4Y5Y6
E
N=T∩H=
Y4Y5Y6
(2) Let λ ∈ Irr(N) and ResNY6λ 6= trivY6. If λ satisfies that ResNY5λ = trivY5, we have
IU(λ) = {u ∈ U | λu = λ} = H.
(3) Let λ ∈ Irr(N), then the inertia group IT (λ) is
IT (λ) =
®
T if ResNY6λ = trivY6
N if ResNY6λ 6= trivY6
.
(4) Let λ ∈ Irr(N), then the inertia group IH(λ) is
IH(λ) =
®
H if ResNY5λ = trivY5
N if ResNY5λ 6= trivY5
.
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(5) Let ψ ∈ Irr(T ) and Y6 = Z(T ) * kerψ, then the inertia group IU(ψ) is
IU(ψ) = {u ∈ U | ψu = ψ} = U.
Proof. (1) By 3.1.25 and 3.3.2, N is abelian, N and T are normal subgroups of U ,
and H is a subgroup of U . Then N is a normal subgroup of N and H, since N
is a normal subgroup of U .
(2) Let λ ∈ Irr(N), u := x(r1, r2, r3, r4, r5, r6) ∈ U and x := x4(t4)x5(t5)x6(t6) ∈ N ,
then λ is a linear character since N is abelian. We have
λu(x) =λ(u · x · u−1) 3.3.2= λ (x4(t4)x5(t5 + 3r1t4)x6(t6 + r2t5 + 3r1r2t4 + 3r3t4))
ResNY5
λ=trivY5
= λ(x4(t4)) · λ(x6(t6 + r2t5 + 3r1r2t4 + 3r3t4)).
Since Y6 * kerλ and Y5 ⊆ kerλ, we get
IU(λ) = {u ∈ U | λu = λ} = {u ∈ U | λ(u · x · u−1) = λ(x) for all x ∈ N}
={u := x(r1, r2, r3, r4, r5, r6) ∈ U | r2 = r3 = 0} = Y1Y4Y5Y6 = H.
(3) Similar to the proof of (2).
(4) Similar to the proof of (2).
(5) Let x6(t6) ∈ Y6. Since Y6 = Z(T ) E N E T , there exists λ ∈ Irr(N) such that
0 < e = 〈ResTNψ, λ〉N , thenÄ
ResTNψ
ä
(x6(t6)) = e
|T |
|IT (λ)|λ(x6(t6)).
By 2.3.37, Y6 = Z(T ) * kerλ since Y6 = Z(T ) * kerψ. Thus ResNY6λ 6= trivY6.
Then IT (λ) = N by (3). Thus IndTNλ ∈ Irr(T ) by Clifford’s Theorem 2.3.31.
Thus e = 1 and ψ = IndTNλ.
Let u := x(s1, s2, s3, s4, s5, s6) ∈ U and h := x(0, t2, t3, t4, t5, t6) ∈ T , then
ψ(h) =
Ä
IndTNλ
ä
(h) =
1
|N |
∑
y∈T
y·h·y−1∈N
λ(y · h · y−1).
– Let t2 6= 0 or t3 6= 0, then ψ(h) =
Ä
IndTNλ
ä
(h) = 0 and
(ψu)(h) =
Ä
IndTNλ
äu
(h) =
Ä
IndTNλ
ä
(u · h · u−1) 3.3.2= 0.
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– Let t2 = t3 = 0, by 3.3.2
ψ(h) =
Ä
IndTNλ
ä
(h) =
1
|N |
∑
y∈T
y·h·y−1∈N
(y · h · y−1)= 1|N |
∑
y∈T
λ(y · h · y−1)
y:=x(0,r2,r3,r4,r5,r6)
=
1
|N |
∑
r2,r3,r4,r5,r6∈Fq
(x4(t4)x5(t5)x6(t6 + r2t5 + 3r3t4)),
and
(ψu)(h) =
Ä
IndTNλ
äu
(h) =
Ä
IndTNλ
ä
(u · h · u−1)
=
Ä
IndTNλ
ä
(x4(t4)x5(t5 + 3s1t4)x6(t6 + s2t5 + 3s1s2t4 + 3s3t4))
=
1
|N |
∑
r2,r3,r4,r5,r6∈Fq
λ(x4(t4)x5(t5 + 3s1t4)x6(t6 + s2t5 + 3s1s2t4 + 3s3t4)
· x6(r2t5 + 3r2s1t4 + 3r3t4))
=
∑
r2,r3∈Fq
λ(x4(t4)x5(t5 + 3s1t4)x6(t6 + s2t5 + 3s1s2t4 + 3s3t4)
· x6(r2t5 + 3r2s1t4 + 3r3t4)).
Since Y6 * kerλ, then for all u ∈ U we have
(ψu)(h) = ψ(h) =
®
q2λ(x6(t6)) if t2 = t3 = t4 = t5 = 0
0 otherwise .
Thus IU(ψ) = U .
Now we determine the irreducible characters of the subgroup H = Y1Y4Y5Y6 of U .
3.3.18 Lemma. Let H := Y1Y4Y5Y6 and χ˜ ∈ Irr(H).
(1) If Y5 ⊆ ker χ˜, let H¯146 := Y5\H ∼= Y¯1Y¯4Y¯6, χ¯A17,A15,A12 ∈ Irr(H¯146),
χ¯A17,A15,A12(x¯1(t1)x¯4(t4)x¯6(t6)) := ϑ(A17t6) · ϑ(2A15t4) · ϑ(A12t1),
and χ˜A17,A15,A12 be the lift of χ¯A17,A15,A12 to H. Then
Irr(H)1 :={χ˜ ∈ Irr(H) | Y5 ⊆ ker χ˜} = {χ˜A17,A15,A12 ∈ Irr(H) | A17, A15, A12 ∈ Fq}.
(2) If Y5 * ker χ˜, let N := Y4Y5Y6, λA17,A16,A15 ∈ Irr(N), and
λA17,A16,A15(x4(t4)x5(t5)x6(t6)) := ϑ(A17t6) · ϑ(A16t5) · ϑ(2A15t4).
Then
Irr(H)2 := {χ˜ ∈ Irr(H) | Y5 * ker χ˜} = {IndHNλA17,A
∗
16,0 | A17 ∈ Fq, A∗16 ∈ F∗q}.
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Thus, Irr(H) = Irr(H)1∪˙Irr(H)2, i.e. H has q3 linear characters and (q−1)q irreducible
characters of degree q.
Proof. Let χ˜ ∈ Irr(H). From the commutator relations, H ′ = Y5 and Z(H) = Y5Y6.
(1) If Y5 ⊆ ker χ˜, χ˜ is linear. Since H ′ = Y5, all linear characters of H are precisely
the lifts to H of the irreducible characters of the abelian quotient group Y5\H.
(2) If Y5 * ker χ˜, let N := Y4Y5Y6, λ ∈ Irr(N) and 〈ResHN χ˜, λ〉N > 0. Since Y5 E
Z(H) E N E H, by 2.3.37 Y5 * kerλ i.e. ResNY5λ 6= trivY5. Then IH(λ) = N
by (4) of 3.3.17. By Clifford’s Theorem 2.3.31, χ˜ = IndHNλ and deg(χ˜) = q. Let
λA17,A16,A15 ∈ Irr(N), for all A17, A16, A15 ∈ Fq, and
λA17,A16,A15(x4(t4)x5(t5)x6(t6)) := ϑ(A17t6) · ϑ(A16t5) · ϑ(2A15t4).
Then there exists λA17,A∗16,A15 such that λ = λA17,A∗16,A15. Note that Y1 is a
transversal of N in H. Let r1 ∈ Fq, for all x4(t4)x5(t5)x6(t6) ∈ N ,Ä
λA17,A
∗
16,A15
äx1(r1)
(x4(t4)x5(t5)x6(t6))
=λA17,A
∗
16,A15(x1(r1) · x4(t4)x5(t5)x6(t6) · x1(r1)−1)
=λA17,A
∗
16,A15(x4(t4)x5(t5 + 3r1t4)x6(t6))
=ϑ(A17t6) · ϑ(A∗16(t5 + 3r1t4)) · ϑ(2A15t4)
=ϑ(A17t6) · ϑ(A∗16t5) · ϑ((2A15 + 3A∗16r1)t4).
By Clifford’s Theorem, χ˜ = IndHNλ
A17,A∗16,0 and
ResHN Ind
H
Nλ
A17,A∗16,0 =
∑
r1∈Fq
Ä
λA17,A
∗
16,A15
äx1(r1)
=
∑
B15∈Fq
λA17,A
∗
16,B15 .
Thus H has q3 linear characters and (q − 1)q irreducible characters of degree q.
By the commutator relations, we determine the conjugacy classes of H, and obtain
the character table of H = Y1Y4Y5Y6.
3.3.19 Corollary. Let y := x(t1, 0, 0, t4, t5, t6) ∈ H = Y1Y4Y5Y6 be a representative of
one conjugacy class of H, then the character table of H is shown in Table 3.8.
We obtain the irreducible characters of the normal subgroup T = Y2Y3Y4Y5Y6 of
U .
3.3.20 Lemma. Let T := Y2Y3Y4Y5Y6 and ψ ∈ Irr(T ), then T ′ = Y6.
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Table 3.8.: Character table of H = Y1Y4Y5Y6
|Hy| 1 q q
y x5(t5)x6(t6) x4(t
∗
4)x6(t6) x1(t
∗
1)x4(t4)x6(t6)
χ˜A17,A15,A12 ϑ(A17t6) ϑ(A17t6 + 2A15t
∗
4) ϑ(A17t6 + 2A15t4 + A12t
∗
1)
IndHNλ
A17,A∗16,0 qϑ(A17t6 + A
∗
16t5) 0 0
(1) If Y6 ⊆ kerψ, let H¯2345 := Y6\T ∼= Y¯2Y¯3Y¯4Y¯5, χ¯A16,A15,A13,A23 ∈ Irr(H¯2345),
χ¯A16,A15,A13,A23(x¯2(t2)x¯3(t3)x¯4(t4)x¯5(t5)) := ϑ(A16t5) · ϑ(2A15t4) · ϑ(−A13t3) · ϑ(A23t2),
and ψA16,A15,A13,A23 be the lift of χ¯A16,A15,A13,A23 to T . Then
Irr(T )1 :={ψ ∈ Irr(T ) | Y6 ⊆ kerψ} = {ψA16,A15,A13,A23 | A16, A15, A13, A23 ∈ Fq}.
(2) If Y6 * kerψ, let N := Y4Y5Y6, λA17,A16,A15 ∈ Irr(N), and
λA17,A16,A15(x4(t4)x5(t5)x6(t6)) := ϑ(A17t6) · ϑ(A16t5) · ϑ(2A15t4).
Then Irr(T )2 := {ψ ∈ Irr(T ) | Y6 * kerψ} = {IndTNλA∗17,0,0 | A17 ∈ F∗q}.
Thus, Irr(T ) = Irr(T )1∪˙Irr(T )2, i.e. T has q4 linear characters and (q − 1) irreducible
characters of degree q2.
By the commutator relations, we also determine the conjugacy classes of T =
Y2Y3Y4Y5Y6 and the character table of T .
3.3.21 Corollary. Let y := x(0, t2, t3, t4, t5, t6) ∈ T = Y2Y3Y4Y5Y6 be a representative
of one conjugacy class of T , then the character table of T is the one in Table 3.9.
Table 3.9.: Character table of T = Y2Y3Y4Y5Y6
|T y| 1 q q q q
y x6(t6) x5(t
∗
5) x4(t
∗
4)x5(t5) x3(t
∗
3)x4(t4)x5(t5)
x2(t
∗
2)x3(t3)
·x4(t4)x5(t5)
ψA16,A15,A13,A23 1 ϑ(A16t
∗
5)
ϑ(A16t5)
·ϑ(2A15t∗4)
ϑ(A16t5)
·ϑ(2A15t4)
·ϑ(−A13t∗3)
ϑ(A16t5)
·ϑ(2A15t4)
·ϑ(−A13t3)
·ϑ(A23t∗2)
ψA
∗
17 q2 · ϑ(A∗17t6) 0 0 0 0
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3.3.22 Remark. Let H := Y1Y4Y5Y6 6 Gsyl2 (q), T := Y2Y3Y4Y5Y6 E Gsyl2 (q).
Let J := {(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (2, 3)}, V as in §3.2.2.
(a) Let
JH :=
⋃
i∈{1,4,5,6}
(supp(Yi) ∩ J) = {(1, 2), (1, 4), (1, 5), (1, 6), (1, 7)} ⊆ J,
VH :=VJH
⋂
V = {A = (Aij) ∈ VJH | Ai,j, A14 = A15 ∈ Fq} .
Similar to Gsyl2 (q), we construct a bijective 1-cocycle of H and a monomial CH-
module CH, and get a supercharacter theory for H. The superclasses are the
conjugacy classes, and the supercharacters conclude q3 linear characters and (q−
1)q reducible characters of degree q2.
(b) We establish a monomial CT -module CT and a supercharacter theory for T as
well. The superclasses are also the conjugacy classes, and the supercharacters
conclude q4 linear characters and (q − 1) reducible characters of degree q4.
Now we give the constructions of the irreducible characters of Gsyl2 (q).
3.3.23 Proposition. Let Aij ∈ Fq, and A∗ij ∈ F∗q.
(1) Let U¯ := Y3Y4Y5Y6\U = Y¯2Y¯1, χ¯A12,A23lin ∈ Irr(U¯) with χ¯A12,A23lin (x¯2(t2)x¯1(t1)) :=
ϑ(A12t1) · ϑ(A23t2), and χA12,A23lin be the lift of χ¯A12,A23lin to U . Then
Flin :={χ ∈ Irr(U) | Y3Y4Y5Y6 ⊆ kerχ} = {χA12,A23lin | A12, A23 ∈ Fq}.
(2) Let U¯ := Y4Y5Y6\U = Y¯2Y¯1Y¯3, H¯ := Y¯1Y¯3, χ¯A13,A123,q ∈ Irr(H¯) with
χ¯A13,A123,q (x¯1(t1)x¯3(t3)) := ϑ(A12t1 − A13t3),
and χA
∗
13
3,q be the lift of Ind
U¯
H¯ χ¯
A∗13,0
3,q to U . Then
F3 :={χ ∈ Irr(U) | Y4Y5Y6 ⊆ kerχ, Y3 * kerχ} = {χA
∗
13
3,q | A∗13 ∈ F∗q}.
(3) Let U¯ := Y5Y6\U = Y¯2Y¯1Y¯3Y¯4, H¯ := Y¯2Y¯3Y¯4, χ¯A15,A23,A134,q ∈ Irr(H¯),
χ¯A15,A23,A134,q (x¯2(t2)x¯3(t3)x¯4(t4)) := ϑ(A23t2) · ϑ(−A13t3) · ϑ(2A15t4),
and χA
∗
15,A23
4,q be the lift of Ind
U¯
H¯ χ¯
A∗15,A23,0
4,q to U . Then
F4 :={χ ∈ Irr(U) | Y5Y6 ⊆ kerχ, Y4 * kerχ} = {χA
∗
15,A23
4,q | A∗15 ∈ F∗q, A23 ∈ Fq}.
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(4) Let U¯ := Y6\U = Y¯2Y¯1Y¯3Y¯4Y¯5, H¯ := Y¯2Y¯3Y¯4Y¯5, χ¯A16,A23,A13,A155,q ∈ Irr(H¯),
χ¯A16,A23,A13,A155,q (x¯2(t2)x¯3(t3)x¯4(t4)x¯5(t5)) := ϑ(A23t2) · ϑ(−A13t3) · ϑ(2A15t4) · ϑ(A16t5),
and χA
∗
16,A23,A13
5,q be the lift of Ind
U¯
H¯ χ¯
A∗16,A23,A13,0
5,q to U . Then
F5 :={χ ∈ Irr(U) | Y6 ⊆ kerχ, Y5 * kerχ}
={χA∗16,A23,A135,q | A∗16 ∈ F∗q, A23, A13 ∈ Fq}.
(5) Let H := Y1Y4Y5Y6, H¯ := Y4Y5\H ∼= Y¯1Y¯6, χ¯A17,A126,q2 ∈ Irr(H¯), and
χ¯A17,A126,q2 (x¯1(t1)x¯6(t6)) := ϑ(A12t1) · ϑ(A17t6).
Let χ˜A17,A126,q2 denote the lift of χ¯
A17,A12
6,q2 from H¯ to H, and χ
A∗17,A12
6,q2 := Ind
U
H χ˜
A∗17,A12
6,q2 .
Then F6 := {χ ∈ Irr(U) | Y6 * kerχ} = {χA
∗
17,A12
6,q2 | A∗17 ∈ F∗q, A12 ∈ Fq}.
Hence Irr(U) = Flin∪˙F3∪˙F4∪˙F5∪˙F6.
Proof. Let χ ∈ Irr(U).
(1) Family Flin, where Y3Y4Y5Y6 ⊆ kerχ.
Since U ′ = Y3Y4Y5Y6, all linear characters of U are precisely the lifts to U
of the irreducible characters of the abelian quotient group Y3Y4Y5Y6\U . If
Y3Y4Y5Y6 ⊆ kerχ, χ is linear. Let U¯ := Y3Y4Y5Y6\U = Y¯2Y¯1, χ¯A12,A23lin ∈ Irr(U¯),
with χ¯A12,A23lin (x¯2(t2)x¯1(t1)) := ϑ(A12t1) · ϑ(A23t2). Since U¯ is abelian, Irr(U¯) =
{χ¯A12,A23lin | A12, A23 ∈ Fq}. Let χA12,A23lin denote the lift of χ¯A12,A23lin to U , then
Flin ={χ ∈ Irr(U) | Y3Y4Y5Y6 ⊆ kerχ} = {χA12,A23lin | A12, A23 ∈ Fq}.
(2) Family F3, where Y4Y5Y6 ⊆ kerχ and Y3 * kerχ.
Let U¯ := Y4Y5Y6\U = Y¯2Y¯1Y¯3, then by 3.1.25, the commutator relation in
U¯ is that [x¯2(t2), x¯1(t1)] = x¯3(t2t1). Let H¯ := Y¯1Y¯3, χ¯
A13,A12
3,q ∈ Irr(H¯) with
χ¯A13,A123,q (x¯1(t1)x¯3(t3)) := ϑ(A12t1) · ϑ(−A13t3), and χ˜A13,A123,q := IndU¯H¯ χ¯A13,A123,q . We
note that Y¯2 is a transversal of H¯ in U¯ , and Z(U¯) = Y¯3. For all s2 ∈ Fq,
(
χ¯
A∗13,A12
3,q
)x¯2(s2)
(x¯1(t1)x¯3(t3)) = χ¯
A∗13,A12
3,q (x¯2(s2) · x¯1(t1)x¯3(t3) · x¯2(s2)−1)
=χ¯
A∗13,A12
3,q (x¯1(t1)x¯3(t3 + s2t1)) = ϑ(A12t1 − A∗13(t3 + s2t1))
=ϑ((A12 − s2A∗13)t1 − A∗13t3) = ϑ((A12 − s2A∗13)t1) · ϑ(−A∗13t3).
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Thus IU¯(χ¯
A∗13,A12
3,q ) = H¯. By Clifford’s Theorem, χ˜
A∗13,A12
3,q = Ind
U¯
H¯ χ¯
A∗13,A12
3,q ∈ Irr(U¯)
and
ResU¯H¯ χ˜
A∗13,A12
3,q =
∑
s2∈Fq
(
χ¯
A∗13,A12
3,q
)x¯2(s2)
=
∑
s2∈Fq
χ¯
A∗13,A12−s2A∗13
3,q =
∑
B12∈Fq
χ¯
A∗13,B12
3,q .
By Clifford’s Theorem, there are q − 1 almost faithful irreducible characters of
U¯ , i.e. {χ˜A∗13,03,q | A∗13 ∈ F∗q}. Let χA
∗
13
3,q be the lift of χ˜
A∗13,0
3,q to U . Therefore,
F3 ={χ ∈ Irr(U) | Y4Y5Y6 ⊆ kerχ, Y3 * kerχ} = {χA
∗
13
3,q | A∗13 ∈ F∗q}.
(3) Family F4, where Y5Y6 ⊆ kerχ and Y4 * kerχ.
Let U¯ := Y5Y6\U = Y¯2Y¯1Y¯3Y¯4. By 3.1.25, the commutator relations of U¯ are
given as follows:
[x¯1(t1), x¯2(t2)] =x¯3(−t2t1) · x¯4(t2t21), [x¯1(t1), x¯3(t3)] = x¯4(2t1t3).
Let H¯ := Y¯2Y¯3Y¯4, χ¯
A15,A23,A13
4,q ∈ Irr(H¯), and
χ¯A15,A23,A134,q (x¯2(t2)x¯3(t3)x¯4(t4)) := ϑ(A23t2) · ϑ(−A13t3) · ϑ(2A15t4).
Then H¯ is abelian and H¯ E U¯ . Note that Y¯1 is a transversal of H¯ in U¯ . For each
x¯1(s1) ∈ Y¯1, we consider
(
χ¯
A∗15,A23,A13
4,q
)x¯1(s1)
. For all x¯2(t2)x¯3(t3)x¯4(t4) ∈ H¯,
(
χ¯
A∗15,A23,A13
4,q
)x1(s1)
(x¯2(t2)x¯3(t3)x¯4(t4))
=χ¯
A∗15,A23,A13
4,q (x¯1(s1) · x¯2(t2)x¯3(t3)x¯4(t4) · x¯1(s1)−1)
=χ¯
A∗15,A23,A13
4,q (x¯2(t2)x¯3(t3 − s1t2)x¯4(t4 + 2s1t3 − t2s21))
=ϑ(A23t2) · ϑ(−A13(t3 − s1t2)) · ϑ(2A∗15(t4 + 2s1t3 − t2s21))
=ϑ((A23 + A13s1 − 2A∗15s21)t2) · ϑ((−A13 + 4A∗15s1)t3) · ϑ(2A∗15t4).
Thus IU¯(χ¯
A∗15,A23,A13
4,q ) = H¯. By Clifford theory, we get Ind
U¯
H¯ χ¯
A∗15,A23,A13
4,q ∈ Irr(U¯),
deg(χ¯
A∗15,A23,A13
4,q ) = q and
ResU¯H¯Ind
U¯
H¯ χ¯
A∗15,A23,A13
4,q =
∑
x¯1(s1)∈Y¯1
(
χ¯
A∗15,A23,A13
4,q
)x1(s1)
=
∑
B13∈Fq
χ¯
A∗15,A˜23,B13
4,q ,
where A˜23 is determined by A23, A∗15, A13 and B13. Let χ
A∗15,A23
4,q denote the lift
of IndU¯H¯ χ¯
A∗15,A23,0
4,q to U , then
F4 ={χ ∈ Irr(U) | Y5Y6 ⊆ kerχ, Y4 * kerχ} = {χA
∗
15,A23
4,q | A∗15 ∈ F∗q, A23 ∈ Fq}.
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(4) Family F5, where Y6 ⊆ kerχ and Y5 * kerχ.
Let U¯ := Y6\U = Y¯2Y¯1Y¯3Y¯4Y¯5. By 3.1.25, the commutator relations of U¯ are
given as follows:
[x¯1(t1), x¯2(t2)] =x¯3(−t2t1) · x¯4(t2t21) · x¯5(−t2t31),
[x¯1(t1), x¯3(t3)] =x¯4(2t1t3) · x¯5(−3t21t3),
[x¯1(t1), x¯4(t4)] =x¯5(3t1t4).
Let H¯ := Y¯2Y¯3Y¯4Y¯5, χ¯
A16,A23,A13,A15
5,q ∈ Irr(H¯), and
χ¯A16,A23,A13,A155,q (x¯2(t2)x¯3(t3)x¯4(t4)x¯5(t5)) := ϑ(A23t2) · ϑ(−A13t3) · ϑ(2A15t4) · ϑ(A16t5).
Then H¯ is abelian and H¯ E U¯ . Note that Y¯1 is a transversal of H¯ in U¯ . For each
x¯1(s1) ∈ Y¯1, we consider
(
χ¯
A∗16,A23,A13,A15
5,q
)x¯1(s1)
. For all x¯2(t2)x¯3(t)x¯4(t4)x¯5(t5) ∈
H¯,
(
χ¯
A∗16,A23,A13,A15
5,q
)x1(s1)
(x¯2(t2)x¯3(t3)x¯4(t4)x¯5(t5))
=χ¯
A∗16,A23,A13,A15
5,q (x¯1(s1) · x¯2(t2)x¯3(t3)x¯4(t4)x¯5(t5) · x¯1(s1)−1)
=χ¯
A∗16,A23,A13,A15
5,q (x¯2(t2)x¯3(t3 − s1t2)x¯4(t4 + 2s1t3 − t2s21)
· x¯5(t5 + 3s1t4 + 3s21t3 − t2s31))
=ϑ(A23t2) · ϑ(−A13(t3 − s1t2)) · ϑ(2A15(t4 + 2s1t3 − t2s21))
· ϑ(A∗16(t5 + 3s1t4 + 3s21t3 − t2s31))
=ϑ((A23 + A13s1 − 2A15s21 − A∗16s31)t2) · ϑ((−A13 + 4A15s1 + 3A∗16s21)t3))
· ϑ((2A15 + 3A∗16s1)t4) · ϑ(A∗16t5).
Thus IU¯(χ¯
A∗16,A23,A13,A15
5,q ) = H¯. By Clifford theory, Ind
U¯
H¯ χ¯
A∗16,A23,A13,A15
5,q ∈ Irr(U¯),
deg(χ¯
A∗16,A23,A13,A15
5,q ) = q and
ResU¯H¯Ind
U¯
H¯ χ¯
A∗16,A23,A13,A15
5,q =
∑
x¯1(s1)∈Y¯1
(
χ¯
A∗16,A23,A13,A15
5,q
)x1(s1)
=
∑
B15∈Fq
χ¯
A∗16,A˜23,A˜13,B15
5,q ,
where A˜13 is determined by {A13, A∗16, A15, B15}, and A˜23 is determined by
{A23, A∗16, A13, A15, B15}. Let χA
∗
16,A23,A13
5,q denote the lift of Ind
U¯
H¯ χ¯
A∗16,A23,A13,0
5,q to
U , then
F5 ={χ ∈ Irr(U) | Y6 ⊆ kerχ, Y5 * kerχ}
={χA∗16,A23,A13,05,q | A∗16 ∈ F∗q, A23, A13 ∈ Fq}.
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(5) Family F6, where Y6 * kerχ.
Let T := Y2Y3Y4Y5Y6, N := Y4Y5Y6, and χ ∈ Irr(U) such that Y6 * ker(χ), then
Z(T ) = Z(U) = Y6. If ψ ∈ Irr(T ) and ψ ∈ Irr
Ä
ResUTχ
ä
, Y6 * kerψ by 2.3.37.
Let λA17,A16,A15 ∈ Irr(N),
λA17,A16,A15(x4(t4)x5(t5)x6(t6)) := ϑ(A17t6) · ϑ(A16t5) · ϑ(2A15t4),
and ψA∗17 := IndTNλ
A∗17,0,0. Then by 3.3.20
{ψ ∈ Irr(T ) | Y6 * kerψ} = {IndTNλA
∗
17,0,0 | A∗17 ∈ F∗q} = {ψA
∗
17 | A∗17 ∈ F∗q}.
By (5) of 3.3.17, IU(ψA
∗
17) = U , so ResUTχ = z
∗ψA
∗
17 for some z∗ ∈ N∗. Thus
F6 ={χ ∈ Irr(U) | Y6 * kerχ} =
⋃
ψ∈Irr(T )
Y6*kerψ
{χ ∈ Irr(U) | χ ∈ Irr ÄIndUTψä}
=
⋃
A∗17∈F∗q
{χ ∈ Irr(U) | χ ∈ Irr ÄIndUTψA∗17ä}
=
⋃
A∗17∈F∗q
{χ ∈ Irr(U) | χ ∈ Irr ÄIndUNλA∗17,0,0ä}.
Let H := Y1Y4Y5Y6, then H ′ = Y5 and Z(H) = Y4Y5 E H. Let χ˜A17,A15,A12 ∈
Irr(H) as in (1) of Lemma 3.3.18. For all x4(t4)x5(t5)x6(t6) ∈ N ,Ä
ResHN χ˜
A∗17,0,A12
ä
(x4(t4)x5(t5)x6(t6)) = χ˜
A∗17,0,A12(x4(t4)x5(t5)x6(t6))
=χ¯A
∗
17,0,A12(x¯4(t4)x¯6(t6)) = ϑ(A
∗
17t6) = λ
A∗17,0,0(x4(t4)x5(t5)x6(t6)).
Thus ResHN χ˜
A∗17,0,A12 = λA
∗
17,0,0 for all A12 ∈ Fq. By (4) of 3.3.17 IH(λA∗17,0,0) =
H, thus IndHNλ
A∗17,0,0 =
∑
A12∈Fq χ˜
A∗17,0,A12. By (2) of 3.3.17 IU(λA
∗
17,0,0) = H.
Then by Clifford’s Theorem, IndUH χ˜
A∗17,0,A12 ∈ Irr(U) for all A∗17 ∈ F∗q. Thus
F6=
⋃
A∗17∈F∗q
{χ ∈ Irr(U) | χ ∈ Irr ÄIndUHIndHNλA∗17,0,0ä}
=
⋃
A∗17∈F∗q
A12∈Fq
{χ ∈ Irr(U) | χ ∈ Irr ÄIndUH χ˜A∗17,0,A12ä}
={IndUH χ˜A
∗
17,0,A12 | A∗17 ∈ F∗q, A12 ∈ Fq}.
For A∗17 ∈ F∗q and A12 ∈ Fq, Y4Y5 ⊆ ker(χ˜A∗17,0,A12) and Y4Y5 E H. Thus χ˜A∗17,0,A12
is the lift to H of some irreducible character of Y4Y5\H ∼= Y¯1Y¯6. Let H¯ :=
Y4Y5\H ∼= Y¯1Y¯6, χ¯A
∗
17,A12
6,q2 ∈ Irr(H¯), χ¯A
∗
17,A12
6,q2 (x¯1(t1)x¯6(t6)) := ϑ(A12t1) · ϑ(A∗17t6),
and χ˜A
∗
17,A12
6,q2 denote the lift of χ¯
A∗17,A12
6,q2 from H¯ to H, then χ˜
A∗17,A12
6,q2 = χ˜
A∗17,0,A12.
Let χA
∗
17,A12
6,q2 := Ind
U
H χ˜
A∗17,A12
6,q2 , then
F6={IndUH χ˜A
∗
17,0,A12 | A∗17 ∈ F∗q, A12 ∈ Fq}={χA
∗
17,A12
6,q2 | A∗17 ∈ F∗q, A12 ∈ Fq}.
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By the above argument, we construct all irredubible characters of Gsyl2 (q).
3.3.24 Corollary. The irreducible characters of Gsyl2 (q) are classified into five families
as listed in Table 3.10
Table 3.10.: Irreducible characters of Gsyl2 (q)
Family Notation Parameter Set Number Degree Properties
F6 χ
A∗17,A12
6,q2
 A
∗
17 ∈ F∗q
A12 ∈ Fq
(q − 1)q q2 Y6 * kerχA
∗
17,A12
6,q2
F5 χ
A∗16,A23,A13
5,q

A∗16 ∈ F∗q
A23 ∈ Fq
A13 ∈ Fq
(q − 1)q2 q
 Y6 ⊆ kerχ
A∗16,A23,A13
5,q
Y5 * kerχ
A∗16,A23,A13
5,q
F4 χ
A∗15,A23
4,q
 A
∗
15 ∈ F∗q
A23 ∈ Fq
(q − 1)q q
 Y5Y6 ⊆ kerχ
A∗15,A23
4,q
Y4 * kerχ
A∗15,A23
4,q
F3 χ
A∗13
3,q A
∗
13 ∈ F∗q q − 1 q
 Y4Y5Y6 ⊆ kerχ
A∗13
3,q
Y3 * kerχ
A∗13
3,q
Flin χ
A12,A23
lin A12, A23 ∈ Fq q2 1 Y3Y4Y5Y6 ⊆ kerχA12,A23lin
3.3.25 Remark. Let U := Gsyl2 (q).
Let J := {(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (2, 3)}, V as in §3.2.2.
(a) For the abelian groups appearing in 3.3.23, we can obtain their irreducible char-
acters by constructing monomial modules. For example: let U¯ := Y5Y6\U =
Y¯2Y¯1Y¯3Y¯4 and H¯ := Y¯2Y¯3Y¯4. For the abelian group H¯, let
JH¯ :=
⋃
i∈{2,3,4}
(supp(Y¯i) ∩ J) = {(1, 3), (1, 4), (1, 5), (2, 3)} ⊆ J,
VH¯ :=VJH¯
⋂
V =
¶
A = (Aij) ∈ VJH¯ | Ai,j ∈ Fq, A14 = A15
©
.
Analogous to Gsyl2 (q), we construct a bijective 1-cocycle of H¯ and a monomial
CH¯-module. The irreducible characters of H¯ are obtained, since H¯ is abelian.
Thus we get
Irr(H¯) = {χ¯A15,A23,A13 | A13, A15, A23 ∈ Fq}
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where
χ¯A15,A23,A13(x¯2(t2)x¯3(t3)x¯4(t4)) := ϑ(A23t2) · ϑ(−A13t3) · ϑ(2A15t4).
(b) Similar arguments to U = Gsyl2 (q), we can construct linearisations for the quo-
tient groups Y3Y4Y5Y6\U , Y4Y5Y6\U , Y5Y6\U and Y6\U , and get their supermod-
ules, superclasses and supercharacters. By 3.3.2, their conjugacy classes are deter-
mined. We also obtain their irreducible character by Clifford theory and calculate
their character tables.
Take U¯ := Y5Y6\U = Y¯2Y¯1Y¯3Y¯4 for example, let
JU¯ :=
⋃
i∈{1,2,3,4}
(supp(Y¯i) ∩ J) = {(1, 2), (1, 3), (1, 4), (1, 5), (2, 3)} ⊆ J,
VU¯ :=VJU¯
⋂
V =
¶
A = (Aij) ∈ VJU¯ | Ai,j ∈ Fq, A14 = A15
©
.
Similar to Gsyl2 (q), we construct a bijective 1-cocycle of U¯ and a monomial CU¯ -
module. With the similar analysis of the families F1,2, F3, F4 of the orbit modules
of U , we construct the supercharacters of Y5Y6\U .
With the similar analysis of the families Flin, F3, F4 of the irreducible characters
of U , we obtain all the irreducible characters and the character table of Y5Y6\U .
3.3.26 Proposition (Character table of Gsyl2 (q)). The character table of G
syl
2 (q) is
shown in Table 3.11.
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Proof. Let y := y(t1, t2, t3, t4, t5, t6) = x(t1, t2, t3, t4, t5, t6) ∈ U = Gsyl2 (q).
(1) The values of χA
∗
17,A12
6,q2 for all A
∗
17 ∈ F∗q and A12 ∈ Fq3.
Let H := Y1Y4Y5Y6, H¯ := Y4Y5\H ∼= Y¯1Y¯6, χ¯A17,A126,q2 ∈ Irr(H¯) with
χ¯A17,A126,q2 (x¯1(t1)x¯6(t6)) := ϑ(A12t1) · ϑ(A17t6).
Let χ˜A17,A126,q2 denote the lift of χ¯
A17,A12
6,q2 from H¯ toH, and χ
A∗17,A12
6,q2 := Ind
U
H χ˜
A∗17,A12
6,q2 .
Then
χ
A∗17,A12
6,q2 (y) =
(
IndUH χ˜
A∗17,A12
6,q2
)
(y) =
1
|H|
∑
g∈U
g·y·g−1∈H
χ˜
A∗17,A12
6,q2 (g · y · g−1)
=
1
|H|
∑
g∈U
g·y·g−1∈H
χ¯
A∗17,A12
6,q2 (Y4Y5\(g · y · g−1)).
Thus
χ
A∗17,A12
6,q2 (x2(t
∗
2)x4(t4)x5(t5)) = χ
A∗17,A12
6,q2 (x2(t
∗
2)x1(t
∗
1))
=χ
A∗17,A12
6,q2 (x3(t
∗
3)x5(t5))
gxg−1 /∈H
= 0,
and
χ
A∗17,A12
6,q2 (x4(t4)x5(t5)x6(t6))
=
1
|H|
∑
g:=x(r1,r2,r3,r4,r5,r6)∈U
g·x4(t4)x5(t5)x6(t6)·g−1∈H
χ˜
A∗17,A12
6,q2 (g · x4(t4)x5(t5)x6(t6) · g−1)
=
1
|H|
∑
r1,r2,r3,r4,r5,r6∈Fq
χ˜
A∗17,A12
6,q2 (x4(t4)x5(t5 + 3r1t4)x6(t6 + r2t5 + 3r1r2t4 + 3r3t4))
=
1
|H|
∑
r1,r2,r3,r4,r5,r6∈Fq
χ¯
A∗17,A12
6,q2 (x¯6 (t6 + r2t5 + 3r1r2t4 + 3r3t4))
=
1
q
∑
r1,r2,r3∈Fq
χ¯
A∗17,A12
6,q2 (x¯6 (t6 + r2t5 + 3r1r2t4 + 3r3t4)).
Then χA
∗
17,A12
6,q2 (I8) = q
2, χA
∗
17,A12
6,q2 (x4(t
∗
4)) = χ
A∗17,A12
6,q2 (x5(t
∗
5)) = 0, χ
A∗17,A12
6,q2 (x6(t
∗
6)) =
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q2 · ϑ(A∗17t∗6), and
χ
A∗17,A12
6,q2 (x1(t
∗
1)x6(t6)) =
1
|H|
∑
g∈U
g·x1(t∗1)x6(t6)·g−1∈H
χ˜
A∗17,A12
6,q2 (g · x1(t∗1)x6(t6) · g−1)
g:=x(r1,r2,r3,r4,r5,r6)
=
1
|H|
∑
r2=0
r1,r3,r4,r5,r6∈Fq
χ¯
A∗17,A12
6,q2 (x¯1(t
∗
1)x¯6(t6 − 3t∗1r23))
=
∑
r3∈Fq
χ¯
A∗17,A12
6,q2 (x¯1(t
∗
1)x¯6(t6 − 3t∗1r23)) = ϑ(A12t∗1 + A∗17t6) ·
∑
r3∈Fq
ϑ(−3A∗17t∗1r23).
Thus we get all of the values of χA
∗
17,A12
6,q2 .
(2) The values of χA
∗
15,A23
4,q for all A∗15 ∈ F∗q and A23 ∈ Fq.
Let U¯ := Y5Y6\U = Y¯2Y¯1Y¯3Y¯4, H¯ := Y¯2Y¯3Y¯4, χ¯A15,A23,A134,q ∈ Irr(H¯) with
χ¯A15,A23,A134,q (x¯2(t2)x¯3(t3)x¯4(t4)) := ϑ(A23t2) · ϑ(−A13t3) · ϑ(2A15t4),
and χA
∗
15,A23
4,q denote the lift of Ind
U¯
H¯ χ¯
A∗15,A23,0
4,q to U . We have
χ
A∗15,A23
4,q (y) =
(
IndU¯H¯ χ¯
A∗15,A23,0
4,q
) Ä
x¯2(t2)x¯1(t1)x¯3(t3)x¯4(t4)
ä
=
1
|H¯|
∑
u¯:=x¯2(r2)x¯1(r1)x¯3(r3)x¯4(r4)∈U¯
u¯·x¯2(t2)x¯1(t1)x¯3(t3)x¯4(t4)·u¯−1∈H¯
χ¯
A∗15,A23,0
4,q
Ä
u¯ · x¯2(t2)x¯1(t1)x¯3(t3)x¯4(t4) · u¯−1
ä
,
then
χ
A∗15,A23
4,q (x5(t5)x6(t6)) =χ¯
A∗15,A23,0
4,q (I¯8) = q,
χ
A∗15,A23
4,q (x1(t
∗
1)x6(t6)) =χ
A∗15,A23
4,q (x1(t
∗
1)x2(t
∗
2)) = 0,
χ
A∗15,A23
4,q (x4(t
∗
4)) =q · χ¯A
∗
15,A23,0
4,q (x4(t
∗
4)) = q · ϑ(2A∗15t∗4),
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χ
A∗15,A23
4,q (x3(t
∗
3)x5(t5)) =Ind
U¯
H¯ χ¯
A∗15,A23,0
4,q
Ä
x¯3(t
∗
3)
ä
=
1
|H¯|
∑
u¯:=x¯2(r2)x¯1(r1)x¯3(r3)x¯4(r4)∈U¯
u¯·x¯3(t∗3)·u¯−1∈H¯
χ¯
A∗15,A23,0
4,q
Ä
u¯ · x¯3(t∗3) · u¯−1
ä
=
∑
r1∈Fq
χ¯
A∗15,A23,0
4,q
Ä
x¯3(t
∗
3)x¯4(2r1t
∗
3)
ä
=
∑
r1∈Fq
ϑ
Ä
4A∗15r1t
∗
3
ä
=0,
χ
A∗15,A23
4,q (x2(t
∗
2)x4(t4)x5(t5)) =Ind
U¯
H¯ χ¯
A∗15,A23,0
4,q
Ä
x¯2(t
∗
2)x¯4(t4)
ä
=
1
|H¯|
∑
u¯∈U¯
u¯·x¯2(t2)x¯4(t4)·u¯−1∈H¯
χ¯
A∗15,A23,0
4,q
Ä
u¯ · x¯2(t∗2)x¯4(t4) · u¯−1
ä
u¯:=x¯2(r2)x¯1(r1)x¯3(r3)x¯4(r4)
=
∑
r1∈Fq
χ¯
A∗15,A23,0
4,q
Ä
x¯2(t
∗
2)x¯3(−t∗2r1)x¯4(t4 − t∗2r21)
ä
=ϑ(A23t
∗
2) ·
∑
r1∈Fq
ϑ
Ä
2A∗15(t4 − t∗2r21)
ä
.
Thus all the values of χA
∗
15,A23
4,q are obtained.
All the other values are determined by similar calculation.
3.3.27 Proposition (Supercharacters and irreducible characters). The following re-
lations between the supercharacters and the irreducible characters of Gsyl2 (q) are ob-
tained:
ΨM(A∗17e17) = q
∑
A12∈Fq
χ
A∗17,A12
6,q2 , ΨM(A∗16e16) = q
∑
A13,A23∈Fq
χ
A∗16,A23,A13
5,q ,
ΨM(A∗15(e14+e15)) = q
∑
A23∈Fq
χ
A∗15,A23
4,q , ΨM(A∗13e13) = χ
A∗13
3,q ,
ΨM(A∗12e12+A∗23e23) = χ
A∗12,A
∗
23
lin , ΨM(A∗23e23) = χ
0,A∗23
lin ,
ΨM(A∗12e12) = χ
A∗12,0
lin , ΨM(0) = χ
0,0
lin = trivU .
Proof. Take ΨM(A∗15(e14+e15)) = q
∑
A23∈Fq χ
A∗15,A23
4,q3 for example. We must show that
ΨM(A∗15(e14+e15))(u) = q
∑
A23∈Fq χ
A∗15,A23
4,q (u) for all u ∈ U .
By Table 3.6 and Table 3.11, it is sufficient to to prove that
0 = ΨM(A∗15(e14+e15))(u) = q
∑
A23∈Fq
χ
A∗15,A23
4,q (u) for all u ∈ C2.
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Let u := y(0, t∗2, t3, t4, t5, t6), then
q
∑
A23∈Fq
χ
A∗15,A23
4,q (u) = q
∑
A23∈Fq
∑
r1∈Fq
ϑ(A23t
∗
2 + 2A
∗
15(t4 − t∗2r21 + 2r1t3))
=q
∑
A23∈Fq
ϑ(A23t
∗
2)
∑
r1∈Fq
ϑ(2A∗15(t4 − t∗2r21 + 2r1t3)) = 0.
Thus ΨM(A∗15(e14+e15) = q
∑
A23∈Fq χ
A∗15,A23
4,q is proved.
Similarly, we get the other formulae.
S. M. Goodwin and G. Röhrle [GR09] obtained an algorithm and calculated the
number k(Gsyl2 (q)) of conjugacy classes of G
syl
2 (q), but did not get the conjugacy
classes. F. Himstedt, T. Le and K. Magaard [HLM16] determined most irreducible
characters of Gsyl2 (q) with p > 3 by parameterizing midafis (minimal degree almost
faithful irreducible characters). By Propositions 3.3.4, 3.3.23 and 3.3.26, we obtain
the number of the conjugacy classes of Gsyl2 (q) and determine the numbers of the
complex irreducible characters of degree qc with c ∈ N (also see [GR09, Table 1]
and [GMR16, Table 3]).
3.3.28 Corollary. Let #Irr be the number of irreducible characters of Gsyl2 (q), and
#Irrc be the number of irreducible characters of G
syl
2 (q) of dimension qc with c ∈ N,
then
#Irr2 = q
2 − q = (q − 1)2 + (q − 1),
#Irr1 = q
3 − 1 = (q − 1)3 + 3(q − 1)2 + 3(q − 1),
#Irr0 = q
2 = (q − 1)2 + 2(q − 1) + 1,
and
#Irr =#{Irreducible Characters of Gsyl2 (q)}
=#{Conjugacy Classes of Gsyl2 (q)}
=q3 + 2q2 − q − 1
=(q − 1)3 + 5(q − 1)2 + 6(q − 1) + 1.
3.3.29 Remark. We consider the analogue of Higman’s conjecture, Lehrer’s conjecture
and Isaacs’ conjecture of Un(q) for G
syl
2 (q), and the conjectures are true for G
syl
2 (q) (see
3.3.28 and [GR09, GMR16]).
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4. Supercharacter theories for
2G
syl
2
(
32m+1
)
In this chapter, we firstly choose suitable structure constants of extraspecial pairs,
with those we can construct a Sylow 3-subgroup 2Gsyl2 (3
2m+1) of the Ree group
2G2 (3
2m+1).
Then we determine a monomial linearisation (f, κ|V×V ) for A8(q) (4.2.16), and
a monomial linearisation (f |2Gsyl2 (32m+1), κ|V×V ) for
2G
syl
2 (3
2m+1) (4.2.17). We get a
monomial A8(q)-module CU (4.2.18), and obtain a classification of U -orbit modules
(4.2.26).
Finally, we establish a supercharacter theory for 2Gsyl2 (32m+1) (4.3.14), and calcu-
late the character table of 2Gsyl2 (3) (4.3.27).
In this chapter, we use many definitions analogously to previous chapters, for
example: the main condition and the truncated column operation.
4.1. Sylow p-subgroup 2Gsyl2
(
32m+1
)
In this section, we get a new Chevalley basis of the Lie algebra of type G2, and
construct a Sylow 3-subgroup 2Gsyl2 (32m+1) of the Ree group 2G2 (32m+1).
4.1.1. New Chevalley basis of the Lie algebra of type G2
In this subsection, we choose different signs of the structure constants of the Lie
algebra LG2 from those in Section 3.1. Then we get a new Chevalley basis of the
Lie algebra LG2. But we get exactly the same Sylow p-subgroup Gsyl2 (q) and root
subgroups Yi (i = 1, 2, . . . , 6) of the Chevalley group G2(q) as those in subsection
3.1.2.
4.1.1 Example (New structure constants of Lie algebra LG2). We choose the following
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signs of the structure constants of Lie algebra LG2:
extraspecial pair (r, s) Nr,s
(α, β) −1
(α, α + β) −2
(α, 2α + β) 3
(β, 3α + β) 1
i.e. the sign of Nα,α+β is different from that in 3.1.10. The signs satisfy that Nα,α+β =
−2Nβ,3α+β and Nα,2α+β = 3Nβ,3α+β. Then all of the structure constants of LG2 are
determined:
Table 4.1.: New structure constants of the Lie algebra LG2
Nr,s α β
α
+β
2α
+β
3α
+β
3α
+2β
−α −β −α
−β
−2α
−β
−3α
−β
−3α
−2β
α · −1 −2 3 ∗ 3 2 −1
β 1 · 1 ∗ −1 −1
α+ β 2 · 3 3 −1 ∗ −2 −1
2α+ β −3 −3 · 2 −2 ∗ 1 1
3α+ β −1 · −1 1 ∗ 1
3α+ 2β · −1 −1 1 1 ∗
−α ∗ −3 −2 1 · 1 2 −3
−β ∗ 1 1 −1 · −1
−α− β −3 1 ∗ 2 1 −2 · −3
−2α− β −2 2 ∗ −1 −1 3 3 ·
−3α− β 1 −1 ∗ −1 1 ·
−3α− 2β 1 1 −1 −1 ∗ ·
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According to the signs of the structure constants of the Lie algebra LG2 in Example
4.1.1, we get a Chevalley basis for the Lie algebra LG2.
4.1.2 Proposition (New Chevalley basis of the Lie algebra LG2). A Chevalley basis of
the Lie algebra LG2 is ∑
i,j cijei,j
∑
γ cγeγ or
∑
γ cγhγ
hα
(e1,1 − e8,8)
−(e2,2 − e7,7)
+2(e3,3 − e6,6)
hr1 + hr3 + hr4
hβ
(e2,2 − e7,7)
−(e3,3 − e6,6) hr2
eα
(e1,2 − e7,8)
+(e3,4 − e5,6)
+(e3,5 − e4,6)
er1 + er3 + er4
eβ e2,3 − e6,7 er2
eα+β
−(e1,3 − e6,8)
+(e2,4 − e5,7)
+(e2,5 − e4,7)
er1+r2 + er2+r3 + er2+r4
e2α+β
−(e1,4 − e5,8)
−(e2,6 − e3,7)
−(e1,5 − e4,8)
−er1+r2+r3−er2+r3+r4−er1+r2+r4
e3α+β −(e1,6 − e3,8) −er1+r2+r3+r4
e3α+2β −(e1,7 − e2,8) −er1+2r2+r3+r4
e−α
(e2,1 − e8,7)
+(e4,3 − e6,5)
+(e5,3 − e6,4)
e−r1 + e−r3 + e−r4
e−β e3,2 − e7,6 e−r2
e−α−β
−(e3,1 − e8,6)
+(e4,2 − e7,5)
+(e5,2 − e7,4)
e−r1−r2 + e−r2−r3 + e−r2−r4
e−2α−β
−(e4,1 − e8,5)
−(e6,2 − e7,3)
−(e5,1 − e8,4)
−e−r1−r2−r3−e−r2−r3−r4−e−r1−r2−r4
e−3α−β −(e6,1 − e8,3) −e−r1−r2−r3−r4
e−3α−2β −(e7,1 − e8,2) −e−r1−2r2−r3−r4
According to the new Chevalley basis of the Lie algebra LG2, we define the follow-
ing notations.
4.1.3 Notation. Define a matrix group
G¯2(q) := 〈 exp(ter)) | r ∈ ΦG2 , t ∈ Fq 〉 ,
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and the Chevalley group of type LG2 over the field Fq
G2(q) := 〈 exp(t ad er)) | r ∈ ΦG2 , t ∈ Fq 〉 .
For t ∈ Fq, we have yi(t) = xi(t).
4.1.4 Notation. We set
yr(t) := exp(ter) = I8 + ter +
1
2
t2e2r for all r ∈ ΦG2 , t ∈ Fq.
In particular,
y1(t) :=yα(t) = x1(t), y2(t) :=yβ(t) = x2(t), y3(t) :=yα+β(t) = x3(t),
y4(t) :=y2α+β(t) = x4(−t), y5(t) :=y3α+β(t) = x5(−t), y6(t) :=y3α+2β(t) = x6(−t).
4.1.5 Notation/Lemma. The positive root subgroups of G2(q) (up to isomorphisms)
are given as
Yi := {yi(t) | t ∈ Fq} , i = 1, 2, 3, 4, 5, 6.
By calculation, we get the following commutators.
4.1.6 Proposition. Let t1, t2, t3, t4, t5, t6 ∈ Fq and define the commutator
[yi(ti), yj(tj)] := yi(ti)
−1yj(tj)−1yi(ti)yj(tj)
then the non-trivial commutators are determined
[y1(t1), y2(t2)] =y3(−t2t1) · y4(−t2t21) · y5(t2t31) · y6(−2t22t31),
[y2(t2), y1(t1)] =y3(t2t1) · y4(t2t21) · y5(−t2t31) · y6(−t22t31),
[y1(t1), y3(t3)] =y4(−2t1t3) · y5(3t21t3) · y6(3t1t23),
[y1(t1), y4(t4)] =y5(3t1t4),
[y3(t3), y4(t4)] =y6(3t3t4),
[y2(t2), y5(t5)] =y6(t2t5).
In particular, let CharFq = 3, then
[y1(t1), y2(t2)] =y3(−t2t1) · y4(−t2t21) · y5(t2t31) · y6(−2t22t31)
=y3(−t2t1) · y4(−t2t21) · y5(t2t31) · y6(t22t31),
[y2(t2), y1(t1)] =y3(t2t1) · y4(t2t21) · y5(−t2t31) · y6(−t22t31),
[y1(t1), y3(t3)] =y4(−2t1t3) = y4(t1t3),
[y2(t2), y5(t5)] =y6(t2t5).
4.1.7 Notation. Let ti ∈ Fq with i ∈ {1, 2, . . . , 6}, write
y(t1, t2, t3, t4, t5, t6) :=y2(t2)y1(t1)y3(t3)y4(t4)y5(t5)y6(t6)
=x(t1, t2, t3,−t4,−t5,−t6) ∈ Gsyl2 (q).
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4.1.8 Proposition (Sylow p-subgroup Gsyl2 (q)). A matrix Sylow p-subgroup G
syl
2 (q) of
G2(q) (up to isomorphism) is
Gsyl2 (q) := {y2(t2)y1(t1)y3(t3)y4(t4)y5(t5)y6(t6) | t1, t2, t3, t4, t5, t6 ∈ Fq}
= {x(t1, t2, t3,−t4,−t5,−t6) | t1, t2, t3, t4, t5, t6 ∈ Fq}
where
y2(t2)y1(t1)y3(t3)y4(t4)y5(t5)y6(t6)
=

1 t1 −t3 t1t3−t4 t1t3−t4 −t1t4−t5
−t1t23
−t3t4−t6
2t1t3t4 + t1t6
−t3t5 − t24
1 t2 t1t2 + t3 t1t2 + t3
−t21t2
−t4
−2t1t2t3
+t2t4 − t23
−t21t2t3 + 2t1t2t4
+t2t5 + 2t3t4 + t6
1 t1 t1 −t21 −2t1t3 + t4 − t21t3 + 2t1t4 + t5
1 0 −t1 −t3 − t1t3 + t4
1 −t1 −t3 −t1t3 + t4
1 −t2 t1t2 + t3
1 −t1
1

.
Proof. Similar to the proof of 3.1.27.
4.1.9 Reminder ([Car72], Theorem 9.4.10).
|G2(q)| =q6(q2 − 1)(q6 − 1).
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4.1.2. Sylow p-subgroup 2Gsyl2
Ä
32m+1
ä
In this subsection, we use the notations of the subsection 3.1.1, and construct a
Sylow 3-subgroup 2Gsyl2 (32m+1) of the Ree group 2G2 (32m+1).
Let p := 3, q := 32m+1 (m ∈ N) and θ := 3m. Define two field automorphisms of
G2(q) as follows: for all r ∈ ΦG2,
Fθ : yr(t) 7→ yr(tθ) = yr(t3m), F3 : yr(t) 7→ yr(t3).
Then F3F 2θ = idG2(q).
Let ρ : r 7→ r¯ be a non-trivial symmetry of the Dynkin diagram of type G2 (in-
terchanging α and β). For every r ∈ ΦG2, r¯ is obtained by reflecting r in the line
bisecting α and β.
•
••
•
• •
•
•
•
•
•
•
−α α
β
−β
α+ β
−α− β
3α+ 2β
−3α− 2β
2α+ β
−2α− β
3α+ β
−3α− β
Let i = ±1 (i = 1, 2, 3, 4) satisfy
Nα,β =1, Nα,α+β = 22, Nα,2α+β = 33, Nβ,3α+β = 4.
Since the structure constants of LG2 in Example 4.1.1 satisfy −2 = 3 = 4 = 1, by
[Car72, Proposition 12.4.1] the map
yr(t) 7→
®
yr¯(t), r¯ is short
yr¯(t
3), r¯ is long , r ∈ ΦG2 , t ∈ Fq,
can be extended to a graph automorphism ρ˜ of G2(q).
Let F := ρ˜Fθ = Fθρ˜, then
F : G2(q)→ G2(q) : yr(t) 7→
®
yr¯(t
θ), r¯ is short
yr¯(t
3θ), r¯ is long , r ∈ ΦG2 , t ∈ Fq.
For a subgroup X of G2(q), we set XF := {x ∈ X | F (x) = x}. By §13.4 of [Car72],
G2(q)
F = 2G2(q) and G
syl
2 (q)
F
is a subgroup of 2G2(q). Then G
syl
2 (q)
F
is also a Sylow
p-subgroup of 2G2(q) (14.1.2 of [Car72]).
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4.1.10 Lemma ([Car72], Theorem 14.3.2).
|2G2(q)| =q3(q − 1)(q3 + 1) = 33(2m+1)(32m+1 − 1)(33(2m+1) + 1)
=36m+3(32m+1 − 1)(36m+3 + 1).
4.1.11 Proposition (Sylow p-subgroup 2Gsyl2 (32m+1)). A matrix Sylow 3-subgroup
2Gsyl2 (q) of 2G2(q) is
2Gsyl2 (q) :=
¶
y2(t
3θ
1 ) · y1(t1)y3(t3)y4(t4) · y5(t3θ3 + t3θ+31 )y6(t3θ4 + t6θ+31 )
∣∣∣ t1, t3, t4 ∈ Fq© ,
where
y2(t
3θ
1 ) · y1(t1)y3(t3)y4(t4) · y5(t3θ3 + t3θ+31 )y6(t3θ4 + t6θ+31 )
=

1 t1 −t3 t1t3−t4
t1t3
−t4
−t1t4
−t3θ+31
−t3θ3
−t1t23
−t3t4
−t6θ+31
−t3θ4
2t1t3t4 + t
6θ+4
1
+t1t
3θ
4 − t3t3θ+31
−t3θ+13 − t24
1 t3θ1
t3θ+11
+t3
t3θ+11
+t3
−t3θ+21
−t4
−2t3θ+11 t3
+t3θ1 t4
−t23
−t3θ+21 t3
+2t3θ+11 t4
+t3θ1 t
3θ
3 + 2t3t4
+t3θ4 + 2t
6θ+3
1
1 t1 t1 −t21 −2t1t3+t4
−t21t3 + 2t1t4
+t3θ3 + t
3θ+3
1
1 0 −t1 − t3 − t1t3 + t4
1 −t1 −t3 −t1t3 + t4
1 −t3θ1 t3θ+11 + t3
1 −t1
1

.
Proof. We know CharFq = 3 and t3θ
2
= t for all t ∈ Fq. We choose the structure
constants in the same way as in 4.1.1. Let ti ∈ Fq and y(t1, t2, t3, t4, t5, t6) ∈ Gsyl2 (q)
F
.
Then
y(t1, t2, t3, t4, t5, t6) = F
Ä
y(t1, t2, t3, t4, t5, t6)
ä
=F
Ä
y2(t2)y1(t1)y3(t3)y4(t4)y5(t5)y6(t6)
ä
= y1(t
θ
2)y2(t
3θ
1 )y5(t
3θ
3 )y6(t
3θ
4 )y3(t
θ
5)y4(t
θ
6)
4.1.6
= y2(t
3θ
1 )y1(t
θ
2)y3(−t3θ1 tθ2)y4(−t3θ1 t2θ2 )y5(t3θ1 t3θ2 )y6(t6θ1 t3θ2 ) · y3(tθ5)y4(tθ6)y5(t3θ3 )y6(t3θ4 )
=y
Ä
tθ2, t
3θ
1 , t
θ
5 − t3θ1 tθ2, tθ6 − t3θ1 t2θ2 , t3θ3 + t3θ1 t3θ2 , t3θ4 + t6θ1 t3θ2
ä
.
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Thus
t1 =t
θ
2, t3 =t
θ
5 − t3θ1 tθ2 = tθ5 − t3θ+11 , t5 =t3θ3 + t3θ1 t3θ2 = t3θ3 + t3θ+31 ,
t2 =t
3θ
1 , t4 =t
θ
6 − t3θ1 t2θ2 = tθ6 − t3θ+21 , t6 =t3θ4 + t6θ1 t3θ2 = t3θ4 + t6θ+31 .
Hence y(t1, t2, t3, t4, t5, t6) = y
Ä
t1, t
3θ
1 , t3, t4, t
3θ
3 + t
3θ+3
1 , t
3θ
4 + t
6θ+3
1
ä
, and
∣∣∣Gsyl2 (q)F ∣∣∣ =
q3.
Therefore 2Gsyl2 (q) := G
syl
2 (q)
F
is a Sylow p-subgroup of 2G2(q). We get the matrix
form by calculation.
4.1.12 Corollary. 2Gsyl2 (32m+1) 6 Gsyl2 (32m+1).
4.1.13 Notation/Lemma. Let i ∈ {1, 3, 4} and ti ∈ Fq, then set
a(t1) :=y2(t
3θ
1 )y1(t1)y5(t
3θ+3
1 )y6(t
6θ+3
1 )
=

1 t1 −t3θ+31 −t6θ+31 t6θ+41
1 t3θ1 t
3θ+1
1 t
3θ+1
1 −t3θ+21 0 2t6θ+31
1 t1 t1 −t21 0 t3θ+31
1 0 −t1 0 0
1 −t1 0 0
1 −t3θ1 t3θ+11
1 −t1
1

,
b(t3) :=y3(t3)y5(t
3θ
3 )
=

1 −t3 −t3θ3 − t3θ+13
1 t3 t3 − t23
1 · t3θ3
1 · −t3
1 −t3
1 t3
1
1

,
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c(t4) :=y4(t4)y6(t
3θ
4 )
=

1 −t4 −t4 − t3θ4 −t24
1 −t4 · t3θ4
1 · t4
1 · t4
1 t4
1
1
1

.
Let Y (t1, t3, t4) := a(t1)b(t3)c(t4), then
y2(t
3θ
1 ) · y1(t1)y3(t3)y4(t4) · y5(t3θ3 + t3θ+31 )y6(t3θ4 + t6θ+31 )
=a(t1)b(t3)c(t4) = Y (t1, t3, t4).
By calculation, we get the following properties.
4.1.14 Proposition. Let i ∈ {1, 3, 4} and ti, si ∈ Fq, then
Y (t1, t3, t4) · Y (s1, s3, s4)
=Y (t1 + s1, t3 + s3 − t1s3θ1 , t4 + s4 + t1s3θ+11 − t21s3θ1 − t3s1),
Y (t1, t3, t4)
−1 = Y (−t1, − t3 − t3θ+11 , − t4 + t3θ+21 − t1t3).
In particular,
a(t1) · a(s1) =Y (t1 + s1, − t1s3θ1 , t1s3θ+11 − t21s3θ1 ),
a(t1)
−1 =Y (−t1, − t3θ+11 , t3θ+21 ),
b(t3) · b(s3) =b(t3 + s3),
c(t4) · c(s4) =c(t4 + s4).
4.1.15 Proposition. Let i ∈ {1, 3, 4} and ti, si ∈ Fq, then the commutators of 2Gsyl2 (q)
are
[Y (t1, t3, t4), Y (s1, s3, s4)]
=Y
Ä
0, t3θ1 s1 − t1s3θ1 , (t1s3θ+11 − t3θ+11 s1) + (t3θ1 s21 − t21s3θ1 ) + (t1s3 − t3s1)
ä
,
[Y (t1, t3, t4)
−1, Y (s1, s3, s4)−1]
=Y
Ä
0, t3θ1 s1 − t1s3θ1 , (t21s3θ1 − t3θ1 s21) + (t1s3 − t3s1)
ä
.
In particular,
[a(t1), a(s1)] = b(t
3θ
1 s1 − t1s3θ1 ) · c(t3θ1 s21 − t21s3θ1 + t1s3θ+11 − t3θ+11 s1),
[a(t1)
−1, a(s1)−1] = b(t3θ1 s1 − t1s3θ1 ) · c(t21s3θ1 − t3θ1 s21),
[a(t1), b(s3)] = c(t1s3),
[a(t1)
−1, b(s3)−1] = c(t1s3).
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4.1.16 Proposition. Let ti, si ∈ Fq with i ∈ {1, 3, 4}, then the conjugate of Y (t1, t3, t4)
is
Y (s1, s3, s4) · Y (t1, t3, t4) · Y (s1, s3, s4)−1
=Y
Ä
t1, t3 + t1s
3θ
1 − t3θ1 s1, t4 + (t21s3θ1 + t3θ1 s21) + t3θ+11 s1 + (t3s1 − t1s3)
ä
.
In particular,
Y (s1, s3, s4) · a(t1) · Y (s1, s3, s4)−1
=Y
Ä
t1, t1s
3θ
1 − t3θ1 s1, (t21s3θ1 + t3θ1 s21) + t3θ+11 s1 − t1s3
ä
,
Y (s1, s3, s4) · b(t3) · Y (s1, s3, s4)−1 = Y (0, t3, t3s1),
Y (s1, s3, s4) · c(t4) · Y (s1, s3, s4)−1 = c(t4).
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2m+1)-module
4.2. Monomial 2G
syl
2
(
32m+1
)
-module
Let N = 8, n = 4, q = 32m+1, G := A8(q), and U := 2G
syl
2 (3
2m+1).
In this section, we determine a monomial linearisation (f, κ|V×V ) for A8(q), where
f is a surjective 1-cocycle and κ|V×V is a non-degenerate bilinear form (4.2.16). In
particular, f |U is bijective (4.2.15). We get a monomial A8(q)-module CU (4.2.18).
Then we obtain a classification of U -orbit modules (4.2.26).
4.2.1. Monomial 2G
syl
2
Ä
32m+1
ä
-module
Let q = 32m+1, G := A8(q), and U := 2G
syl
2 (3
2m+1). In this subsection, we determine
a monomial linearisation (f, κ|V×V ) for A8(q), where f is a surjective 1-cocycle and
κ|V×V is a non-degenerate bilinear form (4.2.16). The restriction f |U is bijective
(4.2.15). Then we make CU into a monomial A8(q)-module (4.2.18).
It is essential to choose a suitable vector space V for the 1-cocycle and a suit-
able non-degenerate bilinear form κ on V0. We define the following notations for
2G
syl
2 (3
2m+1).
4.2.1 Notation/Lemma. Let V0 := Mat8×8(q), then V0 is an Fq-vector space.
4.2.2 Notation/Lemma. The map κ : V0 × V0 → Fq : (A,B) 7→ tr(A>B) is called the
trace form, and κ is a non-degenerate symmetric bilinear form on V0.
4.2.3 Notation/Lemma. Set J := {(1, 2), (1, 3), (1, 4)} and
V : = VJ
=


· A12 A13 A14 ·
· ·
· ·
· ·
·
·
·
·

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
A12, A13, A14 ∈ Fq

,
Then V is a 3-dimensional subspace of V0 over Fq.
4.2.4 Lemma. Let V ⊥ denote the orthogonal complement of V in V0 with respect to
the trace form κ, i.e. V ⊥ := {B ∈ V0 | κ(A,B) = 0, ∀ A ∈ V }. then V ⊥ = V3\J and
V0 = V ⊕ V ⊥.
4.2.5 Corollary. κ|V×V : V × V → Fq is a non-degenerate bilinear form.
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4.2.6 Notation/Lemma. Set pi := piJ i.e.
pi : V0 = V ⊕ V ⊥ → V : A 7→
∑
(i,j)∈J
Ai,jei,j = A12e12 + A13e13 + A14e14.
Then pi is a projection to the first component and is an Fq-linear map.
4.2.7 Lemma. Suppose A,B ∈ V0, such that supp(A) ∩ supp(B) ⊆ J . Then
κ(A,B) = κ(pi(A), B) = κ(A, pi(B)) = κ(pi(A), pi(B)) = κ|V×V (pi(A), pi(B)).
4.2.8 Lemma. Let A ∈ V and g ∈ G, then pi
1
(Ag>) ∈ V .
4.2.9 Lemma. Let A,B ∈ V and g, h ∈ G, then supp(Bh>) ∩ supp(Ag) ⊆ J .
4.2.10 Proposition (Group action of G on V ). The map
− ◦ − : V ×G→ V : (A, g) 7→ A ◦ g := pi(Ag)
is a group action, and the elements of the group G act as Fq-automorphisms.
Proof. With straightforward calculation or c.f. the proof of 3.2.23.
By 1.2.21, we get a new action:
4.2.11 Corollary. There exists an unique linear action −.− of G on V :
−.− : V ×G→ V : (A, g) 7→ A.g := A ◦ g−>
such that κ|V×V (A.g,B) = κ|V×V (A,B ◦ g−1) for all B ∈ V . In particular, for all
A,B ∈ V and g ∈ G,
κ|V×V (A,B ◦ g) = κ|V×V (A.g−1, B) = κ|V×V (A ◦ g>, B).
4.2.12 Notation. Set f := pi|G : G→ V .
The following lemma is proved by straightforward calculation or c.f. the proof of
3.2.26.
4.2.13 Lemma. Let x, g ∈ G, then f(x)g ≡ (x − 1)g mod V ⊥. In particular, f(x) ≡
x− 1 mod V ⊥.
4.2.14 Proposition. Let x, g ∈ G, then f(xg) = f(x) ◦ g + f(g).
Proof. With straightforward calculation or c.f. the proof of 3.2.27.
4.2.15 Proposition (Bijective 1-cocycle of 2Gsyl2 (3
2m+1)). Let U = 2Gsyl2 (3
2m+1), then
f |U := pi|U : U → V is a bijection. In particular, f |U is a bijective 1-cocycle of U .
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Proof. By 4.1.11 and 4.2.6, f |U is a bijection.
4.2.16 Corollary (Monomial linearisation forA8(q)). f := pi|G : G→ V is a surjective
1-cocycle of G in V , and (f, κ|V×V ) is a monomial linearisation for G = A8(q).
4.2.17 Corollary (Monomial linearisation for 2Gsyl2 (3
2m+1)). (f |U , κ|V×V ) is a mono-
mial linearisation for U .
Now we establish the monomial G-module C
(
2G
syl
2 (3
2m+1)
)
, which is essential
for the construction of the supercharacter theory for 2Gsyl2 (3
2m+1).
4.2.18 Theorem (Fundamental theorem for 2Gsyl2 (3
2m+1)). Let G = A8(q), U =
2G
syl
2 (3
2m+1) and
[A] =
1
|U |
∑
u∈U
χA(u)u for all A ∈ V .
Then the set {[A] | A ∈ V } forms a C-basis for the complex group algebra CU . Let
[A] ∗ g := χA.g(g)[A.g] = ϑκ(A.g, f(g))[A.g] for all g ∈ G,A ∈ V ,
then CU is a monomial CG-module. The restriction of the ∗-operation to U is given by
the usual right multiplication of U on CU , i.e.
[A] ∗ u = [A]u = 1|U |
∑
y∈U
χA(y)yu for all u ∈ U,A ∈ V .
Proof. By 4.2.16, (f, κ|V×V ) is a monomial linearisation for G, satisfying that f |U is
a bijective map (see 4.2.15). By 4.2.11, A.u := pi(Au−>). Thus the whole theorem is
proved in view of 1.2.24.
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4.2.2. 2Gsyl2
Ä
32m+1
ä
-orbit modules
Let U := 2Gsyl2 (q) = 2G
syl
2 (3
2m+1), A ∈ V , yi(ti) ∈ U and ti ∈ Fq (i = t1, t3, t4).
In this subsection, we get the stabilizers StabU(A) for all A ∈ V (4.2.22) and
obtain a classification of U -orbit modules (4.2.26).
4.2.19 Lemma. Let A ∈ V , Y (t1, t3, t4) ∈ U and ti ∈ Fq with i ∈ {1, 3, 4}. Then
A.Y (t1, t3, t4) and the corresponding figures of moves are given as follows:
A.Y (t1, t3, t4) = A.
Ä
y2(t
3θ
1 )y1(t1)y3(t3)
ä
=A.
Ä
x2(t
3θ
1 )x1(t1)x3(t3)
ä
= A.
Ä
x˜23(t
3θ
1 )x˜34(t1)x˜24(t3)
ä
.
•
•
•
•
•
•
•
•
•
•
•
•
−t3θ1
−t1
−t3
For A ∈ V , we often only draw the entries Aij where (i, j) ∈ J .
4.2.20 Notation. Set
F4 :={COU(A) | A ∈ V, A14 6= 0},
F3 :={COU(A) | A ∈ V, A13 6= 0, A14 = 0},
F1 :={COU(A) | A ∈ V, A12 6= 0, A13 = A14 = 0}.
Let A ∈ V , we also say A ∈ Fi, if COU([A]) ∈ Fi.
4.2.21 Proposition (2Gsyl2 (q)-orbit modules). Let A = (Aij) ∈ V , then the U -orbit
module COU([A]) (A ∈ V ) is determined as follows:
COU([A12e12 + A13e13 + A14e14])
=C


·
A12
−A13t3θ1
−A14t3
A13
−A14t1 A14 ·
· ·
· ·
· ·

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
t1, t3 ∈ Fq

.
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Proof. By 4.2.19, we calculate the orbit modules directly.
4.2.22 Proposition (2Gsyl2 (q)-stabilizer). Let A = (Aij) ∈ V , then StabU(A) is estab-
lished in Table 4.2.
Table 4.2.: 2Gsyl2 (q)-stabilizers
A ∈ V StabU(A) |StabU(A)| dimCCOU([A])
F4
· A12 A13 A∗14 ·
· ·
· ·
· ·
Y (0, 0, t4) q q
2
F3
· A12 A∗13 ·
· ·
· ·
· ·
Y (0, t3, t4) q
2 q
F1
· A12 ·
· ·
· ·
· ·
U q3 1
Proof. By 4.2.21, we calculate the stabilizers.
As for the other groups, we get the following three statements for the 2Gsyl2 (3
2m+1)-
orbit modules.
4.2.23 Lemma. Let A,B ∈ V . Then HomCU(COU([A]),COU([B])) = {0} if and only
if for all C ∈ OU(A) and D ∈ OU(B) holds HomStabU (C,D)(C[C],C[D]) = {0}.
4.2.24 Lemma. Let A,B ∈ V and y ∈ U . Then
HomStabU (A,B)(C[A],C[B]) = HomStabU (A.y,B.y)(C[A.y],C[B.y])
as C-vector spaces.
4.2.25 Corollary (Homomorphism criterion). Let A,B ∈ V . Then
HomCU(COU([A]),COU([B])) = {0}
if and only if HomStabU (A,D)(C[A],C[C]) = {0} for all D ∈ OU(B).
4.2.26 Proposition (Classification of 2Gsyl2 (q)-orbit modules). Every U -orbit module
is one of the following forms in Table 4.3, and they satisfy the following properties.
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(1) Let A,B ∈ V . If verge(A) 6= verge(B), then HomCU(COU([A]),COU([B])) =
{0}. In particular, if COU([A]) ∈ Fi, COU([B]) ∈ Fj and i 6= j, then
HomCU(COU([A]),COU([B])) = {0}.
(2) In the Family F1, the U -orbit modules are irreducible and pairwise orthogonal.
(3) In the Family F3 and F4, the U -orbit modules are reducible.
Table 4.3.: 2Gsyl2 (q)-orbit modules
Family COU([A]) (A ∈ V ) dimCCOU([A]) #COU([A]) Irr.
F4 COU
Å · A∗14 ·· ·· ·
· ·

ã
q2 q − 1 NO
F3 COU
Å · A∗13 ·· ·· ·
· ·

ã
q q − 1 NO
F1 COU
Å · A12 ·· ·· ·
· ·

ã
1 q YES
Proof. (a) By 4.2.21, we classify 2Gsyl2 (q)-orbit modules.
(b) Using 4.2.25, (1) is proved.
(c) The orbit modules in the Family F1 are 1-dimensional, so (2) is obtained.
(d) Let A = A12e12 + A∗13e13 ∈ F3 and C ∈ OU(A). By 4.2.22, StabU(A,C) =
StabU(A) = {Y (0, t3, t4) | t3, t4 ∈ Fq}. The inner product is 〈χA, χC〉StabU (A,C) =
1. Let ψA denote the character of COU([A]), then
dimCHomCU(COU([A]),COU([A])) = 〈ψA, ψA〉U
=
∑
C∈OU (A)
|StabU(A,C)|
|StabU(A)| dimCHomStabU (A,C)(C[A],C[C]) = q > 1.
Thus, COU([A]) is not irreducible.
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(e) If A ∈ V is a pattern of the Family F4, then the orbit module COU([A]) is
reducible. Suppose it is irreducible, then
Ä
dimC COU([A])
ä2
= q4 < |U | = q3.
This is a contradiction. Thus the orbit modules of the Family F4 are reducible.
4.2.27 Corollary. Let A,B ∈ V , then two orbit modules COU([A]) and COU([B]) are
either COU([A]) = COU([B]) or HomCU(COU([A]),COU([B])) = {0}.
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4.3. Supercharacter theories for 2Gsyl2
(
32m+1
)
In this section, let q = 32m+1, G := A8(q), U := 2G
syl
2 (3
2m+1), and t∗, t∗1, t
∗
3, t
∗
4 ∈ F∗q.
We determine a supercharacter theory for 2Gsyl2 (32m+1) (4.3.14), establish the su-
percharacter table of 2Gsyl2 (32m+1) in Table 4.6. Then we obtain the character table
of 2Gsyl2 (3) (4.3.27) and give the relations between supercharacters and irreducible
characters of 2Gsyl2 (3) (4.3.28).
4.3.1. Conjugacy classes of 2Gsyl2
Ä
32m+1
ä
In this subsection, we determine the conjugacy classes of 2Gsyl2 (32m+1) (4.3.4), and
obtain one partition of 2Gsyl2 (32m+1) (4.3.8) which is a set of the superclasses proved
in the next subsetion.
4.3.1 Notation. Let x, u ∈ U , then the conjugate of x by u is ux := uxu−1, and the
conjugacy class of u is Ux := {vxv−1 | v ∈ U}.
4.3.2 Lemma. Let t ∈ F∗q, θ := 3m, F+q be the additive group of Fq and
ςt : F+q → F+q : s 7→ ts3θ − t3θs,
then ςt is a homomorphism and |im ςt| = θ2 = 32m.
Proof. We know that ςt is a homomorphism. We claim that ker ςt = {0, t,−t}. Note
that ker ςt ⊇ {0, t,−t}. Let s ∈ ker ςt, then ts3θ − t3θs = 0. We know 0 ∈ ker ςt ∩
{0, t,−t}. Let s 6= 0, then
(t−1s)3θ−1 = 1 =⇒ |t−1s|
∣∣∣(3θ − 1).
Since (t−1s)q−1 = (t−1s)3θ2−1 = 1, the order |t−1s| divides the greatest common
divisor (3θ − 1, 3θ2 − 1) = (3m+1 − 1, 32m+1 − 1). If m = 0, (3m+1 − 1, 32m+1 − 1) =
(2, 2) = 2. If m > 0, (3m+1 − 1, 32m+1 − 1) = 2 by the Euclidean algorithm. Thus,
|t−1s|
∣∣∣2 =⇒ (t−1s)2 = 1 =⇒ t−1s = ±1 =⇒ s = ±t.
Thus ker ςt ⊆ {0, t,−t}. The claim is proved. Therefore,
|im ςt| =
|F+q |
| ker ςt| =
32m+1
3
= 32m.
4.3.3 Notation. For t∗ ∈ F∗q denote by t∗T a complete set of coset representatives (i.e.
a transversal) of im ςt∗ in F+q . Thus |t∗T | = 3.
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Table 4.4.: Conjugacy classes of 2Gsyl2 (32m+1)
Representatives
#Conjugacy
Classes
Conjugacy
Classes
|Conjugacy
Class|
I8 1 Y (0, 0, 0) 1
Y (0, 0, t∗4) q − 1 Y (0, 0, t∗4) 1
Y (0, t∗3, 0) q − 1
Y (0, t∗3, s4)
s4 ∈ Fq
q
Y (t∗1,
t∗1t3, 0) (q − 1) · 3
Y (t∗1, s˜3, s4)
s˜3 ∈ t∗1t3 + im ςt∗1 , s4 ∈ Fq
q · 32m
where t∗1t3 ∈ t∗1T .
4.3.4 Proposition (Conjugacy classes of 2Gsyl2 (32m+1)). Let U = 2G
syl
2 (3
2m+1), then
the conjugacy classes of U are listed in Table 4.4.
Proof. By 4.1.16 and 4.3.2, we get the conjugacy classes of U .
4.3.5 Corollary.
#{Irreducible Characters of 2Gsyl2
Ä
32m+1
ä}
=#{Conjugacy Classes of 2Gsyl2
Ä
32m+1
ä}
=5q − 4 = 5(q − 1) + 1.
4.3.6 Remark. We also consider the analogue of Higman’s conjecture for 2Gsyl2 (32m+1).
By 4.3.5, the conjecture is true for 2Gsyl2 (32m+1).
4.3.7 Notation/Lemma. Set
C4(t
∗
4) :=
UY (0, 0, t∗4), C3(t
∗
3) :=
UY (0, t∗3, 0),
C1(t
∗
1) :=
⋃
t∗
1 t3∈t
∗
1T
UY (t∗1,
t∗1t3, 0), C0 :={I8}.
Note that they can form a partition of U , denoted by K, i.e.
K := {C0, C1(t∗1), C3(t∗3), C4(t∗4) | t∗1, t∗3, t∗4 ∈ F∗q}.
We get a partition of 2Gsyl2 (32m+1) by 4.3.4.
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Table 4.5.: A partition K of 2Gsyl2 (32m+1)
u ∈ U #Ci(t∗i )or #C0 Ci(t∗i ) or C0 |Ci(t∗i )| or |C0)|
I8 1 Y (0, 0, 0) 1
Y (0, 0, t∗4) q − 1 Y (0, 0, t∗4) 1
Y (0, t∗3, 0) q − 1
Y (0, t∗3, s4)
s4 ∈ Fq
q
Y (t∗1, 0, 0) q − 1
Y (t∗1, s3, s4)
s3, s4 ∈ Fq
q2
4.3.8 Proposition (A partition of 2Gsyl2 (32m+1)). Let u ∈ U , then the partition K is
shown in Table 4.5:
4.3.9 Notation/Lemma. Set Ci :=
⋃.
ti∈F∗q Ci(t
∗
i ) for all i = 1, 3, 4, and C0 := {I8}.
Then
K =
.⋃
i∈{0,1,3,4}
Ci.
Note that we can also determine the partition for 2Gsyl2 (q) in 4.3.8 by calculating
{I8 + x(u − 1)y | x, y ∈ G} ∩ U = {I8 + (u − 1)y | y ∈ G} ∩ U for all u ∈ U (c.f.
§2.3.1).
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4.3.2. A supercharacter theory for 2Gsyl2
Ä
32m+1
ä
In this subsection, let A∗12, A
∗
13, A
∗
14 ∈ F∗q. We determine the supercharacter theory
for 2Gsyl2 (32m+1) (4.3.14), establish the supercharacter table of 2G
syl
2 (3
2m+1) in Table
4.6 and list supercharacters, supermodules and superclasses of 2Gsyl2 (32m+1) in Table
4.7.
4.3.10 Notation. Let A = (Aij) ∈ V , set
M(0) :={0}, M(A∗12e12) :=COU([A∗12e12]),
M(A∗13e13) :=COU([A∗13e13]), M(A∗14e14) :=COU([A∗14e14]).
4.3.11 Notation. Denote byM the set of all of the CU -modules in 4.3.10, i.e.
M :={M(0),M(A∗12e12),M(A∗13e13),M(A∗14e14) | A∗12, A∗13, A∗14 ∈ F∗q}
={{0},COU([A∗12e12]),COU([A∗13e13]),COU([A∗14e14]) | A∗12, A∗13, A∗14 ∈ F∗q}.
4.3.12 Notation. (1) Let M ∈M, then the complex character of the CU -module M
is denoted by ΨM .
(2) Set X := {ΨM |M ∈M}.
4.3.13 Corollary. Let A ∈ V and ψA be the character of COU([A]). Thus
ΨM(0) =ψ0, ΨM(A∗12e12) = ψA∗12e12 , ΨM(A∗13e13) = ψA∗13e13 , ΨM(A∗14e14) = ψA∗14e14 .
4.3.14 Proposition (Supercharacter theory for 2Gsyl2 (32m+1)). (X ,K) is a superchar-
acter theory for 2Gsyl2 (32m+1), where K is defined in 4.3.7, and X is defined in 4.3.12.
Proof. By 4.3.7, K is a partition of U . We know that X is a set of nonzero complex
charaxcters of U .
(a) Claim that |X | = |K|.
By 4.3.7, 4.3.10 and 4.3.12, |{ΨM(A∗14e14) | A∗14 ∈ F∗q}| = |{M(A∗14e14) | A∗14 ∈
F∗q}| = |C4|, Similarly, we obtain the Table 4.7. Thus |X | = |K|.
(b) Claim that the characters χ ∈ X are constant on the members of K.
Let A∗13 ∈ F∗q and y ∈ U , then
ΨM(A13∗e13)(y) =
∑
C∈OU (A∗13e13)
C.y=C
χC(y) =
∑
C∈OU (A∗13e13)
y∈StabU (C)
χC(y).
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If y = Y (0, t3, t4) ∈ C0 ∪ C3 ∪ C4, y ∈ StabU(C) for all C ∈ OU(A∗13e13) by
4.2.22. Thus
ΨM(A∗13e13)(y) =
∑
C∈OU (A∗13e13)
χC(y) =
∑
C∈OU (A∗13e13)
ϑ(−A∗13t3) = q · ϑ(−A∗13t3).
If y ∈ C1, y /∈ StabU(C) for all C ∈ OU(A∗13e13) by 4.2.22. Thus
ΨM(A∗13e13)(y) = 0.
Similarly, we calculate the other values of the Table 4.6. Thus the claim is
proved.
(c) The elements of X are pairwise orthogonal by 4.2.26.
(d) The set {I8} is a member of K.
By 2.3.11 and 2.3.13, (X ,K) is a supercharacter theory for 2Gsyl2 (32m+1).
Table 4.6.: Supercharacter table of 2Gsyl2 (32m+1)
C0 C1(t
∗
1) C3(t
∗
3) C4(t
∗
4)
ΨM(0) 1 1 1 1
ΨM(A∗12e12) 1 ϑ(A
∗
12t
∗
1) 1 1
ΨM(A∗13e13) q 0 q · ϑ(−A∗13t∗3) q
ΨM(A∗14e14) q
2 0 0 q2 · ϑ(−A∗14t∗4)
4.3.15 Corollary. The supercharacters, supermodules and superclasses of 2Gsyl2 (32m+1)
are listed in Table 4.7.
4.3.16 Corollary. The number of the supercharacters 2Gsyl2 (q) is
|X | = |M| = |K| = 3q − 2 = 3(q − 1) + 1.
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Table 4.7.: Supercharacters, supermodules and superclasses of 2Gsyl2 (32m+1)
Supercharacters
Ψ ∈ X
Supermodules
M ∈M
Superclasses
C ∈ K
#{Ψ}=#{M}=#{C}
ΨM(A∗14e14) M(A
∗
14e14) C4(t
∗
4) q − 1
ΨM(A∗13e13) M(A
∗
13e13) C3(t
∗
3) q − 1
ΨM(A∗12e12) M(A
∗
12e12) C1(t
∗
1) q − 1
ΨM(0) M(0) C0 1
4.3.3. Character table of 2Gsyl2 (3)
In this subsection, let q = 3 and U := 2Gsyl2 (3). We obtain the character table
of 2Gsyl2 (3) (4.3.27) and give the relations between supercharacters and irreducible
characters of 2Gsyl2 (3) (4.3.28).
4.3.17 Notation. Set
Ya :={a(t1) | t1 ∈ Fq}, Yb := {b(t3) | t3 ∈ Fq}, Yc := {c(t4) | t4 ∈ Fq}.
In this subsection, m = 0 and θ = 3m = 1 since p = 3. We rewrite the properties in
§4.1.2.
4.3.18 Proposition (Multiplication). Let i ∈ {1, 3, 4} and ti, si ∈ F3, then
Y (t1, t3, t4) · Y (s1, s3, s4)
=Y (t1 + s1, t3 + s3 − t1s1, t4 + s4 + t1s21 − t21s1 − t3s1),
Y (t1, t3, t4)
−1 = Y (−t1, − t3 − t21, − t4 + t1 − t1t3).
In particular,
a(t1) · a(s1) =Y (t1 + s1,−t1s1, t1s21 − t21s1),
a(t1)
−1 =Y (−t1,−t21, t1),
b(t3) · b(s3) =b(t3 + s3),
c(t4) · c(s4) =c(t4 + s4).
4.3.19 Corollary. Yb and Yc are subgroups of 2G
syl
2 (3), but Ya is not a subgroup of
2G
syl
2 (3).
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4.3.20 Proposition (Commutator relations of 2Gsyl2 (3)). Let i ∈ {1, 3, 4} and ti, si ∈
F3, then the commutators of 2Gsyl2 (3) are
[Y (t1, t3, t4), Y (s1, s3, s4)] = Y
Ä
0, 0, (t21s1 − t1s21) + (t1s3 − t3s1)
ä
,
[Y (t1, t3, t4)
−1, Y (s1, s3, s4)−1] = Y
Ä
0, 0, (t21s1 − t1s21) + (t1s3 − t3s1)
ä
.
In particular,
[a(t1), a(s1)] = c(t
2
1s1 − t1s21), [a(t1)−1, a(s1)−1] = c(t21s1 − t1s21),
[a(t1), b(s3)] = c(t1s3), [a(t1)
−1, b(s3)−1] = c(t1s3).
4.3.21 Corollary. Yc and YbYc are normal subgroups of 2G
syl
2 (3).
4.3.22 Corollary. The center Z(U) = Yc and Yc\U is abelian.
4.3.23 Proposition (Conjugacy classes). Let ti, si ∈ Fq with i ∈ {1, 3, 4}, then the
conjugate of Y (t1, t3, t4) is
Y (s1, s3, s4) · Y (t1, t3, t4) · Y (s1, s3, s4)−1
=Y
Ä
t1, t3, t4 + (t1s
2
1 − t21s1) + (t3s1 − t1s3)
ä
.
In particular,
Y (s1, s3, s4) · a(t1) · Y (s1, s3, s4)−1 = Y
Ä
t1, 0, t1s
2
1 − t21s1 − t1s3
ä
,
Y (s1, s3, s4) · b(t3) · Y (s1, s3, s4)−1 = Y (0, t3, t3s1),
Y (s1, s3, s4) · c(t4) · Y (s1, s3, s4)−1 = c(t4).
Let G be a finite group, and Irr(G) be the set of all irreducible characters of G. Let
χ ∈ Irr(U).
4.3.24 Proposition. Let Aij ∈ Fq and A∗ij ∈ F∗q.
(1) Let U¯ := Yc\U = Y¯aY¯b, χ¯A12,A13lin ∈ Irr(U¯), χ¯A12,A13lin (a¯(t1)b¯(t3)) := ϑ(A12t1) ·
ϑ(−A13t3), and χA12,A13lin be the lift of χ¯A12,A13lin to U . Then
Flin := {χ ∈ Irr(U) | Yc ⊆ kerχ} = {χA12,A13lin | A12, A13 ∈ Fq}.
(2) Let H := YbYc, λA14,A13 ∈ Irr(H), λA14,A13(b(t3)c(t4)) := ϑ(−A14t4 − A13t3),
χA142,q := Ind
U
Hλ
A14,0. Then
F2 :={χ ∈ Irr(U) | Yc * kerχ} = {χA
∗
14
2,q | A∗14 ∈ F∗1q}.
Proof. Let χ ∈ Irr(U).
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(1) Family Flin, where Yc ⊆ kerχ.
Since the commutator subgroup is U ′ = Yc, all linear characters of U are pre-
cisely the lifts to U of the irreducible characters of the abelian quotient group
Yc\U . If Yc ⊆ kerχ, χ is linear. Let U¯ := YaYb\U = Y¯aY¯b, χ¯A12,A13lin ∈ Irr(U¯)
with χ¯A12,A13lin (a¯(t1)b¯(t3)) := ϑ(A12t1) · ϑ(−A13t3). Since U¯ is abelian, Irr(U¯) =
{χ¯A12,A13lin | A12, A13 ∈ Fq}. Let χA12,A13lin be the lift of χ¯A12,A13lin to U , then
Flin ={χ ∈ Irr(U) | Yc ⊆ kerχ} = {χA12,A13lin | A12, A13 ∈ Fq}.
(2) Family F2, where Yc * kerχ.
Let H := YbYc, λA14,A13 ∈ Irr(H) with λA14,A13(b(t3)c(t4)) := ϑ(−A14t4 − A13t3).
We note that Ya is a transversal of H in U , and Z(U) = Yc. For all s1 ∈ Fq,Ä
λA
∗
14,A13
äa(s1)
(b(t3)c(t4)) = λ
A∗14,A13
Ä
a(s1) · b(t3)c(t4) · a(s1)−1
ä
=λA
∗
14,A13
Ä
b(t3)c(t4 + s1t3)
ä
= ϑ
Ä− A∗14(t4 + s1t3)− A13t3ä
=ϑ
Ä− A∗14t4 − (A13 + s1A∗14)t3ä.
Thus IU(λA
∗
14,A13) = H. By Clifford’s Theorem, IndUHλ
A∗14,A13 ∈ Irr(U) and
ResUHInd
U
Hλ
A∗14,A13 =
∑
s1∈Fq
Ä
λA
∗
14,A13
äa(s1)
=
∑
s1∈Fq
λA
∗
14,(A13−s1A∗14) =
∑
B13∈Fq
λA
∗
14,B13 .
By Clifford’s Theorem, there are q − 1 almost faithful irreducible characters of
U¯ , i.e.
F3 ={χ ∈ Irr(U) | Yc * kerχ} = {χA
∗
13
2,q | A∗13 ∈ F∗q}.
By the above argument, we obtain all irredubible characters of 2Gsyl2 (3).
4.3.25 Theorem (Irreducible characters of 2Gsyl2 (3)). The irreducible characters of
Gsyl2 (3) are classified into two families as listed in Table 4.8
By 4.3.23, we obtain the conjugacy classes of 2Gsyl2 (3).
4.3.26 Proposition (Conjugacy classes of 2Gsyl2 (3)). The conjugacy classes of 2G
syl
2 (3)
are listed in Table 4.9.
4.3.27 Proposition. The character table of 2Gsyl2 (3) is the one in Table 4.10.
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Table 4.8.: Irreducible characters of 2Gsyl2 (3)
Family Notation Parameter Set Number Degree Property
F2 χ
A∗14
2,q F∗q q − 1 q Yc * kerχA
∗
14
2,q
Flin χ
A12,A13
lin Fq × Fq q2 1 Yc ⊆ kerχA12,A13lin
Table 4.9.: Conjugacy classes of 2Gsyl2 (3)
Representatives
#Conjugacy
Classes
Conjugacy
Classes
|Conjugacy
Class|
I8 1 Y (0, 0, 0) 1
Y (0, 0, t∗4) q − 1 Y (0, 0, t∗4) 1
Y (0, t∗3, 0) q − 1
Y (0, t∗3, s4)
s4 ∈ Fq
q
Y (t∗1, t3, 0) (q − 1) · q
Y (t∗1, t3, s4)
s4 ∈ Fq
q
Table 4.10.: Character table of 2Gsyl2 (3)
I8 Y (t
∗
1, t3, 0) Y (0, t
∗
3, 0) Y (0, 0, t
∗
4)
χ0,0lin 1 1 1 1
χ
A∗12,0
lin 1 ϑ(A
∗
12t
∗
1) 1 1
χ
A12,A∗13
lin 1 ϑ(A12t
∗
1) · ϑ(−A∗13t3) ϑ(−A∗13t∗3) 1
χ
A∗14
2,q q 0 0 q · ϑ(−A∗14t∗4)
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Proof. Let u = Y (t1, t3, t4) ∈ U , H := YbYc, λA14,A13 ∈ Irr(H) with
λA14,A13(b(t3)c(t4)) := ϑ(−A14t4 − A13t3).
We have
χ
A∗14
2,q (u) =Ind
U
Hλ
A∗14,0(u) =
1
|H|
∑
g∈U
g·Y (t1,t3,t4)·g−1∈H
λA
∗
14,0
Ä
g · Y (t1, t3, t4) · g−1
ä
,
then
χ
A∗14
2,q (c(t4)) =q · λA∗14,0(c(t4)) = q · ϑ(−A∗14t4),
χ
A∗14
2,q (b(t
∗
3)) =
1
|H|
∑
g:=Y (s1,s3,s4)∈U
g·b(t∗3)·g−1∈H
λA
∗
14,0
Ä
g · b(t∗3) · g−1
ä
=
∑
s1∈Fq
λA
∗
14,0
Ä
Y (0, t∗3, t
∗
3s1)
ä
=
∑
s1∈Fq
ϑ(−A∗1,4t∗3s1) = 0,
χ
A∗14
2,q (Y (t
∗
1, t3)) =0.
We obtain other values similarly.
4.3.28 Proposition (Supercharacters and irreducible characters). The following re-
lations between supercharacters and irreducible characters of 2Gsyl2 (3) are obtained.
ΨM(A∗14e14) =q · χ
A∗14
2,q , ΨM(A∗13e13) =
∑
A23∈Fq
χ
A23,A∗13
lin ,
ΨM(A∗12e12) =χ
A∗12,0
lin , ΨM(0) =χ
0,0
lin = trivU .
Proof. Compare Table 4.6 and Table 4.10, the formulae are obtained.
4.3.29 Corollary. Let #Irr be the number of irreducible characters of 2Gsyl2 (3), #Irrc
be the number of irreducible characters of 2Gsyl2 (3) of dimension qc with c ∈ N and
q = 3, then
#Irr1 = q − 1 = (q − 1),
#Irr0 = q
2 = (q − 1)2 + 2(q − 1) + 1,
and
#Irr =#{Irreducible Characters of 2Gsyl2 (3)}
=#{Conjugacy Classes of 2Gsyl2 (3)}
=q2 + q − 1
=(q − 1)2 + 3(q − 1) + 1.
We consider the analogue of Higman’s conjecture, Lehrer’s conjecture and Isaacs’ con-
jecture of Un(q) for 2G
syl
2 (3), and the conjectures hold for 2G
syl
2 (3).
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5. Monomial Esyl6 (q)-, F
syl
4 (q)-,
2E
syl
6
(
q2
)
- and Esyl7 (q)-modules
In this chapter, we determine monomial linearisations for the Sylow p-subgroups
Esyl6 (q), F
syl
4 (q), 2E
syl
6 (q
2) and Esyl7 (q), and then obtain monomial E
syl
6 (q)-, F
syl
4 (q)-,
2Esyl6 (q
2)- and Esyl7 (q)-modules.
5.1. Monomial Esyl6 (q)-module
In this section, we construct a Chevalley basis for the Lie algebra LE6 of type E6 (see
5.1.3) and determine the Sylow p-subgroup Esyl6 (q) for the Chevalley group E6(q)
(see 5.1.25). Then we get a monomial linearisation (f, κ|V×V ) for Esyl6 (q), where f
is a bijective 1-cocycle and κ|V×V is a non-degenerate bilinear form (5.1.45). Finally,
we make CEsyl6 (q) into a monomial E
syl
6 (q)-module (5.1.46).
5.1.1. Chevalley basis of the Lie algebra of type E6
In this subsection, we obtain a Chevalley basis for the Lie algebra LE6 of type E6
(5.1.3). By [HRT01, §3.3], there is a Lie algebra LE6 of type E6 generated by {er |
±r ∈ ∆E6}, denoted by
LE6 := 〈 er ∈ Mat27×27(C) | ± r ∈ ∆E6 〉Lie ,
where ∆E6 = {a, b, c, d, e, f}, e−r = e>r for all r ∈ ∆E6 and
ea :=e1,2 + e11,13 + e14,16 + e17,18 + e19,20 + e21,22,
eb :=e4,5 + e6,7 + e8,10 + e19,21 + e20,22 + e23,24,
ec :=e2,3 + e9,11 + e12,14 + e15,17 + e20,23 + e22,24,
ed :=e3,4 + e7,9 + e10,12 + e17,19 + e18,20 + e24,25,
ee :=e4,6 + e5,7 + e12,15 + e14,17 + e16,18 + e25,26,
ef :=e6,8 + e7,10 + e9,12 + e11,14 + e13,16 + e26,27.
Let HE6 be the Cartan subalgebra, then
HE6 = 〈 [er, e−r] ∈ Mat27×27(C) | r ∈ ∆E6 〉C .
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Let H∗E6 be the dual space of HE6, we obtain a basis {ε1 + ε2 + ε8, ε3, ε4, ε5, ε6, ε7} of
H∗E6 such that
a =− 1
2
8∑
i=1
εi, b = ε6 − ε7, c = ε6 + ε7, d = ε5 − ε6, e = ε4 − ε5, f = ε3 − ε4.
Let VE6 := R-span{ε1 + ε2 + ε8, ε3, ε4, ε5, ε6, ε7} be a subspace of H∗E6, then VE6 be-
comes a Euclidean space (see Appendix A.3). The root system of type E6 is
ΦE6 ={±εi ± εj | i < j, i, j = 3, 4, 5, 6, 7}⋃{±1
2
8∑
i=1
1εi
∣∣∣∣∣∣ i = ±1, 1 = 2 = 8 = 1,
8∏
i=1
i = 1
}
.
The set of positive roots of ΦE6 is
Φ+E6 ={εi ± εj | i < j, i, j = 3, 4, 5, 6, 7}⋃{−1
2
8∑
i=1
1εi
∣∣∣∣∣∣ i = ±1, 1 = 2 = 8 = 1,
8∏
i=1
i = 1
}
.
The Dynkin diagram of E6 is
• • • • •
•
a
b
c d e f
Let r1 := a, r2 := b, r3 := c, r4 := d, r5 := e, r6 := f , then the Cartan matrix M of
E6 is

a b c d e f
a 2 0 −1 0 0 0
b 0 2 0 −1 0 0
c −1 0 2 −1 0 0
d 0 −1 −1 2 −1 0
e 0 0 0 −1 2 −1
f 0 0 0 0 −1 2

6×6
where Mri,rj = Mi,j = 〈ri, rj〉 = 2κ(ri,rj)κ(ri,ri) (ri, rj ∈ ∆E6).
Let ΦE6 be the root system of type E6. Each root r ∈ ΦE6 can be written as
r =
∑
α∈∆E6 kαα, the height of r is ht(r) =
∑
α∈∆E6 kα.
5.1.1 Definition. For r, s ∈ Φ+E6, we write r ≺ s, if ht(r) < ht(s) (e.g. a ≺ a+ c) or if
ht(r) = ht(s), this is the lexicographical order (e.g. a ≺ b ≺ c ≺ d ≺ e ≺ f).
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We take the structure constants Nr,s to be positive, if (r, s) is an extraspecial pair
according to the total order in Definition 5.1.1. We give all the extraspecial pairs
and the corresponding structure constants as follows.
5.1.2 Notation/Lemma. We have the following extraspecial pairs of roots in Φ+E6\∆E6
and the corresponding structure constants Nr,s (r, s ∈ Φ+E6). According to column 2 and
column 3 of the following table, we define ri (i = 7, 8, . . . , 36) to be the root in column
3 which is according to i in column 2 (e.g. r7 = a+ c).
Height i ri ∈ Φ+E6\∆E6 Extraspecial pairs (r, s) Nr,s
7 a+ c (a, c) 1
8 b+ d (b, d) 1
2 9 c+ d (c, d) 1
10 d+ e (d, e) 1
11 e+ f (e, f) 1
12 a+ c+ d (a, c+ d) 1
13 b+ c+ d (b, c+ d) 1
3 14 b+ d+ e (b, d+ e) 1
15 c+ d+ e (c, d+ e) 1
16 d+ e+ f (d, e+ f) 1
17 a+ b+ c+ d (a, b+ c+ d) 1
18 a+ c+ d+ e (a, c+ d+ e) 1
4 19 b+ c+ d+ e (b, c+ d+ e) 1
20 b+ d+ e+ f (b, d+ e+ f) 1
21 c+ d+ e+ f (c, d+ e+ f) 1
22 a+ b+ c+ d+ e (a, b+ c+ d+ e) 1
5 23 a+ c+ d+ e+ f (a, c+ d+ e+ f) 1
24 b+ c+ 2d+ e (d, b+ c+ d+ e) 1
25 b+ c+ d+ e+ f (b, c+ d+ e+ f) 1
26 a+ b+ c+ 2d+ e (a, b+ c+ 2d+ e) 1
6 27 a+ b+ c+ d+ e+ f (a, b+ c+ d+ e+ f) 1
28 b+ c+ 2d+ e+ f (d, b+ c+ d+ e+ f) 1
29 a+ b+ 2c+ 2d+ e (c, a+ b+ c+ 2d+ e) 1
7 30 a+ b+ c+ 2d+ e+ f (a, b+ c+ 2d+ e+ f) 1
31 b+ c+ 2d+ 2e+ f (e, b+ c+ 2d+ e+ f) 1
8 32 a+ b+ 2c+ 2d+ e+ f (c, a+ b+ c+ 2d+ e+ f) 1
33 a+ b+ c+ 2d+ 2e+ f (a, b+ c+ 2d+ 2e+ f) 1
9 34 a+ b+ 2c+ 2d+ 2e+ f (c, a+ b+ c+ 2d+ 2e+ f) 1
10 35 a+ b+ 2c+ 3d+ 2e+ f (d, a+ b+ 2c+ 2d+ 2e+ f) 1
11 36 a+ 2b+ 2c+ 3d+ 2e+ f (b, a+ b+ 2c+ 3d+ 2e+ f) 1
Then the structure constants Nri,rj of LE6 are obtained:
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5.1. Monomial Esyl6 (q)-module
By 5.1.2, we determine a Chevalley basis of the Lie algebra LE6.
5.1.3 Lemma (Chevalley basis of LE6). For r ∈ ∆E6, set hr := [er, e−r]. Let r ∈
Φ+E6\∆E6 , and (s1, s2) the extraspecial pair of r, set
er :=
1
Ns1,s2
[es1 , es2 ], e−r :=
1
N−s1,−s2
[e−s1 , e−s2 ].
Then the set
{hr ∈ Mat27×27(C) | r ∈ ∆E6} ∪ {e±r ∈ Mat27×27(C) | r ∈ Φ+E6}
is a Chevalley basis of the Lie algebra LE6.
Proof. We know that the Lie algebra LE6 of type E6 is generated by
{e±r | r ∈ ∆E6}.
The fundamental co-roots hr for all r ∈ ∆E6 are determined
hr = [er, e−r] = [er, e>r ] for all r ∈ ∆E6 ,
since [[er, e−r], er] = 2er.
We claim that e−r = e>r for all r ∈ Φ+E6. Let r ∈ Φ+E6, we use the induction on
ht(r). If ht(r) = 1, r ∈ ∆E6. Thus e−r = e>r . Suppose that e−r = e>r if ht(r) ≤ k.
If ht(r) = k + 1, there exist s1, s2 ∈ Φ+E6 such that r = s1 + s2 and ht(s1) < ht(r),
ht(s2) < ht(r). Thus [e−s1 , e−s2 ] = N−s1,−s2e−r = −Ns1,s2e−r and
[e−s1 , e−s2 ] = [e
>
s1
, e>s2 ] = −[es1 , es2 ]> = −Ns1,s2e>r .
Then e−r = e>r when ht(r) = k + 1. Therefore e−r = e
>
r (r ∈ Φ+E6).
We obtain that [hr, er] = 2er and hr = [er, e−r] for all r ∈ Φ+E6.
Let θ be the map of LE6 into itself: θ(x) = −x>, where x> is the transpose of x.
Since
θ([x, y]) = −[x, y]> = −(xy − yx)> = −(y>x> − x>y>) = [x>, y>] = [θ(x), θ(y)],
θ is an automorphism of LE6. We also have θ(er) = −e>r = −e−r for all r ∈ ΦE6.
Then Nr,s = ±(nr,s + 1) (r, s ∈ ΦE6) are obained. Thus the fundamental co-roots hr
together with er, e−r (r positive) form a Chevalley basis.
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5.1.4 Corollary. All er (r ∈ Φ+E6) are given as follows:
Height i eri (ri ∈ Φ+E6)
1 e1,2 + e11,13 + e14,16 + e17,18 + e19,20 + e21,22
2 e4,5 + e6,7 + e8,10 + e19,21 + e20,22 + e23,24
1 3 e2,3 + e9,11 + e12,14 + e15,17 + e20,23 + e22,24
4 e3,4 + e7,9 + e10,12 + e17,19 + e18,20 + e24,25
5 e4,6 + e5,7 + e12,15 + e14,17 + e16,18 + e25,26
6 e6,8 + e7,10 + e9,12 + e11,14 + e13,16 + e26,27
7 e1,3 − e9,13 − e12,16 − e15,18 + e19,23 + e21,24
8 −e3,5 + e6,9 + e8,12 − e17,21 − e18,22 + e23,25
2 9 e2,4 − e7,11 − e10,14 + e15,19 − e18,23 + e22,25
10 e3,6 − e5,9 + e10,15 − e14,19 − e16,20 + e24,26
11 e4,8 + e5,10 − e9,15 − e11,17 − e13,18 + e25,27
12 e1,4 + e7,13 + e10,16 − e15,20 − e17,23 + e21,25
13 −e2,5 − e6,11 − e8,14 − e15,21 + e18,24 + e20,25
3 14 −e3,7 − e4,9 + e8,15 + e14,21 + e16,22 + e23,26
15 e2,6 + e5,11 − e10,17 − e12,19 + e16,23 + e22,26
16 e3,8 − e5,12 − e7,15 + e11,19 + e13,20 + e24,27
17 −e1,5 + e6,13 + e8,16 + e15,22 + e17,24 + e19,25
18 e1,6 − e5,13 + e10,18 + e12,20 + e14,23 + e21,26
4 19 −e2,7 + e4,11 − e8,17 + e12,21 − e16,24 + e20,26
20 −e3,10 − e4,12 − e6,15 − e11,21 − e13,22 + e23,27
21 e2,8 + e5,14 + e7,17 + e9,19 − e13,23 + e22,27
22 −e1,7 − e4,13 + e8,18 − e12,22 − e14,24 + e19,26
5 23 e1,8 − e5,16 − e7,18 − e9,20 − e11,23 + e21,27
24 e2,9 + e3,11 + e8,19 + e10,21 + e16,25 + e18,26
25 −e2,10 + e4,14 + e6,17 − e9,21 + e13,24 + e20,27
26 e1,9 − e3,13 − e8,20 − e10,22 + e14,25 + e17,26
6 27 −e1,10 − e4,16 − e6,18 + e9,22 + e11,24 + e19,27
28 e2,12 + e3,14 − e6,19 − e7,21 − e13,25 + e18,27
29 −e1,11 − e2,13 + e8,23 + e10,24 + e12,25 + e15,26
7 30 e1,12 − e3,16 + e6,20 + e7,22 − e11,25 + e17,27
31 −e2,15 − e3,17 − e4,19 − e5,21 + e13,26 + e16,27
8 32 −e1,14 − e2,16 − e6,23 − e7,24 − e9,25 + e15,27
33 −e1,15 + e3,18 + e4,20 + e5,22 + e11,26 + e14,27
9 34 e1,17 + e2,18 − e4,23 − e5,24 + e9,26 + e12,27
10 35 −e1,19 − e2,20 − e3,23 + e5,25 + e7,26 + e10,27
11 36 e1,21 + e2,22 + e3,24 + e4,25 + e6,26 + e8,27
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5.1.2. Sylow p-subgroup Esyl6 (q)
Let K be a field. In this subsection, we obtain the Sylow p-subgroup Esyl6 (q) for the
Chevalley group E6(q) (see 5.1.25).
5.1.5 Notation. Let3 := {(i, j) | 1 ≤ i, j ≤ 27} and1 := {(i, j) | 1 ≤ i < j ≤ 27}.
5.1.6 Reminder. LE6 is the Lie algebra of type E6 over the field C.
5.1.7 Corollary. For all r ∈ ΦE6, e2r = 0.
Proof. By 5.1.3 and calculation, we get the result.
Similar to §11.3 of [Car72], the coefficients of exp(ter) = I27 + ter are all of the
form ±1 or ±t (i.e. the non-zero entries of exp(ter) are of the form ±1 and ±t).
This fact enables us to transfer to an arbitrary field. For each matrix er in the above
representation and each element t in an arbitrary field K, exp(ter) is a well-defined
non-singular matrix over K.
5.1.8 Notation. Set
x¯r,K(t) := exp(ter) = I27 + t · er, r ∈ ΦE6 , t ∈ K,
xr,K(t) := exp(t ad er), r ∈ ΦE6 , t ∈ K.
5.1.9 Notation. Set a matrix group E¯6(K) := 〈 x¯r,K(t) | r ∈ ΦE6 , t ∈ K 〉, and the
Chevalley group of type LE6 over the field K is
E6(K) := 〈xr,K(t) | r ∈ ΦE6 , t ∈ K 〉 .
5.1.10 Notation. Set a subgroup of E¯6(K)
X¯r,K := 〈 x¯r,K(t) | t ∈ K 〉 for all r ∈ ΦE6 ,
and root subgroups of the Chevalley group E6(K) are
Xr,K := 〈xr,K(t) | t ∈ K 〉 for all r ∈ ΦE6 .
By [Car72, 4.5.1], (exp(t ad er)) (x) = exp(ter) · x · exp(ter)−1 for all x ∈ LE6. Then
we get a group epimorphism between the matrix group E¯6(K) and the Chevalley
group E6(K) of type LE6 over the field K as follows.
5.1.11 Proposition. Let K be a field, and
σ : E¯6(K)→ E6(K) : exp(ter) 7→ exp(t ad er),
then σ is a group epimorphism, and the kernel kerσ is the centre Z¯ of E¯6(K).
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5.1.12 Notation/Lemma. Set
U¯K :=
¨
x¯r,K(t)
∣∣∣ r ∈ Φ+E6 , t ∈ K ∂ 6 E¯6(K),
UK :=
¨
xr,K(t)
∣∣∣ r ∈ Φ+E6 , t ∈ K ∂ 6 E6(K).
5.1.13 Corollary. Let K be a field, and
σU¯K : U¯K → UK : exp(ter) 7→ exp(t ad er),
then σ is a group epimorphism.
By calculation, we get the following commutators.
5.1.14 Proposition (Commutators of U¯K). Let ri, rj ∈ Φ+E6, then
[y¯rj ,K(tj), y¯ri,K(ti)] =
∏
k,l>0
kri+lrj∈Φ+E6
x¯kri+lrj ,K(Cklrirj(−ti)ktlj).
Actually, if kri + lrj ∈ Φ+E6 with k, l > 0, we have kri + lrj = ri + rj and
[y¯rj ,K(tj), y¯ri,K(ti)] = x¯ri+rj ,K(−C11rirj titj) = x¯ri+rj ,K(Nrj ,rititj).
5.1.15 Lemma. Let r, s ∈ Φ+E6 and r 6= s, then
supp(X¯r,K) ∩ supp(X¯s,K) = supp(er) ∩ supp(es) = ∅.
Proof. By 1.1.8, we have supp(X¯r,K) ∩ supp(X¯s,K) = supp(er) ∩ supp(es). By 5.1.3,
we get supp(er) ∩ supp(es) = ∅.
In the remainder of this section, we consider K = Fq. The following property is
well known.
5.1.16 Lemma. For (i, j) ∈1 and t ∈ Fq, let x˜i,j(t) := I27 + tei,j. Then
A27(Fq) =
ß ∏
(i,j)∈1
x˜i,j(ti,j)
∣∣∣∣ ti,j ∈ Fq™,
where the product can be taken in an arbitrary, but fixed, order. In particular,∏
(i,j)∈1
x˜i,j(ti,j) =
∏
(i,j)∈1
x˜i,j(si,j)⇐⇒ ti,j = si,j for all (i, j) ∈1.
5.1.17 Proposition. Each element of U¯Fq is uniquely expressible in the form∏
ri∈Φ+E6
x¯ri,Fq(ti),
where the product is taken over all positive roots in the increasing order.
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Proof. Each element of U¯Fq is a product of elements x¯r,Fq(t) with r ∈ Φ+E6 , t ∈ Fq. If
there is a pair of consecutive terms x¯rj ,Fq(tj)x¯ri,Fq(ti) with ri ≺ rj, by 5.1.14 we have
x¯rj ,Fq(tj)x¯ri,Fq(ti) = x¯ri,Fq(ti)x¯rj ,Fq(tj)
∏
k,l>0
kri+lrj∈Φ+E6
x¯kri+lrj ,Fq(Cklrirj(−ti)ktlj).
Since ht(kri + lrj) ≥ ht(ri) + ht(rj), then after a finite number of steps we get the
desired product.
For the uniqueness, suppose
∏
ri∈Φ+E6
x¯ri,Fq(tri) =
∏
ri∈Φ+E6
x¯ri,Fq(sri). Then
x¯ri,Fq(tri) =
6∏
k=1
(I27 + ri,ktrieik,jk),
where ri,k ∈ {1,−1}. The Lemmas 5.1.15 and 5.1.16 imply tri = sri (ri ∈ Φ+E6).
5.1.18 Corollary. |U¯Fq | = q|Φ
+
E6
|
= q36.
5.1.19 Corollary. U¯Fq ∼= UFq .
Proof. By 5.1.13, there is an epimorphism σU¯Fq : U¯Fq → UFq : x¯r,Fq(ti) 7→ xr,Fq(ti).
We know that |U¯Fq | 5.1.18= q36 [Car72, §8.6]= |U¯Fq |, so σU¯Fq is an isomorphism. Thus U¯Fq ∼=
UFq .
5.1.20 Notation/Lemma (Root subgroups of E¯6(q)). Let
xr(t) := exp(ter) = I27 + t · er = x¯r,Fq(t), r ∈ ΦE6 , t ∈ Fq,
xi(t) := exp(teri) = I27 + t · eri = xri(t), i = 1, 2, . . . , 36, t ∈ Fq.
Then the root subgroups of E¯6(q) are given as
Xr := {xr(t) | t ∈ Fq} = X¯r,Fq , r ∈ ΦE6 ,
Xi := {xri(t) | t ∈ Fq} = Xri , i = 1, 2, . . . , 36.
5.1.21 Notation. Set U :=
¨
xr(t)
∣∣∣ r ∈ Φ+E6 , t ∈ Fq∂ = U¯Fq .
5.1.22 Lemma ([Car65]). The order of E6(q) is
|E6(q)| = 1
(3, q − 1)q
36(q2 − 1)(q5 − 1)(q6 − 1)(q8 − 1)(q9 − 1)(q12 − 1),
where (3, q − 1) is the greatest common divisor of 3 and q − 1.
5.1.23 Corollary. |U | = q36 and U is a Sylow p-subgroup of the Chevalley group E6(q)
under isomorphism.
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Proof. By 5.1.18, U¯Fq is a Sylow p-subgroup of E6(q). By 5.1.19, |U | = |U¯Fq | = q36
and U is a Sylow p-subgroup of E6(q) under isomorphism.
5.1.24 Proposition.
U =
ß ∏
r∈Φ+E6
xr(tr)
∣∣∣∣ tr ∈ Fq™,
where the product can be taken in an arbitrary, but fixed, order.
Proof. We know U
definition⊇ ¶∏r∈Φ+E6 xr(tr) ∣∣∣ tr ∈ Fq©, where the product is taken in an
arbitrary, but fixed, order. Suppose
∏
r∈Φ+E6
xr(tr) =
∏
r∈Φ+E6
xr(sr). We have
xr(tr) =
6∏
k=1
(I27 + r,ktreik,jk),
where r,k = ±1. By 5.1.15 and 5.1.16, we get tr = sr (r ∈ Φ+E6). Thus∣∣∣∣∣
ß ∏
r∈Φ+E6
xr(tr)
∣∣∣∣ tr ∈ Fq™∣∣∣∣∣ = q36 = |U |.
Therefore, the desired formula is obtained.
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5.1.27 Corollary. Let u = (ui,j) ∈ Esyl6 (q), then
u13,j13 = 0 if j13 ∈ {14, 15, 17, 19, 21}
u16,j16 = 0 if j16 ∈ {17, 19, 21}
u18,j18 = 0 if j18 ∈ {19, 21}
u20,21 = 0
u11,j11 = 0 if j11 ∈ {12, 15}
u14,15 = 0
u9,10 = 0
u7,8 = 0
.
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5.1.3. Monomial Esyl6 (q)-module
Let U := Esyl6 (q) and V0 := Mat27×27(Fq). In this subsection, we get a monomial
linearisation (f, κ|V×V ) for Esyl6 (q), where f is a bijective 1-cocycle and κ|V×V is a
non-degenerate bilinear form (5.1.45). Then we make CEsyl6 (q) into a monomial
Esyl6 (q)-module (5.1.46).
It is essential to choose a suitable vector space V for the 1-cocycle and a suitable
non-degenerate bilinear form κ on V0.
5.1.28 Notation/Lemma. The map
κ : V0 × V0 → Fq : (X, Y ) 7→ tr(X>Y )
is called the trace form, and κ is a non-degenerate symmetric bilinear form on V0.
5.1.29 Notation. Set
J :=

(i, j) ∈1
∣∣∣∣∣∣∣∣∣∣∣∣

j ∈ {2, 3, . . . , 11, 12, 14, 15, 17, 19, 21} if i = 1
j ∈ {3, 4, 5, 6, 7, 8, 9, 10, 12, 15} if i = 2
j ∈ {4, 5, 6, 7, 8, 10} if i = 3
j ∈ {5, 6, 8} if i = 4
j = 8 if i = 6

,
and
J ′ :=

(i, j) ∈1
∣∣∣∣∣∣∣∣∣∣∣∣

j ∈ {13, 16, 18, 20} if i = 1
j ∈ {11, 13, 14} if i = 2
j = 9 if i = 3
j = 7 if i = 4
j = 7 if i = 6

.
Then J is the set of the coordinates of the empty blocks of the following 27× 27-matrix,
while J ′ is the set of the coordinates of the blue blocks of the following 27× 27-matrix.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 ·
2 ·
3 ·
4 ·
5 ·
6 ·
5.1.30 Reminder. Let J ⊆1, then by 1.1.9 the subset J c of3 is defined as follows:
J c :=J∪˙{(i, i+ 1) ∈1\J | (i, i+ 2) ∈ J}
∪˙{(i, j) ∈1\J | ∃ j1 < j < j2 and (i, j1), (i, j2) ∈ J}.
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5.1.31 Remark. (1) J c = J∪˙J ′,
(2) #J = 36, #J ′ = 10 and #J c = 46.
5.1.32 Notation/Lemma. Set
V := VJ =
ß ∑
(i,j)∈J
Ai,jei,j ∈ V0
∣∣∣∣Ai,j ∈ Fq™,
where
∑
(i,j)∈J
Ai,jei,j =

· A1,2 A1,3 A1,4 A1,5 A1,6 A1,7 A1,8 A1,9 A1,10 A1,11 A1,12 0 A1,14 A1,15 0 A1,17 0 A1,19 0 A1,21
· A2,3 A2,4 A2,5 A2,6 A2,7 A2,8 A2,9 A2,10 0 A2,12 0 0 A2,15
· A3,4 A3,5 A3,6 A3,7 A3,8 0 A3,10
· A4,5 A4,6 0 A4,8
· 0 0 0
· 0 A6,8

Then V is a 36-dimensional subspace of V0 over Fq, and supp(V ) = J .
5.1.33 Lemma. Let V ⊥ denote the orthogonal complement of the subspace V of V0
with respect to the trace form κ, i.e. V ⊥ := {B ∈ V0 | κ(A,B) = 0, ∀ A ∈ V }. Then
V ⊥ = V
3\J and V0 = V ⊕ V ⊥.
5.1.34 Notation/Lemma. Let
pi : V0 = V ⊕ V ⊥ → V : A 7→
∑
(i,j)∈J
Ai,jei,j.
Then pi is a projection to the first component and is an Fq-linear map.
5.1.35 Corollary. κ|V×V : V × V → Fq is a non-degenerate bilinear form.
5.1.36 Lemma. Suppose A,B ∈ V0, such that supp(A) ∩ supp(B) ⊆ J . Then
κ(A,B) = κ(pi(A), B) = κ(A, pi(B)) = κ(pi(A), pi(B)) = κ|V×V (pi(A), pi(B)).
5.1.37 Lemma. Let A ∈ V and g ∈ U , then supp(Ag>) ∩ 1 ⊆ J . In particular
piJc(Ag
>) ∈ V .
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Proof. Let A ∈ V , g ∈ U . It is sufficient to prove (Ag>)i,j = 0, and (i, j) ∈ J c\J = J ′.
We have
(Ag>)1,13 =
27∑
j=1
A1,jg
>
j,13 =
21∑
j=2
A1,jg
>
j,13 =
21∑
j=2
A1,jg13,j =
21∑
j=13
A1,jg13,j
A1,j=0
j∈{13,16,18,20}
=
∑
j∈{14,15,17,19,21}
A1,jg13,j
5.1.27
= 0,
Similarly, we get (Ag>)i,j = 0 for all (i, j) ∈ J ′. Thus supp(Ag>) ∩ 1 ⊆ J and
piJc(Ag
>) = piJ(Ag>) ∈ V .
5.1.38 Corollary. Let A,B ∈ V and g, h ∈ U , then supp(Bh>) ∩ supp(Ag) ⊆ J .
5.1.39 Proposition (Group action of Esyl6 (q) on V ). The map
− ◦ − : V × U → V : (A, g) 7→ A ◦ g := pi(Ag)
is a group action, and the elements of the group U act as Fq-automorphisms.
Proof. c.f. the proof of 2.2.25.
By 1.2.21, we get a new action:
5.1.40 Corollary. There exists an unique linear action −.− of G on V :
−.− : V ×G→ V : (A, g) 7→ A.g := A ◦ g−>
such that κ|V×V (A.g,B) = κ|V×V (A,B ◦ g−1) for all B ∈ V . In particular, for all
A,B ∈ V and g ∈ G,
κ|V×V (A,B ◦ g) = κ|V×V (A.g−1, B) = κ|V×V (A ◦ g>, B).
5.1.41 Notation. f := pi|U : U → V .
5.1.42 Proposition. f : U → V is bijective.
Proof. By 5.1.25 and 5.1.32, we obtain that f : U → V is bijective.
5.1.43 Lemma. Let x, g ∈ U , then f(x)g ≡ (x − 1)g mod V ⊥. In particular, f(x) ≡
x− 1 mod V ⊥.
Proof. c.f. the proof of 2.2.29.
5.1.44 Proposition. Let x, g ∈ U , then f(xg) = f(x) ◦ g + f(g).
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Proof. c.f. the proof of 2.2.30 or by 5.1.27 as follows: for all j0 = 1, 2, . . . , 12,Ä
f(x) ◦ g + f(g)ä
1,j0
=
Ä
f(x) ◦ gä
1,j0
+ f(g)1,j0 =
Ä
f(x)g
ä
1,j0
+ f(g)1,j0
=
j0∑
k=2
f(x)1,kgk,j0 + g1,j0 =
j0∑
k=2
x1,kgk,j0 + g1,j0 =
j0∑
k=1
x1,kgk,j0 = (xg)1,j0 = f(xg)1,j0 ,
and Ä
f(x) ◦ g + f(g)ä
1,14
=
Ä
f(x) ◦ gä
1,14
+ f(g)1,14 =
Ä
f(x)g
ä
1,14
+ f(g)1,14
=
14∑
k=2
f(x)1,kgk,14 + g1,14 =
12∑
k=2
f(x)1,kgk,14 + f(x)1,13g13,14 + f(x)1,14g14,14 + g1,14
=
12∑
k=2
x1,kgk,14 + 0 · g13,14 + x1,14g14,14 + g1,14
=
14∑
k=1
x1,kgk,14 − x1,13g13,14 5.1.27=
14∑
k=1
x1,kgk,14 = (xg)1,14 = f(xg)1,14.
Similarly, f(xg)i,j =
Ä
f(x) ◦ g + f(g)ä
i,j
for all (i, j) ∈ J . Hence f(xg) = f(x) ◦ g +
f(g).
By 5.1.42 and 5.1.44, we obtain a bijective 1-cocycle of Esyl6 (q).
5.1.45 Corollary (Monomial linearisation for Esyl6 (q)). f is a bijective 1-cocycle of
Esyl6 (q), and (f, κ|V×V ) is a monomial linearisation for U = Esyl6 (q).
Now we obtain the monomial U -module CEsyl6 (q), which is essential for the con-
struction of the supercharacter theory for Esyl6 (q).
5.1.46 Theorem (Fundamental theorem for Esyl6 (q)). Let U = E
syl
6 (q) and
[A] =
1
|U |
∑
u∈U
χA(u)u for all A ∈ V .
Then the set {[A] | A ∈ V } forms a C-basis for the complex group algebra CU . The
operation of U on CU is given by the usual right multiplication, i.e.
[A]u =
1
|U |
∑
y∈U
χA(y)yu = χA.u(g)[A.u] = ϑκ(A.u, f(u))[A.u] for all u ∈ U,A ∈ V ,
then CU is a monomial CU -module.
Proof. By 5.1.45, (f, κ|V×V ) is a monomial linearisation for U , satisfying that f is a
bijective map. By 5.1.40, A.u := pi(Au−>). Thus the whole theorem is proved in
view of 1.2.24.
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5.2. Monomial F syl4 (q)-module
In this section, we construct a Chevalley basis for the Lie algebra LF4 of type F4 (see
5.2.3) and determine the Sylow p-subgroup F syl4 (q) for the Chevalley group F4(q)
(see 5.2.26). Then we get a monomial linearisation (f, κ|V×V ) for Esyl6 (q), where f
is a bijective 1-cocycle and κ|V×V is a non-degenerate bilinear form (5.2.49). Finally,
we make CF syl4 (q) into a monomial F
syl
4 (q)-module (5.2.50).
5.2.1. Chevalley basis of the Lie algebra of type F4
In this subsection, we determine a Chevalley basis for the Lie algebra LF4 of type F4
(see 5.2.3)
Let ρ be a linear transformation of VE6 into itself arising from a non-trivial sym-
metry of the Dynkin diagram of LE6 sending a to f , c to e, and fixing b and d. Then
ρ(ΦE6) = ΦE6 (see [Car72, 12.2.2]). There is an automorphism of LE6 arising from
ρ, also denoted by ρ, such that eρr := ρ(er) = ±eρ(r) and hρr := ρ(hr) = hρ(r) for all
r ∈ ΦE6 (see [Car72, 12.2.3]).
By §3.4 and §3.5 of [HRT01], let LρE6 := {x ∈ LE6 | ρ(x) = x}, then the subalgebra
LρE6 of LE6 is a simple Lie algebra of type F4, denoted by LF4. The Cartan subalgebra
isHF4 = HρE6 = HE6∩LρE6. The restriction of a, c, b and d toHF4 are the fundamental
roots A, B, C and D. Thus the base of F4 is ∆F4 = {A,B,C,D}. Let ΦF4 denote
the root system of type F4, and Φ+F4 denote the positive roots of ΦF4. We have
eA = ea + ef , eB = ec + ee, eC = ed, eD = eb, and e−r = e>r for all r ∈ ∆F4. Thus LF4
is generated by {er | ±r ∈ ∆F4}.
The Dynkin diagram of F4 is
• • • •
A B C D
<
With respect to the ordering A, B, C and D, the Cartan matrix M of F4 isâ A B C D
A 2 −1 0 0
B −1 2 −2 0
C 0 −1 2 −1
D 0 0 −1 2
ì
where Mi,j = 〈Ri, Rj〉 = 2κ(Ri,Rj)κ(Ri,Ri) (Ri, Rj ∈ ∆F4).
Let ΦF4 be the root system of type F4. Each root r ∈ ΦF4 can be written as
r =
∑
α∈∆F4 kαα, the height of r is ht(r) =
∑
α∈∆F4 kα.
5.2.1 Definition. For r, s ∈ Φ+F4, we write r ≺ s, if ht(r) < ht(s) (e.g. A ≺ A + B) or
if ht(r) = ht(s), this is the lexicographical order (e.g. A ≺ B ≺ C ≺ D).
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We fix the structure constants Nr,s to be positive, if (r, s) is an extraspecial pair
according to the total order in Definition 5.2.1. We give all the extraspecial pairs
and the corresponding structure constants as follows.
5.2.2 Notation/Lemma. We have the following extraspecial pairs of roots in Φ+F4\∆F4
and the corresponding structure constants Nr,s (r, s ∈ Φ+F4). According to column 2 and
column 3 of the following table, we define Ri (i = 1, 2, . . . , 24) to be the root in column
3 which is according to i in column 2 (e.g. R5 = A+B).
Height i Positive Roots Ri ∈ Φ+F4 Extraspecial Pair (r, s) Nr,s
1 A
1 2 B
3 C
4 D
5 A+B (A,B) 1
2 6 B + C (B,C) 1
7 C +D (C,D) 1
8 A+B + C (A,B + C) 1
3 9 2B + C (B,B + C) 2
10 B + C +D (B,C +D) 1
11 A+ 2B + C (A, 2B + C) 1
4 12 A+B + C +D (A,B + C +D) 1
13 2B + C +D (B,B + C +D) 2
14 2A+ 2B + C (A,A+ 2B + C) 2
5 15 A+ 2B + C +D (A, 2B + C +D) 1
16 2B + 2C +D (C, 2B + C +D) 1
6 17 2A+ 2B + C +D (A,A+ 2B + C +D) 2
18 A+ 2B + 2C +D (A, 2B + 2C +D) 1
7 19 2A+ 2B + 2C +D (A,A+ 2B + 2C +D) 2
20 A+ 3B + 2C +D (B,A+ 2B + 2C +D) 1
8 21 2A+ 3B + 2C +D (A,A+ 3B + 2C +D) 1
9 22 2A+ 4B + 2C +D (B, 2A+ 3B + 2C +D) 2
10 23 2A+ 4B + 3C +D (C, 2A+ 4B + 2C +D) 1
11 24 2A+ 4B + 3C + 2D (D, 2A+ 4B + 3C +D) 1
Then the structure constants NRi,Rj of LF4 are determined:
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By 5.2.2, we determine a Chevalley basis of the Lie algebra LF4.
5.2.3 Lemma (Chevalley basis of LF4). For R ∈ ∆F4, set hR := [eR, e−R]. Let R ∈
Φ+E6\∆F4, and (R1, R2) the extraspecial pair of R, set
eR :=
1
NR1,R2
[eR1 , eR2 ], e−R :=
1
N−R1,−R2
[e−R1 , e−R2 ].
Then the set
{hr ∈ Mat27×27(C) | r ∈ ∆F4} ∪ {e±r ∈ Mat27×27(C) | r ∈ Φ+F4}
is a Chevalley basis of the Lie algebra LF4.
Proof. c.f. the proof of 5.1.3.
5.2.4 Corollary. All eR (R ∈ Φ+F4) are given as follows:
Height i Positive roots Ri ∈ Φ+F4 eRi eRi
1 A er1 + er6 ea + ef
1 2 B er3 + er5 ec + ee
3 C er4 ed
4 D er2 eb
5 A+B er7 − er11 ea+c − ee+f
2 6 B + C er9 − er10 ec+d − ed+e
7 C +D −er8 −eb+d
8 A+B + C er12 + er16 ea+c+d + ed+e+f
3 9 2B + C −er15 −ec+d+e
10 B + C +D −er13 + er14 −eb+c+d + eb+d+e
11 A+ 2B + C −er18 + er21 −ea+c+d+e + ec+d+e+f
4 12 A+B + C +D −er17 − er20 −ea+b+c+d − eb+d+e+f
13 2B + C +D er19 eb+c+d+e
14 2A+ 2B + C er23 ea+c+d+e+f
5 15 A+ 2B + C +D er22 − er25 ea+b+c+d+e − eb+c+d+e+f
16 2B + 2C +D er24 eb+c+2d+e
6 17 2A+ 2B + C +D −er27 −ea+b+c+d+e+f
18 A+ 2B + 2C +D er26 − er28 ea+b+c+2d+e − eb+c+2d+e+f
7 19 2A+ 2B + 2C +D −er30 −ea+b+c+2d+e+f
20 A+ 3B + 2C +D er29 − er31 ea+b+2c+2d+e − eb+c+2d+2e+f
8 21 2A+ 3B + 2C +D −er32 − er33 −ea+b+c+2d+2e+f − ea+b+2c+2d+e+f
9 22 2A+ 4B + 2C +D −er34 −ea+b+2c+2d+2e+f
10 23 2A+ 4B + 3C +D −er35 −ea+b+2c+3d+2e+f
11 24 2A+ 4B + 3C + 2D −er36 −ea+2b+2c+3d+2e+f
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5.2.2. Sylow p-subgroup F syl4 (q)
Let K be a field. In this subsection, we obtain the Sylow p-subgroup F syl4 (q) for the
Chevalley group F4(q) (see 5.2.26).
5.2.5 Notation. Let3 := {(i, j) | 1 ≤ i, j ≤ 27} and1 := {(i, j) | 1 ≤ i < j ≤ 27}.
5.2.6 Reminder. LF4 is the Lie algebra of type F4 over the field C.
5.2.7 Corollary. Let Ri ∈ Φ+F4 for all i ∈ {1, 2, . . . , 24}, then
e2R1 =2e11,16, e
2
R2
=2e12,17, e
2
R5
=− 2e9,18, e2R6 =− 2e10,19,
e2R8 =2e7,20, e
2
R10
=2e8,21, e
2
R11
=− 2e5,23, e2R12 =− 2e6,22,
e2R15 =2e4,24, e
2
R18
=− 2e3,25, e2R20 =2e2,26, e2R21 =− 2e1,27,
and
e2Ri = 0, i = 3, 4, 7, 9, 13, 14, 16, 17, 19, 22, 23, 24,
e3Ri = 0, i = 1, 2, . . . , 24.
Proof. By 5.2.3 and calculation, we get the result.
Similar to §11.3 of [Car72], the coefficients of exp(ter) = I27+ter+ 12t
2e2r (r ∈ ΦF4)
are all of the form±1,±t or±t2. Because the coefficients of e2r (when this is not zero)
are divisible by 2 (see 5.2.7). This fact enables us to transfer to an arbitrary field.
For each matrix er in the above representation and each element t in an arbitrary
field K, exp(ter) is a well-defined non-singular matrix over K.
5.2.8 Notation. Set
y¯r,K(t) := exp(ter) = I27 + ter +
1
2
t2e2r, r ∈ ΦF4 , t ∈ K,
yr,K(t) := exp(t ad er), r ∈ ΦF4 , t ∈ K.
5.2.9 Lemma. For R ∈ ΦF4, there are two cases as follows:
(1) If there exists r ∈ Φe6 such that eR = er, we have
y¯R,K(t) = x¯r,K(t) for all t ∈ K.
(2) If there exists r1, r2 ∈ Φe6 such that eR = 1er1 + 2er2 and 1, 2 ∈ {1,−1},
y¯R,K(t) = x¯r1,K(1t) · x¯r2,K(1t) for all t ∈ K.
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Proof. By 5.2.7, the case (1) is obtained.
Let r1, r2 ∈ ΦE6 such that eR = 1er1 + 2er2 and 1, 2 ∈ {1,−1}, then
x¯r1,K(1t) · x¯r2,K(1t) =(I27 + 1t · er1) · (I27 + 1t · er2)
=I27 + t1er1 + t2er2 + t
21er1 · 2er2 ,
and
y¯R,K(t) =I27 + teR +
1
2
t2e2R = I27 + t(1er1 + 2er2) +
1
2
t2(1er1 + 2er2)
2
5.2.7
= I27 + t(1er1 + 2er2) + t
21er1 · 2er2 = x¯r1,K(1t) · x¯r2,K(1t).
5.2.10 Notation. Set a matrix group F¯4(K)
F¯4(K) := 〈 y¯r,K(t) | r ∈ ΦF4 , t ∈ K 〉 ,
and the Chevalley group of type LF4 over the field K is
F4(K) := 〈 yr,K(t) | r ∈ ΦF4 , t ∈ K 〉 .
By 5.2.9, we get the following property.
5.2.11 Corollary. F¯4(K) 6 E¯6(K).
5.2.12 Notation. Set subgroups of F¯4(K)
Y¯r,K := 〈 y¯r,K(t) | t ∈ K 〉 for all r ∈ ΦF4 ,
and root subgroups of the Chevalley group F4(K) are
Yr,K := 〈 yr,K(t) | t ∈ K 〉 for all r ∈ ΦF4 .
By [Car72, 4.5.1], (exp(t ad er)) (x) = exp(ter) · x · exp(ter)−1 for all x ∈ LF4. Then
we get a group epimorphism between the matrix group F¯4(K) and the Chevalley
group F4(K) of type LF4 over the field K as follows.
5.2.13 Proposition. Let K be a field, and
σ : F¯4(K)→ F4(K) : exp(ter) 7→ exp(t ad er),
then σ is a group epimorphism, and the kernel kerσ is the centre Z¯ of F¯4(K).
5.2.14 Notation/Lemma. Set
U¯K :=
¨
y¯r,K(t)
∣∣∣ r ∈ Φ+F4 , t ∈ K ∂ 6 F¯4(K),
UK :=
¨
yr,K(t)
∣∣∣ r ∈ Φ+F4 , t ∈ K ∂ 6 F4(K).
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5.2.15 Corollary. Let K be a field, and
σU¯K : U¯K → UK : exp(ter) 7→ exp(t ad er),
then σ is a group epimorphism.
By calculation, we get the following commutators.
5.2.16 Proposition (Commutators of U¯K). Let ri, rj ∈ Φ+F4, then
[y¯rj ,K(tj), y¯ri,K(ti)] =
∏
k,l>0
kri+lrj∈Φ+F4
y¯kri+lrj ,K(Cklrirj(−ti)ktlj).
In particular, if ri + 2rj ∈ Φ+F4, we have
[y¯rj ,K(tj), y¯ri,K(ti)] = y¯ri+rj ,K(Nrj ,rititj) · y¯ri+2rj ,K(−
1
2
Nrj ,riNrj ,rj+ritit
2
j).
If ri + rj ∈ Φ+F4, 2ri + rj /∈ Φ+F4 and ri + 2rj /∈ Φ+F4,
[y¯rj ,K(tj), y¯ri,K(ti)] = y¯ri+rj ,K(−C11rirj titj) = y¯ri+rj ,K(Nrjrititj).
5.2.17 Lemma. Let r, s ∈ Φ+F4 and r 6= s, then
supp(Y¯r,K) ∩ supp(Y¯s,K) = ∅.
Proof. Let r, s ∈ Φ+F4 and r 6= s, by 1.1.8 we have
supp(Y¯r,K) ∩ supp(Y¯s,K) = {supp(er) ∩ supp(e2r)}
⋂{supp(es) ∩ supp(e2s)}.
By 5.2.3, {supp(er) ∩ supp(e2r)}
⋂{supp(es) ∩ supp(e2s)} = ∅.
5.2.18 Proposition. Each element of U¯Fq is uniquely expressible in the form∏
ri∈Φ+F4
y¯ri,Fq(ti),
where the product is taken over all positive roots in the increasing order.
Proof. Each element of U¯Fq is a product of elements y¯r,Fq(t) with r ∈ Φ+F4 , t ∈ Fq. If
there is a pair of consecutive terms y¯rj ,Fq(tj)y¯ri,Fq(ti) with ri ≺ rj, by 5.2.16 we have
x¯rj ,Fq(tj)x¯ri,Fq(ti) = x¯ri,Fq(ti)x¯rj ,Fq(tj)
∏
k,l>0
kri+lrj∈Φ+E6
x¯kri+lrj ,Fq(Cklrirj(−ti)ktlj).
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Since ht(kri + lrj) ≥ ht(ri) + ht(rj), then after a finite number of steps we get the
desired product.
For the uniqueness, suppose
∏
ri∈Φ+F4
y¯ri,Fq(tri) =
∏
ri∈Φ+F4
y¯ri,Fq(sri). Then
y¯ri,Fq(tri) =
∏
k
(I27 + ri,ktrieik,jk),
where ri,k ∈ {1,−1}.
The Lemma 5.1.16 implies tri = sri (ri ∈ Φ+F4).
5.2.19 Corollary. |U¯Fq | = q|Φ
+
F4
|
= q24.
5.2.20 Corollary. U¯Fq ∼= UFq .
Proof. c.f. the proof of 5.1.19.
In the remainder of this section, we consider K = Fq.
5.2.21 Notation/Lemma (Root subgroups of F¯4(q)). Let
yr(t) := exp(ter) = I27 + t · er + 1
2
t2e2r = y¯r,Fq(t), r ∈ ΦF4 , t ∈ Fq,
yi(t) := exp(teri) = I27 + t · eri +
1
2
t2e2ri = yri(t), i = 1, 2, . . . , 24, t ∈ Fq.
Then the root subgroups of F¯4(q),
Yr := {yr(t) | t ∈ Fq} = Y¯r,Fq , r ∈ ΦF4 ,
Yi := {yri(t) | t ∈ Fq} = Yri , i = 1, 2, . . . , 24.
5.2.22 Notation. Set
U :=
¨
yr(t)
∣∣∣ r ∈ Φ+F4 , t ∈ Fq∂ = U¯Fq .
5.2.23 Lemma ([Car65]). The order of F4(q) is
|F4(q)| = q24(q2 − 1)(q6 − 1)(q8 − 1)(q12 − 1).
5.2.24 Corollary. |U | = q24 and U is a Sylow p-subgroup of the Chevalley group F4(q)
under isomorphism.
Proof. c.f. the proof of the 5.1.23.
5.2.25 Proposition.
U =
ß ∏
r∈Φ+F4
yr(tr)
∣∣∣∣ tr ∈ Fq™,
where the product can be taken in an arbitrary, but fixed, order.
Proof. c.f. the proof of the 5.1.24.
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5.2.28 Corollary. F syl4 (q) 6 Esyl6 (q).
Proof. The corollary follows immediately by 5.2.9, 5.2.25 and 5.1.24.
5.2.29 Corollary. Let g = (gi,j) ∈ F syl4 (q), then
g13,j13 = 0 if j13 ∈ {14, 15, 17, 19, 21}
g16,j16 = 0 if j16 ∈ {17, 19, 21}
g18,j18 = 0 if j18 ∈ {19, 21}
g20,21 = 0
g14,15 = 0
g8,9 = 0
and 
g14,17 = g15,17
g14,19 = g15,19
g14,21 = g15,21
.
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5.2.3. Monomial F syl4 (q)-module
Let U := F syl4 (q) and V0 := Mat27×27(Fq). In this subsection, we get a monomial
linearisation (f, κ|V×V ) for F syl4 (q), where f is a bijective 1-cocycle and κ|V×V is a
non-degenerate bilinear form (5.2.49). Then we make CF syl4 (q) into a monomial
F syl4 (q)-module (5.2.50).
5.2.30 Notation/Lemma. The map
κ : V0 × V0 → Fq : (X, Y ) 7→ tr(X>Y )
is called the trace form, and κ is a non-degenerate symmetric bilinear form on V0.
5.2.31 Notation. Set
J :=
(i, j)
∣∣∣∣∣∣∣∣∣∣

j ∈ {2, 3, . . . , 11, 12, 14, 15, 17, 19, 21} if i = 1
j ∈ {3, 4, 5, 6, 7, 9} if i = 2
j ∈ {4, 5} if i = 3
j ∈ {5} if i = 4
 ,
and
J ′ :=
®
(i, j) ∈1
∣∣∣∣∣
®
j ∈ {13, 16, 18, 20} if i = 1
j = 8 if i = 2
´
.
Then J is the set of the coordinates of the empty blocks of the following 27× 27-matrix,
while J ′ is the set of the coordinates of the blue blocks of the following 27× 27-matrix.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 ·
2 ·
3 ·
4 ·
5.2.32 Remark. (1) J c = J∪˙J ′,
(2) #J = 25, #J ′ = 5 and #J c = 30.
5.2.33 Notation/Lemma. Set
VJ =
⊕
(i,j)∈J
Fqei,j =
ß ∑
(i,j)∈J
Ai,jei,j ∈ V0
∣∣∣∣Ai,j ∈ Fq™,
where∑
(i,j)∈J
Ai,jei,j =â · A1,2 A1,3 A1,4 A1,5 A1,6 A1,7 A1,8 A1,9 A1,10 A1,11 A1,12 0 A1,14 A1,15 0 A1,17 0 A1,19 0 A1,21
· A2,3 A2,4 A2,5 A2,6 A2,7 0 A2,9
· A3,4 A3,5
· A4,5
ì
Then VJ is a 25-dimensional subspace of V0 over Fq, and supp(V ) = J .
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5.2.34 Notation/Lemma. Set
V := {A = (Ai,j) ∈ VJ | Ai,j ∈ Fq, A1,14 = A1,15},
where
A =â · A1,2 A1,3 A1,4 A1,5 A1,6 A1,7 A1,8 A1,9 A1,10 A1,11 A1,12 0 A1,15 A1,15 0 A1,17 0 A1,19 0 A1,21
· A2,3 A2,4 A2,5 A2,6 A2,7 0 A2,9
· A3,4 A3,5
· A4,5
ì
Then V is a 24-dimensional subspace of VJ over Fq, and supp(V ) = J .
5.2.35 Proposition. Let V ⊥ denote the orthogonal complement of the subspace V of
V0 with respect to the trace form κ, i.e. V ⊥ := {B ∈ V0 | κ(A,B) = 0, ∀ A ∈ V }. Then
V ⊥ =
⊕
(i,j)/∈J
Fqeij + {xe1,15 − xe1,14 | x ∈ Fq}
={A = (Ai,j) ∈ V0 | A1,14 = −A1,15, Ai,j = 0 if (i, j) ∈ J\{(1, 14), (1, 15)}},
where A =
A1,1 0 0 0 0 0 0 0 0 0 0 0 A1,13 −A1,15 A1,15 A1,16 0 A18 0 A1,20 0 A1,22 ... A1,27
A2,1 A2,2 0 0 0 0 0 A2,8 0 A2,10 ... A2,27
A3,1 A3,2 A3,3 0 0 A3,6 ... A3,27
A4,1 A4,2 A4,3 A4,4 0 A4,6 ... A4,27
A5,1 A5,2 A5,3 A5,4 A5,5 A5,6 ... A5,27
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
A27,1 A27,2 A27,3 A27,4 A27,5 A27,6 ... A27,27

.
Proof. Let
W := {A = (Ai,j) ∈ V0 | A1,14 = −A1,15, Ai,j = 0 if (i, j) ∈ J\{(1, 14), (1, 15)}}.
Claim V ⊥⊆W . Let B = (Bi,j) ∈ V ⊥ and A = (Ai,j) ∈ V , then
κ(A,B) =
∑
(i,j)∈J\{(1,14),(1,15)}
Ai,jBi,j + 2A1,15(B1,14 +B1,15).
Let A := ei,j (i, j) ∈ J\{(1, 14), (1, 15)}, then 0 = κ(A,B) = Bi,j. Let A := e1,14 +e1,15,
then 0 = κ(A,B) = B1,14 + B1,15, so B1,14 = −B1,15. Thus B ∈ W . Therefore, the
statement is proved since V ⊥⊇W .
5.2.36 Corollary. V0 = V ⊕ V ⊥.
5.2.37 Corollary. κ|V×V : V × V → Fq is a non-degenerate bilinear form.
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Proof. It is sufficient to prove that κ|V×V is non-degenerate. Let A ∈ V such that
κ(A,B) = 0 for all B ∈ V . Then A ∈ V > ∩ V = {0}.
5.2.38 Notation/Lemma. Let
pi : V0 = V ⊕ V ⊥ → V : A 7→ A1,14 + A1,15
2
(e1,14 + e1,15) +
∑
(i,j)∈J\{(1,14),(1,15)}
Ai,jei,j
i.e. pi(A) =Ü
· A1,2 A1,3 A1,4 A1,5 A1,6 A1,7 A1,8 A1,9 A1,10 A1,11 A1,12 0 A1,14+A1,15
2
A1,14+A1,15
2
0 A1,17 0 A1,19 0 A1,21
· A2,3 A2,4 A2,5 A2,6 A2,7 0 A2,9
· A3,4 A3,5
· A4,5
ê
then pi is a projection to the first component and is a Fq-linear map.
Proof. It suffices to prove that pi is a Fq-linear map. Let A,B ∈ V0 and c ∈ Fq, then
pi(A+B) = pi(
∑
i,j
(Ai,j +Bi,j))
=
A1,14 +B1,14 + A1,15 +B1,15
2
(e1,14 + e1,15) +
∑
(i,j)∈J\{(1,14),(1,15)}
(Ai,j +Bi,j)ei,j
=pi(A) + pi(B),
and
pi(cA) =pi(
∑
i,j
(cAi,j)) =
cA1,14 + cA1,15
2
(e1,14 + e1,15) +
∑
(i,j)∈J\{(1,14),(1,15)}
cAi,jei,j
=cpi(A).
5.2.39 Lemma. pi = pi ◦ piJ . In particular, let A ∈ V0 and piJ(A) ∈ V , then pi(A) =
piJ(A).
5.2.40 Corollary. Suppose A,B ∈ V0, such that supp(A) ∩ supp(B) ⊆ J and piJ(A) ∈
V . Then
κ(A,B) = κ(pi(A), B) = κ(A, pi(B)) = κ(pi(A), pi(B)) = κ|V×V (pi(A), pi(B)).
Proof. c.f. the proof of 2.2.21.
5.2.41 Lemma. Let piJ : V0 → VJ : A 7→ ∑(i,j)∈J Aijeij, then
supp(Ag>) ∩1 ⊆ J for all A ∈ V , g ∈ U,
and piJc(Ag>) ∈ V . In particular, piJ(Ag>) = pi(Ag>).
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Proof. Let A ∈ V , g ∈ U . It is sufficient to prove (Ag>)i,j = 0 for all (i, j) ∈ J c\J =
J ′, and (Ag>)1,14 = (Ag>)1,15. By 5.2.29,
(Ag>)1,13 =
27∑
j=1
A1,jg
>
j,13 =
21∑
j=2
A1,jg
>
j,13 =
21∑
j=2
A1,jg13,j =
21∑
j=13
A1,jg13,j
A1,j=0
j∈{13,16,18,20}
=
∑
j∈{14,15,17,19,21}
A1,jg13,j
g13,j=0
j∈{14,15,19,21}
= 0.
Similarly, (Ag>)i,j = 0 for all (i, j) ∈ J ′ = {(1, 16), (1, 18), (1, 20), (2, 8)}. We have
(Ag>)1,14 =
27∑
j=1
A1,jg
>
j,14 =
21∑
j=2
A1,jg
>
j,14 =
21∑
j=2
A1,jg14,j =
21∑
j=14
A1,jg14,j
A1,j=0
j∈{16,18,20}
=
∑
j∈{14,15,17,19,21}
A1,jg14,j
= A1,14 + A1,15g14,15 + A1,17g14,17 + A1,19g14,19 + A1,21g14,21
g14,15=0
= A1,14 + A1,17g14,17 + A1,19g14,19 + A1,21g14,21
g14,j=g15,j
j∈{17,19,21}
= A1,15 + A1,17g15,17 + A1,19g15,19 + A1,21g15,21 = (Ag
>)1,15.
Thus, (Ag>)i,j = 0 for all (i, j) ∈ J c\J = J ′, and (Ag>)1,14 = (Ag>)1,15. Hence
supp(Ag>) ∩1 ⊆ J and piJc(Ag>) = piJ(Ag>) ∈ V .
5.2.42 Corollary. Let A,B ∈ V and g, h ∈ U , then supp(Bh>) ∩ supp(Ag) ⊆ J .
5.2.43 Proposition (Group action of F syl4 (q) on V ). The map
− ◦ − : V × U → V : (A, g) 7→ A ◦ g := pi(Ag)
is a group action, and the elements of the group U act as Fq-automorphisms.
Proof. c.f. the proof of 2.2.25.
By 1.2.21, we get a new action:
5.2.44 Corollary. There exists an unique linear action −.− of G on V :
−.− : V ×G→ V : (A, g) 7→ A.g := A ◦ g−>
such that κ|V×V (A.g,B) = κ|V×V (A,B ◦ g−1) for all B ∈ V . In particular, for all
A,B ∈ V and g ∈ G, κ|V×V (A,B ◦ g) = κ|V×V (A.g−1, B) = κ|V×V (A ◦ g>, B).
5.2.45 Notation. f := pi|U : U → V .
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5.2.46 Proposition. f |U : U → V is bijective.
Proof. By 5.2.26 and 5.2.34, we obtain that f : U → V is bijective.
5.2.47 Lemma. Let x, g ∈ U , then f(x)g ≡ (x − 1)g mod V ⊥. In particular, f(x) ≡
x− 1 mod V ⊥.
Proof. c.f. the proof of 2.2.29.
5.2.48 Proposition. Let x, g ∈ U , then f(xg) = f(x) ◦ g + f(g).
Proof. c.f. the proof of 2.2.30 or by 5.2.29 as follows: for all j0 = 1, 2, . . . , 12, we
haveÄ
f(x) ◦ g + f(g)ä
1,j0
=
Ä
f(x) ◦ gä
1,j0
+ f(g)1,j0 =
Ä
f(x)g
ä
1,j0
+ f(g)1,j0
=
j0∑
k=2
f(x)1,kgk,j0 + g1,j0 =
j0∑
k=2
x1,kgk,j0 + g1,j0 =
j0∑
k=1
x1,kgk,j0 = (xg)1,j0 = f(xg)1,j0 ,
and by 5.2.29,Ä
f(x) ◦ g + f(g)ä
1,14
=
Ä
f(x)g
ä
1,14
+
Ä
f(x)g
ä
1,15
2
+
g1,14 + g1,15
2
=
1
2
Å 14∑
k=2
f(x)1,kgk,14 +
15∑
k=2
f(x)1,kgk,15
ã
+
g1,14 + g1,15
2
=
g1,14 + g1,15
2
+
1
2
Å 12∑
k=2
x1,kgk,14 + f(x)1,13g13,14 + f(x)1,14
ã
+
1
2
Å 12∑
k=2
x1,kgk,15 + f(x)1,13g13,15 + f(x)1,14g14,15 + f(x)1,15
ã
g13,14=0
g13,15=0
g14,15=0
=
g1,14 + g1,15
2
+
1
2
Å 12∑
k=2
x1,kgk,14 + x1,13g13,14 + f(x)1,14
ã
+
1
2
Å 12∑
k=2
x1,kgk,15 + x1,13g13,15 + x1,14g14,15 + f(x)1,15
ã
=
g1,14 + g1,15
2
+
1
2
Å 13∑
k=2
x1,kgk,14 + f(x)1,14
ã
+
1
2
Å 14∑
k=2
x1,kgk,15 + f(x)1,15
ã
=
g1,14 + g1,15
2
+
1
2
Å 13∑
k=2
x1,kgk,14 +
x1,14 + x1,15
2
ã
+
1
2
Å 14∑
k=2
x1,kgk,15 +
x1,14 + x1,15
2
ã
=
1
2
Å 13∑
k=2
x1,kgk,14 + g1,14 + x1,14
ã
+
1
2
Å 14∑
k=2
x1,kgk,15 + g1,15 + x1,15
ã
=
(xg)1,14 + (xg)1,15
2
= f(xg)1,14,
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and Ä
f(x) ◦ g + f(g)ä
1,17
=
Ä
f(x)g
ä
1,17
+ f(g)1,17 =
17∑
k=2
f(x)1,kgk,17 + g1,17
=
12∑
k=2
x1,kgk,17 + f(x)1,13g13,17 + f(x)1,14g14,17 + f(x)1,15g15,17
+ f(x)1,16g16,17 + f(x)1,17 + g1,17
g13,17=0
g16,17=0
=
12∑
k=2
x1,kgk,17 + x1,13g13,17 + f(x)1,14g14,17 + f(x)1,15g15,17
+ x1,16g16,17 + f(x)1,17 + g1,17
=
13∑
k=2
x1,kgk,17 + f(x)1,14g14,17 + f(x)1,15g15,17 + x1,16g16,17 + f(x)1,17 + g1,17
=
13∑
k=2
x1,kgk,17 +
x1,14 + x1,15
2
(g14,17 + g15,17) + x1,16g16,17 + x1,17 + g1,17
x14,17=x15,17
=
(
13∑
k=2
x1,kgk,17
)
+ x1,14g14,17 + x1,15g15,17 + x1,16g16,17 + x1,17 + g1,17
=(xg)1,17 = f(xg)1,17.
Similarly, f(xg)i,j =
Ä
f(x) ◦ g + f(g)ä
i,j
for all (i, j) ∈ J . Hence, f(xg) = f(x) ◦ g +
f(g).
By 5.2.46 and 5.2.48, we obtain a bijective 1-cocycle of F syl4 (q).
5.2.49 Corollary (Monomial linearisation for F syl4 (q)). f is a bijective 1-cocycle of
F syl4 (q), and (f, κ|V×V ) is a monomial linearisation for U = F syl4 (q).
Now we obtain the monomial U -module CF syl4 (q), which is essential for the con-
struction of the supercharacter theory for F syl4 (q).
5.2.50 Theorem (Fundamental theorem for F syl4 (q)). Let U = F
syl
4 (q) and
[A] =
1
|U |
∑
u∈U
χA(u)u for all A ∈ V .
Then the set {[A] | A ∈ V } forms a C-basis for the complex group algebra CU . The
operation of U on CU is given by the usual right multiplication, i.e.
[A]u =
1
|U |
∑
y∈U
χA(y)yu = χA.u(u)[A.u] = ϑκ(A.u, f(u))[A.u] for all u ∈ U,A ∈ V ,
then CU is a monomial CU -module.
Proof. By 5.2.49, (f, κ|V×V ) is a monomial linearisation for U , satisfing f is bijective.
By 5.2.44, A.u := pi(Au−>). Thus the whole theorem is proved in view of 1.2.24.
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5.3. Monomial 2Esyl6
(
q2
)
-module
In this section, we determine the matrix Sylow p-subgroup 2Esyl6 (q2) for the Stein-
berg group 2E6(q) (see 5.3.3). Then we get a monomial linearisation (f, κq|V×V ) for
Esyl6 (q) (see 5.3.31). Finally, we obtain that C
Ä
2Esyl6 (q
2)
ä
is a monomial 2Esyl6 (q2)-
module (5.3.32).
5.3.1. Sylow p-subgroup 2Esyl6
Ä
q2
ä
Let ρ be a linear transformation of VE6 into itself arising from a non-trivial symmetry
of the Dynkin diagram of LE6 sending a to f , c to e, and fixing b and d.
• • • • •
•
a
b
c d e f
ρ ρ
Then ρ(ΦE6) = ΦE6 (see [Car72, 12.2.2]). There is an automorphism of LE6 arising
from ρ, also denoted by ρ, such that eρr := ρ(er) = ±eρ(r) and hρr := ρ(hr) = hρ(r) for
all r ∈ ΦE6 (see [Car72, 12.2.3]).
By §3.4 and §3.5 of [HRT01], let LρE6 := {x ∈ LE6 | ρ(x) = x}, then the subalgebra
LρE6 of LE6 is a simple Lie algebra of type F4, denoted by LF4. The Cartan subalgebra
isHF4 = HρE6 = HE6∩LρE6. The restriction of a, c, b and d toHF4 are the fundamental
roots A, B, C and D. Thus the base of F4 is ∆F4 = {A,B,C,D}. Let ΦF4 denote
the root system of type F4, and Φ+F4 denote the positive roots of ΦF4. We have
eA = ea + ef , eB = ec + ee, eC = ed, eD = eb, and e−r = e>r for all r ∈ ∆F4. Thus LF4
is generated by {er | ±r ∈ ∆F4}.
Let an automorphism of the Lie algebra LE6 be determined by
hr 7→ hρ(r), er 7→ eρ(r), e−r 7→ e−ρ(r), (r ∈ ∆E6)
and for every r ∈ ΦE6 satisfying er 7→ γreρ(r). We choose the suitable structure
constants such that γr = 1 for all r ∈ ∆E6. Let r ∈ Φ+E6\∆E6, and r = a + b where
a, b ∈ Φ+E6 , ht(a) < ht(r) and ht(b) < ht(r). Then γr =
γaγbNρ(a),ρ(b)
Na,b
(c.f. A.5.11). Thus
we obtain γr for all r ∈ Φ+E6 as follows:
r ∈ Φ+E6 r1 r2 r3 r4 r5 r6 r7 r8 r9 r10 r11 r12
γr 1 1 1 1 1 1 −1 1 −1 −1 −1 1
r ∈ Φ+E6 r13 r14 r15 r16 r17 r18 r19 r20 r21 r22 r23 r24
γr −1 −1 1 1 1 −1 1 1 −1 −1 1 1
r ∈ Φ+E6 r25 r26 r27 r28 r29 r30 r31 r32 r33 r34 r35 r36
γr −1 −1 1 −1 −1 1 −1 1 1 1 1 1
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The Chevalley group E6 (q2) has a field automorphism Fq sending xr(t) to xr(γrtq),
and a graph automorphism ρ sending xr(t) to xρ(r)(t) (r ∈ ΦE6) (see [Car72, 12.2.3]).
Let F := ρFq = Fqρ. For a subgroup X of E6 (q2), we write XF := {x ∈ X|F (x) = x}.
Then E6 (q2)
F
= 2E6 (q
2). Let r ∈ Φ+E6 and t ∈ Fq2, we set
2xr1(t) :=
®
xr(t) if ρ(r) = r, tq = t
xr(t) · xρ(r)(γrtq) if ρ(r) 6= r, tq2 = t .
5.3.1 Definition/Lemma. Let t ∈ Fq2, we set
2x1(t) : =
2xr11(t) =
2xr16(t
q) = xr1(t)xr6(t
q), 2x3(t) : =
2xr14(t) = xr4(t),
2x2(t) : =
2xr13(t) =
2xr15(t
q) = xr3(t)xr5(t
q), 2x4(t) : =
2xr12(t) = xr2(t),
2x5(t) : =
2xr17(t) =
2xr111(−tq) = xr7(t)xr11(−tq), 2x7(t) : = 2xr18(t) = xr8(t),
2x6(t) : =
2xr19(t) =
2xr110(−tq) = xr9(t)xr10(−tq), 2x9(t) : = 2xr115(t) = xr15(t),
2x8(t) : =
2xr112(t) =
2xr116(t
q) = xr12(t)xr16(t
q), 2x13(t) : =
2xr119(t) = xr19(t),
2x10(t) : =
2xr113(t) =
2xr114(−tq) = xr13(t)xr14(−tq), 2x14(t) : = 2xr123(t) = xr23(t),
2x11(t) : =
2xr118(t) =
2xr121(−tq) = xr18(t)xr21(−tq), 2x16(t) : = 2xr124(t) = xr24(t),
2x12(t) : =
2xr117(t) =
2xr120(t
q) = xr17(t)xr20(t
q), 2x17(t) : =
2xr127(t) = xr27(t),
2x15(t) : =
2xr122(t) =
2xr125(−tq) = xr22(t)xr25(−tq), 2x19(t) : = 2xr130(t) = xr30(t),
2x18(t) : =
2xr126(t) =
2xr128(−tq) = xr26(t)xr28(−tq), 2x22(t) : = 2xr134(t) = xr34(t),
2x20(t) : =
2xr129(t) =
2xr131(−tq) = xr29(t)xr31(−tq), 2x23(t) : = 2xr135(t) = xr35(t),
2x21(t) : =
2xr132(t) =
2xr133(t
q) = xr32(t)xr33(t
q), 2x24(t) : =
2xr136(t) = xr36(t).
The root subgroups of 2E6 (q2) are determined:
2X i :={2xi(t) | t ∈ Fq2} for all i ∈ {1, 2, 5, 6, 8, 10, 11, 12, 15, 18, 20, 21},
2X i :={2xi(t) | t ∈ Fq} for all i ∈ {3, 4, 7, 9, 13, 14, 16, 17, 19, 22, 23, 24}.
A Sylow p-subgroup of 2E6 (q2) is determined
2Esyl6
Ä
q2
ä
: =
ß 24∏
i=1
2xi(ti)
∣∣∣∣
®
ti ∈ Fq2 if i ∈ {1, 2, 5, 6, 8, 10, 11, 12, 15, 18, 20, 21}
ti ∈ Fq if i ∈ {3, 4, 7, 9, 13, 14, 16, 17, 19, 22, 23, 24}
™
,
where the product can be taken in an arbitrary, but fixed, order (c.f. [Car72,
13.6.1]). In particular,
∣∣∣2Esyl6 (q2) ∣∣∣ = q36. By [Car72, 14.3.2],∣∣∣2E6 Äq2ä ∣∣∣ = 1
(3, q + 1)
q36(q2 − 1)(q5 + 1)(q6 − 1)(q8 − 1)(q9 + 1)(q12 − 1).
5.3.2 Remark. Yi ⊆ 2Xi for all i = 1, 2, . . . , 24, and F syl4 (q) ⊆ 2Esyl6 (q2) ⊆ Esyl6 (q2).
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5.3.5 Corollary. Let g = (gi,j) ∈ 2Esyl6 (q2), then
g13,j13 = 0, j13 ∈ {14, 15, 17, 19, 21}
g16,j16 = 0, j16 ∈ {17, 19, 21}
g18,j18 = 0, j18 ∈ {19, 21}
g20,21 = 0
g14,15 = 0
,

gq14,17 = g15,17 = t2
gq14,19 = g15,19 = t6
gq14,21 = g15,21 = t10
,

g8,j8 = 0, j8 ∈ {9, 11, 13}
g10,j10 = 0, j10 ∈ {11, 13}
g12,13 = 0
,

g8,j8 ∈ Fq, j8 ∈ {10, 12, 17, 19, 21}
g10,j10 ∈ Fq, j10 ∈ {12, 17, 19, 21}
g12,j12 ∈ Fq, j12 ∈ {17, 19, 21}
g17,j17 ∈ Fq, j17 ∈ {19, 21}
g19,21 ∈ Fq
g6,j6 ∈ Fq, j6 ∈ {7, 9}
g7,9 ∈ Fq,
g4,5 ∈ Fq
,
and gqi14,14 = gi14,15 for all i14 ∈ {8, 10, 12}
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5.3.2. Monomial 2Esyl6
Ä
q2
ä
-module
Let U := 2Esyl6 (q2) and V0 := Mat27×27(Fq2). In this subsection, we get a monomial
linearisation (f, κq|V×V ) for 2Esyl6 (q2), where f is a bijective 1-cocycle and κq|V×V is
a non-degenerate bilinear form (5.3.31). Then we make C
Ä
2Esyl6 (q
2)
ä
into a mono-
mial 2Esyl6 (q2)-module (5.3.32).
5.3.6 Reminder. Let3 := {(i, j) | 1 ≤ i, j ≤ 27} and1 := {(i, j) | 1 ≤ i < j ≤ 27}.
5.3.7 Notation/Lemma. The map
κ : V0 × V0 → Fq2 : (X, Y ) 7→ tr(X>Y )
is called the trace form, and κ is a non-degenerate symmetric bilinear form on V0.
5.3.8 Notation. Set
J :=
(i, j) ∈1
∣∣∣∣∣∣∣∣∣∣

j ∈ {2, 3, . . . , 11, 12, 14, 15, 17, 19, 21} if i = 1
j ∈ {3, 4, 5, 6, 7, 9} if i = 2
j ∈ {4, 5} if i = 3
j ∈ {5} if i = 4
 ,
and
J ′ :=
®
(i, j) ∈1
∣∣∣∣∣
®
j ∈ {13, 16, 18, 20} if i = 1
j = 8 if i = 2
´
.
Set
J1 :=
®
(i, j) ∈ J
∣∣∣∣∣
®
j ∈ {2, 3, 4, 5, 6, 7, 9, 11, 14} if i = 1
j ∈ {3, 4, 5} if i = 2
´
.
and J2 := J\(J1∪˙{(1, 15)}), then |J1| = |J2| = 12 and J = J1∪˙J2∪˙{(1, 15)}. J2 is the
set of the coordinates of the blue blocks of the following 27× 27-matrix.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 ·
2 ·
3 ·
4 ·
5.3.9 Remark. (1) J c = J∪˙J ′,
(2) #J = 25, #J ′ = 5 and #J c = 30.
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5.3.10 Notation/Lemma. Set
VJ =
⊕
(i,j)∈J
Fqei,j =
ß ∑
(i,j)∈J
Ai,jei,j ∈ V0
∣∣∣∣Ai,j ∈ Fq2™,
where∑
(i,j)∈J
Ai,jei,j =â · A1,2 A1,3 A1,4 A1,5 A1,6 A1,7 A1,8 A1,9 A1,10 A1,11 A1,12 0 A1,14 A1,15 0 A1,17 0 A1,19 0 A1,21
· A2,3 A2,4 A2,5 A2,6 A2,7 0 A2,9
· A3,4 A3,5
· A4,5
ì
Then VJ is an Fq2-subspace and also an Fq-subspace of V0 with dimFq VJ = 50. In
particular, V
3
= V0.
5.3.11 Lemma. Let φ0 : Fq2 → Fq : t 7→ t + tq, then φ0 is an Fq-epimorphism and
|kerφ0| = q.
Proof. We know that φ0 is an Fq-homomorphism. Observe that kerφ0 = {t ∈ Fq2 |
t + tq = 0}, and that the degree of t + tq is q, so | kerφ0| ≤ q. On the other hand,
imφ0 ⊆ Fq =⇒ |imφ0| ≤ q. We have Fq2/kerφ0 ∼= imφ0 =⇒ | kerφ0| = |Fq2 ||imφ0| ≥ q.
Thus, |kerφ0| = q and imφ0 = Fq. Therefore, φ0 is an Fq-epimorphism.
5.3.12 Proposition. There exists an element η ∈ Fq2\Fq such that ηq + η = 1.
Proof. By 5.3.11, #{t ∈ Fq2 | tq + t = 1} = q > 2. But #{t ∈ Fq | tq + t = 2t = 1} = 1,
so there exists at least one element of Fq2 such that tq + t = 1. Then the claim is
proved.
From now on in this chapter, we fix an element η ∈ Fq2\Fq such that ηq + η = 1.
5.3.13 Notation/Lemma. Let
piq : Fq2 → Fq : x 7→ φ0(ηx) = (ηx)q + ηx,
then piq is an Fq-epimorphism and Fq2 = kerpiq ⊕ Fq. In particular, piq|Fq = idFq and
pi2q = piq.
Proof. Since η 6= 0 and φ0 is an Fq-epimorphism, piq is an Fq-epimorphism.
Let x ∈ Fq, then piq(x) = xpiq(1) = xφ0(η) = x(ηq + η) = x, so piq|Fq = idFq . Then
pi2q = piq since the image impiq = Fq.
The image impiq = Fq and the kernel kerpiq are Fq-subspaces of Fq2, so (kerpiq +
Fq) ⊆ Fq2 . Let x ∈ kerpiq ∩ Fq, then x x∈Fq= piq(x) x∈kerpiq= 0, so kerpiq ∩ Fq = {0}.
Let x ∈ Fq2, then piq(x − piq(x)) = (piq − pi2q )(x) = 0, so x − piq(x) ∈ kerpiq. Hence
x = (x− piq(x)) + piq(x). Therefore, Fq2 = ker piq ⊕ Fq.
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5.3.14 Corollary. Let x ∈ Fq2, then piq(xy) = 0 for all y ∈ Fq2 if and only if x = 0.
5.3.15 Proposition. Define a map by
κq := piq ◦ κ : V0 × V0 → Fq,
where κq(A,B) = piq ◦ κ(A,B) = piq
Ä
tr(A>B)
ä
. Then κq is a symmetric Fq-bilinear
form on V0.
Proof. We know that κ is a symmetric bilinear map (5.3.7), and that piq is an Fq-
epimorphism (5.3.13), then the claim is proved.
5.3.16 Notation/Lemma. Set
V := {A = (Ai,j) ∈ VJ | A1,15 = Aq1,14, Ai,j ∈ Fq for all (i, j) ∈ J2},
where
A =â · A1,2 A1,3 A1,4 A1,5 A1,6 A1,7 A1,8 A1,9 A1,10 A1,11 A1,12 0 A1,14 Aq1,14 0 A1,17 0 A1,19 0 A1,21
· A2,3 A2,4 A2,5 A2,6 A2,7 0 A2,9
· A3,4 A3,5
· A4,5
ì
Then V is a 36-dimensional subspace of VJ over Fq, and supp(V ) = J .
5.3.17 Notation/Lemma. The map
pi : V0 → V : A 7→
∑
(i,j)∈J1\{(1,14)}Ai,jei,j
A1,14η1−q+Aq1,15
1+η1−q e1,14 +
Å
A1,14η1−q+Aq1,15
1+η1−q
ãq
e1,15
+
∑
(i,j)∈J2 piq(Ai,j)ei,j
is an Fq-epimorphism. In particular, pi|V = idV , pi2 = pi and pi(I27) = O27.
5.3.18 Proposition. Let V ⊥ denote the orthogonal complement of the subspace V of
V0 with respect to the trace form κq, i.e. V ⊥ := {B ∈ V0 | κq(A,B) = 0, ∀ A ∈ V },
and
W :=
⊕
(i,j)/∈J
Fq2ei,j +
⊕
(i,j)∈J2
kerpiqei,j + {xe1,14 − xqηq−1e1,15 | x ∈ Fq2}
=
A = (Ai,j) ∈ V0
∣∣∣∣∣∣∣

Ai,j = 0 if (i, j) ∈ J1\{(1, 14)}
Ai,j ∈ kerpiq if (i, j) ∈ J2
A1,15 = −Aq1,14ηq−1
 .
Then V ⊥ = W .
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Proof. (1) Claim that V ⊥ ⊇ W .
For all B = (Bi,j) ∈ W and for all A = (Ai,j) ∈ V , we get
κq(A,B) = piqκ(A,B) = piq(
∑
(i,j)∈J2
(Ai,jBi,j) + A1,14B1,14 − Aq14Bq1,14ηq−1)
=piq(A1,14B1,14 − Aq1,14Bq1,14ηq−1)
=(A1,14B1,14η)
q + A1,14B1,14η −
Ä
(Aq1,14B
q
1,14η
q)q + Aq1,14B
q
1,14η
q
ä
=0.
Then B ∈ V ⊥ for all B ∈ W , so W ⊆ V ⊥.
(2) Claim that V ⊥ ⊆ W .
For all B = (Bi,j) ∈ V ⊥ ⊆ V0 and for all A = (Ai,j) ∈ V , then
0 =κq(A,B) = piqκ(A,B) = piq(
∑
(i,j)∈J1∪J2
Ai,jBi,j + A
q
1,14B1,15).
(2.1) We claim that Bi,j = 0 for all (i, j) ∈ J1\{(1, 14)}.
Assume that B1,2 6= 0. Let A = A1,2e12 = B−11,2e1,2, then 0 = κq(A,B) =
piq(A12B1,2) = piq(1) = 1. This is a contradiction. Thus B1,2 = 0.
(2.2) We claim Bi,j ∈ kerpiq for all (i, j) ∈ J2.
Let A = A1,8e1,8 = e1,8, then 0 = κq(A,B) = piq(A1,8B1,8) = piq(B1,8). Thus
B1,8 ∈ kerpiq.
(2.3) We claim that B1,15 = −Bq1,14ηq−1.
Assume B1,15 6= −Bq1,14ηq−1, i.e. Bq1,14ηq + B1,15η 6= 0. Let A = A1,14e1,14 +
Aq1,14e1,15 (A1,14 ∈ Fq2), then
0 =κq(A,B) = piq(A1,14B1,14 + A
q
1,14B1,15)
= ((A1,14B1,14η)
q + (A1,14B1,14η)) +
Ä
(Aq1,14B1,15η)
q + (Aq1,14B1,15η)
ä
=A1,14(B1,14η +B
q
1,15η
q) + Aq1,14(B1,14η +B
q
1,15η
q)q
=φ0
Ä
A1,14(B1,14η +B
q
1,15η
q)
ä
.
Thus kerφ0 = Fq2 since Bq
2
14η
q2 + B15η 6= 0. So | kerφ0| = q2 > q. This is a
contradiction since | kerφ0| = q. Thus B1,15 = −Bq1,14ηq−1.
Hence B ∈ W and V ⊥ ⊆ W .
Therefore, V ⊥ = W .
5.3.19 Corollary. κq|V×V is a non-degenerate Fq-bilinear form.
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5.3.20 Corollary. V0 = V ⊕ V ⊥, and pi : V0 = V ⊕ V ⊥ → V is the projection to the
first component V .
Proof. We know that V + V ⊥ ⊆ V0 since V and V ⊥ are Fq-subspaces of V0. Let
A ∈ V ∩ V ⊥, then κq(A,B) A∈V
⊥
= 0
A∈V
= κq|V×V (A,B) for all B ∈ V . We get A = 0
since κq|V×V is non-degenerate by 5.3.19. Thus V ∩ V ⊥ = {0}. Let A ∈ V0, then
A = pi(A) + (A− pi(A)) and pi(A) ∈ V . It is enough to show that A− pi(A) ∈ V ⊥. Let
B = (Bi,j) = pi(A) ∈ V and C = (Ci,j) = A− pi(A), by 5.3.13 Fq2 = kerpiq ⊕ Fq, thus
it is sufficient to prove that C1,15 = −Cq1,14ηq−1. We have
C1,14 =A1,14 − A1,14η
1−q + Aq1,15
1 + η1−q
=
A1,14 − Aq1,15
1 + η1−q
,
C1,15 =A1,15 −
(
A1,14η
1−q + Aq1,15
1 + η1−q
)q
=
A1,15 − Aq1,14
1 + ηq−1
ηq−1 = −Cq1,14ηq−1.
Hence V0 = V ⊕ V ⊥.
5.3.21 Lemma. pi = pi ◦ piJ . In particular, let A ∈ V0 and piJ(A) ∈ V , then pi(A) =
piJ(A).
5.3.22 Corollary. Suppose A,B ∈ V0, such that supp(A) ∩ supp(B) ⊆ J and piJ(A) ∈
V . Then
κq(A,B) = κq(pi(A), B) = κq(A, pi(B)) = κq(pi(A), pi(B)) = κq|V×V (pi(A), pi(B)).
Proof. c.f. the proof of 2.2.21.
5.3.23 Lemma. Let piJ : V0 → VJ : A 7→ ∑(i,j)∈J Aijeij, then
supp(Ag>) ∩1 ⊆ J for all A ∈ V , g ∈ U,
and piJc(Ag>) ∈ V . In particular, piJ(Ag>) = pi(Ag>).
Proof. Let A ∈ V , g ∈ U . It is sufficient to prove that
(Ag>)i,j = 0, (i, j) ∈ J c\J = J ′,
(Ag>)1,15 = (Ag>)
q
1,14,
(Ag>)ij ∈ Fq, (i, j) ∈ J2.
(1) By 5.3.5, we have
(Ag>)1,13 =
27∑
j=1
A1,jg
>
j,13 =
21∑
j=2
A1,jg
>
j,13 =
21∑
j=2
A1,jg13,j =
21∑
j=13
A1,jg13,j
A1,j=0
j∈{13,16,18,20}
=
∑
j∈{14,15,17,19,21}
A1,jg13,j
g13,j=0
j∈{14,15,19,21}
= 0.
Similarly, (Ag>)i,j = 0 for all (i, j) ∈ J ′ = {(1, 16), (1, 18), (1, 20), (2, 8)}.
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(2) By 5.3.5,
(Ag>)q1,14 =
Å 27∑
j=1
A1,jg
>
j,14
ãq
=
Å 21∑
j=2
A1,jg
>
j,14
ãq
=
Å 21∑
j=2
A1,jg14,j
ãq
=
Å 21∑
j=14
A1,jg14,j
ãq A1,j=0j∈{13,16,18,20}
=
Å ∑
j∈{14,15,17,19,21}
A1,jg14,j
ãq
=(A1,14 + A1,15g14,15 + A1,17g14,17 + A1,19g14,19 + A1,21g14,21)
q
g14,15=0
= Aq1,14 + A
q
1,17g
q
14,17 + A
q
1,19g
q
14,19 + A
q
1,21g
q
14,21
gq14,j=g15,j
j∈{17,19,21}
= A1,15 + A1,17g15,17 + A1,19g15,19 + A1,21g15,21 = (Ag
>)1,15.
Thus, (Ag>)q1,14 = (Ag>)1,15.
(3) By 5.3.5,
(Ag>)1,10 =
27∑
j=1
A1,jg
>
j,10 =
21∑
j=2
A1,jg
>
j,10 =
21∑
j=2
A1,jg10,j =
21∑
j=10
A1,jg10,j
A∈V
= A1,10 + A1,11g10,11 + A1,12g10,12 + (A1,14g10,14 + A
q
1,14g10,15)
+ A1,17g10,17 + A1,19g10,19 + A1,21g10,21
5.3.5∈ Fq,
Similarly, (Ag>)ij ∈ Fq for all (i, j) ∈ J2.
Hence supp(Ag>) ∩1 ⊆ J and piJc(Ag>) = piJ(Ag>) ∈ V .
5.3.24 Corollary. Let A,B ∈ V and g, h ∈ U , then supp(Bh>) ∩ supp(Ag) ⊆ J .
5.3.25 Proposition (Group action of 2Esyl6 (q2) on V ). The map
− ◦ − : V × U → V : (A, g) 7→ A ◦ g := pi(Ag)
is a group action, and the elements of the group U act as Fq-automorphisms.
Proof. c.f. the proof of 2.2.25.
By 1.2.21, we get a new action:
5.3.26 Corollary. There exists an unique linear action −.− of G on V :
−.− : V ×G→ V : (A, g) 7→ A.g := A ◦ g−>
such that κq|V×V (A.g,B) = κq|V×V (A,B ◦ g−1) for all B ∈ V . In particular, for all
A,B ∈ V and g ∈ G, κq|V×V (A,B ◦ g) = κq|V×V (A.g−1, B) = κq|V×V (A ◦ g>, B).
247
5. Monomial Esyl6 (q)-, F
syl
4 (q)-, 2E
syl
6 (q
2)- and Esyl7 (q)-modules
5.3.27 Notation. f := pi|U : U → V .
5.3.28 Proposition. f |U : U → V is bijective.
Proof. By 5.3.3 and 5.3.16, we obtain that f : U → V is bijective.
5.3.29 Lemma. Let x, g ∈ U , then f(x)g ≡ (x − 1)g mod V ⊥. In particular, f(x) ≡
x− 1 mod V ⊥.
Proof. c.f. the proof of 2.2.29.
5.3.30 Proposition. Let x, g ∈ U , then f(xg) = f(x) ◦ g + f(g).
Proof. c.f. the proof of 2.2.30.
By 5.3.28 and 5.3.30, we obtain a bijective 1-cocycle of 2Esyl6 (q2).
5.3.31 Corollary (Monomial linearisation for 2Esyl6 (q2)). The map f is a bijective
1-cocycle of 2Esyl6 (q2), and (f, κq|V×V ) is a monomial linearisation for U = 2Esyl6 (q2).
Now we obtain the monomial U -module C
Ä
2Esyl6 (q
2)
ä
, which is essential for the
construction of the supercharacter theory for 2Esyl6 (q2).
5.3.32 Theorem (Fundamental theorem for 2Esyl6 (q2)). Let U = 2E
syl
6 (q
2) and
[A] =
1
|U |
∑
u∈U
χA(u)u for all A ∈ V .
Then the set {[A] | A ∈ V } forms a C-basis for the complex group algebra CU . The
operation of U on CU is given by the usual right multiplication, i.e.
[A]u =
1
|U |
∑
y∈U
χA(y)yu = χA.u(u)[A.u] = ϑκq(A.u, f(u))[A.u] for all u ∈ U,A ∈ V ,
then CU is a monomial CU -module.
Proof. By 5.3.31, (f, κq|V×V ) is a monomial linearisation for U , satisfing f is bijec-
tive. By 5.3.26, A.u := pi(Au−>). Thus the whole theorem is proved in view of
1.2.24.
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5.4. Monomial Esyl7 (q)-module
In this section, we construct a Chevalley basis for the Lie algebra LE7 of type E7 (see
5.4.3) and determine the Sylow p-subgroup Esyl7 (q) for the Chevalley group E7(q)
(see 5.4.25). Then we get a monomial linearisation (f, κ|V×V ) for Esyl7 (q), where f
is a bijective 1-cocycle and κ|V×V is a non-degenerate bilinear form (5.4.44). Finally,
we make CEsyl7 (q) into a monomial E
syl
7 (q)-module (5.4.45).
5.4.1. Chevalley basis of the Lie algebra of type E7
In this subsection, we determine a Chevalley basis for the Lie algebra LE7 of type E7
(see 5.4.3)
By [HRT01, §3.2], there is a Lie algebra LE7 of type E7 generated by {er | ±r ∈
∆E7}, denoted by
LE7 := 〈 er ∈ Mat56×56(C) | ± r ∈ ∆E7 〉Lie ,
where ∆E7 = {a, b, c, d, e, f, g}, e−r = e>r for all r ∈ ∆E7 and
ea :=e7,8 + e9,10 + e11,12 + e13,15 + e16,18 + e19,22
+ e35,38 + e39,41 + e42,44 + e45,46 + e47,48 + e49,50,
eb :=e5,6 + e7,9 + e8,10 + e20,23 + e24,26 + e27,29
+ e28,30 + e31,33 + e34,37 + e47,49 + e48,50 + e51,52,
ec :=e5,7 + e6,9 + e12,14 + e15,17 + e18,21 + e22,25
+ e32,35 + e36,39 + e40,42 + e43,45 + e48,51 + e50,52,
ed :=e4,5 + e9,11 + e10,12 + e17,20 + e21,24 + e25,28
+ e29,32 + e33,36 + e37,40 + e45,47 + e46,48 + e52,53, ,
ee :=e3,4 + e11,13 + e12,15 + e14,17 + e24,27 + e26,29
+ e28,31 + e30,33 + e40,43 + e42,45 + e44,46 + e53,54,
ef :=e2,3 + e13,16 + e15,18 + e17,21 + e20,24 + e23,26
+ e31,34 + e33,37 + e36,40 + e39,42 + e41,44 + e54,55,
eg :=e1,2 + e16,19 + e18,22 + e21,25 + e24,28 + e26,30
+ e27,31 + e29,33 + e32,36 + e35,39 + e38,41 + e55,56.
Let HE7 be the Cartan subalgebra, then
HE7 = 〈 [er, e−r] ∈ Mat56×56(C) | r ∈ ∆E7 〉C .
Let H∗E7 be the dual space of HE7, we obtain a basis {ε1 + ε8, ε2, ε3, ε4, ε5, ε6, ε7} of
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H∗E7 such that
a = −1
2
8∑
i=1
εi, b = ε6 − ε7, c = ε6 + ε7, d = ε5 − ε6,
e = ε4 − ε5, f = ε3 − ε4, g = ε2 − ε3.
Let VE7 := R-span{ε1+ε8, ε2, ε3, ε4, ε5, ε6, ε7} be a subspace ofH∗E7, then VE7 becomes
a Euclidean space (see Appendix A.3). The root system of type E7 is
ΦE7 ={±εi ± εj | i < j, i, j = 2, 3, 4, 5, 6, 7}
⋃ {±(ε1 + ε8)}⋃{±1
2
8∑
i=1
1εi
∣∣∣∣∣∣ i = ±1, 1 = 8 = 1,
8∏
i=1
i = 1
}
.
The set of positive roots of ΦE7 is
Φ+E7 ={εi ± εj | i < j, i, j = 2, 3, 4, 5, 6, 7}
⋃ {−(ε1 + ε8)}⋃{−1
2
8∑
i=1
1εi
∣∣∣∣∣∣ i = ±1, 1 = 8 = 1,
8∏
i=1
i = 1
}
.
Then ∆E6 = {a, b, c, d, e, f} is a base of type E6. Denote ΦE6 by the root system of
type E6, and denote Φ+E6 by the positive roots of ΦE6. The Dynkin diagram of E7 is
• • • • •
•
•
a
b
c d e f g
Let r1 := a, r2 := b, r3 := c, r4 := d, r5 := e, r6 := f and r37 = g, then the Cartan
matrix M of E7 is

a b c d e f g
a 2 0 −1 0 0 0 0
b 0 2 0 −1 0 0 0
c −1 0 2 −1 0 0 0
d 0 −1 −1 2 −1 0 0
e 0 0 0 −1 2 −1 0
f 0 0 0 0 −1 2 −1
g 0 0 0 0 0 −1 2

7×7
where Mi,j = 〈ri, rj〉 = 2κ(ri,rj)κ(ri,ri) (ri, rj ∈ ∆E7).
Let ΦE7 be the root system of type E7. Each root r ∈ ΦE7 can be written as
r =
∑
α∈∆E7 kαα, the height of r is ht(r) =
∑
α∈∆E7 kα.
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5.4.1 Definition. For r, s ∈ Φ+E7, we write r ≺ s, if ht(r) < ht(s) (e.g. a ≺ a+ c) or if
ht(r) = ht(s), this is the lexicographical order (e.g. a ≺ b ≺ c ≺ d ≺ e ≺ f ≺ g).
We take the structure constants Nr,s to be positive, if (r, s) is an extraspecial pair
according to the total order in Definition 5.4.1. We give all the extraspecial pairs
and the corresponding structure constants as follows.
5.4.2 Notation/Lemma. We have the following extraspecial pairs of roots in Φ+E7\∆E7
and the corresponding structure constants Nr,s (r, s ∈ Φ+E7). If r ∈ Φ+E6, see 5.1.2.
If r ∈ Φ+E7\Φ+E6, see the following table. According to column 2 and column 3 of the
following two tables, we define ri (i = 1, 2, . . . , 63) to be the root in column 3 which is
according to i in column 2 (e.g. r7 = a+ c).
Height i Positive Roots ri ∈ Φ+E7\Φ+E6 Extraspecial Pair (r, s) Nr,s
1 37 g
2 38 f + g (f, g) 1
3 39 e+ f + g (e, f + g) 1
4 40 d+ e+ f + g (d, e+ f + g) 1
5 41 b+ d+ e+ f + g (b, d+ e+ f + g) 1
5 42 c+ d+ e+ f + g (c, d+ e+ f + g) 1
6 43 a+ c+ d+ e+ f + g (a, c+ d+ e+ f + g) 1
6 44 b+ c+ d+ e+ f + g (b, c+ d+ e+ f + g) 1
7 45 a+ b+ c+ d+ e+ f + g (a, b+ c+ d+ e+ f + g) 1
7 46 b+ c+ 2d+ e+ f + g (d, b+ c+ d+ e+ f + g) 1
8 47 a+ b+ c+ 2d+ e+ f + g (a, b+ c+ 2d+ e+ f + g) 1
8 48 b+ c+ 2d+ 2e+ f + g (e, b+ c+ 2d+ e+ f + g) 1
9 49 a+ b+ 2c+ 2d+ e+ f + g (c, a+ b+ c+ 2d+ e+ f + g) 1
9 50 a+ b+ c+ 2d+ 2e+ f + g (a, b+ c+ 2d+ 2e+ f + g) 1
9 51 b+ c+ 2d+ 2e+ 2f + g (f, b+ c+ 2d+ 2e+ f + g) 1
10 52 a+ b+ 2c+ 2d+ 2e+ f + g (c, a+ b+ c+ 2d+ 2e+ f + g) 1
10 53 a+ b+ c+ 2d+ 2e+ 2f + g (a, b+ c+ 2d+ 2e+ 2f + g) 1
11 54 a+ b+ 2c+ 3d+ 2e+ f + g (d, a+ b+ 2c+ 2d+ 2e+ f + g) 1
11 55 a+ b+ 2c+ 2d+ 2e+ 2f + g (c, a+ b+ c+ 2d+ 2e+ 2f + g) 1
12 56 a+ 2b+ 2c+ 3d+ 2e+ f + g (b, a+ b+ 2c+ 3d+ 2e+ f + g) 1
12 57 a+ b+ 2c+ 3d+ 2e+ 2f + g (d, a+ b+ 2c+ 2d+ 2e+ 2f + g) 1
13 58 a+ 2b+ 2c+ 3d+ 2e+ 2f + g (b, a+ b+ 2c+ 3d+ 2e+ 2f + g) 1
13 59 a+ b+ 2c+ 3d+ 3e+ 2f + g (e, a+ b+ 2c+ 3d+ 2e+ 2f + g) 1
14 60 a+ 2b+ 2c+ 3d+ 3e+ 2f + g (b, a+ b+ 2c+ 3d+ 3e+ 2f + g) 1
15 61 a+ 2b+ 2c+ 4d+ 3e+ 2f + g (d, a+ 2b+ 2c+ 3d+ 3e+ 2f + g) 1
16 62 a+ 2b+ 3c+ 4d+ 3e+ 2f + g (c, a+ 2b+ 2c+ 4d+ 3e+ 2f + g) 1
17 63 2a+ 2b+ 3c+ 4d+ 3e+ 2f + g (a, a+ 2b+ 3c+ 4d+ 3e+ 2f + g) 1
By 5.4.2, we determine a Chevalley basis of the Lie algebra LE7.
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5.4.3 Lemma (Chevalley basis of LE7). For r ∈ ∆E7, set hr := [er, e−r]. Let r ∈
Φ+E7\∆E7, and (s1, s2) the extraspecial pair of r, set
er :=
1
Ns1,s2
[es1 , es2 ], e−r :=
1
N−s1,−s2
[e−s1 , e−s2 ].
Then {hr ∈ Mat56×56(C) | r ∈ ∆E7} ∪ {e±r ∈ Mat56×56(C) | r ∈ Φ+E7} is a Chevalley
basis of the Lie algebra LE7 .
Proof. c.f. the proof of 5.1.3.
5.4.4 Example.
ea+c =
1
Na,c
[ea, ec] = [ea, ec]
=− e5,8 − e6,10 + e11,14 + e13,17 + e16,21 + e19,25
− e32,38 − e36,41 − e40,44 − e43,46 + e47,51 + e49,52.
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5.4.2. Sylow p-subgroup Esyl7 (q)
Let K be a field. In this subsection, we obtain the Sylow p-subgroup Esyl7 (q) for the
Chevalley group E7(q) (see 5.4.25).
5.4.5 Notation. Let3 := {(i, j) | 1 ≤ i, j ≤ 56} and1 := {(i, j) | 1 ≤ i < j ≤ 56}.
5.4.6 Reminder. LE7 is the Lie algebra of type E7 over the field C.
5.4.7 Corollary. For all r ∈ ΦE7, e2r = 0.
Proof. By 5.4.3 and calculation, we get the result.
Similar to §11.3 of [Car72], the coefficients of exp(ter) = I56 + ter are all of the
form ±1 or ±t (i.e. the non-zero entries of exp(ter) are of the form ±1 and ±t).
This fact enables us to transfer to an arbitrary field. For each matrix er in the above
representation and each element t in an arbitrary field K, exp(ter) is a well-defined
non-singular matrix over K.
5.4.8 Notation. Set
x¯r,K(t) := exp(ter) = I56 + t · er, r ∈ ΦE7 , t ∈ K,
xr,K(t) := exp(t ad er), r ∈ ΦE7 , t ∈ K.
5.4.9 Notation. Set a matrix group
E¯7(K) := 〈 x¯r,K(t) | r ∈ ΦE7 , t ∈ K 〉 ,
and the Chevalley group of type LE7 over the field K is
E7(K) := 〈xr,K(t) | r ∈ ΦE7 , t ∈ K 〉 .
5.4.10 Notation. Set subgroups of E¯7(K)
X¯r,K := 〈 x¯r,K(t) | t ∈ K 〉 for all r ∈ ΦE7 ,
and root subgroups of the Chevalley group E7(K) are
Xr,K := 〈xr,K(t) | t ∈ K 〉 for all r ∈ ΦE7 .
By [Car72, 4.5.1], (exp(t ad er)) (x) = exp(ter) ·x · exp(ter)−1 for all x ∈ LE7. Simi-
lar, we get a group epimorphism between the matrix group E¯7(K) and the Chevalley
group E7(K) of type LE7 over the field K as follows.
5.4.11 Proposition. Let K be a field, and
σ : E¯7(K)→ E7(K) : exp(ter) 7→ exp(t ad er),
then σ is a group epimorphism, and the kernel kerσ is the centre Z¯ of E¯7(K).
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5.4.12 Notation/Lemma. Set
U¯K :=
¨
x¯r,K(t)
∣∣∣ r ∈ Φ+E7 , t ∈ K ∂ 6 E¯7(K),
UK :=
¨
xr,K(t)
∣∣∣ r ∈ Φ+E7 , t ∈ K ∂ 6 E7(K).
5.4.13 Corollary. Let K be a field, and
σU¯K : U¯K → UK : exp(ter) 7→ exp(t ad er),
then σ is a group epimorphism.
By calculation, we get the following commutators.
5.4.14 Proposition (Commutators of U¯K). Let ri, rj ∈ Φ+E7, then
[y¯rj ,K(tj), y¯ri,K(ti)] =
∏
k,l>0
kri+lrj∈Φ+E7
x¯kri+lrj ,K(Cklrirj(−ti)ktlj).
Actually, let kri + lrj ∈ Φ+E7 with k, l > 0, then kri + lrj = ri + rj and
[y¯rj ,K(tj), y¯ri,K(ti)] = x¯ri+rj ,K(−C11rirj titj) = x¯ri+rj ,K(Nrjrititj).
5.4.15 Lemma. Let r, s ∈ Φ+E7 and r 6= s, then
supp(X¯r,K) ∩ supp(X¯s,K) = supp(er) ∩ supp(es) = ∅.
Proof. By 1.1.8, we have supp(X¯r,K) ∩ supp(X¯s,K) = supp(er) ∩ supp(es). By 5.4.3,
supp(er) ∩ supp(es) = ∅.
The following property is well known.
5.4.16 Lemma. For (i, j) ∈1 and t ∈ Fq, let x˜i,j(t) := I56 + tei,j. Then
A56(Fq) =
ß ∏
(i,j)∈1
x˜i,j(ti,j)
∣∣∣∣ ti,j ∈ Fq™,
where the product can be taken in an arbitrary, but fixed, order. In particular,∏
(i,j)∈1
x˜i,j(ti,j) =
∏
(i,j)∈1
x˜i,j(si,j)⇐⇒ ti,j = si,j for all (i, j) ∈1.
5.4.17 Proposition. Each element of U¯Fq is uniquely expressible in the form∏
ri∈Φ+E7
x¯ri,Fq(ti),
where the product is taken over all positive roots in the increasing order.
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Proof. c.f. the proof of 5.4.17.
5.4.18 Corollary. |U¯Fq | = q|Φ
+
E7
|
= q63.
5.4.19 Corollary. U¯Fq ∼= UFq .
Proof. c.f. the proof of 5.1.19.
In the remainder of this section, we consider K = Fq.
5.4.20 Notation/Lemma (Root subgroups of E¯7(q)). Let
xr(t) := exp(ter) = I56 + t · er = x¯r,Fq(t), r ∈ ΦE7 , t ∈ Fq,
xi(t) := exp(teri) = I56 + t · eri = xri(t), i = 1, 2, . . . , 63, t ∈ Fq.
Then the root subgroups of E¯7(q) are
Xr := {xr(t) | t ∈ Fq} = X¯r,Fq , r ∈ ΦE7 ,
Xi := {xri(t) | t ∈ Fq} = Xri , i = 1, 2, . . . , 63.
5.4.21 Notation. Set
U :=
¨
xr(t)
∣∣∣ r ∈ Φ+E7 , t ∈ Fq ∂ = U¯Fq .
5.4.22 Lemma ([Car65]). The order of E7(q) is
|E7(q)| = 1
(2, q − 1)q
63(q2 − 1)(q6 − 1)(q8 − 1)(q10 − 1)(q12 − 1)(q14 − 1)(q18 − 1),
where (2, q − 1) is the greatest common divisor of 2 and q − 1.
5.4.23 Corollary. |U | = q63 and U is a Sylow p-subgroup of the Chevalley group E7(q)
under isomorphism.
Proof. c.f. the proof of 5.1.23.
5.4.24 Proposition.
U =
ß ∏
r∈Φ+E7
xr(tr)
∣∣∣∣ tr ∈ Fq™,
where the product can be taken in an arbitrary, but fixed, order.
Proof. c.f. the proof of 5.1.24.
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5.4.26 Corollary. Let u = (ui,j) ∈ Esyl7 (q), then
u19,j19 = 0, j19 ∈ {20, 21, 23, 24, 26, 27, 29, 32, 35, 38}
u22,j22 = 0, j22 ∈ {21, 23, 24, 26, 27, 29, 32, 35, 38}
u25,j25 = 0, j25 ∈ {26, 27, 29, 32, 35, 38}
u28,j28 = 0, j28 ∈ {29, 32, 35, 38}
u30,j30 = 0, j30 ∈ {32, 35, 38}
u31,j31 = 0, j31 ∈ {32, 35, 38}
u33,j33 = 0, j33 ∈ {35, 38}
u34,j34 = 0, j34 ∈ {35, 38}
u36,38 = 0
u37,38 = 0
u16,j16 = 0, j16 ∈ {17, 20, 23}
u18,j18 = 0, j18 ∈ {20, 23}
u19,j19 = 0, j19 ∈ {20, 23}
u21,23 = 0
u22,23 = 0
u13,14 = 0
.
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5.4.3. Monomial Esyl7 (q)-module
Let U := Esyl7 (q) and V0 := Mat56×56(Fq). In this subsection, we get a monomial
linearisation (f, κ|V×V ) for Esyl7 (q), where f is a bijective 1-cocycle and κ|V×V is a
non-degenerate bilinear form (5.4.44). Finally, we make CEsyl7 (q) into a monomial
Esyl7 (q)-module (5.4.45).
It is essential to choose a suitable vector space V for the 1-cocycle and a suitable
non-degenerate bilinear form κ on V0.
5.4.27 Notation/Lemma. The map
κ : V0 × V0 → Fq : (X, Y ) 7→ tr(X>Y )
is called the trace form, and κ is a non-degenerate symmetric bilinear form on V0.
5.4.28 Notation. Set
J :=

(i, j) ∈1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

j ∈ {2, 3, . . . , 18, 20, 21, 23, 24, 26, 27, 29, 32, 35, 38} if i = 1
j ∈ {3, 4, . . . , 15, 17, 20, 23} if i = 2
j ∈ {4, 5, . . . , 12, 14} if i = 3
j ∈ {5, 6, . . . , 10} if i = 4
j ∈ {6, 7, 8} if i = 5
j = 8 if i = 7

,
and
J ′ :=
(i, j) ∈1
∣∣∣∣∣∣∣

j ∈ {19, 22, 25, 28, 30, 31, 33, 34, 36, 37} if i = 1
j ∈ {16, 18, 19, 21, 22} if i = 2
j = 13 if i = 3
 .
5.4.29 Reminder. Let J ⊆1, then by 1.1.9 the subset J c of3 is defined as follows:
J c :=J
⋃{(i, i+ 1) ∈1\J | (i, i+ 2) ∈ J}⋃{(i, j) ∈1\J | ∃ j1 < j < j2 and (i, j1), (i, j2) ∈ J}.
5.4.30 Remark. (1) J c = J∪˙J ′,
(2) #J = 63, #J ′ = 16 and #J c = 79.
5.4.31 Notation/Lemma. Set
V := VJ =
ß ∑
(i,j)∈J
Ai,jei,j ∈ V0
∣∣∣∣Ai,j ∈ Fq™
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5.4.32 Lemma. Let V ⊥ denote the orthogonal complement of V in V0 with respect to
the trace form κ, i.e. V ⊥ := {B ∈ V0 | κ(A,B) = 0, ∀ A ∈ V }. Then V ⊥ = V3\J and
V0 = V ⊕ V ⊥.
5.4.33 Notation/Lemma. Let
pi : V0 = V ⊕ V ⊥ → V : A 7→
∑
(i,j)∈J
Ai,jei,j.
Then pi is a projection to the first component and is an Fq-linear map.
5.4.34 Corollary. κ|V×V : V × V → Fq is a non-degenerate bilinear form.
5.4.35 Lemma. Suppose A,B ∈ V0, such that supp(A) ∩ supp(B) ⊆ J . Then
κ(A,B) = κ(pi(A), B) = κ(A, pi(B)) = κ(pi(A), pi(B)) = κ|V×V (pi(A), pi(B)).
5.4.36 Lemma. Let A ∈ V and g ∈ U , then supp(Ag>) ∩ 1 ⊆ J . In particular
piJc(Ag
>) ∈ V .
Proof. Let A ∈ V , g ∈ G. It is sufficient to prove (Ag>)i,j = 0 for all (i, j) ∈ J c\J =
J ′. We have
(Ag>)1,19 =
56∑
j=1
A1,jg
>
j,19 =
38∑
j=2
A1,jg
>
j,19 =
38∑
j=2
A1,jg19,j =
38∑
j=19
A1,jg19,j
A1,j=0
(1,j)/∈J
=
∑
j∈{20,21,23,24,26,27,29,32,35,38}
A1,jg19,j
5.4.26
= 0,
Similarly, (Ag>)i,j = 0 for all (i, j) ∈ J ′. Thus, supp(Ag>) ∩1 ⊆ J , and piJc(Ag>) =
piJ(Ag
>) ∈ V .
5.4.37 Corollary. Let A,B ∈ V and g, h ∈ U , then supp(Bh>) ∩ supp(Ag) ⊆ J .
5.4.38 Proposition (Group action of Esyl7 (q) on V ). The map
− ◦ − : V × U → V : (A, g) 7→ A ◦ g := pi(Ag)
is a group action, and the elements of the group U act as Fq-automorphisms.
Proof. c.f. the proof of 2.2.25.
By 1.2.21, we get a new action:
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5.4.39 Corollary. There exists an unique linear action −.− of G on V :
−.− : V ×G→ V : (A, g) 7→ A.g := A ◦ g−>
such that κ|V×V (A.g,B) = κ|V×V (A,B ◦ g−1) for all B ∈ V . In particular, for all
A,B ∈ V and g ∈ G,
κ|V×V (A,B ◦ g) = κ|V×V (A.g−1, B) = κ|V×V (A ◦ g>, B).
5.4.40 Notation. f := pi|U : U → V .
5.4.41 Proposition. f : U → V is bijective.
Proof. By 5.4.25 and 5.4.31, we obtain that f : U → V is bijective.
5.4.42 Lemma. Let x, g ∈ U , then f(x)g ≡ (x − 1)g mod V ⊥. In particular, f(x) ≡
x− 1 mod V ⊥.
Proof. c.f. the proof of 2.2.29.
5.4.43 Proposition. Let x, g ∈ U , then f(xg) = f(x) ◦ g + f(g).
Proof. c.f. the proof of 2.2.30 or by 5.4.26 as follows:
for all j0 = 1, 2, . . . , 18,Ä
f(x) ◦ g + f(g)ä
1,j0
=
Ä
f(x)g
ä
1,j0
+ f(g)1,j0 =
j0∑
k=2
f(x)1,kgk,j0 + g1,j0
=
j0∑
k=2
x1,kgk,j0 + g1,j0 =
j0∑
k=1
x1,kgk,j0 = (xg)1,j0 = f(xg)1,j0 ,
and Ä
f(x) ◦ g + f(g)ä
1,20
=
Ä
f(x)g
ä
1,20
+ f(g)1,20 =
20∑
k=2
f(x)1,kgk,20 + g1,20
=
18∑
k=2
f(x)1,kgk,20 + f(x)1,19g19,20 + f(x)1,20g20,20 + g1,20
=
18∑
k=2
x1,kgk,20 + 0 · g19,20 + x1,20g20,20 + g1,20
=
20∑
k=1
x1,kgk,20 − x1,19g19,20 5.4.26=
20∑
k=1
x1,kgk,20 =
Ä
xg
ä
1,20
= f(xg)1,20.
Similarly, f(xg)i,j =
Ä
f(x) ◦ g + f(g)ä
i,j
for all (i, j) ∈ J . Thus f(xg) = f(x) ◦ g +
f(g).
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By 5.4.41 and 5.4.43, we obtain a bijective 1-cocycle of Esyl7 (q).
5.4.44 Corollary (Monomial linearisation for Esyl7 (q)). f is a bijective 1-cocycle of
Esyl7 (q), and (f, κ|V×V ) is a monomial linearisation for U = Esyl7 (q).
Now we obtain the monomial U -module CEsyl7 (q), which is essential for the con-
struction of the supercharacter theory for Esyl7 (q).
5.4.45 Theorem (Fundamental theorem for Esyl7 (q)). Let U = E
syl
7 (q) and
[A] =
1
|U |
∑
u∈U
χA(u)u for all A ∈ V .
Then the set {[A] | A ∈ V } forms a C-basis for the complex group algebra CU . The
operation of U on CU is given by the usual right multiplication, i.e.
[A]u =
1
|U |
∑
y∈U
χA(y)yu = χA.u(g)[A.u] = ϑκ(A.u, f(u))[A.u] for all u ∈ U,A ∈ V ,
then CU is a monomial CU -module.
Proof. By 5.4.44, (f, κ|V×V ) is a monomial linearisation for U , satisfying that f is
bijective. By 5.4.39, A.u := pi(Au−>). Thus the whole theorem is proved in view of
1.2.24.
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A.1. The construction of monomial modules
In this section, we introduce some properties of the monomial CG-modules. We
mainly refer to [DG16].
Let G be a finite multiplictive group, U a subgroup of G, V an Fq-vector space with
finite dimension, and f : G→ V a surjective 1-cocycle such that f |U is bijective.
A.1.1 Lemma. Let H := {g ∈ G | f(g) = 0}, then H ∩ U = {1} and G = HU .
Proof. Since H 6 G and U 6 G, we have G ⊇ HU .
Let X be a complete set of right coset representatives of H in G. Let g ∈ G,
then there exist h ∈ H and x ∈ X such that g = hx. We have f(g) = f(x) ∈ V ,
then there exists u ∈ U such that f(u) = f(x) since f |U is bijective. We know
f(xu−1) = f(x)◦u−1 + f(u−1) = f(u)◦u−1 + f(u−1) = f(1) = 0, so x = hxu for some
hx ∈ H. Thus g = hhxu ∈ HU , i.e. G ⊆ HU . Therefore G = HU .
Let g ∈ H ∩ U , then f(g) = 0 = f |U(g). So g = 1G since f |U is bijective.
A.1.2 Proposition. Let
e :=
∑
h∈H
h, τe :=
∑
h∈H
τh and [χ] := [χˆf ] :=
∑
g∈G
χ(g)g for all χˆ ∈ Vˆ ,
and CH = C{e} be a trivial H-module. Then
IndGHCH =eCG = C{eu | u ∈ U} = eCU = C{e[χ|U ] | χˆ ∈ Vˆ }
=C{[χ] | χˆ ∈ Vˆ } (as C-vector space),
im f ∗ =C{χ | χˆ ∈ Vˆ } = C{τe ∗ [χ|U ] | χˆ ∈ Vˆ } = τe ∗ CU
=C{τe ∗ u | u ∈ U} = τe ∗ CG = τeCG (as C-vector space).
In particular, (im f ∗, ∗)CG ∼= IndGHCH and χ = τe ∗ [χ|U ].
Proof. It is enough to prove χ = τe ∗ [χ|U ],
χ =
∑
g∈G
χ(g)τg =
∑
h∈H
∑
u∈U
χ(hu)τhu =
∑
h∈H
∑
u∈U
χ(u)τh ∗ u
=(
∑
h∈H
τh) ∗ (
∑
u∈U
χ(u)u) = τe ∗ [χ|U ].
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Now we give a summary of the isomporphic CG-modules and the C-basis:
C{χ|U |χˆ∈Vˆ }= (CU , ∗)CG Φ // (CU, ∗)CG
fCU

=C{[χ|U ]|χˆ∈Vˆ }
CVˆ= (CV , ∗)CG
f |∗U
OO
f∗

Ψ // (CV, ∗)CG

=C{[χˆ]|χˆ∈Vˆ }
C{τe∗[χ|U ]|χˆ∈Vˆ }=
C{χ|χˆ∈Vˆ }= (im f
∗, ∗)CG
Υim f∗ // IndGHCH
=C{e[χ|U ]|χˆ∈Vˆ }
=C{[χ]|χˆ∈Vˆ }
where Υ : CG → CG : τ 7→ ∑g∈G τ(g)g.
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A.2. Chevalley basis
In this section, we recall some definitions and notations of Lie algebras, e.g. simple
Lie algebras, semisimple Lie algebras, Cartan subalgebras, roots, Cartan decomposi-
tions, Chevalley bases and Chevalley groups. We refer to [Car72], [Hum78], [Car05]
and [Gec15].
A.2.1 Definition. Let K be a field. A Lie algebra over K is a K-vector space L, with
an operation
[ , ] : L × L → L : (x, y) 7→ [x, y],
is defined satisfying the following axioms:
(i) (x, y) 7→ [x, y] is bilinear,
(ii) [x, x] = 0 for all x ∈ L,
(iii) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 for all x, y, z ∈ L.
The operation [ , ] of a Lie algebra L is called the Lie bracket.
Let L be a Lie algebra over K andM, N be subspaces of L. Then
[M,N ] := K-span{[x, y] | x ∈M, y ∈ N}.
A subalgebra H of L is a subspace of L such that [H,H] ⊆ H. An ideal I of L is a
subspace of L such that [H,L] ⊆ H.
Let L1, L2 be Lie algebras over K, a linear map φ : L1 → L2 is called a homomor-
phism of Lie algebras if φ([x, y]) = [φ(x), φ(y)] for all x, y ∈ L1. A homomorphism
φ : L1 → L2 of Lie algebras is called an isomorphism of Lie algebras if φ is bijective.
Let Mn(K) be the associative algebra of all n × n-matrices over the field K with
the usual matrix product. Let gln(K) be the corresponding Lie algebra with the Lie
bracket:
[x, y] := xy − yx for all x, y ∈Mn(K).
Similarly, if V is a K-vector space, then End(V ) := {ϕ : V → V | ϕ linear} is the
associative algebra with the composition of maps as product. The corresponding Lie
algebra is denoted by gl(V ), and the Lie bracket is:
[ϕ, ψ] := ϕ ◦ ψ − ψ ◦ ϕ for all ϕ, ψ ∈ End(V ).
A.2.2 Definition. Let V be a K-vector space, a representation ρ of a Lie algebra L
over K is a homomorphism of Lie algebras
ρ : L → gl(V ).
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A.2.3 Definition. Let L be a Lie algebra over K. A (left) L-module V is a vector space
over K together with a multiplication
L × V → V : (x, v) 7→ x.v
satisfying the axioms:
(i) (x, v) 7→ x.v is bilinear,
(ii) [x, y].v = x.(y.v)− y.(x.v) for all x, y ∈ L and v ∈ V .
In particular, L is itself a left L-module, called adjoint module.
Let V be a L-module and n = dimV < ∞, B = {v1, v2, . . . , vn} be a K-basis of V ,
and MB(ρ(x)) be the matrix of ρ(x) with respect to B i.e.
x.vj =
n∑
i=1
MB(ρ(x))i,jei,
then a matrix representation ρB is determined
ρB : L → gln(K) : x 7→MB(ρ(x)).
Let L be a Lie algebra and x ∈ L, define a linear map adx of L by
adx : L → L : y 7→ [x, y].
A Lie algebra L is abelian, if [L,L] = {0}. For n ∈ N∗, set L1 := L and
Ln+1 := [Ln,L] for all n ≥ 1.
A Lie algebra L is nilpotent, if Ln = {0} for some n ≥ 1.
A.2.4 Definition. A Lie algebra L is called simple if L is not abelian, and L, {0} are
the only ideals of L.
Let C be the field of complex numbers, L a nilpotent Lie algebra over C, V a
L-module with dimV < ∞, ρ : L → gl(V ) the corresponding representation. If V
is irreducible, then dimV = 1 (see [Car05, Theorem 2.2]). Let λ : L → C be a
1-dimensional representation of L, set
Vλ :=
¶
v ∈ V | ∀ x ∈ L, ∃ l(x) ≥ 1 such that (ρ− λ(x)idV )l(x)(x) = 0
©
,
then
V =
⊕
λ
Vλ
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If Vλ 6= {0}, the 1-dimensional representation λ is called a weight, and Vλ is called
the weight space of λ.
Let H be a subalgebra of a complex Lie algebra L, set
NL(H) := {x ∈ L | [h, x] ∈ H for all h ∈ H}.
NL(H) is called the normaliser of H in H.
A.2.5 Definition. A subalgebra H of a complex Lie algebra L is called a Cartan sub-
algebra, if H is nilpotent and H = NL(H).
The dimension of the cartan subalgebra of L is called the rank of L.
Let L be a complex Lie algebra L, H be a Cartan subalgebra of L, and regard L as
an H-module. Since H is nilpotent, we have
L =
⊕
λ
Lλ
where
Lλ := {x ∈ L | ∀ h ∈ H, ∃n ∈ N∗ such that (adh− λ(h)idL)n(x) = 0} .
Then L0 = H (see [Car05, Proposition 4.1]).
A.2.6 Definition. Let L be a complex Lie algebra L, H a Cartan subalgebra of L. The
1-dimensional representation λ : H → C of H such that λ 6= 0 and Lλ 6= {0} called the
root of L with respect to H. The set of roots of L with respect to H will be denoted by
Φ.
A.2.7 Definition. Let L be a complex Lie algebra L, H a Cartan subalgebra of L, and
Φ the set of roots of L with respect to H, then the decomposition
L = H⊕
(⊕
r∈Φ
Lr
)
is callled the Cartan decompositon of L with respect to H. Lr is called the root space
of r.
A.2.8 Definition. A complex Lie algebra L is called semisimple, if {0} is the only
abelian ideal of L.
A simple complex Lie algebra is semisimple.
We define the Killing form as follows:
κ : L × L → C : (x, y) 7→ tr(adx ad y).
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Let a complex Lie algebra L be semisimple, then the Killing form κ is non-degenerate
(see [Car05, Theorem 4.10]), and the restriction of κ to H is also non-degenerate.
There is a linear isomorphism H → H∗ : h 7→ h∗ where h∗ ∈ H∗ is defined by
h∗(x) = κ(h, x) for all x ∈ H.
For all r ∈ Φ, there exists a unique element tr ∈ H satisfying
r(h) = κ(tr, h) = t
∗
r(h) for all h ∈ H
and r = t∗r. We know that H = 〈tr | r ∈ Φ〉C (span as C-vector space). Since
r(tr) = κ(tr, tr) 6= 0 for all r ∈ Φ, we set hr := 2trκ(tr,tr) , then hr ∈ [Lr,L−r] and
r(hr) = 2. Let r, s ∈ Φ and s 6= ±r, and
n˜r,s :=max{i ∈ N | s+ ir ∈ Φ},
nr,s :=max{i ∈ N | s− ir ∈ Φ},
then the set of roots
s− nr,sr, . . . , s− r, s, s+ r, . . . , s+ n˜r,sr
is called the r-chain of roots through s. Then s(hr)
Def.
= 2κ(tr,ts)
κ(tr,tr)
= nr,s − n˜r,s ∈ Z (see
[Car05, Proposition 4.22]). We set 〈H〉R := 〈tr | r ∈ Φ〉R ⊆ H as R-vector space.
Since κ(tr, ts) ∈ Q, the Killing form κ restricted to 〈H〉R is a map 〈H〉R × 〈H〉R → R
which is a symmetic positive definite bilinear form. We denote by 〈H∗〉R the image
of 〈H〉R under the isomorphism H → H∗ : h 7→ h∗. 〈H∗〉R is the R-subspace of H∗
spanned by Φ. We define a symmetic positive definite bilinear form on 〈H∗〉R by
( , ) : 〈H∗〉R × 〈H∗〉R → R : (h∗1, h∗2) 7→ κ(h1, h2).
Thus the vector space 〈H∗〉R endowed with this positive definite form is a Euclidean
space, denoted by V := 〈H∗〉R. For all r ∈ Φ, r ∈ 〈H∗〉R. For r, s ∈ Φ, we set
〈r, s〉 := 2 (r,s)
(r,r)
. A subset ∆ is called a fundamental system of roots, if
(i) ∆ is a basis of V,
(ii) Every root s ∈ Φ can be written as s = ∑r∈∆ crr with integral coefficients cr all
non-negative or non-positive.
The roots of ∆ are called simple. The height of a root s ∈ Φ (relative to ∆) is
ht(s) :=
∑
r∈∆ cr. If all cr ≥ 0 (resp. all cr ≤ 0), the root s is called positive (resp.
negative). The sets of positive and negative roots (relative to ∆) will be denoted by
Φ+ and Φ−. Let fundamental roots ∆ = {r1, . . . , rn}, then the (i, j)-entry Ai,j of the
Cartan matrix A is
Ari,rj := Ai,j := 〈ri, rj〉 Def.=
2κ(tri , trj)
κ(tri , tri)
Def.
= rj(hri) = nri,rj − n˜ri,rj .
Now we define a total order for the Euclidean space V.
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A.2.9 Definition. Let L be a semisimple complex Lie algebra L,H a Cartan subalgebra
of L, the Euclidean space V := 〈H∗〉R, ∆ := {r1, r2, . . . , rn} be a R-basis of V, and
r :=
∑n
i=1 xiri ∈ V, s :=
∑n
i=1 yiri ∈ V then we write
r ≺ s,
if
∑n
i=1 xi <
∑n
i=1 yi, or if
∑n
i=1 xi =
∑n
i=1 yi and the first non-zero coefficient xi − yi is
positive.
A.2.10 Definition ([Car72], §4.2). Let L be a complex simple Lie algebra with root
system Φ, fundamental roots ∆, a Cartan subalgebra H and
L = H⊕∑
r∈Φ
Lr
be a Cartan decomposition of L. Let hr ∈ H be the co-root corresponding to the root r
and er ∈ Lr for all r ∈ Φ such that
[er, e−r] =hr,
[er, es] =Nr,ser+s if r + s ∈ Φ,
where Nr,s = ±(nr,s + 1) and nr,s ∈ N is the greatest integer for which s − nr,sr ∈ Φ.
Then the set {hr | r ∈ ∆} ∪ {er | r ∈ Φ} is a Chevalley basis of the Lie algebra L. In
particular, [hr, es] = s(hr)es = 〈r, s〉es for all r ∈ ∆ and s ∈ Φ.
Let L be a simple Lie algebra over C with Chevalley basis
{hr | r ∈ ∆} ∪ {er | r ∈ Φ}.
Let xr,C(ζ) := exp(ζ ad er) for all r ∈ Φ, ζ ∈ C and Ar,C(ζ) be the matrix representing
xr,C(ζ) with respect to the Chevalley basis of L. Observe that the coefficient ofAr,C(ζ)
have the form aζ i where a ∈ Z and 0 ≤ i ∈ N. Let K be any field with identity 1K ,
and LZ be the subset of L of all linear combinations of the basis elements with
coefficients in the ring Z of rational integers. We get a Lie algebra LK := K ⊗ LZ
with basis
{1K ⊗ hr | r ∈ ∆} ∪ {1K ⊗ er | r ∈ Φ}.
Let t ∈ K and Ar,K(t) be the matrix obtained from Ar,C(ζ) by replacing each coeffi-
cient aζ i by a˜ti ∈ K, where a˜ is the element of the prime field Fq of Kcorresponding
to a ∈ Z. We define xr,K(t) to be the linear map of LK into itself represented by
the matrix Ar,K(t) with respect to the basis {1K ⊗ hr | r ∈ ∆} ∪ {1K ⊗ er | r ∈ Φ}
([Car72], §4.4).
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A.2.11 Definition ([Car72], p.64). The Chevalley group of type L over the field K,
denoted by L(K), is defined to be the group of automorphisms of the Lie algebra LK
generated by the xr,K(t) for all r ∈ Φ and t ∈ K, i.e.
L(K) = 〈xr,K(t) | r ∈ Φ, t ∈ K〉.
A.2.12 Proposition ([Car72], 4.4.3). The Chevalley group L(K) is determined (up to
isomorphisms) by the simple Lie algebra L over C and the field K.
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A.3. Chevalley basis of a Lie algebra LDn
Fix n ∈ N∗, N = 2n, and K be a field. We construct a Chevalley basis for the matrix
Lie algebra LDn (see A.3.8). The general facts can be found in [Car72], [Hum78]
and [Car05].
A.3.1 Lemma ([Car72], 11.2.2). Let k ∈ N∗, Jk be a k × k matrix over C. Then the
k × k matrices A satisfying
A>Jk + JkA = 0
form a Lie algebra.
A.3.2 Notation/Lemma. Set
J+N :=
N∑
i=1
ei,N+1−i =

0 0 · · · 0 1
0 0 · · · 1 0
...
... . ..
...
...
0 1 · · · 0 0
1 0 · · · 0 0

N×N
∈ GLN(C).
In particular, J+N is the transpose and also the inverse of J
+
N .
Let J+n :=
∑n
i=1 ei,n+1−i ∈ GLn(C),
pi :=
In
J+n 2n×2n
∈ GLN(C), and I := InIn 2n×2n
∈ GLN(C),
then I = pi−1 · J+2n · pi.
Let
Ln :={B ∈ Mat2n×2n(C) | B>I + IB = 0}
LDn :={A ∈ Mat2n×2n(C) | A>J+2n + J+2nA = 0},
then
Ln ={B ∈ Mat2n×2n(C) | B> · (pi−1 · J+2n · pi) + (pi−1 · J+2n · pi) ·B = 0}
={B ∈ Mat2n×2n(C) | pi ·B> · pi−1 · J+2n + ·J+2n · pi ·B · pi = 0}
={B ∈ Mat2n×2n(C) | (pi ·B · pi−1)> · J+2n + ·J+2n · (pi ·B · pi−1) = 0}
so pi · Ln · pi−1 = LDn.
A.3.3 Remark. (1) Ln is the Lie algebra of [Car72, 11.2.3]. The advantadge of
LDn is that the Sylow p-subgroup arising from LDn is upper unitriangular. The
following example can show us explicitly.
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(2) The corresponding groups arising from the Lie algebras Ln and LDn are conjugate,
so we can apply the properties of [Car72] directly to our groups.
A.3.4 Definition/Lemma ([Jed13], 1.1.2). Define the mirror map
:¯ {1, 2, . . . , N} → {1, 2, . . . , N} : i 7→ i¯ := N + 1− i.
The map mirrors every entry on N+1
2
. It satisfies i¯ = i.
In [Car72, 11.2.3], the rows and columns are numbered as follows:
1, 2, . . . , n,−1,−2, . . . ,−n.
We change the order with −i 7→ n+ 1− i for all i = 1, 2, . . . , n, i.e.
1, 2, . . . , n, n¯, n− 1, . . . , 1¯.
A.3.5 Example. Let B = (bi,j) ∈ L4 and A = pi · B · pi−1 ∈ LD4. The colored the
entries (i.e. bi,j, bi,i, bi,j, bi,j) of B and A are freely choosen, the rest black entries
are dependent. Some entries (e.g b1,3) of B, which are corresponding to the positive
roots, lie in the upper triangular part (e.g. position (1, 3)) and lower trianular part
(e.g. position (−3,−1) or (2¯, 4¯)), while all of the entries (e.g b1,3) of A, which are
corresponding to the positive roots, lie in the upper triangular part (e.g. positions (1, 3)
and (−2,−4), or positions (1, 3) and (3¯, 1¯)).
B =
1 2 3 4 −1 −2 −3 −4
1 b1,1 b1,2 b1,3 b1,4 0 b1,−2 b1,−3 b1,−4
2 b2,1 b2,2 b2,3 b2,4 −b1,−2 0 b2,−3 b2,−4
3 b3,1 b3,2 b3,3 b3,4 −b1,−3 −b2,−3 0 b3,−4
4 b4,1 b4,2 b4,3 b4,4 −b1,−4 −b2,−4 −b3,−4 0
−1 0 −b−2,1 −b−3,1 −b−4,1 −b1,1 −b2,1 −b3,1 −b4,1
−2 b−2,1 0 −b−3,2 −b−4,2 −b1,2 −b2,2 −b3,2 −b4,2
−3 b−3,1 b−3,2 0 −b−4,3 −b1,3 −b2,3 −b3,3 −b4,3
−4 b−4,1 b−4,2 b−4,3 0 −b1,4 −b2,4 −b3,4 −b4,4
=
1 2 3 4 4¯ 3¯ 2¯ 1¯
1 b1,1 b1,2 b1,3 b1,4 0 b1,3 b1,2¯ b1,1¯
2 b2,1 b2,2 b2,3 b2,4 −b1,3¯ 0 b2,2¯ b2,1¯
3 b3,1 b3,2 b3,3 b3,4 −b1,2¯ −b2,2¯ 0 b3,1¯
4 b4,1 b4,2 b4,3 b4,4 −b1,1¯ −b2,1¯ −b3,1¯ 0
4¯ 0 −b3¯,1 −b2¯,1 −b1¯,1 −b1,1 −b2,1 −b3,1 −b4,1
3¯ b3¯,1 0 −b2¯,2 −b1¯,2 −b1,2 −b2,2 −b3,2 −b4,2
2¯ b2¯,1 b2¯,2 0 −b1¯,3 −b1,3 −b2,3 −b3,3 −b4,3
1¯ b1¯,1 b1¯,2 b1¯,3 0 −b1,4 −b2,4 −b3,4 −b4,4
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A =
1 2 3 4 −1 −2 −3 −4
1 b1,1 b1,2 b1,3 b1,4 b1,−4 b1,−3 b1,−2 0
2 b2,1 b2,2 b2,3 b2,4 b2,−4 b2,−3 0 −b1,−2
3 b3,1 b3,2 b3,3 b3,4 b3,−4 0 −b2,−3 −b1,−3
4 b4,1 b4,2 b4,3 b4,4 0 −b3,−4 −b2,−4 −b1,−4
−1 b−4,1 b−4,2 b−4,3 0 −b4,4 −b3,4 −b2,4 −b1,4
−2 b−3,1 b−3,2 0 −b−4,3 −b4,3 −b3,3 −b2,3 −b1,3
−3 b−2,1 0 −b−3,2 −b−4,2 −b4,2 −b3,2 −b2,2 −b1,2
−4 0 −b−2,1 −b−3,1 −b−4,1 −b4,1 −b3,1 −b2,1 −b1,1
=
1 2 3 4 4¯ 3¯ 2¯ 1¯
1 b1,1 b1,2 b1,3 b1,4 b1,1¯ b1,2¯ b1,3¯ 0
2 b2,1 b2,2 b2,3 b2,4 b2,1¯ b2,2¯ 0 −b1,3¯
3 b3,1 b3,2 b3,3 b3,4 b3,1¯ 0 −b2,2¯ −b1,2¯
4 b4,1 b4,2 b4,3 b4,4 0 −b3,1¯ −b2,1¯ −b1,1¯
4¯ b1¯,1 b1¯,2 b1¯,3 0 −b4,4 −b3,4 −b2,4 −b1,4
3¯ b2¯,1 b2¯,2 0 −b1¯,3 −b4,3 −b3,3 −b2,3 −b1,3
2¯ b3¯,1 0 −b2¯,2 −b1¯,2 −b4,2 −b3,2 −b2,2 −b1,2
1¯ 0 −b3¯,1 −b2¯,1 −b1¯,1 −b4,1 −b3,1 −b2,1 −b1,1
A.3.6 Remark. Let N := 2n and A = (Ai,j) ∈ MatN×N(K). Then (J+NA>J+N )i,j = Aj¯ ,¯i
for all 1 ≤ i, j ≤ N . Note that J+NA>J+N is obtained from A by reflecting A at its
anti-diagonal.
Proof. Let 1 ≤ i, j ≤ N , then J+Ne>i,jJ+N =
∑N
i=1 ek,k¯ej,iJ
+
N = ej¯,iJ
+
N = ej¯,i
∑N
i=1 ek,k¯ =
ej¯ ,¯i.
A.3.7 Notation. Define the following sets of matrix entry coordinates
3 :={(i, j) | 1 ≤ i, j ≤ N},
1 :={(i, j) ∈3 | 1 ≤ i < j ≤ N},
2 :={(i, j) ∈3 | i < j < i¯}.
Referring to [Car72, 11.2.3] and [Car05, §8.2 ], for a fixed n ≥ 4, we construct a
matrix Lie algebra of type Dn and determine a Chevalley basis.
Let J2n = J+2n, then J
−1
2n = J
>
2n = J2n. We consider the 2n×2n matrices A satisfying
A>J2n + J2nA = 0 ⇐⇒ J2nA>J2n + A = 0
A.3.6⇐⇒ Ai,j + Aj¯ ,¯i = 0 for all 1 ≤ j ≤ i¯ ≤ 2n
⇐⇒
®
Ai,j + Aj¯ ,¯i = 0 if 1 ≤ j < i¯ ≤ 2n
Ai,j = 0 if 1 ≤ j = i¯ ≤ 2n .
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Let LDn be the Lie algebra of all such matrices and HDn be the set of diagonal
matrices in LDn. The elements of HDn have the form
h =

λ1
λ2
. . .
λn
−λn
. . .
−λ2
−λ1

N×N
.
We have
LDn =HDn ⊕
∑
1≤i<j<i¯≤2n
C(ei,j − ej¯ ,¯i)⊕
∑
1≤j<i<j¯≤2n
C(ei,j − ej¯ ,¯i) = HDn ⊕
∑
r
Cer,
where er = ei,j − ej¯ ,¯i (1 ≤ j < i < j¯ ≤ 2n or 1 ≤ j < i < j¯ ≤ 2n).
The diagonal matrix h :=
∑2n
k=1 hk,kek,k ∈ HDn transforms these root vectors ac-
cording to the following formulae: for 1 ≤ j < i < j¯ ≤ 2n or 1 ≤ j < i < j¯ ≤ 2n, we
have
[h, ei,j − ej¯ ,¯i] =
(
2n∑
k=1
hk,kek,k
)
(ei,j − ej¯ ,¯i)− (ei,j − ej¯ ,¯i)
(
2n∑
k=1
hk,kek,k
)
=hi,iei,j − hj¯,j¯ej¯ ,¯i − hj,jei,j + hi¯,¯iej¯ ,¯i = (hi,i − hj,j)(ei,j − ej¯ ,¯i).
Let 1 ≤ k < l ≤ n, then the following picture shows the positions of the coordi-
nates.
(k, l) (k, l¯)
(l, k)
(l¯, k)
So
[h, ei,j − ej¯ ,¯i] = (λk − λl)(ei,j − ej¯ ,¯i) if (i, j) = (k, l) (i.e. 1 ≤ i < j ≤ n)
[h, ei,j − ej¯ ,¯i] = (λk + λl)(ei,j − ej¯ ,¯i) if (i, j) = (k, l¯) (i.e. n < j < i¯ ≤ 2n)
[h, ei,j − ej¯ ,¯i] = −(λk − λl)(ei,j − ej¯ ,¯i) if (i, j) = (l, k) (i.e. 1 ≤ j < i ≤ n)
[h, ei,j − ej¯ ,¯i] = −(λk + λl)(ei,j − ej¯ ,¯i) if (i, j) = (l¯, k) (i.e. n < i < j¯ ≤ 2n)
.
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Thus LDn is a Lie simple algebra of typeDn, and the above decomposition is a Cartan
decomposition with respect to HDn (see [Car05, §8.2]).
Let Vn := VDn := 〈H∗Dn〉R. For 1 ≤ i ≤ n, let εi : h 7→ λi ∈ H∗Dn, then the set
ΦDn := {±εi ± εj | 1 ≤ i < j ≤ n} ⊆ H∗Dn
is a root system of type Dn.
A fundamental system of the root system ΦDn is
∆Dn :={ε1 − ε2, . . . , εn−1 − εn, εn−1 + εn}.
The collection of positive roots (relative to ∆Dn) is
Φ+Dn := {εi ± εj | 1 ≤ i < j ≤ n}.
The co-roots of LDn are the elements
[ei,j − ej¯ ,¯i, ej,i − ei¯,j¯] = (ei,i − ei¯,¯i)− (ej,j − ej¯,j¯)
where 1 ≤ j < i < j¯ ≤ 2n or 1 ≤ j < i < j¯ ≤ 2n Let 1 ≤ k < l ≤ n, then®
[ei,j − ej¯ ,¯i, ej,i − ei¯,j¯] = (ek,k − ek¯,k¯)− (el,l − el¯,l¯) if (i, j) = (k, l)
[ei,j − ej¯ ,¯i, ej,i − ei¯,j¯] = (ek,k − ek¯,k¯) + (el,l − el¯,l¯) if (i, j) = (k, l¯) .
In this case we have [hr, er] = 2er.
Let θ be the map of LDn into itself given by θ(x) = −x>, where x> is the tranpose
of x. Since
θ([x, y]) = −[x, y]> = −(xy − yx)> = −(y>x> − x>y>) = [x>, y>] = [θ(x), θ(y)],
θ is an automorphism of LDn. Then θ(er) = −e>r = −e−r for all r ∈ ΦDn. Now we
have
[er, es] = Nr,ser+s =⇒ θ([er, es]) = Nr,sθ(er+s) =⇒ [e−r, e−s] = −Nr,se−r−s.
Since [e−r, e−s] = N−r,−se−r−s, N−r,−s = −Nr,s. By [Car72, 4.1.2],
Nr,sN−r,−s = −(nr,s + 1)2,
it follows that Nr,s = ±(nr,s + 1). Thus the fundamental co-roots hr together with er,
e−r (r positive) form a Chevalley basis.
We have proved the following results:
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A.3.8 Proposition (Chevalley basis of LDn). Let n ≥ 4, then the Lie algebra
LDn = {A ∈ Mat2n×2n(C) | A>J+2n + J+2nA = 0}
is simple of type Dn, HDn is a Cartan subalgebra and a Chevalley basis is obtained as
follows: 
er = ei,j − ej¯ ,¯i, {r ∈ Φ+Dn} ∧ {(i, j) ∈2}
e−r = e>r , r ∈ Φ+Dn
hr = [er, e−r], r ∈ ∆Dn
.
A.3.9 Corollary. For all r ∈ ΦDn, e2r = 0.
Proof. By A.3.8, er = ei,j − ej¯ ,¯i, then
e2r = (ei,j − ej¯ ,¯i)2 = e2i,j − ei,jej¯ ,¯i − ej¯ ,¯iei,j + e2j¯ ,¯i i 6=j= −ei,jej¯ ,¯i − ej¯ ,¯iei,j.
Suppose i = i¯, then
i = i¯ = N + 1− i =⇒ i = N + 1
2
= n+
1
2
/∈ N.
This is a contradiction, so i 6= i¯ for all 0 ≤ i ≤ N . Thus e2r = 0.
A.3.10 Notation. Set hi := ei,i − ei¯,¯i for all 1 ≤ i ≤ n.
A.3.11 Proposition. Let x =
∑n
i=1 xihi ∈ HDn, y =
∑n
j=1 yjhj ∈ HDn, then
κ(x, y) = 4(n− 1)
n∑
i=1
(xiyi).
In particular, κ(hi, hj) = 4(n− 1)δi,j.
Proof. We know
(adx ad y)(eεi−εj) = (xi − xj)(yi − yj)eεi−εj
(adx ad y)(eεi+εj) = (xi + xj)(yi + yj)eεi+εj
(adx ad y)(eεi−εj) = (−xi − xj)(−yi − yj)e−εi−εj
(adx ad y)(eεi−εj) = (−xi + xj)(−yi + yj)e−εi+εj
(adx ad y)(hr) = O8 if r ∈ ∆Dn
then
κ(x, y) =tr(adx ad y) =
∑
µ∈Φ
µ(x)µ(y)
=2
∑
1≤i<j≤n
(xi − xj)(yi − yj) + 2
∑
1≤i<j≤n
(xi + xj)(yi + yj)
=4
∑
1≤i<j≤n
(xiyi + xjyj) = 4(n− 1)
n∑
i=1
(xiyi).
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A.3.12 Proposition. Let 1 ≤ i < j ≤ n, ±εi ± εj ∈ ΦDn, then
tεi−εj =
1
4(n−1)(hi − hj)
tεi+εj =
1
4(n−1)(hi + hj)
t−εi−εj =
1
4(n−1)(−hi − hj)
t−εi+εj =
1
4(n−1)(−hi + hj)
In particular, (r, r) = κ(tr, tr) = 24(n−1) for all r ∈ ΦDn.
Proof. Let h =
∑n
i=1 λihi ∈ LDn, then
κ
Ç
1
4(n− 1)(hi − hj), h
å
=4(n− 1)
n∑
k=1
Ç
1
4(n− 1)(hi − hj)k,k · hk,k
å
=λi − λj = (εi − εj)(h),
and
(εi − εj, εi − εj) = κ
Ç
1
4(n− 1)(hi − hj),
1
4(n− 1)(hi − hj)
å
=
2
4(n− 1) .
Similarly, the other formulae are determined.
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A.4. Sylow p-subgroups of Dsyln (q)
Fix n ∈ N∗, N := 2n, p 6= 2 and K be a field. We determine a matrix Sylow p-
subgroup Dsyln (q) of the Chevalley group Dn(q). We mainly refer to [Car72], [Jed13]
and [Gro02].
Set the matrix group D¯n(q) :=
¨
exp(t er)
∣∣∣ r ∈ ΦDn , t ∈ Fq∂. The Chevalley group
Dn(q) of type LDn over the field Fq is denoted by
Dn(q) :=
¨
exp(t ad er)
∣∣∣ r ∈ ΦDn , t ∈ Fq∂
By the adaption of [Car72, Theorem 11.3.2], D¯n(q) is a commutator subgroup, de-
noted by Ω2n(q, fD), of the (positive) orthogonal group O2n(q, fD), where fD is the
quadratic form
x1x1¯ + x2x2¯ + · · ·+ xnxn¯.
By [Car72, §11.3], Dn(q) ∼= D¯n(q)/Z(D¯n(q)), and Dn(q) is isomorphic to the projec-
tive group
PΩ2n(q, fD) = Ω2n(q, fD)/Z(O2n(q, fD)) ∩ Ω2n(q, fD).
We set
Dsyln (q) :=
¨
exp(ter)
∣∣∣ r ∈ Φ+Dn , t ∈ Fq∂.
Since Dsyln (q) ∩ Z(O2n(q, fD)) = {I2n}, Dsyln (q) is a Sylow p-subgroup of the Cheval-
ley group Dn(q). Compare the orders of O2n(q, fD) and PΩ2n(q, fD) (see [Gro02,
Chapter 9]), Dsyln (q) is also a Sylow p-subgroup of O2n(q, fD).
We set xr(t) := exp(ter) = I2n + t · er for all r ∈ ΦD4 and t ∈ Fq, and the root
subgroups Xr := {xr(t) | t ∈ Fq} for all r ∈ ΦDn.
A.4.1 Lemma ([Car65]). The order of the group Dn(q) is
|Dn(q)| = 1
(4, qn − 1)q
n(n−1)(qn − 1)(q2n−2 − 1)(q2n−4 − 1) · · · (q4 − 1)(q2 − 1).
where (4, qn − 1) is the greatest common divisor of 4 and qn − 1.
A.4.2 Lemma. Let r, s ∈ Φ+Dn and r 6= s, then
supp(Xr) ∩ supp(Xs) = ∅.
Proof. By 1.1.8, we have supp(Xr) ∩ supp(Xs) = supp(er) ∩ supp(es). By A.3.8,
supp(er) ∩ supp(es) = ∅.
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The following property is well known.
A.4.3 Lemma. For (i, j) ∈1 and t ∈ Fq, let x˜i,j(t) := I2n + tei,j. Then
A2n(Fq) =
ß ∏
(i,j)∈1
x˜i,j(ti,j)
∣∣∣∣ ti,j ∈ Fq™
where the product can be taken in an arbitrary, but fixed, order. In particular,∏
(i,j)∈1
x˜i,j(ti,j) =
∏
(i,j)∈1
x˜i,j(si,j)⇐⇒ ti,j = si,j for all (i, j) ∈1.
A.4.4 Proposition.
Dsyln (q) =
ß ∏
r∈Φ+Dn
xr(tr)
∣∣∣∣ tr ∈ Fq™.
where the product can be taken in an arbitrary, but fixed, order.
Proof. We know Dsyln (q)
definition⊇
ß∏
r∈Φ+Dn
xr(tr)
∣∣∣∣ tr ∈ Fq™, where the product is taken
in an arbitrary, but fixed, order. Suppose∏
r∈Φ+Dn
xr(tr) =
∏
r∈Φ+Dn
xr(sr).
We have xr(tr) = (I2n + trei,j)(I2n − trej¯ ,¯i). By A.4.2 and A.4.3, we get tr = sr
(r ∈ Φ+Dn). Thus ∣∣∣∣∣
ß ∏
r∈Φ+Dn
xr(tr)
∣∣∣∣ tr ∈ Fq™∣∣∣∣∣ = qn(n−1).
Therefore the desired formula is obtained.
A.4.5 Remark. With the similar method of this section, we determine matrix Sylow
p-subgroups of Chevalley groups of type E6 and E7.
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A.5. Structure constants of the Lie algebra LD4
In this section, we determine the suitable structure constants of the Lie algebra LD4
such that the construction of the Steinberg triality group as simple as possible.
A.5.1 Notation. Define the following sets of matrix entry coordinates
3 :={(i, j) | 1 ≤ i, j ≤ 8},
1 :={(i, j) | 1 ≤ i < j ≤ 8},
2 :={(i, j) ∈3 | i < j < 9− i}.
A.5.2 Definition/Lemma ([Jed13], 1.1.2). Define the mirror map
:¯ {1, 2, . . . , 8} → {1, 2, . . . , 8} : i 7→ i¯ := 9− i.
The map mirrors every entry on 9
2
. It satisfies i¯ = i.
A.5.3 Notation/Lemma. Set
J+8 :=
8∑
i=1
ei,9−i =

1
1
1
1
1
1
1
1

8×8
∈ GL8(C).
In particular, J+8 is the transpose and also the inverse of J
+
8 .
By A.3, the set
{A ∈ Mat8×8(C) | A>J+8 + J+8 A = 0}
forms a simple Lie algebra of type D4.
A.5.4 Notation/Lemma. For 1 ≤ i ≤ 4, let hi := ei,i − e9−i,9−i ∈ Mat8×8(C), then a
Cartan subalgebra of LD4 is
HD4 ={
8∑
i=1
λihi | λi ∈ C}
=


λ1
λ2
λ3
λ4
−λ4
−λ3
−λ2
−λ1

8×8
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λi ∈ C

.
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Let V4 := VD4 := 〈H∗D4〉R be a R-vector space (see Appendix A.3) and h :=∑4
i=1 λihi. For 1 ≤ i ≤ 4, let εi ∈ H∗D4 and εi : h 7→ λi, then the set
ΦD4 = {±εi ± εj | 1 ≤ i < j ≤ 4}
is a root system of type D4. The fundamental system of roots of the root system ΦD4
is
∆D4 = {ε1 − ε2, ε2 − ε3, ε3 − ε4, ε3 + ε4}.
We set r1 := ε1 − ε2, r2 := ε2 − ε3, r3 := ε3 − ε4, r4 := ε3 + ε4. Then ∆D4 =
{r1, r2, r3, r4}. The positive system of roots of ΦD4 is
Φ+D4 : = {εi ± εj | 1 ≤ i < j ≤ 4}.
We define the Killing form as follows:
κ : LD4 × LD4 → C : (x, y) 7→ tr(adx ad y).
For all r ∈ ΦD4, there exists a unique element tr ∈ HD4 satisfying
r(h) = κ(tr, h) for all h ∈ HD4 .
Then κ(hi, hj) = 12δi,j and and (r, r) = 212 for all r ∈ ΦD4. The Dynkin diagram of D4
is
• •
•
•
r1
r2
r3
r4
The Cartan matrix M of D4 isâ r1 r2 r3 r4
r1 2 −1 0 0
r2 −1 2 −1 −1
r3 0 −1 2 0
r4 0 −1 0 2
ì
where Mi,j = 〈ri, rj〉 = 2(ri,rj)(ri,ri) for all ri, rj ∈ ∆D4.
A Chevalley basis is obtained as follows:
er = ei,j − ej¯ ,¯i, {r ∈ Φ+D4} ∧ {(i, j) ∈2}
e−r = e>r , r ∈ Φ+D4
hr = [er, e−r], r ∈ ∆D4
.
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A.5.5 Definition. Let r :=
∑4
i=1 xiri ∈ V4, s :=
∑4
i=1 yiri ∈ V4, then we write
r ≺ s,
if
∑4
i=1 xi <
∑4
i=1 yi, or if
∑4
i=1 xi =
∑4
i=1 yi and the first non-zero coefficient xi − yi
is positive. If r =
∑4
i=1 xiri ∈ ΦD4, the height of r (relative to ∆D4) is denoted by
ht(r) :=
∑4
i=1 xi.
Let
r5 :=r1 + r2 =ε1 − ε3, r6 :=r2 + r3 =ε2 − ε4,
r7 :=r2 + r4 =ε2 + ε4, r8 :=r1 + r2 + r3 =ε1 − ε4,
r9 :=r1 + r2 + r4 =ε1 + ε4, r10 :=r2 + r3 + r4 =ε2 + ε3,
r11 :=r1 + r2 + r3 + r4=ε1 + ε3, r12 :=r1 + 2r2 + r3 + r4=ε1 + ε2.
So, Φ+D4 = {ri | i = 1, 2, . . . , 12}. We determine the following total order of Φ+D4
0 ≺ r1 ≺ r2 ≺ r3 ≺ r4 ≺ r5 ≺ r6 ≺ r7 ≺ r8 ≺ r9 ≺ r10 ≺ r11 ≺ r12.
An ordered pair (r, s) of roots is called a special pair, if r + s ∈ ΦD4 and 0 ≺
r ≺ s. An ordered pair is called extraspecial if (r, s) is a special pair and if for
all special pairs (r′, s′) with r′ + s′ = r + s we have r 4 r′. Then every root in
Φ+D4 which is the sum of two roots in Φ
+
D4
can be expressed uniquely as the sum of
an extraspecial pair. The extraspecial pairs in Φ+D4 are: (r1, r2), (r2, r3), (r2, r4),
(r1, r2 + r3), (r1, r2 + r4), (r2, r3 + r4), (r1, r2 + r3 + r4) and (r2, r1 + r2 + r3 + r4).
The signs of the structure constants Nr,s may be chosen arbitrarily for extraspecial
pairs (r, s), then the structure constants for all pairs are uniquely determined.
A.5.6 Example. We choose the following signs of the structure constants of the Lie
algebra LD4.
ri ∈ Φ+D4\∆D4 extraspecial pairs (r, s) Nr,s
r5 = r1 + r2 (r1, r2) −1
r6 = r2 + r3 (r2, r3) 1
r7 = r2 + r4 (r2, r4) 1
r8 = r1 + r2 + r3 (r1, r2 + r3) = (r1, r6) 1
r9 = r1 + r2 + r4 (r1, r2 + r4) = (r1, r7) 1
r10 = r2 + r3 + r4 (r3, r2 + r4) = (r3, r7) 1
r11 = r1 + r2 + r3 + r4 (r1, r2 + r3 + r4) = (r1, r10) 1
r12 = r1 + 2r2 + r3 + r4 (r2, r1 + r2 + r3 + r4) = (r2, r11) 1
Then the structure constants of the other special pairs of ri ∈ Φ+D4\∆D4 are 1.
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According to the structure constants of Lie algebra LD4 in Example A.5.6, we
obtain another Chevalley basis {hr | r ∈ ∆D4} ∪ {e±r | r ∈ Φ+D4} of the Lie algebra
LD4 of type D4 by changing the signs of er1+r2 and e−r1−r2.
A.5.7 Lemma (Chevalley basis of LD4). The Lie algebra LD4 has a Chevalley basis
{hr | r ∈ ∆D4} ∪ {e±r | r ∈ Φ+D4} as follows:
r ∈ Φ+D4 hr er e−r
r1 (e1,1 − e8,8)− (e2,2 − e7,7) e1,2 − e7,8 e2,1 − e8,7
r2 (e2,2 − e7,7)− (e3,3 − e6,6) e2,3 − e6,7 e3,2 − e7,6
r3 (e3,3 − e6,6)− (e4,4 − e5,5) e3,4 − e5,6 e4,3 − e6,5
r4 (e3,3 − e6,6) + (e4,4 − e5,5) e3,5 − e4,6 e5,3 − e6,4
r5 = r1 + r2 (e1,1 − e8,8)− (e3,3 − e6,6) −(e1,3 − e6,8) −(e3,1 − e8,6)
r6 = r2 + r3 (e2,2 − e7,7)− (e4,4 − e5,5) e2,4 − e5,7 e4,2 − e7,5
r7 = r2 + r4 (e2,2 − e7,7) + (e4,4 − e5,5) e2,5 − e4,7 e5,2 − e7,4
r8 = r1 + r2 + r3 (e1,1 − e8,8)− (e4,4 − e5,5) e1,4 − e5,8 e4,1 − e8,5
r9 = r1 + r2 + r4 (e1,1 − e8,8) + (e4,4 − e5,5) e1,5 − e4,8 e5,1 − e8,4
r10 = r2 + r3 + r4 (e2,2 − e7,7) + (e3,3 − e6,6) e2,6 − e3,7 e6,2 − e7,3
r11 = r1 + r2 + r3 + r4 (e1,1 − e8,8) + (e3,3 − e6,6) e1,6 − e3,8 e6,1 − e8,3
r12 = r1 + 2r2 + r3 + r4 (e1,1 − e8,8) + (e2,2 − e7,7) e1,7 − e2,8 e7,1 − e8,2
A.5.8 Notation. The Chevalley group D4(Fq) of type LD4 over the field Fq is denoted
by D4(q) :=
¨
exp(t ad er)
∣∣∣ r ∈ ΦD4 , t ∈ Fq∂. We set
Dsyl4 (q) :=
¨
exp(ter)
∣∣∣ r ∈ Φ+D4 , t ∈ Fq∂.
By A.4, Dsyl4 (q) is a Sylow p-subgroup of the Chevalley group D4(q).
A.5.9 Corollary. We know that xr(t) := exp(ter) = I8 + t ·er for all r ∈ ΦD4 and t ∈ Fq
and the root subgroups Xr := {xr(t) | t ∈ Fq} for all r ∈ ΦD4. Let 1 denote the identity
matrix I8 and t ∈ Fq, then
xr1(t) =1 + te12 − te78, xr2(t) =1 + te23 − te67, xr3(t) =1 + te34 − te56,
xr4(t) =1 + te35 − te46, xr5(t) =1− t(e13 − e68), xr6(t) =1 + te24 − te57,
xr7(t) =1 + te25 − te47, xr8(t) =1 + te14 − te58, xr9(t) =1 + te15 − te48,
xr10(t) =1 + te26 − te37, xr11(t) =1 + te16 − te38, xr12(t) =1 + te17 − te28.
We get the commutators of Dsyl4 (q) by calculation.
A.5.10 Lemma. For all ri, rj ∈ Φ+D4 and tri , trj ∈ Fq with i, j ∈ {1, 2, . . . , 12}, define
the commutator
[xri(tri), xrj(tj)] := xri(tri)
−1xrj(tj)
−1xri(tri)xrj(tj).
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Then the non-trivial commutators of Dsyl4 (q) are determined as follows:
[xr1(tr1), xr2(tr2)] =xr5(−tr1tr2), [xr1(tr1), xr6(tr6)] =xr8(tr1tr6),
[xr1(tr1), xr7(tr7)] =xr9(tr1tr7), [xr1(tr1), xr10(tr10)] =xr11(tr1tr10),
[xr2(tr2), xr3(tr3)] =xr6(tr2tr3), [xr2(tr2), xr4(tr4)] =xr7(tr2tr4),
[xr2(tr2), xr11(tr11)] =xr12(tr2tr11), [xr3(tr3), xr5(tr5)] =xr8(tr3tr5),
[xr3(tr3), xr7(tr7)] =xr10(tr3tr7), [xr3(tr3), xr9(tr9)] =xr11(tr3tr9),
[xr4(tr4), xr5(tr5)] =xr9(tr4tr5), [xr4(tr4), xr6(tr6)] =xr10(tr4tr6),
[xr4(tr4), xr8(tr8)] =xr11(tr4tr8), [xr5(tr5), xr10(tr10)] =xr12(tr5tr10),
[xr6(tr6), xr9(tr9)] =xr12(tr6tr9), [xr7(tr7), xr8(tr8)] =xr12(tr7tr8).
Let ρ be a linear transformation of V4 into itself arising from a non-trivial symmetry
of the Dynkin diagram of LD4 sending r1 to r3, r3 to r4, r4 to r1, and fixing r2, then
ρ3 = idV4 and
r1
ρ7→ r3 ρ7→ r4, r2 ρ7→ r2, r5 ρ7→ r6 ρ7→ r7, r8 ρ7→ r10 ρ7→ r9, r11 ρ7→ r11, r12 ρ7→ r12.
So ρ(ΦD4) = ΦD4 .
A.5.11 Lemma. Let an automorphism of the Lie algebra LD4 be determined by
hr 7→ hρ(r), er 7→ eρ(r), e−r 7→ e−ρ(r), (r ∈ ∆D4)
satisfying er 7→ γreρ(r) (r ∈ ΦD4) where {hr | r ∈ ∆D4} ∪ {er | r ∈ ΦD4} is a Chevalley
basis of LD4 and γr = ±1. Then
γr = 1 (r ∈ ΦD4)
⇐⇒
®
Nr1,r2 = −Nr2,r3 = −Nr2,r4 = ±1 (i.e. are all 1 or are all -1),
Nr1,r2+r3 = Nr1,r2+r4 = Nr2,r3+r4 = ±1 (i.e. are all 1 or are all -1).
Proof. (1) We know γr = γ−r = 1 (r ∈ ∆D4). The order of ρ is 3, and ρ(r11) = r11,
so er11 7→ γr11er11 where γ3r11 = 1. Hence γr11 = 1. Similarly, γr12 = 1.
(2) Let r ∈ Φ+D4\∆D4. Then r is written as r = a+ b where a, b ∈ Φ+D4, ht(a) < ht(r)
and ht(b) < ht(r). By induction we have
ea 7→ γaeρ(a), eb 7→ γbeρ(b),
we know [ea, eb] = Na,ber, so
[γaeρ(a), γbeρ(b)] = Na,bγrer =⇒ γaγbNρ(a),ρ(b)eρ(r) = Na,bγreρ(r)
=⇒ γr = γaγbNρ(a),ρ(b)
Na,b
= ±1.
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(3) Since [er, e−r] = hr (r ∈ ΦD4),
γrγ−r[eρ(r), eρ(−r)] = hρ(r) =⇒ γrγ−r = 1 =⇒ γ−r = γr.
(4) The following γri with i ∈ {5, 6, . . . , 10} are determined
γr5 =γr1+r2 =
γr1γr2Nr3,r2
Nr1,r2
,
γr6 =γr2+r3 =
γr2γr3Nr2,r4
Nr2,r3
,
γr7 =γr2+r4 =
γr2γr4Nr2,r1
Nr2,r4
,
γr8 =γr1+r2+r3 =
γr1γr2+r3Nr3,r2+r4
Nr1,r2+r3
=
γr3γr1+r2Nr4,r2+r3
Nr3,r1+r2
,
γr9 =γr2+r3+r4 =
γr3γr2+r4Nr4,r1+r2
Nr3,r2+r4
=
γr4γr2+r3Nr1,r2+r4
Nr4,r2+r3
,
γr10 =γr1+r2+r4 =
γr1γr2+r4Nr3,r1+r2
Nr1,r2+r4
=
γr4γr1+r2Nr1,r2+r3
Nr4,r1+r2
.
(5) It is sufficient to prove that
γri = 1, i = 5, 6, 7, 8, 9, 10
⇐⇒
®
Nr1,r2 = −Nr2,r3 = −Nr2,r4 = ±1,
Nr1,r2+r3 = Nr1,r2+r4 = Nr2,r3+r4 = ±1.
By the relations of the structure constants (see [Car72, Theorem 4.1.2]), we
obtain that
Nr3,r1+r2Nr1,r2+r3 = −Nr2,r3Nr1,r2 ,
Nr4,r2+r3Nr3,r2+r4 = Nr2,r4Nr2,r3 ,
Nr4,r1+r2Nr1,r2+r4 = −Nr2,r4Nr1,r2 .
Then the claim (5) is proved by (4).
A.5.12 Corollary. By A.5.6 and A.5.11, the Chevalley basis of LD4 in 2.1.1 is in such
a way that the automorphism of LD4 determined by
hr 7→ hρ(r), er 7→ eρ(r), e−r 7→ e−ρ(r), (r ∈ ∆D4)
satisfies er 7→ γreρ(r) (r ∈ ΦD4) where γr = 1 for all r ∈ ΦD4.
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(X ,K) a supercharacter theory for Gsyl2 (q) , page 154
(X ,K) a supercharacter theory for 2Gsyl2 (32m+1) , page 195
(X ,K) a supercharacter theory for 3Dsyl4 (q3) , page 78
(X ,K) a supercharacter theory for a finite group , page 76
(f, κ) usually denotes a monomial linearisation for a finite group
−.− denotes a truncated row operation: u.A = pi(u−>A)
− ◦ − usually denotes a right action of G (or U) on V : A ◦ g = pi(Ag)
[ , ] the Lie bracket (x, y) 7→ [x, y] , page 265
[ , ] the commutator a group: [x, y] = x−1y−1xy , page 82
[A] a basis element of the group algebra CU corresponding to A ∈ V
i¯ the image of a positive integer i under the mirror map , page 272
∆ the fundamental system (or base) of roots, page 268
η an fixed element in Fq2\Fq such that ηq + η = 1 , page 243
η an fixed element in Fq3\Fq such that ηq2 + ηq + η = 1 , page 34
κ a non-degenerate symmetric bilinear form on V0 called the trace form,
except in §1.2 , page 32
κ the Killing form of a Lie algebra , page 268
κq equals to piq ◦ κ, a symmetric Fq-bilinear form on V0 = Mat8×8 (q2) ,
page 244
κq equals to piq ◦ κ, a symmetric Fq-bilinear form on V0 = Mat8×8 (q3) ,
page 35
kerχ the kernel of χ , page 82
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〈H∗〉R the Euclidean space spanned by the root system Φ, page 268
C the complex field , page 7
COU([A]) U -orbit module associate to A , page 17
Fq the finite field with q elements , page 7
Fq3 the finite field with q3 elements , page 7
N the set of all nonnegative integers , page 7
N∗ the set of all positive integers , page 7
Z the set of all integers , page 7
K the set of superclasses of Gsyl2 (q) , page 157
K the set of superclasses of 2Gsyl2 (32m+1) , page 196
K the set of superclasses of 3Dsyl4 (q3) , page 81
K the set of superclasses of a finite group , page 76
LDn a complex Lie algebra of type Dn , page 276
LE6 a complex Lie algebra of type E6 , page 203
LE7 a complex Lie algebra of type E7 , page 249
LF4 a complex Lie algebra of type F4 , page 220
LG2 a complex Lie algebra of type G2 , page 115
Lr the root space of a root r , page 267
M the set of supermodules of Gsyl2 (q) , page 157
M the set of supermodules of 2Gsyl2 (32m+1) , page 196
M the set of supermodules of 3Dsyl4 (q3) , page 81
M the set of supermodules of a finite group, page 76
V equals to 〈H∗〉R, the Euclidean space spanned by the root system Φ,
page 268
288
Nomenclature
X the set of supercharacters of Gsyl2 (q) , page 157
X the set of supercharacters of 2Gsyl2 (32m+1) , page 196
X the set of supercharacters of 3Dsyl4 (q3) , page 81
X the set of supercharacters of a finite group , page 76
adx the adjoint map of a Lie algebra: y 7→ [x, y] , page 266
ConjCl(G) the set of conjugacy classes of a finite group G , page 77
core(A) the core of A ∈ V , page 50
ht(s) the height of a root s ∈ Φ , page 268
IndGHλ the character induced from λ , page 82
Irr(χ) the set of all irreducible constituents of the character χ , page 76
Irr(G) the set of all complex irreducible characters of a finite group G ,
page 10
l.main(A) the set of left main conditions of A ∈ V , page 49
main(A) the set of main conditions of A ∈ V , page 49
maink(A) the set of the k-th main condition of A ∈ V , page 50
MatM×N(K) the set of all M ×N matrices with entries in the field K , page 7
minor(A) the set of minor conditions of A ∈ V , page 50
PstabU([A]) the projective stabilizer of [A] in U , page 17
r.main(A) the set of right main conditions of A ∈ V , page 50
regG the regular character of a group G , page 76
ResGHχ the restriction of χ to H , page 82
StabU(A,B) the intersection of the stabilizers of A and B , page 17
supp(A) the support of the matrix A , page 9
trivG the trivial character of a group G , page 77
tr(A) the trace of A , page 8
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Nomenclature
verge(A) the verge of A ∈ V , page 50
vergek(A) the set of the i-th verge of A ∈ V , page 50
supp(g) the essential support of the group element g , page 9
supp(H) the support of the subgroup H 6 AN(K) , page 9
Φ the set of roots , page 267
φ0 an Fq-epimorphism Fq2 → Fq : t 7→ t+ tq , page 243
φ0 an Fq-epimorphism Fq3 → Fq : t 7→ t+ tq + tq2 , page 34
pi an Fq-epimorphism from V0 to V , page 36
piJ a projection of V0
≺ a total order of a Euclidean space , page 269
ρ a linear transformation of V4 into itself , page 22
3 the set of matrix positions , page 7
1 the set of matrix positions , page 7
Φ a map Φ : KG → KG : τ 7→ ∑g∈G τ(g)g in §1.2
ϑ a fixed nontrivial complex linear character of the additive group F+q ,
page 15
ζu an Fq-automorphism for a fixed u ∈ F∗q3: Fq3 → Fq3 : t 7→ utq
2
+ uqtq ,
page 48
A> the transpose of A , page 8
AN(K) the unipotent linear group of upper unitriangular N × N -matrices
over K , page 8
ei,j a matrix with entry 1 at the (i, j)-position and 0 entries otherwise ,
page 8
f usually denotes a 1-cocycle of G (or U) in V
G equals to A8(q) in §4.2 and §4.3
G equals to G8(q) in §3.2 and §3.3
G equals to G8 (q3) in §2.2 and §2.3
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G′ the commutator subgroup of a group G , page 82
Gsyl2 (q) a Sylow p-subgroup of the Chevalley group G2(q) , page 121
G8(q) a group such that G
syl
2 (q) 6 G8(q) 6 A8(q) , page 122
G8 (q
3) a group such that 3Dsyl4 (q
3) 6 G8 (q3) 6 A8 (q3) , page 29
IG(λ) the inertia group in G , page 82
IG(L) the inertia group in G , page 82
In identity n× n-matrix , page 7
J a subset of1
J c a subset of1 , page 9
J+2n an invertible 2n× 2n-matrix with 1s in the anti-diagonal and 0s else-
where , page 271
K a field , page 7
K∗ the multiplicative group K\{0} of K , page 7
K+ the additive group of K , page 7
p a prime number , page 7
q a fixed power of a prime p , page 7
T a
∗ denotes a complete set of coset representatives of (a∗F+q ) in F+q3 for an
fixed a∗ ∈ F∗q3 , page 51
TH\G a complete set of right coset representatives of H in G , page 83
U equals to Gsyl2 (q) in §3.2 and §3.3
U equals to 3Dsyl4 (q3) in §2.2 and §2.3
U equals to 2Gsyl2 (3
2m+1) in §4.2 and §4.3
V an Fq-subspace of VJ
V ⊥ the orthogonal complement of V with respect to κq in §2.2.1 , page 37
V c a vector subspace of V0 , page 9
V0 a K-vector space , page 8
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V0 equals to Mat8×8 (q3) in §2.2 , page 32
VJ an Fq-subspace of V0
V ⊥J the orthogonal complement of VJ with respect to κ
Z(G) the center of G , page 82
2E
syl
6 (q
2) a Sylow p-subgroup of the Steinberg group 2E6 (q2) , page 239
2Gsyl2 (3
2m+1) a Sylow 3-subgroup of the Ree group 2G2 (32m+1) , page 181
Dsyl4 (q) a Sylow p-subgroup of the Chevalley group D4(q) , page 22
Esyl6 (q) a Sylow p-subgroup of the Chevalley group E6(q) , page 213
Esyl7 (q) a Sylow p-subgroup of the Chevalley group E7(q) , page 256
F syl4 (q) a Sylow p-subgroup of the Chevalley group F4(q) , page 228
GLN(K) the general linear group of all invertible N × N -matrices over K ,
page 8
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3) a Sylow p-subgroup of the Steinberg triality group 3D4 (q3) , page 26
292
Index
1-cocycle, 12
-of Esyl6 (q), 219
-of Esyl7 (q), 262
-of F syl4 (q), 236
-of Gsyl2 (q), 130
-of 2Esyl6 (q2), 248
-of 3Dsyl4 (q3), 43
-of 2Gsyl2 (3
2m+1), 186
Cartan
-decomposition, 267
-subalgebra, 267
character table
-of Gsyl2 (q) with p > 3, 170
-of 2Gsyl2 (3), 200
-of 3Dsyl4 (q
3), 103
Chevalley
-basis, 269
-group, 270
Clifford’s Theorem, 83
condition
core-, 51
minor-, 50
core, 50
-condition, 51
general linear group, 8
height, 268
hook-separated, 65
-staircase module, 65
inertia group, 82
Killing form, 267
Lie
-algebra, 265
-bracket, 265
main condition, 49
left-, 49
right-, 50
the i-th-, 50
mirror map, 272, 280
monomial
-basis, 10
-linearisation, 15
-module, 10
monomial linearisation, 15
-for Esyl6 (q), 219
-for Esyl7 (q), 262
-for F syl4 (q), 236
-for Gsyl2 (q), 131
-for 2Esyl6 (q2), 248
-for 3Dsyl4 (q3), 44
-for 2Gsyl2 (3
2m+1), 187
orbit module, 17
pattern, 49
pre-supercharacter theory, 76
root, 267
-space, 267
positive-, 268
simple-, 268
semisimple, 267
stabilizer
-of A, 17
staircase
-module, 50
293
Index
-pattern, 50
supercharacter, 76
-of Gsyl2 (q), 157
-of 2Gsyl2 (32m+1), 196
-of 3Dsyl4 (q
3), 81
supercharacter table, 77
-of Gsyl2 (q), 156
-of 2Gsyl2 (32m+1), 196
-of 3Dsyl4 (q
3), 80
supercharacter theory, 76
-for Gsyl2 (q), 154
-for 2Gsyl2 (32m+1), 195
-for 3Dsyl4 (q
3), 78
superclass, 76
-of Gsyl2 (q), 157
-of 2Gsyl2 (32m+1), 196
-of 3Dsyl4 (q
3), 81
superclass function, 76
supermodule, 76
-of Gsyl2 (q), 157
-of 2Gsyl2 (32m+1), 196
-of 3Dsyl4 (q
3), 81
support, 8
essential-, 8
trace, 8
trace form, 32
transpose, 8
truncated
-column operation, 49
-row operation, 60
truncated column operation, 49
unipotent
-linear group, 8
verge, 50
-pattern, 50
the i-th-, 50
294
Bibliography
[AB95] J. L. Alperin and Rowen B. Bell. Groups and representations, volume 162
of Graduate Texts in Mathematics. Springer-Verlag, New York, 1995.
[AFN15] Carlos A. M. André, Pedro J. Freitas, and Ana Margarida Neto. A super-
character theory for involutive algebra groups. J. Algebra, 430:159–190,
2015.
[AN06] Carlos A. M. André and Ana Margarida Neto. Super-characters of finite
unipotent groups of types Bn, Cn and Dn. J. Algebra, 305(1):394–429,
2006.
[AN09a] Carlos A. M. André and Ana Margarida Neto. A supercharacter theory for
the Sylow p-subgroups of the finite symplectic and orthogonal groups. J.
Algebra, 322(4):1273–1294, 2009.
[AN09b] Carlos A. M. André and Ana Margarida Neto. Supercharacters of the
Sylow p-subgroups of the finite symplectic and orthogonal groups. Pacific
J. Math., 239(2):201–230, 2009.
[And95] Carlos A. M. André. Basic characters of the unitriangular group. J. Alge-
bra, 175(1):287–319, 1995.
[And15] Scott Andrews. Supercharacters of unipotent groups defined by involu-
tions. J. Algebra, 425:1–30, 2015.
[And16] Scott Andrews. Supercharacter theories constructed by the method of
little groups. Comm. Algebra, 44(5):2152–2179, 2016.
[Car65] R. W. Carter. Simple groups and simple Lie algebras. J. London Math.
Soc., 40:193–240, 1965.
[Car72] Roger W. Carter. Simple groups of Lie type. John Wiley & Sons, London-
New York-Sydney, 1972.
[Car05] R. W. Carter. Lie algebras of finite and affine type, volume 96 of Cam-
bridge Studies in Advanced Mathematics. Cambridge University Press,
Cambridge, 2005.
295
Bibliography
[Cli37] A. H. Clifford. Representations induced in an invariant subgroup. Ann.
of Math. (2), 38(3):533–550, 1937.
[CR62] Charles W. Curtis and Irving Reiner. Representation theory of finite groups
and associative algebras. Pure and Applied Mathematics, Vol. XI. Inter-
science Publishers, a division of John Wiley & Sons, New York-London,
1962.
[CR81] Charles W. Curtis and Irving Reiner. Methods of representation theory:
with applications to finite groups and orders, volume I. John Wiley &
Sons, Inc., New York, 1981.
[DG15] Richard Dipper and Qiong Guo. Irreducible constituents of minimal de-
gree in super characters of the finite unitriangular groups. J. Pure Appl.
Algebra, 219(7):2559–2580, 2015.
[DG16] Richard Dipper and Qiong Guo. Un(q) acting on flags and supercharac-
ters. http://dx.doi.org/10.2016/j.jalgebra.2016.07.014, 2016.
[DI08] Persi Diaconis and I. M. Isaacs. Supercharacters and superclasses for
algebra groups. Trans. Amer. Math. Soc., 360(5):2359–2392, 2008.
[Dip13] Richard Dipper. Representation Theory, 2013. Manuscript.
[Evs11] Anton Evseev. Reduction for characters of finite algebra groups. J. Alge-
bra, 325:321–351, 2011.
[Gec90] Meinolf Geck. Verallgemeinerte Gelfand-Graev Charaktere und Zer-
legungszahlen endlicher Gruppen von Lie-Typ. PhD thesis, RWTH Aachen,
1990.
[Gec91] Meinolf Geck. Gerneralized Gelfand-Graev characters for Steinberg’s
triality groups and their applications. Communications in Algebra,
19(12):3249–3269, 1991.
[Gec15] Meinolf Geck. Lie algebras and Chevalley groups, 2015. Manuscript.
[GLM15] Simon M. Goodwin, Tung Le, and Kay Magaard. The generic character
table of a Sylow p-subgroup of a finite Chevalley group of type D4. arXiv
preprint arXiv:1508.06937, 2015.
[GLMP16] Simon M. Goodwin, Tung Le, Kay Magaard, and Alessandro Paolini. Con-
structing characters of Sylow p-subgroups of finite Chevalley groups. J.
Algebra, 468:395–439, 2016.
296
Bibliography
[GMR14] Simon M. Goodwin, Peter Mosch, and Gerhard Röhrle. Calculating con-
jugacy classes in Sylow p-subgroups of finite Chevalley groups of rank
six and seven. LMS J. Comput. Math., 17(1):109–122, 2014.
[GMR16] Simon M. Goodwin, Peter Mosch, and Gerhard Röhrle. On the coadjoint
orbits of maximal unipotent subgroups of reductive groups. Transforma-
tion Groups, 21(2):399–426, 2016.
[GR09] Simon M. Goodwin and Gerhard Röhrle. Calculating conjugacy classes in
Sylow p-subgroups of finite Chevalley groups. J. Algebra, 321(11):3321–
3334, 2009.
[Gro02] Larry C. Grove. Classical groups and geometric algebra, volume 39 of
Graduate Studies in Mathematics. American Mathematical Society, Prov-
idence, RI, 2002.
[Guo16] Qiong Guo. On the U -module structure of the unipotent Specht modules
of finite general linear groups. Journal of Algebra, 457:361–404, 2016.
[Hig60] Graham Higman. Enumerating p-groups. I. Inequalities. Proc. London
Math. Soc. (3), 10:24–30, 1960.
[HLM11] Frank Himstedt, Tung Le, and Kay Magaard. Characters of the Sylow
p-subgroups of the Chevalley groups D4(pn). J. Algebra, 332:414–427,
2011.
[HLM16] Frank Himstedt, Tung Le, and Kay Magaard. On the characters of the Sy-
low p-subgroups of untwisted Chevalley groups Yn(pa). LMS J. Comput.
Math., 19(2):303–359, 2016.
[HRT01] R. B. Howlett, L. J. Rylands, and D. E. Taylor. Matrix generators for
exceptional groups of Lie type. J. Symbolic Comput., 31(4):429–445,
2001.
[Hum78] James E. Humphreys. Introduction to Lie algebras and representation the-
ory, volume 9 of Graduate Texts in Mathematics. Springer-Verlag, New
York-Berlin, 1978. Second printing, revised.
[Isa95] I. M. Isaacs. Characters of groups associated with finite algebras. J.
Algebra, 177(3):708–730, 1995.
[Isa07] I. M. Isaacs. Counting characters of upper triangular groups. J. Algebra,
315(2):698–719, 2007.
[Jed13] Markus Jedlitschky. Decomposing André-Neto supercharacters of Sylow p-
subgroups of Lie type D. PhD thesis, Universität Stuttgart, 2013.
297
Bibliography
[JL01] Gordon James and Martin Liebeck. Representations and characters of
groups. Cambridge University Press, New York, second edition, 2001.
[Kar89] Gregory Karpilovsky. Clifford theory for group representations, volume
156 of North-Holland Mathematics Studies. North-Holland Publishing
Co., Amsterdam, 1989. Notas de Matemática [Mathematical Notes],
125.
[Lan95] Serge Lang. Algebra, volume 211 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1995.
[Le13] Tung Le. Irreducible characters of Sylow p-subgroups of the Steinberg
triality groups 3D4(p3m). preprint arXiv:1309.1583, 2013.
[Leh74] G. I. Lehrer. Discrete series and the unipotent subgroup. Compositio
Math., 28:9–19, 1974.
[Mar11] Eric Marberg. Iterative character constructions for algebra groups. Adv.
Math., 228(5):2743–2765, 2011.
[PS15] Igor Pak and Andrew Soffer. On Higman’s k(Un(q)) conjecture.
arXiv:1507.00411v1, 2015.
[Rum14] Wolfgang Rump. The brace of a classical group. Note Mat., 34(1):115–
144, 2014.
[VLA03] Antonio Vera-López and J. M. Arregi. Conjugacy classes in unitriangular
matrices. Linear Algebra Appl., 370:85–124, 2003.
[Yan10] Ning Yan. Representations of finite unipotent linear groups by the
method of clusters. arxiv:1004.2674v1, 2010.
298
