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Abstract
Given a set of n real numbers, the 3SUM problem is to decide whether there are three of
them that sum to zero. Until a recent breakthrough by Grønlund and Pettie [FOCS’14], a simple
Θpn2q-time deterministic algorithm for this problem was conjectured to be optimal. Over the
years many algorithmic problems have been shown to be reducible from the 3SUM problem or
its variants, including the more generalized forms of the problem, such as k-SUM and k-variate
linear degeneracy testing (k-LDT). The conjectured hardness of these problems have become
extremely popular for basing conditional lower bounds for numerous algorithmic problems in P.
In this paper, we show that the randomized 4-linear decision tree complexity1 of 3SUM is
Opn3{2q, and that the randomized p2k´ 2q-linear decision tree complexity of k-SUM and k-LDT
is Opnk{2q, for any odd k ě 3. These bounds improve (albeit randomized) the corresponding
Opn3{2?lognq and Opnk{2?lognq decision tree bounds obtained by Grønlund and Pettie. Our
technique includes a specialized randomized variant of fractional cascading data structure. Ad-
ditionally, we give another deterministic algorithm for 3SUM that runs in Opn2 log logn{ lognq
time. The latter bound matches a recent independent bound by Freund [Algorithmica 2017],
but our algorithm is somewhat simpler, due to a better use of the word-RAM model.
∗Work on this paper has been supported by Grant 892/13 from the Israel Science Foundation, by Grant 2012/229
from the U.S.-Israeli Binational Science Foundation, by the Israeli Centers of Research Excellence (I-CORE) program
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1An r-linear decision tree is one in which each branching is based on a sign test of a linear expression with at most
r terms. The complexity of the tree is its depth.
1
1 Introduction
The general 3SUM problem is formally defined as
3SUM: Given a finite set A Ă R, determine whether there exist a, b, c P A such that a`b`c “ 0.
An equivalent variant is that the input consists of three finite sets A, B, C Ă R of the same size,
and the goal is to determine whether there are elements a P A, b P B, c P C such that a` b` c “ 0.
When the sets A,B,C are not of the same size, the problem is named unbalanced 3SUM.
The 3SUM problem and its variants are among the most fundamental problems in algorithm
design. Although the 3SUM problem itself does not seem to have many compelling practical
implications, it has been of wide interest due to numerous problems that can be reduced from
it. The notion of 3SUM-Hardness is often used to describe such problems, namely, problems that
are at least as hard as 3SUM. Thus, lower bounds on 3SUM imply lower bounds on dozens of other
problems. Among them are fundamental problems in computational geometry [3,7,21,31], dynamic
graph algorithms [2, 27,30], triangle enumeration [1, 27], and pattern matching [5, 6, 9, 27,32].
In the last decades, starting with a study of Gajentaan and Overmars [21], it was conjectured
that any algorithm for 3SUM requires Ωpn2q time. However, a recent breakthrough by Grønlund
and Pettie [23] showed that 3SUM can be solved in subquadratic time. Specifically, they gave a
deterministic algorithm that runs in Opn2plog log n{ log nq2{3q time, and a randomized algorithm
that runs in Opn2plog log nq2{ log nq expected time and with high probability. Furthermore, they
showed that there is a 4-linear decision tree for 3SUM with depth Opn3{2?log nq (i.e., the depth
bounds the number of branching operations, each one is based on sign test of a linear expression
with at most 4 terms). These results raised serious doubts on the optimality of many algorithms
for 3SUM-Hard problems. For example, the following problems are known to be 3SUM-Hard.
(1) Given an n-point set in R2, determine whether it contains three collinear points (Gajentaan
and Overmars [21]). (2) Given n triangles in R2, determine whether their union contains a hole, or
compute the area of their union [21]. (3) Given two n-point sets X,Y Ă R, each of size n, determine
whether all elements in X ` Y “ tx` y | x P X, y P Y u are distinct (Barequet and Har-Peled [7]).
(4) Given two n-edge convex polygons, determine whether one can be placed inside the other via
translation and rotation [7].
Problems 1 and 2 are solvable in Opn2q time (see [21]). Problems 3 and 4 are solvable in
Opn2 log nq time (see [7]). In face of the new 3SUM result of Grønlund and Pettie [23], it is natural
to ask whether these bounds are optimal. However, no better bounds are currently known (in
spite of the improvement in [23]). Problem 3 (or its stronger variant of sorting X ` Y ) has special
importance, as it is used for basing the conditional lower bounds for the problems in [7] and in [24];
these problems are therefore also classified as “(Sorting X`Y )-Hard”. The decision tree complexity
of Problem 3 was shown to be Opn2q by Fredman [19]. It is a prominent long-standing open problem
whether Problem 3 can be solved in opn2 log nq time (see [15]).
In view of the results in [23], the 3SUM conjecture has been replaced by a relaxed, modern
variant, asserting that 3SUM cannot be solved in strongly subquadratic time (even in expectation),
i.e., in Opn2´ǫq time, for any ǫ ą 0. This conjecture is widely accepted and believed by the com-
puter science community, and so are its implications for deriving lower bounds for other problems.
Abboud and Vassilevska-Williams [1] argue, based on the collective computer science community
efforts, that lower bounds that are based on the relaxed 3SUM conjecture should be at least as
believable as any other known conditional lower bounds for a problem in P.
The 3SUM problem was also extensively studied in its generalized forms, k-SUM and k-variate
linear degeneracy testing (k-LDT), formally defined as
1
k-LDT and k-SUM: Given a k-variate linear function φpx1, . . . , xkq “ α0 `
řk
i“1 αixi, where
α0, . . . , αk P R, and a finite set A Ă R, determine whether there exists px1, . . . , xkq P Ak
such that φpx1, . . . , xkq “ 0. When φ is
řk
i“1 xi the problem is called k-SUM.
There are simple algorithms that solve k-LDT in time Opnpk`1q{2q when k is odd, or Opnk{2 log nq
when k is even; see [4]. These algorithms are based on straightforward reductions to a 2SUM
problem or to an unbalanced 3SUM problem, depending on whether k is even or odd, respectively.
These are currently the best known time upper bounds for solving k-LDT. Erickson [17] showed
that, for an even k, there is a k-linear decision tree with depth Opnk{2q, removing an Oplog nq
factor when comparing to the uniform model. The above bounds match with the seminal lower
bound results of Erickson [17], and Ailon and Chazelle [4], who showed that any k-linear decision
tree for solving k-LDT must have depth Ωpnk{2q when k is even and Ωpnpk`1q{2q when k is odd. In
particular, any 3-linear decision tree for 3SUM has depth Ωpn2q. Grønlund and Pettie [23] showed
that using more variables per comparison leads to a dramatic improvement in the depth of the
tree, which significantly beats the above lower bounds. Specifically, as will be reviewed below,
they showed that there is a 4-linear decision tree for 3SUM with depth Opn3{2?log nq, and by the
reduction from k-LDT to unbalanced 3SUM, they concluded that there is a p2k´ 2q-linear decision
tree for k-LDT with depth Opnk{2?log nq, for any odd k ě 3. If we allow arbitrarily many variables
in a comparison (i.e., not a constant), then for large k (e.g., k ě 7q, the decision tree complexity
for k-SUM goes down even more drastically; see [10,18], for recent improvements on such settings.
Apart from the many lower bounds obtained from the conjectured hardness of 3SUM and its
variants, in recent years, many lower bounds were obtained also from two other plausible conjec-
tures. The first is that computing the pmin,`q–product of two nˆn matrices takes Ωpn3´op1qq time
(aka APSP-Hardness); see for examples [1,2,33]. The second is that CNF-SAT takes Ωp2p1´op1qqnq
time. The latter is often referred to as the Strong Exponential Time Hypothesis (SETH) [25,26]. A
natural question is whether any of these conjectures (3SUM, SETH, APSP) are in fact equivalent,
or whether they all derive from a basic unifying hypothesis. At the current state of knowledge, there
is no strong relationship between any pair of these problems, so it may be possible that the any one
of them could be true or false, independently of the status of the others. A recent breakthrough by
Carmosino, Gao, and Impagliazzo [11] provides evidence that such a relationship is unlikely, based
on a nondeterministic variant of SETH; see [11] for details.
1.1 Our Results
The following theorems capture our main results.
Theorem 1.1. The randomized 4-linear decision tree complexity of 3SUM is Opn3{2q.
Theorem 1.2. The randomized p2k ´ 2q-linear decision tree complexity of k-SUM and of k-LDT
is Opnk{2q, for any odd k ě 3.
Theorems 1.1 and 1.2 improve (albeit randomized) the respective Opn3{2?log nq-depth and
Opnk{2?log nq-depth decision trees given by Grønlund and Pettie [23]. Our new decision tree
bounds for k-LDT (and k-SUM) match the corresponding decision tree bound of Erickson [17] for
even k. We leave it as an open question whether there exist an Op1q-linear decision tree with depth
opn3{2q for 3SUM (see discussion in Section 5).
Our technique includes some new insights on the 3SUM problem, and a specialized data struc-
ture, based on an unusual randomized variant of fractional cascading in a grid.
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As a supplement, we give (in the Appendix) an actual deterministic algorithm for 3SUM that
runs in Opn2 log log n{ log nq time.2 The latter improves the Opn2plog log n{ log nq2{3q-time bound of
Grønlund and Pettie [23], and matches the bound given by a recent independent work of Freund [20].
Both algorithms, Freund’s [20] and ours, have common high-level ideas, but ours makes a better
use of word-RAM model, and is hence somewhat simpler.3
Recently, Lincoln, Vassilevska-Williams, Wang, and Williams [28] showed a reduction result in
which they apply our 3SUM algorithm (based on an initial version of this paper [22]) as a black-
box, leading to a 3SUM algorithm that uses only O
´a
n log n{ log log n
¯
space, while preserving
the time bound of our algorithm.
2 Methods and Lemmas
We give an overview of the techniques discussed above. This includes works by Fredman [19] and
Chan [12]. In some of our results we will use a special randomized variant of fractional cascading
(Chazelle and Guibas [13, 14]), which we also review here. This will later allow us to review the
results of Grønlund and Pettie [23] and to obtain our new results.
Throughout the paper we refer to the trivial (albeit ingenious) observation that a` b ă a1 ` b1
iff a´ a1 ă b1 ´ b as Fredman’s trick. We denote by rN s the first rN s natural numbers succeeding
zero t1, . . . , rN su, where N may or may not be an integer.
Fredman showed that, given n numbers whose sorted order is one of Π ď n! realizable permuta-
tions, they can be sorted using a linear number of comparisons when Π is sufficiently small. More
generally, we have:
Lemma 2.1 (Fredman 1976 [19]). A list L of n numbers, whose sorted order is one of Π possible
permutations, can be sorted with 2n` log Π pairwise comparisons.
Sorting Pairwise Sums and its Geometric Interpretation. Fredman describes the relation
between the complexity of hyperplane arrangements and the decision tree complexity of sorting
pairwise sums. Grønlund and Pettie [23] use similar arguments in their 3SUM decision tree where
they sort pairwise sums. Given lists A “ paiqiPrns and B “ pbiqiPrns of distinct real numbers, define
the pairwise sum A ` B “ tai ` bj | i, j P rnsu. The input A,B can be regarded as a point p “
pa1, . . . , an, b1, . . . , bnq P R2n. The points in R2n that agree with a fixed permutation of A`B form
a convex cone bounded by the set H of the
`
n2
2
˘
hyperplanes xi`yj´xk´yl “ 0, for i, j, k, l P rns,
pi, jq ‰ pk, lq. The number of possible sorted orders of A`B is therefore bounded by the number
of regions (of all dimensions) in the arrangement ApHq of H. As shown by Buck [8], the number
of regions in an arrangement of m hyperplanes in Rd of dimension k ď d is at most
ˆ
m
d´ k
˙ˆˆ
m´ d` k
0
˙
`
ˆ
m´ d` k
1
˙
` ¨ ¨ ¨ `
ˆ
m´ d` k
k
˙˙
.
Thus, the number of regions of all dimensions is Opmdq (where the constant of proportionality is
independent of d). Hence, the number of possible sorting permutations of A ` B is O `pn4q2n˘ “
Opn8nq. One can also construct the hyperplane arrangement explicitly in Opmdq time by a standard
2 We consider a simplified Real RAM model. Real numbers are subject to only two unit-time operations: addition
and comparison. In all other respects the machine behaves like a w “ Oplog nq-bit word RAM with the standard
repertoire of unit-time AC0 operations: bitwise Boolean operations, left and right shifts, addition, and comparison.
3 The independent result of Freund [20] was brought to our attention after the completion of an initial version of
this paper; see [22].
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incremental algorithm [16]. The following lemma, taken from Grønlund and Pettie [23], extends
this analysis by considering only a subset of these hyperplanes, and is an immediate consequence
of these observations.
Lemma 2.2. Let A “ paiqiPrns and B “ pbiqiPrns be two lists, each of n real numbers, and let
F Ď rns2 be a set of positions in the n ˆ n grid. The number of realizable orders of pA ` Bq|F :“
tai ` bj | pi, jq P F u is O
´`
|F |
2
˘2n¯
, and therefore pA ` Bq|F can be sorted with at most 2|F | `
4n log |F | `Op1q comparisons.
In Lemma 2.2, the case F “ rns2 goes back to Fredman [19], who showed thatOpn2q comparisons
suffice to sort A`B.
For some of the algorithms presented and reviewed in this paper, it is important to assume that
the elements of the pairwise sum are distinct, and therefore have a unique sorting permutation.
When numbers do appear multiple times, a unique sorting permutation can be obtained by breaking
ties consistently (see [23] for details).
Iterative Search and Fractional Cascading. In our decision tree construction for 3SUM, we
aim to speed-up binary searches of the same number, in many sorted sets. We will use for this task
a special randomized variant of fractional cascading, which will be described in Section 4. First, we
briefly recall the standard fractional cascading technique, which was introduced by Chazelle and
Guibas [13, 14], for solving the iterative search problem, defined as follows. Let U be an ordered
universe of keys. Define a catalog as a finite ordered subset of U . Given a set of k catalogs
C1, C2, . . . , Ck over U , such that |Ci| “ ni for each i P rks, and
řk
i“1 ni “ n, the iterative search
problem is to provide a data structure that supports efficient execution of queries of the form: given
a query x P U , return the largest value less than or equal to x in each of the k catalogs.
Fractional cascading lets one preprocess the catalogs in Opnq time, using Opnq storage, and
answer iterative search queries in Oplog n` kq time per query. This is essentially optimal in terms
of query time, storage size and preprocessing time. The idea is to maintain a sufficient number of
pointers across catalogs, so that, once we have the answer ci to a query in a catalog Ci, we can
follow a pointer to an element in Ci`1, which is only Op1q indices away from the answer ci`1 P Ci`1.
In order to obtain optimal query time, the fractional cascading method expands each catalog
Ci to an augmented catalog Li, starting with Lk and proceeding backwards down to L1. Lk is the
same as Ck, and for each 1 ď i ă k, Li is formed by merging Ci with every second element of Li`1.
The items in Ci that were not originally in the catalog are marked as synthetic keys. From each
synthetic key in Ci we add a bridge (pointer) to the element in Li`1 on which it was based. Using
these bridges and additional pointers, from each real key to the two consecutive synthetic keys
nearest to it, one can follow directly from each element of Li (real or synthetic) to the elements in
Li`1 nearest to it, and by construction, the gap between these elements is 2. Thus, given a query
number x, after spending Oplog nq time for searching it in L1, it takes only Op1q time to locate x
in each subsequent catalog, for a total of Oplog n` kq time, as described.
Fractional cascading can also be extended to support a collection of catalogs stored at the
vertices of a directed acyclic graph (DAG), and each query searches with some specified element
x through the catalogs stored at the nodes of some specified path in the DAG. In more detail, a
catalog graph is a DAG in which each vertex stores a catalog (ordered list of keys). A query consists
of a key x and a path π in the graph, and the goal is to search with x in the catalog of each node
of π. When the maximum in/out degree ∆ of the catalog graph is constant, fractional cascading
can be extended to this scenario, with the same bounds as before (albeit with larger constants of
proportionality). Here too each catalog Cv at a node v, is expanded into an augmented catalog Lv,
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and each Lv passes to its predecessors every 2∆-th element (instead of every second element in the
earlier case, where ∆ was 1). See [13,14] for more details on the construction of the data structure,
proof of correctness, and performance analysis.
In our algorithms we will present a special non-standard variant of this method, that lets us
preserve the advantages of the other techniques (most notably, Fredman’s trick) that we use.
Bichromatic Dominance Reporting. Given a finite set P of red points and blue points in Rd,
the bichromatic dominating pairs problem is to enumerate all the pairs pp, qq P P 2 such that p is
red, q is blue, and p dominates q, i.e., p is greater than or equal to q at each of the d coordinates.
A natural divide-and-conquer algorithm [29, p. 366] runs in Op|P | logd |P | `Kq time, where K is
the output size. Chan [12] provided an improved truly subquadratic time bound (excluding the cost
of reporting the output) when d “ Oplog |P |q, with a sufficiently small constant of proportionality.
Lemma 2.3 (Chan [12]). Given a finite set P Ă Rd of red and blue points, one can compute all
bichromatic dominating pairs pp, qq P P 2 in time Opcdǫ |P |1`ǫ ` Kq, where K is the output size,
ǫ P p0, 1q is arbitrary, and cǫ “ 2ǫ{p2ǫ ´ 1q.
Throughout the paper, we invoke Lemma 2.3 a large number of times, with ǫ “ 1{2, cǫ « 3.42,
and d “ δ log n, where δ ą 0 is sufficiently small to make the overall running time of all the
invocations dominated by the total output size; see below (Appendix) for details.
The Quadratic 3SUM Algorithm. We next give a brief overview of the quadratic-time algo-
rithm. We follow the implementation given by Grønlund and Pettie [23], which is slightly different
from the standard approach, but is useful for the explanation of the subquadratic algorithms in [23]
and in this paper. For later references, we present the algorithm for the more general three-set ver-
sion of 3SUM. We recall that in this setup we have three finite sets A,B,C Ă R, and the problem is
to determine whether there exist a P A, b P B, c P C such that a` b` c “ 0. If the sets A,B,C Ă R
are not all of the same size, the problem is named unbalanced 3SUM, as noted earlier.
The algorithm runs over each c P C and searching for ´c in the pairwise sum A ` B. With a
careful implementation, given below, each search takes Op|A|` |B|q time, for a total of Op|C|p|A|`
|B|qq time. We view A ` B as being a matrix whose rows correspond to the elements of A and
columns to the elements of B, both listed in increasing order. To help visualizing some steps of
the algorithms, we think of the rows arranged in increasing order from top to bottom, and of the
columns from left to right, see, e.g., Figure A.1 (in the Appendix).
1. Sort A and B in increasing order as Ap0q, . . . , Ap|A| ´ 1q and Bp0q, . . . , Bp|B| ´ 1q.
2. For each c P C,
2.1. Initialize loÐ 0 and hiÐ |B| ´ 1.
2.2. Repeat:
2.2.1. If ´c “ Aploq `Bphiq, report witness “pAploq, Bphiq, cq”.
2.2.2. If ´c ą Aploq `Bphiq then increment lo, otherwise decrement hi.
2.3. Until lo “ |A| or hi “ ´1.
3. If no witnesses were found report “no witness.”
The correctness easily follows from the fact that each row and column of A ` B is sorted in
increasing order. Note that when a witness is discovered in Step 2.2.1, the algorithm can stop
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right there. However, in order to simplify future definitions and explanations, this implementation
continues to search for more witnesses. For our purpose, after finding a witness we will always
choose to decrement hi. This choice will be made throughout the paper.
Define the contour of x, contourpx,A`Bq, (contour(x), when the context is clear) to be the
sequence of positions plo,hiq encountered while searching for x in A`B in the preceding algorithm.
Lemma 2.4 is straightforward.
Lemma 2.4. For x ă y P R, contour(x) lies fully above contour(y); that is, for each i, i1, j P
t0, . . . , n ´ 1u, if pi, jq P contourpxq and pi1, jq P contourpyq, then i ď i1.
By Lemma 2.4 a pair of contours can overlap, but never cross. Moreover, Lemma 2.4 implies a
weak total order relation ă on the contours, which corresponds to the order between the searched
elements, such that x ă y iff contourpxq ă contourpyq, where the latter relation means that
the two contours satisfy the properties stated in the lemma; see Figure A.1 (in the Appendix).
3 Grønlund and Pettie’s Subquadratic 3SUM Decision Tree
In this section we give an overview of the subquadratic decision tree of Grønlund and Pettie [23].
In the following sections we show how their ideas can be extended and combined with additional
techniques, to yield our improved results.
3.1 Subquadratic Decision Tree
We give an overview of the subquadratic decision tree for 3SUM over a single input set A of size n,
taken from [23], resulting in a 4-linear decision tree with depth Opn3{2?log nq. This is shown by
an algorithm that performs at most Opn3{2?log nq comparisons, where each comparison is a sign
test of a linear expression with at most 4 terms.
1. Sort A in increasing order as Ap0q, . . . , Apn´1q. Partition A into rn{gs groups A1, . . . , Arn{gs,
each of at most g consecutive elements, where g is a parameter that we will fix later, by
setting Ai :“ tAppi ´ 1qgq, . . . , Apig ´ 1qu, for each i “ 1, . . . , rn{gs´ 1, where Arn{gs may
be smaller. The first and last elements of Ai are minpAiq “ Appi ´ 1qgq and maxpAiq “
Apig ´ 1q.
2. Sort D :“ ŤiPrn{gs pAi ´Aiq “ ta´ a1 | a, a1 P Ai for some iu.
3. For all i, j P rn{gs, sort Ai,j :“ Ai `Aj “ ta` b | a P Ai and b P Aju.
4. For k from 1 to n,
4.1. Initialize loÐ 1 and hiÐ rn{gs.
4.2. Repeat:
4.2.1. If ´Apkq P Alo,hi, report “solution found” and halt.
4.2.2. If maxpAloq `minpAhiq ą ´Apkq then decrement hi, otherwise increment lo.
4.3. Until lo “ rn{gs` 1 or hi “ 0.
5. Report “no solution” and halt.
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This algorithm can be generalized in a straightforward way to solve the (unbalanced) three-set
version of 3SUM. For the easy argument concerning the correctness of the algorithm, see [23].
With a proper choice of g, the decision tree complexity of the algorithm is Opn3{2?log nq. Step 1
requires Opn log nq comparisons. By Lemma 2.2, Step 2 requires Opn log n`|D|q “ Opn log n` gnq
comparisons to sort D. By Fredman’s trick, if a, a1 P Ai and b, b1 P Aj, a ` b ă a1 ` b1 holds iff
a´ a1 ă b1 ´ b, and both sides of this inequality are elements of D. Thus, Step 3 does not requires
any real input comparisons, given the sorted order on D. For each iteration of the outer loop (in
Step 4) there are at most 2rn{gs iterations of the inner loop (Step 4.2), since each iteration ends
by either incrementing lo or decrementing hi. In Step 4.2.1 we can determine whether ´Apkq is in
Alo,hi using binary search, in log |Alo,hi| “ Oplog gq comparisons. The total number of comparisons
is thus Opn log n` gn` pn2 log gq{gq, which becomes Opn3{2?log nq when g “ ?n log n.
4 Improved Decision Trees for 3SUM, k-SUM, and k-LDT
In this section we show that the randomized decision tree complexity of 3SUM is Opn3{2q, and more
generally, that the randomized decision tree complexity of k-LDT is Opnk{2q, for any odd k ě 3.
This bound removes the Op?log nq factor in Grønlund and Pettie’s decision tree bound. We show
this results by giving a randomized algorithm that constructs a p2k ´ 2q-linear decision tree whose
expected depth is Opnk{2q.
To make the presentation more concise, we present it for the variant where we have three
different sets A, B, C of n real numbers each, and we want to determine whether there exist a P A,
b P B, c P C, such that a` b` c “ 0.
As in the previous section, we partition each of the sorted sets A and B into rn{gs blocks, each
consisting of g consecutive elements, denoted by A1, . . . , An{g, and B1, . . . , Bn{g, respectively. As
above, but with a slightly different notation, we consider the nˆ n matrix M “MAB , whose rows
(resp., columns) are indexed by the (sorted) elements of A (resp., of B), so that Mpk, ℓq “ ak ` bℓ,
for k, ℓ P rns. The partitions of A and of B induce, as before, a partition of M into n2{g2 boxes
Mi,j, for i, j P rn{gs, where Mi,j is the portion of M with rows in Ai and columns in Bj.
Fredman’s trick allows us to sort all the boxes Mi,j with Opngq comparisons. Since the problem
is fully symmetric in A, B, C, we can also define analogous matrices MAC and MBC , constructed
in the same manner for the pairs A, C and B, C, respectively, partition each of them into n2{g2
boxes, and obtain the sorted orders of all the corresponding boxes, with Opngq comparisons.
The crucial (costliest) step in Grønlund and Pettie’s algorithm, which we are going to improve,
is the searches of the elements of ´C in MAB. For each c P C, let σpcq “ contourp´cq denote the
staircase path contour of ´c, as defined before Lemma 2.4. The length of σpcq is thus at most 2n.
Each of the paths σpcq visits some (at most 2rn{gs) of the boxes Mi,j , and the index pairs pi, jq of
these boxes also form a staircase pattern, as in the preceding sections. The number of boxes that a
contour σpcq visits is at most 2rn{gs. For each c P C, the sequence of boxes that σpcq visits can be
obtained by invoking (an appropriate variant of) Step 4 of the algorithm in Section 3.1, excluding
the binary search in Step 4.2.1. The total running time of this step, over all c P C, is Opn2{gq.
The paths σpcq, being contours, have the structure given in Lemma 2.4, including the weak
total order ă between them. As a corollary, we obtain:
Claim: For each box Mi,j , let Ci,j denote the set of elements of C whose paths σpcq traverse Mi,j .
Then Ci,j is a contiguous subsequence of C.
Put κi,j :“ |Ci,j|. Then we clearly have
ř
i,jPrn{gs κi,j “ Opn2{gq. That is, the average number
of elements of c that visit a box is Opgq, and, for each box, these elements form a contiguous
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subsequence of C, as just asserted. Let C˚i,j denote the contiguous sequence of indices in C of the
elements of Ci,j. That is, Ci,j “ tcℓ | ℓ P C˚i,ju. With all these observations, we next proceed
to derive the mechanism by which, for each box Mi,j, we can efficiently search in Mi,j with the
(negations of the) κi,j corresponding elements of Ci,j.
We apply a special variant of fractional cascading. The twist is in the way in which we construct
the augmented catalogs. Note that in each box Mi,j , we have g
2 elements of the form ak ` bℓ, but
only 2g indices k, ℓ. We want to sample elements from a box, and then copy and merge them into
its neighbor boxes. However, in order to be able to use Fredman’s trick, we have to preserve the
property that the number of element-indices (rows and columns) in each box stays Opgq (unlike a
naive implementation of fractional cascading, where it is enough that each box be of size Opg2q).
Thus, we sample elements from A (row elements) and elements from B (column elements) sep-
arately. We construct augmented sets A1
1
, . . . , A1rn{gs. Starting with A
1
rn{gs “ Arn{gs, we sample
each element in A1rn{gs with probability p “ 14 . Each sampled element is copied and merged with
Arn{gs´1, and we denote by A
1
rn{gs´1 the new augmented set. Then we sample each element from
A1rn{gs´1 with the same probability p, copy and merge the sampled elements with Arn{gs´2, obtain-
ing A1rn{gs´2, and continue this process until the augmented set A
1
1 is constructed. Similarly, we
construct the augmented sets B11, . . . , B
1
rn{gs, but we do it in the opposite direction, starting from
B1
1
“ B1 and ending with B1rn{gs. Clearly, similar to standard fractional cascading, the expected
size of each of the augmented sets is Opgq, as the expected numbers of additional elements placed
in each box form a convergent geometric series. Now we sort
DA1 “
ď
iPrn{gs
`
A1i ´A1i
˘ “ ta´ a1 | a, a1 P A1i for some iu.
In each A1i ´ A1i, the expected number of elements ak ´ ak1 is Opg2q, and the expected number of
element indices k, k1 is only Opgq. Thus, by Lemma 2.2, we can sort DA1 with expected Opngq
comparisons. Similarly, we sort DB1 “
Ť
jPrn{gs
´
B1j ´B1j
¯
with the same expected number of
comparisons. Then, we form the union D1 “ DA1 YDB1 and obtain its sorted order by merging DA1
and DB1 . This costs additional expected Opngq comparisons. By Fredman’s trick, from the sorted
order of D1, we can obtain the sorted order of the augmented boxes A1i ` B1j, for each i, j P rn{gs,
without further comparisons.
With these augmentations of the row and column blocks, the matrix MAB itself is now aug-
mented, such that each modified box Mi,j “ A1i ` B1j receives some fraction of the rows from the
box Mi`1,j below it, and a fraction of the columns from the box Mi,j´1 to its left. Each box Mi,j
corresponds to a vertex in the catalog graph, and it has (at most) two outgoing edges, one to the
vertex that corresponds to Mi`1,j and one to the vertex that corresponds to Mi,j´1 (it also has at
most two incoming edges). Clearly this is a DAG with maximum in/out degree ∆ “ 2, which is
why we sampled 1
2∆
“ 1
4
of the rows/columns in each step. We complete the construction of this
special fractional cascading data structure, by adding the appropriate pointers, similar to what is
done in a standard implementation of fractional cascading (see Section 2). This does not require
any further comparisons, since the pointers from synthetic keys (the sampled elements) to real keys,
and pointers from real keys to synthetic keys, depend only on the sorted order of the augmented
sets Mi,j , which we already computed. So the overall expected number of comparisons needed to
construct this data structure is still Opngq.
Consider now the search with ´c, for some c P C. Assume that the search has just visited
some box Mi1,j1, and now proceeds to search in box Mi,j. Thus, either pi, jq “ pi1 ` 1, j1q or
pi, jq “ pi1, j1 ´ 1q. Assume, without loss of generality, that pi, jq “ pi1 ` 1, j1q; a symmetric
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Figure 4.1: An expensive step in the fractional cascading search: Assume that only the first and
third rows (appearing in gray) are sent to the preceding box (above the current one), and that we
search with ´c “ 205. The previous search locates ´c between ξ´ “ 150 and ξ` “ 260, say, and
now we have to examine the entire second row to locate ´c in the current box.
argument applies when pi, jq “ pi1, j1´1q, using columns instead of rows. In this case, the fractional
cascading mechanism has sampled, in a random manner, an expected quarter of the rows of (the
already augmented) Mi,j and has sent them to Mi1,j1 “Mi´1,j. The output of the search at Mi´1,j ,
if ´c was not found there, includes two pointers to the largest element ξ´ of Mi,j that is smaller
than ´c, and to the smallest element ξ` of Mi,j that is larger than or equal to ´c. We need to
go over the elements in the sorted order of Mi,j that lie between ξ
´ and ξ`, and locate ´c among
them. If we do not find it, we get the two consecutive elements that enclose ´c, retrieve from
them two corresponding pointers to a pair of elements in the next box to be searched, that enclose
´c between them, and continue the fractional cascading search in the next box, in between these
elements.
The main difficulty in this approach is that the number of elements of Mi,j between ξ
´ and ξ`
might be large, because there might be many elements between ξ´ and ξ` in rows that we did not
sample, and then we have to inspect them all, slowing down the search.
Concretely, in this case we sample, in expectation, a quarter of the rows of Mi,j (recall that,
we actually sample the rows from an augmented box that has already received data from previous
boxes, but let us ignore this issue for now). Collectively, these rows contain (in expectation) Θpg2q
elements of Mi,j , but we have no good control over the size of the gaps of non-sampled elements
between consecutive pairs of sampled ones. This is because there might be rows that we did not
sample which contain many elements between ξ´ and ξ`, and searching through such large gaps
could slow down the procedure considerably. See Figure 4.1 for an illustration. (For a normal
fractional cascading, this would not be an issue, but here the peculiar and implicit way in which
we sample elements has the potential for creating this problem.)
We handle this problem as follows. Consider any gap of non-sampled elements of Mi,j between
a consecutive pair ξ´ ă ξ` of sampled ones. We claim that the expected number of rows to which
these elements belong is Op1q. (Note that this is why we needed randomization; if we sampled
every 4th element in Ai and Bj deterministically then the rows-gap between ξ
´ to ξ` could be
much larger, in all boxes Mi,j.) Indeed, the probability to have k distinct rows in such a gap,
conditioned on the choice of the row containing ξ´, is 1
4
`
3
4
˘k
, which follows since each row is
sampled independently with probability 1{4. Hence, the (conditionally) expected row-size of a gap
is ÿ
kě0
k
1
4
ˆ
3
4
˙k
“ Op1q,
as claimed. Denote this expected value as β. In other words, for each c P Ci,j , let Rc be the set
of rows that show up in the gap between the corresponding elements ξ´ and ξ` for c. The overall
expected size
ř
cPCi,j
|Rc| is thus β|Ci,j|.
Fix a box Mi,j. For each ℓ P C˚i,j and for each k P Rcℓ , we need to locate ´cℓ among the
elements in row k of Mi,j. That is, we need to locate ´cℓ among the elements of the set ak ` B1j .
This however is equivalent to locating ´ak ´ cℓ among the elements of B1j .
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We therefore collect the set S of all the sums ´ak ´ cℓ, for ℓ P C˚i,j and k P Rcℓ , and recall that
in expectation we have |S| “ Op|Ci,j|q. The crucial observation is that we already (almost) know
the order of these sums. To make this statement more precise, partition, in the usual manner, the
sorted sequence C into rn{gs blocks C1, C2, . . . , Crn{gs, each consisting of g consecutive elements in
the sorted order. As mentioned earlier, a symmetric application of Fredman’s trick allows us to
obtain the sorted order of each box of the form A1i ` Cj, using a total of Opngq comparisons.
The number of (consecutive) blocks Cs of C that overlap Ci,j is ti,j ď rκi,j{gs ` 2. Moreover,
each sum in S belongs to ´pA1i`Csq for one of these ti,j blocks. Since each of these sets is already
sorted, we extract from them (with no extra comparisons) the elements of S as the union of ti,j
sorted sequences Si,s, where Si,s Ă ´pA1i ` Csq for each s. Arguing as above, the expected size of
Si,s is β|Cs| “ Opgq. We now merge each of the sorted sequences Si,s with B1j , using an expected
Opgq comparisons for each merge. As a result, each sum ´ai´cℓ is located between two consecutive
elements b´i,ℓ ă b`i,ℓ of B1j . In other words, for each cℓ P Ci,j, we have at most |Rcℓ | candidates for
being the largest element of Mi,j that is smaller than ´cℓ (these are the elements ai ` b´i,ℓ, for
i P Rcℓ), and we select the largest of them, requiring no comparisons, as these are all elements of
the already sorted A1i`B1j. In the same manner, we find the smallest element of Mi,j that is larger
than ´cℓ. Having found these two elements, we can proceed to search ´cℓ in the next box, using
the appropriate pointers created by the fractional cascading mechanism (see Section 2).
The overall number of merges is
ÿ
i,jPrn{gs
ti,j ď
ÿ
i,jPrn{gs
pκi,j{g ` 2q “ Opn2{g2q,
and each of them costs Opgq expected comparisons, for a total of Opn2{gq expected comparisons.
Thus, the overall number of expected comparisons is Opng`nplog g`n{gqq, which is Opn3{2q, when
g “ ?n. This completes the proof of Theorem 1.1.
4.1 k-SUM and Linear Degeneracy Testing
The standard algorithm for k-variate linear degeneracy testing (k-LDT) for odd k ě 3, is based
on a straightforward reduction to an instance of unbalanced 3SUM, where |A| “ |B| “ npk´1q{2
and |C| “ n; see [4] and [23]. The analysis of this section also applies for unbalanced 3SUM, and
directly implies that it can be solved by using an expected number of
O pg p|A| ` |B| ` |C|q ` |C| pp|A| ` |B|q{g ` log gqq
comparisons, where the first term is the cost of sorting the blocks of (the augmented) MAB , MAC ,
and MBC , and where the second term is the cost of the fractional cascading searches. We have
|A| “ |B| “ npk´1q{2, |C| “ n, so by choosing g “ ?n, the bound becomes Opnk{2q. Thus, the
randomized decision tree complexity of k-LDT (and thus of k-SUM) is Opnk{2q, for any odd k ě 3,
as stated in Theorem 1.2.
5 Discussion
The exponent 3{2 has a special significance in Paˇtras¸cu’s framework [30] of conditional lower bounds
based on hardness of 3SUM, which was recently refined by Kopelowitz, Pettie, and Porat [27]. Their
lower bounds on triangle enumeration and polynomial lower bounds on dynamic data structures
depend on the complexity of 3SUM being O
`
n3{2`Ωp1q
˘
. We conjecture that our new decision tree
bounds are optimal in the r-linear decision tree model, where r is a constant.
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A Subquadratic 3SUM Algorithms
Before describing our subquadratic 3SUM algorithm, we give a brief overview on the algorithm
of Grønlund and Pettie [23]. We then extend their technique with some additional observations,
yielding an improved deterministic subquadratic time bound.
A.1 Overview of Grønlund and Pettie’s Subquadratic Scheme
Grønlund and Pettie [23] present two subquadratic algorithms for 3SUM, one is relatively simple,
and the second one has slightly faster runtime but is more involved. Both algorithms are based
on their decision tree algorithm outlined above, except that they use a much smaller value of
g, in order to make the overall running time subquadratic. We give here a brief overview of the
simpler algorithm. Their second algorithm has some common high-level features with our algorithm,
presented below, but our algorithm processes the data in a different, simpler, and more efficient
manner.
Note that, sorting the set D in the subquadratic decision tree lets one obtain a comparison-
efficient way to sort each of Ai,j. However, the actual running time is even more than quadratic,
when all operations are considered. When the boxes Ai,j are small enough, Grønlund and Pettie
showed that it is possible to obtain the sorted orders in each of the pn{gq2 boxes, in (all inclusive)
subquadratic time.
Specifically, the algorithm enumerates every permutation π : rg2s Ñ rgs2, where π “ pπr, πcq is
decomposed into row and column functions πr, πc : rg2s Ñ rgs, so that πpkq “ pπrpkq, πcpkqq, for
each k P rg2s. By definition, π is the correct sorting permutation for the box Ai,j iff Ai,jpπptqq ă
Ai,jpπpt ` 1qq for all t P rg2 ´ 1s. Since Ai,j “ Ai ` Aj this inequality can also be written
Aipπrptqq ` Ajpπcptqq ă Aipπrpt ` 1qq ` Ajpπcpt ` 1qq. By Fredman’s trick this is equivalent to
saying that the (red) point pj dominates the (blue) point qi, where
pj “
`
Ajpπcp2qq ´Ajpπcp1qq, . . . , Ajpπcpg2qq ´Ajpπcpg2 ´ 1qq
˘
qi “
`
Aipπrp1qq ´Aipπrp2qq, . . . , Aipπrpg2 ´ 1qq ´Aipπrpg2qq
˘
.
Invoking pg2q! times the bichromatic dominance reporting algorithm from Lemma 2.3, we find,
for each π, all such dominating pairs, that is, all boxes Ai,j sorted by π. Note that, for each
pair of indices j, i, there is exactly one invocation of the dominating pairs procedure in which the
corresponding points pj and qi are such that pj dominates qi; this follows because we assume that
all elements of Ai,j are distinct (see a previous remark concerning this issue). This is important in
order to keep the overall output size subquadratic.
By Lemma 2.3 and the remarks just made, the time to report all red/blue dominating pairs,
over all pg2q! invocations of the procedure, is O
´
pg2q!cg2´1ǫ p2n{gq1`ǫ ` pn{gq2
¯
, where the last term
is the total size of the outputs (one for each box Ai,j). For ǫ “ 1{2 and g “ 12
a
log n{ log log n, the
first term turns out to be negligible. The total running time is therefore Oppn{gq2q for dominance
reporting, and Opn2 log g{gq “ O`n2plog log nq3{2{plog nq1{2˘ for the binary searches in Steps 4.1–
4.3. By Lemma 2.2 and Fredman [19], there are at most Opg8gq realizable permutations of Ai,j
(which is much smaller than pg2q!). Hence, this algorithm can be slightly improved to run in
O
`
n2 log log n{?log n˘ time, by constructing the arrangement of the hyperplanes (as defined in
Section 2) explicitly, extracting from it the relevant permutations, and choosing g “ Θp?log nq.
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372 389 407 439 454 480 534 609 635 655
397 414 432 464 479 505 559 634 660 680
420 437 455 487 502 528 582 657 683 703
442 459 477 509 524 550 604 679 705 725
478 495 513 545 560 586 640 715 741 761
500 517 535 567 582 608 662 737 763 783
523 540 558 590 605 631 685 760 786 806
548 565 583 615 630 656 710 785 811 831
594 611 629 661 676 702 756 831 857 877
627 644 662 694 709 735 789 864 890 910
Figure A.1: The sky-blue colored entries form contour(710), and the purple colored ones form
contour(558); A shared cell is shown in green. The lighter colors (light purple and light sky-blue)
depict their partial contour, that is, the positions of the contours where we chose to go down. All
the elements in the matrix whose values are in r558, 710q are enclosed between these two contours,
excluding the partial contour of 558 and including the partial contour of 710.
A.2 Improved Deterministic Subquadratic 3SUM Algorithm
In the algorithm of Grønlund and Pettie, described above, the boxes Ai,j are sorted by using
Fredman’s trick to transform each permutation into a sequence of g2 ´ 1 comparisons, which are
then resolved by the bichromatic dominance reporting algorithm. Consequently, the space into
which these sequences are encoded is of dimension g2 ´ 1, thus having the cg2´1ǫ factor in the
running time of the bichromatic dominance reporting algorithm forced us to use g “ Θp?log nq.
In order to use a larger value of g, we want to reduce the dimension of the points. Thus, we want
to find a method to sort smaller sets, while still be able to do the binary searches in each box in
Oplog gq time.
Fix some k P rg2s, and let pl,mq P rgs2 be a point in the g ˆ g grid, such that Ai,jpl,mq is the
k-th smallest element in the box Ai,j. Let τ “ pτr, τcq denote contourpAi,jpl,mqq, and enumerate
its elements as τp1q, τp2q, . . .. Recall that, if τpt` 1q “ τptq ` p0,´1q then Ai,jpl,mq ď Ai,jpτptqq,
otherwise; if τpt ` 1q “ τptq ` p1, 0q then Ai,jpl,mq ą Ai,jpτptqq. The contour starting position is
pτrp0q, τcp0qq “ p1, gq, and it ends at the first t˚ for which τpt˚q “ pg ` 1, ¨q or τpt˚q “ p¨, 0q. Recall
that a pair of contours contour(x) and contour(y) in Ai,j may overlap, but can never cross; see
Lemma 2.4.
Let τ 1pAi,jpl,mqq “ pτ 1p0q, τ 1p1q, . . . , τ 1ptτ 1qq Ď τ “ contourpAi,jpl,mqq be the partial contour
of τ , defined as the subsequence of positions of τ at which we chose to go down (i.e., increment lo
in the quadratic algorithm). The sequence τ 1pAi,jpl,mqq is of length at most g, since it contains at
most one element of each row (at which we go down, by incrementing lo); see Figure A.1.
Since the rows of Ai,j are sorted, each position pa, bq P τ 1pAi,jpl,mqq satisfies
Ai,jpa, b1q ă Ai,jpl,mq for every b1 ď b. (1)
Ai,jpa, b2q ě Ai,jpl,mq for every b2 ą b. (2)
Thus, τ 1pAi,jpl,mqq partitions Ai,j into two sets: Api,jqL Ă p´8, Ai,jpl,mqq consists of the elements
at positions in tpa, b1q | pa, bq P τ 1pAi,jpl,mqq and b1 ď bu, and Api,jqR Ă rAi,jpl,mq,8q consists of
the elements at positions in tpa, b2q | pa, bq P τ 1pAi,jpl,mqq and b2 ą bu. Rows succeeding the last
row of τ 1pAi,jpl,mqq are fully contained in Api,jqR. By construction, Api,jqL is the set of all elements
in Ai,j that are smaller than the k–th smallest element Ai,jpl,mq, so the considerations just made,
provide the structure of this set. See Figure A.1 for an illustration.
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Each partial contour τ 1 is thus a sequence of positions in Ai,j such that (i) the rows containing
these positions form a contiguous subsequence, starting from the first row of Ai,j, (ii) each row in
this subsequence has exactly one entry of τ 1, and (iii) the sequence of columns of the entries of
τ 1 is weakly monotone decreasing: if pa, bq and pa ` 1, b1q are in τ 1 then b1 ď b. Any sequence τ 1
that satisfies properties (i)–(iii) is called a valid partial contour. Note that a valid partial contour
depends only on the positions of the contour in the box Ai,j, and not on the actual values of the
entries of Ai,j.
Let µ1 be some valid partial contour, as just defined, over a rgs ˆ rgs position set, such that
the sum of the column indices of positions in µ1 is exactly k. Write µ1 “ pµ1r, µ1cq, as was done
for permutations above, so that µ1r gives the row indices of the elements of µ
1, and µ1c gives their
column indices. Denote by t1 ď g the number of positions in µ1.
For given indices ℓ,m, we can determine, using (1) and (2), whether µ1 “ τ 1pAi,jpl,mqq, by
testing, for each t P rt1s, whether Ai,jpµ1ptqq ă Ai,jpl,mq and Ai,jpµ1ptq` p0, 1qq ą Ai,jpl,mq, except
for the t0 for which Ai,jpµpt0qq “ Ai,jpl,mq, since then the second inequality becomes an equality;
this takes at most 2t1 ´ 2 comparisons. By Fredman’s trick, and since Ai,j “ Ai `Aj , this can be
restated, that µ1 “ τ 1pAi,jpl,mqq iff the (red) point pj dominates the (blue) point qi, where
pj “
`
. . . , Ajpmq ´Ajpµ1cptqq, Ajpµ1cpt` p0, 1qq ´Ajpmqq, . . .
˘
(3)
qi “
`
. . . , Aipµ1rptqq ´Aiplq, Aiplq ´Aipµ1rptqq, . . .
˘
,
where the 2t1 ´ 2 coordinates are indexed in pairs by t P rt1s ´ tt0u.
We regard each box Ai,j as being partitioned into h “ g log g sets Api,jq1, . . . , Api,jqh, each of
size at most s “ g{ log g, such that for k P rhs, Api,jqk is the set of all elements that are at least
the pk ´ 1qs–smallest element, and smaller than the ks–smallest element in Ai,j. Our goal is to
compute, for each box Ai,j, the positions of the elements of the sets Api,jq1, . . . , Api,jqh, and the
correct sorting permutation of each of them, as well as to determine, for each k P rhs, the position
of the ks–smallest element in Ai,j.
Fix k P rhs. We enumerate all the pairs of realizable valid partial contours µ1pk´1qs, µ1ks, such
that (i) µ1pk´1qs lies to the left and above µ
1
ks, and (ii) the sums of the column indices of their entries
are pk ´ 1qs and ks, respectively. Let Sk be the set of positions enclosed between the two partial
contours µ1pk´1qs and µ
1
ks, excluding µ
1
pk´1qs and including µ
1
ks. For each Ai,j, we want to identify the
pair pµ1pk´1qs, µ1ksq, for which µ1pk´1qs and µ1ks are the partial contours of the pk ´ 1qs-smallest and
the ks-smallest elements of Ai,j, respectively. Thus Sk is the set of the s positions of the elements
of Ai,j that are larger or equal to the pk ´ 1qs-smallest element and smaller than the ks-smallest
element. These are the positions of the set Api,jqk. See Figure A.1 for an illustration.
It is easily seen that there are at most 24g pairs of sequences pµ1pk´1qs, µ1ksq, and there is only
one unique pair of valid partial contours pµ1pk´1qs, µ1ksq that satisfy all the above requirements for a
specific box Ai,j, as there is only one pk ´ 1qs–smallest element and only one ks–smallest element
in Ai,j (assuming, as above, that all the elements of Ai,j are distinct). We enumerate all pairs of
positions P1, P2 P rgs2, such that P1 P µpk´1qs and P2 P µks (recall that µ1 is a partial contour
of some contour µ, where µ is uniquely determined from µ1, see Figure A.1). There are at most
p2gq2 “ 4g2 such positions. We also enumerate every realizable permutation π : rss Ñ Sk of
the elements at positions in Sk (where, for each Ai,j, we want to identify the permutation that
sorts its elements at the positions of Sk). The number of permutations is bounded trivially by
s! “ pg{ log gq!.
We now extend the points defined in (3), to make them encode additional information, as follows.
For every tuple pP1, P2, µ1pk´1qs, µ1ks, πq, we create red points tpjujPrn{gs and blue points tqiuiPrn{gs
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1´1q`s´1, such that pj dominates qi iff (i) µ
1
pk´1qs “ τ 1pAi,jpP1qq, (ii) µ1ks “ τ 1pAi,jpP2qq, and
(iii) π is the unique sorting permutation of the portion of Ai,j with indices in Sk. The first 4t
1 ´ 4
coordinates encode the correctness of µ1pk´1qs and µ
1
ks (as in (3), using the positions P1, P2 as those
defining the respective contours), and the last s´ 1 coordinates encode the correctness of π, as in
Section A.1 but for a permutation of size at most s “ g{ log g. We do this h “ g log g times, for
each k P rhs.
According to Lemma 2.3, the overall time to report all bichromatic dominating pairs is
O
´
h ¨ 24gg2s!c4pg´1q`s´1ǫ pn{gq1`ǫ ` hpn{gq2
¯
.
The second term is the output size, because for each of the pn{gq2 boxes Ai,j, there will be exactly
h dominating pairs, one for each pair of consecutive partial contours, as above. By fixing ǫ “ 1{2
and g “ d log n with a small enough d, the first term will be negligible and the runtime will be
dominated by the output size Ophpn{gq2q “ Opn2 log g{gq “ Opn2 log log n{ log nq.
We can now search an element x in a box Ai,j, in Oplog gq time. We first do a binary search,
in Oplog gq time, over the h positions storing the ks–smallest element of Ai,j, for k P rhs (we
have already computed their positions, and, by definition, they are already sorted). This will give
us a single set Api,jqk that can possibly contain x. Then we do another binary search in Api,jqk,
also in Oplog gq time, as we already found its sorting permutation earlier. Note that each such
permutation π is of length at most g{ log g, and of values from rgs2. Thus, by our earlier choice
of g, π can be stored in a machine word of size Oplog nq, and be accessed in Op1q time. Each
element ´Apkq is being searched in at most 2rn{gs boxes (as in Steps 4.1–4.3 of Grønlund and
Pettie’s decision tree, described in Section 3). Hence, the total running time of the algorithm is
Opn2 log g{gq “ Opn2 log log n{ log nq deterministic time.
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