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Fronts propagating in two-dimensional advection-reaction-diffusion (ARD) systems exhibit rich topological
structure. When the underlying fluid flow is periodic in space and time, the reaction front can lock to the
driving frequency. We explain this mode-locking phenomenon using so-called burning invariant manifolds
(BIMs). In fact, the mode-locked profile is delineated by a BIM attached to a relative periodic orbit (RPO)
of the front element dynamics. Changes in the type (and loss) of mode-locking can be understood in terms
of local and global bifurcations of the RPOs and their BIMs. We illustrate these concepts numerically using
a chain of alternating vortices in a channel geometry.
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For hundreds of years, Western travelers re-
turning home from Southeast Asia told tales
of fireflies perched in the branches and foliage
along river banks flashing on and off in perfect
unison.1 Attempts to explain this synchrony in-
cluded humidity, darkness, and observer error.
How could these unintelligent insects achieve the
same steady tempo we see from an orchestra of
highly talented musicians? Perhaps there is one
great maestro firefly leading the flashing ensem-
ble? For years this seemed as plausible an expla-
nation as any. It wasn’t until the mid-1960s that
experiments were performed to shed new light
on the matter. Small groups of segregated fire-
flies, initially flashing randomly, gradually locked
phases by speeding up or slowing down in re-
sponse to their neighbors. This demonstrated
their ability to adjust their flashing tempo to
their external environment. Each firefly posses
an internal metronome that is capable of changing
tempo, thus giving them the ability to synchro-
nize and bring order out of random flashing. An-
other interesting case of synchronization is called
mode-locking. Instances of mode-locking have
been observed in many dynamical systems in-
cluding Josephson-Junctions2,3, lasers4, and mu-
sical instruments5,6. We are interested in mode-
locking of chemical reactions in fluid flows, which
occur when the natural (observed) frequency of
the system becomes a rational multiple of the ex-
ternal oscillating frequency. Here we show how
this mode-locking can be understood in terms
of geometric structures called burning invariant
manifolds.
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I. INTRODUCTION
Many physical systems can be characterized by the
propagation of a front. These systems range from
plasmas7, plankton blooms8, the spread of disease, and
chemical reactions9. The case in which no flow exists,
the reaction-diffusion limit, is well characterized by the
theory of Fisher and Kolmogorov-Petrovskii-Piskunov
(FKPP)10. The front velocity v0, predicted by FKPP
is given by:
v0 = 2
√
D0
τ
, (1)
where D0 is the molecular diffusivity and τ the reaction
time-scale.
However, analysis of fronts in flowing media have
proved more challenging. In order to predict the front
speed in a reacting fluid with flow, an attempt was made
to modify FKPP theory by introducing an enhanced dif-
fusivity, D∗11. This proved to be accurate only in the
limit of a very slow reaction. Specifically, the enhanced
diffusivity theory does not predict mode-locking in the
periodically driven alternating vortex flow. A specific
type of mode-locking is specified by two integers N and
M .
Definition 1 (N,M) mode-locking is the recurrence of
a pattern which has shifted by N vortex pairs after having
evolved under M forcing periods.
It is straightforward to see that the average front velocity
in the lab frame vf is related to the type of mode-locking
through the following relation12:
vf =
Nλ
MT
, (2)
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FIG. 1. Experimental images of the Belousov-Zhabotinsky
reaction in a quasi-two-dimensional alternating vortex chan-
nel flow. The flow is driven by an electric current passing
through the fluid over a row of magnets. Left: Experimental
image of mode-locking type (1,2). It takes two driving periods
for the “b”-shaped front profile to repeat itself shifted by one
pair of vortices. Right: Experimental image of mode-locking
type (1,1)15.
where λ is the width of a pair of vortices and T the period
of oscillation.
Cencini et. al model ARD systems numerically using
the so-called G-equation in a grid-based approach12–14.
These methods do predict mode-locking, but are compu-
tationally costly12. Several experiments have also clearly
demonstrated the existence (and robustness) of mode-
locking in ARD systems15,16. Figure 1 shows such an
experimental realization using the excitable Belousov-
Zhabotinsky reaction in a chain of alternating vortices.
Recently, it has been demonstrated that two-
dimensional ARD flows with sharp reaction fronts can
be reduced to a three-dimensional ODE for front-element
dynamics17,18. This approach reveals that reaction-front
propagation is dominated by the presence of burning
invariant manifolds (BIMs), invariant manifolds of the
front-element dynamics. (We use the term “burning” as
shorthand for any reaction front propagation differentiat-
ing them from their advective counterparts.) Unlike tra-
ditional invariant manifolds, these BIMs act as one-way
barriers to reaction front propagation. In this article,
we show how BIMs underly the phenomenon of mode
locking. We explain how a BIM attached to a relative
periodic orbit (RPO) of the front element dynamics can
result in mode-locking and show numerical simulations.
Finally we discuss how changes in the type, as well as the
loss, of mode locking can be understood in terms of local
and global bifurcations of the RPOs and their BIMs.
This paper is organized as follows. Section II A in-
troduces the three-dimensional dynamical system for a
point along the front. Section II B reviews the theory of
burning invariant manifolds. Section III A justifies the
abstract theory with concrete numerical realizations of
this connection in a model flow. Section III B presents
the central result of this paper, establishing the funda-
mental connection between mode-locking and BIMs. Fi-
nally, Section IVdiscusses bifurcations in mode-locking
type as a function of the front propagation speed and
how global bifurcations can create or destroy mode lock-
ing of a given type . Our numerical technique for locating
RPOs is discussed in the appendix.
II. PRELIMINARIES
A. Front-element dynamics
We model ARD systems by considering only the reac-
tion front. This is more computationally efficient than
explicitly modeling the entire fluid state and, we believe,
more theoretically insightful. We make use of the follow-
ing assumptions. First, the reaction time-scale is much
smaller than the diffusion time-scale—this is known as
the “sharp front” or geometric-optics limit14,19. In this
limit, the fluid is divided into reacted and unreacted re-
gions that are separated by a well-defined boundary—
the reaction front. Second, we assume that each front
element progresses in a manner independent of the lo-
cal curvature of the front. It is known that this curva-
ture plays an important role in certain systems20. Last,
we assume that, in the comoving fluid frame, the front
propagates with a fixed speed v0 that is homogenous and
isotropic.
More technically, a front is defined as the oriented
boundary between reacted and unreacted regions where
the local orientation vector nˆ is normal to the reaction
front and points away from the burned region. The ori-
entation might also be specified by the tangent vector
gˆ, where gˆ is orthogonal to nˆ and nˆ × gˆ = +1. If r is
used to denote the xy-position of a front element and θ
as the angle between the positive x-axis and gˆ, a front in
three-dimensional xyθ-space is a curve (r(λ), θ(λ)) that
satisfies the front-compatibility criterion
dr
dλ
= gˆ(θ), (3)
where λ is the Euclidean length parameter measured in
xy-space that increases in the +gˆ direction.
Each front element, specified by (r(t), θ(t)), evolves via
r˙ = u + v0nˆ, (4a)
θ˙ = −
∑
i,j
nˆiui,j gˆj , (4b)
where u is the incompressible fluid velocity and ui,j =
∂ui/∂rj . Each fluid element is translated by the vec-
tor sum of the fluid velocity and the burning velocity,
Eq. (4a). Furthermore, the change in orientation is de-
termined solely by the local behavior of the fluid flow,
Eq. (4b). Numerically, a front is composed of a line of dis-
crete fluid elements that propagate independently under
this three-dimensional ODE. To maintain a sufficiently
smooth front in spite of the stretching of the fluid flow,
we dynamically insert new points by interpolation.
3(a) (b)
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FIG. 2. (a) An initial circular burned region at t = 0T . Pan-
els (b)-(d) show the forward evolution at times t = 0.3T, 0.6T,
and 1.19T respectively. The front is evolved using Eq. (4) with
v0= 0.2 and u given by Eq. (5), with b = 0.25, and ω = 2.
As it evolves, portions of the front may come to lie
within the burned region. Figure 2 shows how an ini-
tially circular front (a) grows into a non-circular front
(b), develops a swallowtail (c), and encounters the chan-
nel boundary (d). The swallowtail portion of the front
lies within the burned region and therefore no longer rep-
resents a physical boundary. While we refer to the entire
evolved curve (either in xy-space or xyθ-space) as the
front, we refer to those segments of the front separat-
ing the burned from unburned regions as the bounding
front. The bounding front can exhibit corners where the
bounding front is not differentiable in xy-space (i.e., it is
disconnected in xyθ-space).
B. Burning invariant manifolds (BIMs) and frozen fronts
The theory of invariant manifolds in passive advection
is well established. In the two-dimensional setting, time-
independent flows lead to separatrices—invariant man-
ifolds that connect various fixed points and divide the
fluid into “cells”. Under a time-periodic perturbation,
these separatrices split giving rise to distinct stable and
unstable manifolds. These more complicated objects de-
scribe the mechanism of transport between cells.
The addition of propagation dynamics has several in-
teresting consequences. First, we find fixed points of
Eq. (4) where the front propagation exactly counters the
fluid flow. We refer to these as burning fixed points.
Of primary interest are the stable-stable-unstable (SSU)
burning fixed points. Attached to these are the so-called
burning invariant manifolds (BIMs). Here we focus on
the 1D unstable BIMs attached to SSU burning fixed
points. It has been shown that BIMs serve as one-way
barriers to front propagation17,18. The bounding behav-
ior of BIMs is due to the “no-passing” lemma: no front
can overtake another front from behind. Thus, fronts
oriented in the same direction as the BIM will be unable
to directly pass through. Conversely, fronts oriented op-
posite the BIM will pass through unobstructed. Also,
arbitrary fronts (within some moderate basin of attrac-
tion) converge to the BIMs. Because of these facts, SSU
BIMs are important for understanding the evolution and
long-time behavior of ARD systems.
Another new property of BIMs is a phenomenon
more familiar in optics: BIMs can form cusps and self-
intersections when projected onto the xy-plane as shown
in Fig. 2(c). (In the full xyθ-phase space, BIMs do not
self-intersect due to the uniqueness of solutions to ODEs.)
In time-independent flows, a cusp marks the end of the
physically relevant bounding behavior of the BIM.
Finally, as first observed experimentally just over a
decade ago, reaction fronts in steady ARD flows exhibit
the tendency to pin to vortex structures in the presence
of an imposed “wind”21,22. A front initiated upwind of
a pinning site can travel downstream, catch the site, and
eventually reach a steady state. This “frozen front” phe-
nomenon has been explained in terms of BIMs. Qualita-
tively, a frozen front occurs when a BIM spans the entire
channel without a cusp, or when a set of BIMs do so
collectively. These results can be made precise using the
concept of a BIM core; the BIM core is defined as the
BIM segment that includes the burning fixed point and
extends in both directions until reaching either a cusp, a
new burning fixed point, or infinity.
Proposition 1 Frozen fronts in steady flows are built
from BIM cores. More precisely, each frozen front is gen-
erated by a set of SSU burning fixed points. The frozen
front is obtained by tracing the unstable manifold from
each point in the set of fixed points until one of three
things occurs: it intersects any other BIM core emanat-
ing from this set; it intersects any domain boundary; or
it terminates at an SSS burning fixed point22.
For time-periodic flows, the bounding behavior of
BIMs is more subtle. These BIMs can stretch and fold in
time (with plenty of cusps and self-intersections) allow-
ing the reaction front to propagate down the channel via
a turnstile-like mechanism23,24 . In spite of the appar-
ent loss of bounding behavior (in the lab frame), time-
periodic driving yields a new form of stable structure in
a moving frame—mode-locked fronts.
III. MODE-LOCKING
A. Numerical Simulations
As a concrete example we choose the well-studied al-
ternating vortex chain12,25,26. This flow mimics a two-
dimensional cross-section of Rayleigh-Benard convection
in which roll patterns, i.e. vortices, appear due to an
instability driven by heating of the lower boundary. The
two-dimensional velocity field is given by
ux(x, y, t) = + sin(pi[x+ b sin(ωt)]) cos(piy), (5a)
uy(x, y, t) = − cos(pi[x+ b sin(ωt)]) sin(piy), (5b)
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FIG. 3. Numerically generated reaction front showing evi-
dence of mode-locking. The front propagates down the chan-
nel from left to right starting with a vertical front spanning
the channel. After one period the front has fully converged.
Fig. 3 (a)-(c) shows mode-locking of types (1,1), (1,2), and
(2,3) with v0 = 0.18, 0.068, and 0.089 respectively. Dashed
vertical lines indicate the vortex cells.
where 0 ≤ y ≤ 1 and time-dependence is produced by
the lateral oscillation term x + b sin(ωt). Note that this
model assumes free-slip boundary conditions. The di-
mentionfull parameters of the system are U ,D, Ω, B and
V0 which correspond to the maximum fluid speed, chan-
nel width, driving frequency, driving amplitude, and the
front propagation speed in the absence of a flow, respec-
tively. The dimensionless parameters of the system are
b = B/D, ω = ΩD/U , and v0 = V0/U . The position vec-
tor r is scaled such that the maximum fluid vortex speed,
U, is one and the width of each vortex is one. For these
simulations we fix b = 0.3, ω = 4.08 and vary the front
velocity v0. Numerical simulations were performed by
propagating individual front elements under Eq. (4). By
varying parameters, we identified mode-locking of types:
(1,1), (1,2), (2,3) and (3,5).
Figure 3a shows snapshots of a front propagating down
the channel from left to right, beginning with a vertical
front that spans the channel. Each snapshot is taken
after one driving period. We see that the front con-
verges almost instantaneously (essentially after the first
iterate) to a mode-locked front: the front profile repeats
after M = 1 driving period and is translated to the right
by N = 1 vortex pair, demonstrating type (1,1) mode-
locking. Similarly, in Fig. 3b the front profile repeats
after M = 2 driving periods, translated by N = 1 vortex
pair for type (1,2) mode-locking. Finally, Fig. 3c shows
type (2,3) mode-locking.
The convergence of the initial vertical front to the
mode-locked profile is very rapid. Figure 4 shows the
initial condition as the vertical line. Each of the subse-
quent fronts in Fig. 4 is shifted backward by an integer
number of vortex pairs, so that the fronts all lie within
the original cell. Except for the initial vertical line, these
shifted fronts are visually nearly identical, demonstrat-
ing that a single iterate is essentially all that is needed
to reach the mode-locked state.
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FIG. 4. Simulation demonstrating convergence of fronts to
mode locking. (1,1) mode-locking with fronts shifted back-
wards showing convergence to be approximately one period.
The initial condition is shown as the straight vertical line. The
inset shows the rightmost point of the front as a function of
the number of iterates. Beginning with the initial front we see
it takes no more than two iterates to reach the mode-locked
state.
FIG. 5. Reaction front shows evidence of (1,1) mode locking
with v0 = 0.18. The front evolves from left to right down the
channel beginning with a fully converged front, black curve
on the left, and then evolving forward over one period where
the shape of the front repeats itself one period later, black
curve on the right.
After a front has converged to the mode-locked profile,
Fig. 5 shows several equally spaced intermediate time
steps of its evolution over one mode-locked period for
the (1,1) mode-locking case. The black curve on the left
maps to the black curve on the right one mode locked pe-
riod later. The intermediate curves are snapshots of how
a front evolves over one period. Note that the propaga-
tion of the front down the channel is not strictly mono-
tonic. As Fig. 5 shows some intermediate steps are closer
together and some farther apart. Also it is interesting
to see the formation and loss of swallowtails in between
periods as the front evolves. Lastly we could chose any
intermediate front and map it forward one period and
that shape would repeat, there is nothing special about
the shape of the front in respect to mode-locking.
Figure 6 and Figure 7 show mode-locked fronts of
type (1,2) and (3,5) respectively. These images show that
the BIM model can also accurately capture higher order,
i.e. period, mode-locking similar to the grid based ap-
proach used by Cencini et. al. ”Finding” higher order
mode-locking presents some interesting numerical chal-
lenges however, we developed a robust approach that will
be covered in detail in the appendix.
5FIG. 6. Simulation of (1,2) mode-locked front propagating
down the channel for two periods.
B. Mode-locked fronts are composed of BIMs
In this section, we derive our main mathematical re-
sult, Proposition 2, a structural characterization of mode-
locked fronts. We first introduce some notation. The
stroboscopic map F evolves an initial point (x, y, θ) for-
ward via Eq. (4) for one forcing period T . The shift map
S translates a point forward by a single vortex pair, i.e.
S(x, y, θ) ≡ (x+ 2, y, θ). (6)
Finally, we define the composite map F (N,M),
F (N,M) ≡ S−N ◦ FM , (7)
which simply evolves an initial point forward M forcing
cycles and then shifts it backward by N vortex pairs.
By definition, an (N,M) mode-locked front must be
invariant under F (N,M) in order to satisfy the original
characterization of mode-locking, Definition 1. Impor-
tantly, the mode-locked front is on the boundary between
the burned and unburned regions, i.e. it is the bounding
front B of the potentially longer curve that may extend
into the burned region. As with frozen fronts in station-
ary flows, the projection of B into xy-space need not be a
single smooth segment, but may have corners where two
segments join. Unlike frozen fronts, however, the projec-
tion of B may have multiple disconnected pieces. One
of these pieces constitutes the leading front of the mode-
locked front, i.e., the part of the curve that directly con-
tacts the infinite unburned domain. This leading front
consists of a finite union of smooth segments connecting
the top of the channel to the bottom. The other con-
nected components of the mode-locked front all bound
voids that trail the leading front.
Note that in the full phase space, B is a finite union of
closed disjoint segments. As B evolves forward in time,
these segments will be stretched and folded so that they
are ultimately longer than the original B. Thus, B is only
invariant in the sense that F (N,M)(B) includes the orig-
inal B, i.e. B ⊂ F (N,M)(B). Figure 8 shows an example
of this behavior, where an initial bounding front B (blue
in Fig. 8a) evolves forward to the curve F (N,M)(B) (blue
in Fig. 8b). Because of the extreme stretching, the tiny
red segment in Fig. 8a grows to cover the entire leading
front (red) in Fig. 8b.
We next show that for the system to exhibit mode-
locking of type (N,M), there must exist a relative peri-
odic orbit (RPO) of Eq. (4) on the mode-locked front B.
A relative periodic orbit is an orbit that is periodic when
viewed relative to the comoving reference frame, i.e. the
reference frame moving with a uniform velocity equal to
the average front velocity vf [Eq. (2)]. More precisely,
we define a relative periodic orbit of type (N,M) to be
an orbit that is shifted forward N vortex pairs after M
driving periods, which can be equivalently stated as fol-
lows.
Definition 2 An (N,M) relative periodic orbit (RPO)
is a fixed point under F (N,M).
Much of the structure of the mode-locked front B is re-
vealed by analyzing the inverse map (F (N,M))−1, which
shrinks B, i.e. (F (N,M))−1(B) ⊂ B. Since B is a collec-
tion of segments, (F (N,M))−1 restricted to B is topolog-
ically equivalent to a differentiable map f : ∪iIi → ∪iIi
defined over a finite collection of disjoint closed intervals
{Ii} on the real line. For any such f , there must exist
some interval I ′ that maps into itself after some number
of iterates k ≥ 1, i.e. fk(I ′) ⊂ I ′. By the Brouwer Fixed
Point Theorem27 (equivalently, the Intermediate Value
Theorem in 1D) fk has a fixed point x ∈ I ′. More gener-
ally, it is easy to see that fk will generically have a finite
odd number of fixed points in I ′ that alternate between
stable and unstable, i.e. SUSU...US, with at least one
stable fixed point. Thus, all points in I ′ (except the un-
stable fixed points) will converge to a stable fixed point
under fk. These facts are true for any interval I ′ that
eventually maps into itself under f . For any interval I˜
that doesn’t eventually map into itself, I˜ will eventu-
ally map into an interval that does, i.e. f `(I˜) ⊂ I ′, and
hence all points in I˜ converge to a stable fixed point of
fk. These results for f readily imply the following facts
for the mode-locked front B.
(i) A mode-locked front of type (N,M) contains an
RPO of type (kN, kM) for some integer k ≥ 1. This
RPO is unstable in the direction tangent to the front.
Furthermore, each smooth segment of the mode-locked
front either has no RPOs or a finite odd number of RPOs
that alternate between unstable and stable in the direc-
tion tangent to the front, i.e. USU...SU. Thus, while each
smooth segment of a frozen front must contain a BFP
(Prop. 1), it is not necessary for each smooth segment
of a mode-locked front to contain an RPO. For example,
the mode-locked front in Figure 9a has two smooth seg-
ments joined at a swallowtail. Only one of these segments
contains an RPO.
(ii) Every point on the mode-locked front (except the
RPOs that are stable in the tangent direction) is in the
unstable manifold of an RPO that is unstable in the tan-
gent direction. Note that the smooth segment in Fig. 9a
that does not contain an RPO nevertheless lies within
the unstable manifold of the RPO.
Result (i) above can be further refined: only the lead-
ing front can contain RPOs. This is because each void
trailing the leading front can only persist for a finite
amount of time, as the void is of finite area and the
front consumes unburned fluid at a constant rate per unit
6FIG. 7. Simulation of (3,5) mode-locked front propagating down the channel for nine periods.
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FIG. 8. Simulation of (1,1) mode-locking demonstrates the
extreme stretching experienced by the bounding front under
the map F (1,1). Blue bounding front (a) maps to blue front
(b). Small red segment (a) maps to red bounding front (b).
(a) (b)
FIG. 9. (a) Mode-locked front with RPO in red. The front
has a swallowtail that extends into the burned region. Here
the bounding front is composed of two segments only one of
which has the RPO. (b) Mode-locked front with RPO in red,
and a void (unburned region) trapped behind the bounding
front. If an RPO of another type were present on any segment
of the front that encompasses the void it would not persist
indefinitely. All the unburned material behind the bounding
front will become burned thus it is not possible to have two
simultaneous mode-locking types.
length. The unburned fluid inside a void must be repeat-
edly refreshed by the voids being “pinched off” from the
leading front, with the boundaries of the voids thus be-
ing on the unstable manifolds of RPOs on the leading
front. This is exactly what is seen in Fig. 9b. Further-
more, if there are multiple RPOs (of type (kN, kM)) on
the leading front, their ordering along the front cannot
change under F (N,M); if this were to happen then one
RPO would have to pass in front of the other and the
trailing RPO would end up in a void or within the burned
region. Neither of these is possible. Thus, no RPO can
trade places with any other RPO under the map F (N,M),
which means that each RPO is a fixed point of F (N,M)
so k = 1.
We now consider only those mode-locked fronts that
are stable to small perturbations, making them physically
relevant to the experiments. This stability of the front
implies that all RPOs must be stable in the remaining
two directions, i.e. the RPOs have stability SSU or SSS
in the full phase space.
Thus, the mode-locked front is generated by a finite
number of SSU RPOs, where the front continuously
grows out of the RPOs as time evolves. Tracking a point
on one of these BIMs as a function of time, we find that
it ceases to be on the mode-locked front only when it
strikes the channel wall or hits another point along the
BIM, where it then penetrates the burned region. A point
on the mode-locked front can also converge onto an SSS
RPO on the front. We summarize with the following
proposition analogous to Proposition 1.
Proposition 2 Mode-locked fronts are built from BIMs.
More precisely, a physically stable mode-locked front of
type (N,M) is generated by a set of SSU RPOs of type
(N,M). The mode-locked front is obtained from those
points on the BIMs of the RPOs that have never previ-
ously struck some other point on the BIMs or struck the
channel wall. The BIM segments in the mode-locked front
may have endpoints at the wall, at another BIM segment,
or at an SSS RPO.
Finally, it is important to note that the RPOs that
generate the front must in fact lie on the bounding part
of their BIMs. That is, as the BIMs grow out from the
RPOs, they must not burn through an RPO. Said an-
other way, each RPO must never pass through its own
BIM or that of another SSU RPO. This possibility will
be discussed in greater detail in Sect. IV.
IV. CHANGES IN MODE-LOCKING AS v0 IS
INCREASED.
The dynamical systems approach outlined in
Sect. III B leads to a greater understanding of the
underlying mechanism for mode-locking. Figure 10 is
a plot of the x-coordinate of one point of an RPO as
a function of front speed v0. Here we show SSU and
SUU RPOs for mode-locking types (1,1), (1,2), (2,3),
and (3,5). Following the burning speed from left to right
we see that mode-locking orbits are born in saddle-node
bifurcations.
Figure 10 also shows that for a given value of v0, mul-
tiple RPOs can coexist. The mode-locking type that is
physically realized will be the type with the fastest RPO.
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FIG. 10. Bifurcation diagram of the RPOs as a function of
v0. Multiple RPOs exist for the same parameters. Average
front speed of dominant ML front (Eq. 2) is monotonic in v0.
Insets shows that each ML RPO is created in a saddle-node
bifurcation.
This must be true because the mode-locked front with
the fastest burning speed will overtake any other RPOs
present engulfing them in the burned region. Note that
while the overtaken RPO may temporarily exist within a
void, this void will vanish in a finite time as argued pre-
viously. Thus it is not possible to have two simultaneous
mode-locking types. We refer to the fastest mode-locking
RPO (or front) as being dominant.
Observe that the mode-locking front speed increases
monotonically with v0 as can be seen from the progres-
sion of mode-locked types from (1,2) → (3,5) → (2,3) →
(1,1), with speeds in proportion to 1/2 → 3/5 → 2/3 →
1. To explain this monotonicity consider the evolution of
a mode-locked front with parameter v0. Now consider the
evolution of the same initial front with parameter v0 + .
The region burned by the second front will be a superset
of the region burned by the original mode-locked front.
Therefore the front with the larger v0 cannot travel more
slowly.
Notice that the loss of a particular mode locking type
(N,M) is not due to the disappearance of the (N,M)
RPO. For example, in Fig. 10, the (1,2) SSU RPO dis-
appears in a saddle-node bifurcation at v0 ≈ 0.45. How-
ever, by this value of v0, the (1,1) RPO has already taken
over the dominant mode-locking role. In fact, the mode-
locking role is lost even earlier, by v0 ≈ 0.09 when the
(3,5) RPO is created. The question remains: what has
changed about the structure of the (1,2) SSU RPO and
its unstable manifold that causes it to lose its dominance?
Clearly, it will lose dominance as soon as a faster RPO is
created. But, can we determine when dominance is lost
by looking at the RPO and its unstable manifold alone?
We shall see below that loss of dominance coincides with
a global bifurcation in the structure of the unstable man-
ifold.
Figure 11a shows a (1, 2) RPO and a piece of its BIM
at time t = 0, with burning speed v0 = 0.0873. Using
the data from Fig. 10, it can be shown that there is also
a mode-locked front of type (3, 5) at this value of v0. Be-
cause the (3, 5) RPO is faster, we can conclude that the
(1, 2) RPO cannot be dominant. What about the struc-
ture of the (1, 2) front causes it to lose its dominance? To
appreciate the mechanism at work, we evolve the (1, 2)
front forward one period in Figure 11. Over that time,
the RPO moves upward from the bottom boundary to
the top boundary. At the same time, the BIM devel-
ops a long “finger” along the top boundary, Figs. 11b
and 11c. As the RPO continues upward it collides with
the finger; importantly, it may then pass into the fin-
ger because the colliding fronts have opposite burning
directions, Fig. 11d. Finally, at the end of one period,
the RPO is no longer on the bounding front. As dis-
cussed in Sect. III B, a physical mode-locked front must
be the boundary between the burned and unburned re-
gions, and thus this RPO fails to generate a dominant
mode-locked front. In other words, an RPO fails to be
dominant if it passes through its own BIM or the BIM
of another mode-locked RPO. This is already implied in
Proposition 2 by the statement: “The mode-locked front
is obtained from those points on the BIMs of the RPOs
that have never previously struck some other point on
the BIMs.” The reason Fig. 11a is deceptive is because
we have not plotted a sufficiently long piece of the BIM.
A necessary condition, and a nice check, for whether an
RPO is dominant is that the evolution of the front over
one period does not produce any new segments on the
bounding front, which is clearly violated in Fig. 11. Fi-
nally, when varying v0, a dominant mode-locked front
loses its dominance at that value of v0 where the RPO
first lies on (the xy-projection of) the BIM itself.
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Appendix A: Numerical computation of RPOs
We employ the following method for finding RPOs. For
a given value of v0, a reaction is stimulated and evolved
forward until there appears to be a consistent pattern in
the reaction front of some mode-locking type. We have
shown in Fig. 4 that the convergence to the mode-locked
front is fast, thus after running a simulation we can in-
fer the mode-locking type by plotting the results similar
to those shown in Fig. 3. To confirm our intuition we
can take a front(s) and the suspected mode-locking type
(N,M), and apply (Eq. 7) to ensure the front(s) is in-
variant. Finally, we employ a “multishooting” approach,
8t=0
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FIG. 11. The mechanism by which the (1,2) mode-locked
front loses its domanince with v0 = 0.0873. (a) At t = 0 the
RPO sits near the channel boundary. (b,c) The RPO moves
upward while the front develops a long “finger” along the top
boundary. (d) The RPO moves up, colliding with the “finger”.
Oppositely oriented fronts can interpenetrate. (e) Final frame
shows a bounding front with multiple components. This RPO
is no longer on the bounding front, and therefore not the RPO
associated with the dominant mode-locking type.
with M initial guesses, and Newton’s method to find the
RPOs for the given value of parameters. The multishoot-
ing approach and the way in which we choose the initial
points are outlined below.
1. Multishooting approach
For an assumed mode-locking type (N,M), we define
a map GN,M which operates on a set of M points. This
composite map first applies F to each of the M points.
It then shifts only the Mth point backward by 2N vor-
tices. Finally, the indices of the M points is cyclically
permuted (1 → 2, . . . ,M → 1). While the RPO is a pe-
riodic orbit of FN,M , it is a fixed point of GN,M . We
demonstrate this graphically for type (2,3) mode lock-
ing in Fig. 12. Each initial guess (diamond) is mapped
forward for one period (circle). The last point is then
shifted back by 2N = 6 vortices and the ordering of the
points is cyclically permuted. The RPO is now a fixed
point of G2,3.
Finally, to find the RPOs, we consider the difference
between inputs x and outputs GN,M (x). Using New-
ton’s Method, a standard fixed point finding algorithm,
we determine the RPO.
2. Choosing an initial seed
The chaotic behavior of the system dictates that we
take care in choosing our seeds. For example, it was
found that for (3, 5) mode-locking, the above method
only converged when the seed was already within 1×10−4
in each of the nine dimensions. We employ the follow-
ing algorithm: First, we evolve an arbitrary front until
it has converged to a mode-locked front (blue spanning
front in Fig. 13). This front is then parameterized using
its (2D) Euclidean distance and resampled at a high den-
sity (using about 10,000 points). Maintaining this same
parameterization, it is evolved forward for several more
periods. (Here, two is sufficient.) Due to the extreme
stretching, all points on the last front (black front in
Fig. 13) have the same parameter value to within 1×10−5
of each other. We then used any one of the parameter
values on the last front (black front in Fig. 13) to deter-
mine where the point lies on the first parameterized front
(blue front in Fig. 13). For the (2, 3) mode-locking type,
we simply used the point on the first front (blue) whose
parameter value was closest to the chosen point on the
last front (black). For the higher order (3, 5) type, it was
necessary to interpolate a point on the first parameter-
ized front with the chosen parameter value from the last
front.
This process is repeated for each successive point of the
RPO for the assumed mode locking type.With these seeds
we utilized the multishooting method described above to
find the RPOs. This method of choosing seeds provided
the highest chance of convergence of Newton’s method.
1S. Strogatz, Sync: How Order Emerges From Chaos In the Uni-
verse, Nature, and Daily Life (Hachette Books, 2003).
2V. N. Belykh, I. F. Pedersen, and O. H. Soerensen, “Shunted-
josephson-junction model. ii. the nonautonomous case,” Phys.
Rev. B 16, 4860 (1977).
3T. Kawaguchi, “Complex dynamics of mode-locking in a joseph-
son junction network,” Physica C 463–465, 266–270 (2007).
4H. A. Haus, “Mode-locking of lasers,” IEEE Journal of Selected
Topics in Quantum Electronics 6, 1173–1185 (2000).
5A. Mandal and P. Wahi, “Mode-locking and improved harmonic-
ity for real strings vibrating in the presence of a curved obstacle,”
Nonlinear Dynamics , 1–22 (2017).
6N. H. Fletcher, “The nonlinear physics of musical instruments,”
Reports on Progress in Physics 62, 723 (1999).
7D. Beule, A. Forster, and T. Fricke, “Simulation of ionization-
front propagation in dense plasma by markoff automata,” Z.
Phys. Chem 204 (1998).
91
2
3
1
2
3
1′
F
F
F
S−3
FIG. 12. Multishooting: The diamonds represent the seeds. These points are mapped forward under F with the assumed
mode-locking type, (2, 3) in this example, resulting in the circles. The last point is then shifted back by 2N vortices. Finally
to find the RPOs we take the difference between the initial and mapped forward points and use Newton’s method to find the
roots of this difference map.
(a)
(b) (c)
FIG. 13. Seed Finding: (a) Shows mode-locking of type (1,2).
The blue front is mapped forward for two periods resulting in
the red and black fronts, respectively. The rectangle on the
blue front in (a) encompasses the points that, once mapped
forward, comprise the red and black fronts. (b) shows the
zoomed in region in (a). Here a new rectangle encompasses
the region where the black front originates. (c) shows the
zoomed in region in (b). For finding good initial guesses for
Newtons method, the black point remaining in (c) is a seed
for the RPO.
8A. Scotti and J. Pineda, “Plankton accumulation and transport
in propagating nonlinear internal fronts,” J. Mar. Res 65, 117
(2007).
9T. Tel, A. de Moura, C. Grebogi, and G. Karolyi, “Chemical and
biologic activity in open flows: A dynamical system approach,”
Phys. Rep 413, 91 (2005).
10A. N. Kolmogorov, I. G. Petrovskii, and N. S. Piskunov, “A
study of the diffusion equation with increase in the amount of
substance, and its application to a biological problem.” Moscow
Univ. Bull. Math 1:1 (1937).
11G. O’Malley, M. Paoletti, M. Schwartz, and T. H. Solomon,
“Pinning and mode-locking of reaction fronts by vortices,” Com-
mun Nonlinear Sci Numer Simulat 16, 4558–4563 (2011).
12M. Cencini, A. Torcini, D. Vergni, and A. Vulpiani, “Thin front
propagation in steady and unsteady cellular flows,” Phys Fluids
15, 679–88 (2003).
13N. Peters, Turbulent Combustion (Cambridge University Press,
Cambridge, U.K, 2000).
14M. Abel, M. Cencini, D. Vergni, and A. Vulpiani, “Front speed
enhancement in cellular flows,” Chaos 12, 481–488 (2002).
15M. S. Paoletti and T. H. Solomon, “Front propagation and mode-
locking in an advection-reaction-diffusion system,” Phys. Rev. E
72, 046204 (2005).
16M. S. Paoletti and T. H. Solomon, “Experimental studies of front
propagation and mode-locking in an advection-reaction-diffusion
system,” Europhys. Lett 69, 819 (2005).
17J. Mahoney, D. Bargteil, M. Kingsbury, K. Mitchell, and
T. Solomon, “Invariant barriers to reactive front propagation in
fluid flows,” EPL 98, 44005 (2012).
18K. A. Mitchell and J. Mahoney, “Invariant manifolds and the
geometry of front propagation in fluid flows,” Chaos 22 (2012).
19M. Abel, M. Cencini, D. Vergni, and A. Vulpiani, “Front prop-
agation in laminar flows,” Phys. Rev. E 64, 046307 (2001).
20Z. Neufeld and E. Hernandez-Garcia, Chemical and Biological
Processes in Fluid Flows: A Dynamical Systems Approach (Im-
perial College Press, London, 2009).
21P. Megson, M. Najarian, K. Lilienthal, and T. Solomon, “Pin-
ning of reaction fronts by burning invariant manifolds in extended
flows,” Phys. Fluids 27, 023601 (2015).
22J. R. Mahoney, J. Li, C. Boyer, T. Solomon, and K. A. Mitchell,
“Frozen reaction fronts in steady flows: A burning-invariant-
manifold perspective,” Phys. Rev. E 92, 063005 (2015).
23J. R. Mahoney and K. A. Mitchell, “A turnstile mechanism for
fronts propagating in fluid flows,” Chaos 23, 043106 (2016).
24R. S. Mackay, J. D. Meiss, and I. C. Percival, “Transport in
hamiltonian systems,” Physica D 13, 55–81 (1984).
25S. Chandresekhar, Hydrodynamic and Hydromagnetic Stability
(Clarendon Press, Oxford, 1961).
26T. H. Solomon and J. P. Gollub, “Chaotic particle transport in
time-dependent rayleigh-be´nard convection,” Phys. Rev. A 38,
6280 (1988).
27J. R. Munkres, Elements of Algebraic Topology (Perseus Books
Pub, New York, 1993).
