Introduction
The remarkable chemical properties of RNA allow transcripts in vivo to directly interact with themselves (via so-called RNA structure) or in trans with other transcripts, DNA and proteins. Many known RNA functions are expressed in terms of RNA structure. Substantial insight into the potential functional roles of any RNA can already be gained by studying its so-called RNA secondary structure, i.e. the set of base-paired sequence positions that form base pairs via hydrogen bonds (the consensus base pairs are {G, C}, {G, U } and {A, U }). Obviously, the functional roles of any RNA can be encoded not only via RNA structure features, but also via sequence signals such as the sequence of codons defining a contiguous open-reading frame at messenger-RNA (mRNA) level or the sequence of nucleotides defining a protein-binding site. As it turns out, many ways of encoding functional information into a transcript are mutually compatible. For example, any given transcript may have RNA structure while simultaneously interacting with other molecules such as other transcripts, DNA or proteins. Or, one and the same stretch of RNA may encode a functional RNA structure as well as codon information on protein synthesis. Cases like these are not only found in viral genomes where space constraints force different layers of information to overlap (Pedersen et al. 2004b; Watts et al. 2009 ) but can also occur in otherwise perfectly ordinary coding transcripts of model organisms such as human, mouse and fruit fly. Luckily, overlapping layers of information can be detected in silico provided dedicated computational methods are employed that are capable of explicitly dis-entangling them (Pedersen et al. 2004a,b; Meyer and Miklos 2005) . It is already known that RNA structure features can act as exquisite sensors of the complex in vivo environment and change according to sometimes subtle changes of intrinsic and extrinsic factors.
Examples of these factors range from single-nucleotide modifications of the primary RNA transcript (e.g. tRNAs and rRNAs require a range of well-defined chemical modifications at distinct sequence positions in order to become functionally active in vivo) and other changes of the primary transcript sequence (cleavage, splicing, tail-adding, A-to-I RNA editing, etc.) to changes of the surrounding temperature, changing trans interacting partners (ligands, other RNAs, proteins, DNA) and changes of the transcription speed. A wealth of recent evidence supports the notion of alternative RNA structure expression (Meyer 2017) , i.e. that a single transcript can encode and express not just one, but several distinct RNA structures which are differentially expressed depending on the specific in vivo environment. Known cases do include examples not only from bacteria, but also from model organisms such as the fruit fly (Steif and Meyer 2012; Zhu et al. 2013; Zhu and Meyer 2015; Mazloomian and Meyer 2015) . There is, for example, strong statistical evidence for differentially expressed, local RNA structure features near splice sites that define tissue-specific splice isoforms (Mazloomian and Meyer 2015) . The corresponding RNA structure changes are mediated by tissue-specific A-to-I RNA editing of these structural features (Mazloomian and Meyer 2015) . Alternative RNA structure expression allows one and the same (coding or non-coding) transcript to wear a series of distinct functional hats throughout its cellular life depending on its directly surrounding in vivo environment (extrinsic factors) and any modifications it undergoes itself (intrinsic changes). Taken together, the transcriptome thus offers exceptional potential to functionally link all layers of the central dogma of biology in a well-regulated manner that depends on the specific in vivo environment, thereby influencing gene expression and determining the organism's overall complexity. For better or worse, the days where we may silently assume the validity of the onesequence-one-structure dogma are over. This has far-reaching implications on how we should experimentally probe RNA structures and trans RNA-RNA interactions in vivo and how we should model these features computationally.
Whereas protein-protein, DNA-protein and protein-RNA interactions have been the subject of intense experimental and computational research for a while, transcriptome-wide investigations of RNA structures and general methods for detecting trans RNA-RNA interactions in vivo have only emerged fairly recently. On the experimental side, one major step forward was made very recently (2016) via the publication of three experimental protocols that can directly probe both RNA structure features and trans RNA-RNA interactions in a transcriptome-wide fashion in vivo. On the computational side, ab initio methods for predicting truly novel trans RNA-RNA interactions based on primary sequence data are only just emerging (Lai and Meyer 2016) . Even these most recent experimental methods rely heavily on the computational analysis of their raw data to infer any actual RNA structures or trans RNA-RNA interactions. Any biological insight gained from experimental in vivo studies is thus a complex function of the combined experimental and computational strategies employed. The purpose of this review is therefore to describe, highlight and discuss key features of these experimental and computational pipelines that contribute critically to the overall results. The focus here is thus almost exclusively on method development. We therefore refer the reader to the respective original papers and recent reviews, e.g. (Bevilacqua et al. 2016) , regarding the biological insights gained.
Transcriptome-Wide Experimental Methods for Determining RNA Structures In Vivo in a Nucleotide-Specific Way
In vivo, RNAs are surrounded by aqueous solution. Any experimental investigation of RNA secondary structures and trans RNA-RNA interactions (RNA structures and RNA-RNA interactions in the following) with potential relevance to biological in vivo systems thus has to happen in solution (Ehresmann et al. 1987 ).
Brief Survey of Experimental In Vitro Methods

Physical Methods
Early experimental methods for RNA structure probing comprise physical methods such as X-ray crystallography and nuclear magnetic resonance spectroscopy (NMR) (Lengyel et al. 2014) . Both methods take the RNA out of its cellular context, especially so X-ray crystallography, where the ability to crystallise implies the almost complete removal of the solvent. Even then, not all RNAs crystallise equally well (some not at all), so that database of RNA structures derived by X-ray crystallography has inherent biases. NMR imposes a considerable limitation on the length of the RNAs that can be investigated. Both in vitro methods are low-throughput in the sense that they typically investigate a single RNA at a time. Especially NMR requires considerable human expertise to design and interpret all experiments required to determine a RNA structure. Experiments for different RNAs are considered on a case by case basis. These general limitations none-withstanding, NMR and X-ray crystallography have generated a wealth of important insights on RNA structure properties in vitro. Discrepancies between the RNA structures derived from NMR and from X-ray crystallography experiments give an early indication that RNA structure features are fairly contextsensitive (Higgs 2000) . Based on these early observations, differences between RNA structures in vitro and in vivo could thus be expected.
Enzymatic Methods
RNA structure features can also be probed using RNases. These ribonucleases correspond to naturally occurring proteins that cleave at specific paired (i.e.
double-stranded (ds)) or unpaired (i.e. single-stranded (ss)) nucleotides. Each type of RNase comes with distinct specificities (e.g. RNAse T1 (ssG), RNAse A (ssC/U), RNAse S1 (ssRNA) and RNase V1 (dsRNA)). Probing the same RNA with different RNases in separate experiments is a good way to independently assess complementary RNA structure features (and to also estimate the corresponding false positive rates via consistency checks). The size of these proteins (> 10,000 Da) (Ehresmann et al. 1987) , however, prevents them from easily crossing cellular membranes and from resolving smaller RNA structure details, e.g. small bulges. Their use has thus been limited to in vitro studies so far (Ehresmann et al. 1987; Weeks 2010; Knapp 1989; Woese et al. 1980; Aultman and Chang 1982; Guerrier-Takada et al. 1983; Kertesz et al. 2010) .
In vitro experiments have the advantage of allowing to examine select aspects of the complex in vivo environment in isolation, e.g. changes in the ion concentrations, temperature or interaction partners. In vivo, however, many such effects including those that cannot be easily replicated in vitro conspire to create a complex environment that cannot be readily replicated in vitro. This is mostly due to the fact in vivo, intrinsic and extrinsic changes to the transcript happen in a space-wise and time-wise carefully orchestrated way which is often impossible to replicate in vitro. Several experimental and theoretical studies have, for example, confirmed that RNA structure formation in vivo can happen co-transcriptionally and that this yields functional RNA structures that can differ significantly from the so-called minimumfree-energy (MFE) RNA structures predicted for already synthesised transcripts assuming thermodynamic equilibrium (Morgan and Higgs 1996; Meyer and Miklos 2004; Wiebe and Meyer 2010; Lai et al. 2013; Proctor and Meyer 2013 ). This effect is particularly pronounced for transcripts longer than around 200 nt (Morgan and Higgs 1996) , i.e. a significant portion of any transcriptome.
Overall, it should not come as a surprise that RNA structures in vitro have been found to differ from those in vivo (Kwok et al. 2013; Tyrrell et al. 2013; Lai et al. 2013 ). This has major implications for how we should computationally model RNA structures and RNA-RNA interactions that are functionally relevant in vivo. As we will see in the following, many well-known and commonly-used computational methods for predicting these features are based on the assumption that the RNA in question is in thermodynamic equilibrium (and already fully synthesised).
Experimental Methods for Determining RNA Structures
In Vivo
Many existing experimental methods for RNA structure determination in vivo rely on small structure probing molecules (< 500 Da) that (a) can either be readily introduced into living cells via the cellular membrane (Kwok et al. 2013; Zaug and Cech 1995; Wells et al. 2000; Moazed et al. 1986; Harris et al. 1995; Merino et al. 2005; Wilkinson et al. 2006; Mortimer and Weeks 2007; Watts et al. 2009; Steen et al. 2012; Rice et al. 2014; Spitale et al. 2015) or that (b) be generated directly inside the cell (e.g. hydroxyl radicals generated by the high-flux photon beam of a synchrotron source (Latham and Cech 1989; Sclavi et al. 1997) ). One exception is RNA structure probing via cryo-electron-microscopy (cryo-EM) (Lengyel et al. 2014 ) which shall not be discussed here as it is a low-throughput. Similar to RNases, both strategies ((a) and (b)) can be used to probe many RNAs simultaneously, i.e. in a massively parallel fashion. Unlike RNases which act by cutting the transcripts into shorter sub-sequences, these strategies only modify individual nucleotides of the underlying transcripts chemically. Compared to RNases, these chemical RNA structure probing methods thus have the significant, strategic advantage of respecting the linear identity of the underlying transcript. One significant disadvantage of these chemical RNA structure probing methods, however, is that higher-dimensional information on secondary and tertiary RNA structure features is converted into position-specific information along the linear sequence of the transcript. This linearisation implies, in particular, that any direct information on actual base pairs is entirely lost. The main task of the computational interpretation is thus to convert the experimental probing information for individual nucleotides back into RNA structures involving actual base pairs. It is important to note here that all of these experimental methods chemically modify single, individual nucleotides, but that the reason for each such modification typically extends well beyond the confines of the modified nucleotide itself. That is, the modified nucleotide captures its wider secondary and tertiary RNA structure context. It is thus not entirely appropriate to say that these chemical RNA structure probing methods have single-nucleotide resolution. We will see later on that this has important implications for the computational interpretation of the experimental structure probing data.
Depending on the chemical used for chemical RNA structure probing, these methods can be sub-divided into those that target unpaired nucleotides in a nucleotide-specific way and those that act in a ribose-specific way, see Table 1 for an overview. The first group comprising DMS and CMCT modifies distinct positions in a nucleotide-specific way, but unpaired nucleotides only, whereas reagents of the second group (so-called SHAPE reagents) alkylate the C2'-hydroxyl group of the ribose and thereby the group acts in a way which is neither nucleotide-specific nor completely pairing-status-specific. SHAPE stands for selective 2'-hydroxyl alkylation analysed by primer extension (McGinnis et al. 2012; Merino et al. 2005; Weeks 2010 ). SHAPE reagents assess the flexibility of the RNA backbone and thereby probe the local RNA structure environment of each type of nucleotide. Raw SHAPE reactivity values thus have the advantage of covering both paired and unpaired nucleotides in any given RNA. The downside, however, is that the distributions of SHAPE values for paired and unpaired nucleotides typically have a non-negligible overlap which requires carefully computational dis-entangling. An additional complication arises due to the fact that all SHAPE reagents also react with water. Different SHAPE reagents have different half-lives in water (t 1/2 hydrolysis at a specific temperature) spanning several orders of magnitude. These details have Chemical probing of transcriptome-wide RNA structure features (see cis above) in vivo has so far been done utilising both nucleotide-specific (DMS and CMCT) and ribose-specific reagents (NMIA, 1M7, 1M6, NAI-N3, hydroxyl radical (Latham and Cech 1989; Sclavi et al. 1997; Soper et al. 2013) ). The nucleotide-specific reagents modify only unpaired sequence positions in a highly nucleotide-specific way. In contrast to this, most ribose-specific reagents act by alkylating the C2'-hydroxyl group of the ribose of an individual sequence position and thereby assesses the flexibility of the RNA backbone in the vicinity of the chemically modified nucleotide. In contrast to the nucleotide-specific reagents, these so-called SHAPE reagents thus yield chemical modifications of both, unpaired and base-paired nucleotides. These reagents ((1)-(6)) have been used in transcriptome-wide screens of RNA structure features in vivo, see Table 2 and the text for more information. AMT and biopsoralen are both psoralen-derivatives. They covalently cross-link base-pairing pyrimidines in conjunction with UV-light at 365 nm. This cross-linking can be reversed using UV-light at 254 nm. They have been used in recent, transcriptome-wide in vivo experiments to probe both RNA structure features (see cis) and trans RNA-RNA interactions (see trans), see Table 2 and the text for more information. Abbreviations used: DMS (dimethyl sulfate) (Kwok et al. 2013; Zaug and Cech 1995; Wells et al. 2000) , CMCT (1-cyclohexyl-(2-morpholinoethyl)carbodiimide metho-p-toluene sulfonate) (Moazed et al. 1986; Harris et al. 1995) , NMIA (N-methylisatoic anhydride) (Merino et al. 2005; Wilkinson et al. 2006 ), 1M7
(1-methyl-7-nitroisatoic anhydride) (Mortimer and Weeks 2007; Watts et al. 2009 ), 1M6
(1-methyl-6-nitroisatoic anhydride) (Steen et al. 2012; Rice et al. 2014) , NAI-N3 (2-methylnicotinic acid imidazolide-azide) (Spitale et al. 2015) , AMT (4'-aminomethyltrioxsalen) (Calvet and Pederson 1979; Sharma et al. 2016; Lu et al. 2016 ) and biopsoralen (biotinylated psoralen (psoralen-PEG 3 -biotin)) (Aw et al. 2016) to be carefully considered for making the correct choice for each specific research question, e.g. when trying to investigate RNA structure features as function of time.
In principle, it is also possible to probe RNA structure features with molecules that occur naturally to some extent in living cells, e.g. hydroxyl radicals (Latham and Cech 1989; Sclavi et al. 1997 ). Similar to SHAPE reagents, this chemical acts in a ribose-specific manner and acts both on paired and unpaired nucleotides. Unlike all SHAPE reagents, however, it modifies the C4'-H group (rather than the C2'-hydroxyl group) of the ribose and thereby tends to probe the tertiary RNA structure environment of individual sequence positions. In normal circumstances in vivo, the concentration of hydroxyl radicals is too low for RNA structure probing. In order to artificially increase the concentration for successful RNA structure probing in vivo, X-ray radiation can be used, e.g. generated by a synchrotron source which can generate photon beams of sufficiently high flux. This has already allowed RNA structure probing with high, time-wise resolution in vitro (Sclavi et al. 1997) and in vivo (Soper et al. 2013 ).
Experimental Methods for Transcriptome-Wide Probing
RNA Structures In Vivo
The above methods for the chemical probing of RNA structures in vivo can naturally probe many RNAs simultaneously. The key achievement of the last few years was to realise that these methods can be combined with high-throughput transcriptomewide next-generation sequencing (NGS). For this, RNA structure information is first converted into a linearised sequence signal. This is done for many transcripts in parallel. In a second step, these linearised sequence signals are efficiently read out using high-throughput sequencing (typically, NGS). The corresponding experimental methods can be classified according to (a) the chemical used for RNA structure probing and (b) the protocol employed for converting structure probing information into sequence-based information that can be read in a parallelised fashion using NGS techniques. The second step can comprise a variety of different extraction, depletion and enrichment steps whose features are also key determinants of the overall sensitivity and specificity of the combined experimental protocol.
As the focus here is on in vivo methods, we review in vitro methods for transcriptome-wide RNA structure only briefly. Historically, PARS (parallel analysis of RNA structures) was the first to assess RNA structures in a massively parallel fashion using RNases for enzymatic RNA structure probing (Kertesz et al. 2010; Wan et al. 2012; Righetti et al. 2016; Wan et al. 2014 Wan et al. , 2013 Del Campo et al. 2015) . Other in vitro approaches have since included those based on enzymatic structure probing (DS/SSRNA-SEQ (Zheng et al. 2010; Li et al. 2012a,b) and FRAG-SEQ (Underwood et al. 2010 ) as well as approaches based on chemical probing (DMS-SEQ (Rouskin et al. 2014 ) and RING-MAP (Homan et al. 2014 ) using DMS, HRF-SEQ (Kielpinski and Vinther 2014) and MOHCA-SEQ (Cheng et al. 2015) using hydroxyl radicals, SHAPE-SEQ and SHAPE-SEQ 2.0 (Lucks et al. 2011; Loughrey et al. 2014; Watters et al. 2016b ) (using SHAPE reagent 1M7) and SHAPES (Poulsen et al. 2015 ) (using SHAPE reagent NPIA)). Some in vitro methods employ two or more chemical reagents, e.g. CHEMMOD-SEQ (Hector et al. 2014 ) (DMS and SHAPE reagent 1M7), MAP-SEQ (Seetin et al. 2014 ) (DMS, CMCT and SHAPE reagent 1M7) and CIRS-SEQ (Incarnato et al. 2014) (DMS and CMCT) . It is especially advantageous to combine nucleotide-specific with ribosespecific chemical modifications as these complement each other and enable valuable cross-checks. These in vitro methods are appropriate for RNA structure probing, if the artificial setting can be justified for addressing specific scientific questions. Care has to be taken, however, not to simply generalise these in vitro results to various in vivo settings.
All of the existing in vivo methods employ chemical probes for RNA structure probing. In all cases, the raw structure probing data consists of probing values for individual sequence positions, not base pairs. Most of the currently existing in vivo methods employ DMS as structure probing reagent, such as STRUCTURE-SEQ (Ding et al. 2014 (Ding et al. , 2015 , DMS-SEQ (Rouskin et al. 2014) , MOD-SEQ (Talkish et al. 2014; Lucks et al. 2011 ) and targeted STRUCTURE-SEQ (Fang et al. 2015) . In addition, SHAPE-based approaches such as SHAPE-MAP (Smola et al. 2015a,b; Siegfried et al. 2014; Lavender et al. 2015; Mauger et al. 2015 ) (SHAPE reagents: 1M7, 1M6 and NMIA) and ICSHAPE (Spitale et al. 2015; Flynn et al. 2016 ) (SHAPE reagent: NAI-N3) now exist, as well as earlier in vitro approaches such as SHAPE-SEQ (Lucks et al. 2011; Mortimer et al. 2012 ) (SHAPE reagent: 1M7) that were extended to combine the earlier SHAPE-reagent with DMS-based probing in cell SHAPE-SEQ (Watters et al. 2016a,b) , see Table 2 for an overview. The major steps of all currently existing in vivo RNA structure probing methods are The first few methods ((a)-(g)) probe RNA structure features by chemically modifying individual nucleotides, either using reagents that act in a nucleotide-specific way on unpaired sequence positions only (e.g. DMS) or using SHAPE-reagents that act in a ribose-specific way and thereby assess base-paired and unpaired sequence positions (e.g. 1M7, 1M6, NMIA, NAI-N3), see Table 1 for more information. All of these methods convert RNA structure probing information into a linearised sequence signal of position-specific chemical modifications that can be read out in a massively parallel fashion using next-generation sequencing methods. In particular, none of these methods retains direct information on specific base pairs. PARIS, SPLASH and LIGR-SEQ simultaneously probe RNA structure features and trans RNA-RNA interactions by covalently cross-linking individual duplexes, i.e. more or less contiguous stretches of base pairs involving the same or two different RNAs. These duplexes are subsequently trimmed and their ends ligated, thereby retaining information on both sub-sequences involved in a duplex, before the cross-linking is reversed and the linearised duplexes are sequenced using next-generation sequencing
Step 1: RNA Structure Probing
The goal of this step is to probe RNA structures using a reagent that induces chemical modifications into individual nucleotides. The key aspect to consider is: Could any step of the protocol for RNA structure probing actually interfere with the in vivo RNA structures in a way which would alter them before they are probed? This is perhaps the most important aspect to optimise. If this fails, no subsequent step in the experimental or computational analysis can fix it. (1) For this, the chemical properties of the probing reagents need to considered and their potential direct or indirect impact on RNA structure features be examined, e.g. in dedicated in vitro experiments prior to the in vivo ones. These experiments have to be conducted in a way that can distinguish reactions on different time-scales. (2) It is also important to consider the possibility that the chemical modifications induced during RNA structure probing alter the RNA structure while it is being probed. (3) Lastly, if RNA structure probing is done by more than a single probing reagent, this should happen in separate experiments keeping everything, but the probing reagent, unchanged.
In terms of future developments, it would be beneficial to have fast and efficient ways to stop RNA structure probing in vivo. This would help to conserve the RNA structure probing signal and allow detailed investigations of RNA structures as function of time.
2.3.2
Step 2: RNA Extraction, rRNA Depletion and RNA Enrichment In this step, the pool of chemically modified transcripts of interest is extracted and enriched and unwanted transcripts are removed to prevent them from being sequenced (e.g. rRNAs which account for the majority of transcripts, yet are typically not the focus of the investigation).
The key challenge here is to ensure that extraction and enrichment are done with maximum specificity. Any true signal lost cannot be recovered later on.
For enrichment, a polyA RNA enrichment step is often applied. This implies, however, that non-polyA transcripts (e.g. non-coding RNAs, circular RNAs) are omitted from all subsequent steps of the analysis. The user needs to decide whether this is actually wanted and otherwise adapt the original protocol.
2.3.3
Step 3: Library Preparation for High-Throughput Sequencing Different in vivo RNA structure probing protocols differ substantially in how the enriched pool of chemically modified transcripts is converted into a library for NGS sequencing. As soon as the library has been sequenced, the corresponding reads have to be mapped back to the underlying genome/transcriptome before the computational analysis of RNA structure features can start. As this mapping comes with its own significant challenges, it is imperative to optimise the experimental library preparation w.r.t. the subsequent computational analysis.
Key Aspects to Consider for Optimisation
(A) What is the expected average length of the final reads (excluding the length of any primers and/or adapters that are removed in silico prior to mapping the reads back to the genome/transcriptome)?
For those methods that detect RNA structure probing signals via chemicalinduced reverse transcriptase halting, e.g. STRUCTURE-SEQ and ICSHAPE, this length is primarily determined by the average distance between the initiation site of reverse transcription (RT) and the first chemically modified nucleotide upstream. It thus depends both on the specificity of the chemical used for RNA structure probing as well as the mechanism used for RT initiation (example: DMS (which only probes unpaired nucleotides) and random hexamer primers for RT initiation in case of STRUCTURE-SEQ). Note that the mechanism used for RT initiation (e.g. random primers of different lengths may preferentially bind to single-stranded regions of the transcript) may introduce its own biases that may be relevant to the subsequent, computational RNA structure interpretation. The effective average read length may also be influenced by additional RNA fragmentation steps, e.g. random fragmentation by Mg 2+ -mediated hydrolysis in ICSHAPE. For these methods, a well-chosen combination of probing reagent and RT initiation can thus optimise the expected average read length.
For those methods that detect RNA structure probing signals via chemicalinduced reverse transcriptase read-through, e.g. SHAPE-MAP (Siegfried et al. 2014; Smola et al. 2015a,b; Lavender et al. 2015; Mauger et al. 2015) , the natural average length of reads is primarily determined by the default fragmentation step of the corresponding library preparation protocol (Nextera in case of SHAPE-MAP) and not by the average distance between RT initiation and any nucleotides modified via chemical RNA structure probing. This is a significant conceptual advantage over methods that detect RNA structure probing signals via reverse transcriptase halting.
(B) How much RNA structure probing information is retained in a single read?
Ideally, we would like to retain structure probing information for entire, individual transcripts. If we loose this information, e.g. during library preparation, we cannot detect RNA structure diversity, i.e. the possibility that different copies of the same transcript assume different RNA structures in vivo. Also, in order to maximise the RNA structure information for each individual transcript, chemical RNA structure probing should happen in a way that saturates each transcript with structure probing signals (in a way which does not risk altering the underlying RNA structure itself).
For most of the existing protocols for RNA structure probing in vivo, however, the requirements for optimising the library preparation are not in line with the above requirements for optimising the RNA structure probing information. The library preparation of STRUCTURE-SEQ and ICSHAPE, for example, is set up to generate reads that correspond to one chemically modified nucleotide only, namely the chemically modified sequence position that is first encountered upstream of the RT initiation site (chosen by a hexamer primer in case of STRUCTURE-SEQ and chosen by Mg 2+ -induced random fragmentation in case of ICSHAPE). Any correlations between RNA structure probing information from the same transcript are thereby lost. In addition, saturated RNA structure probing would have the tendency to further lower the average read length, making the subsequent mapping even harder.
The best way to circumvent this problem is to choose a library preparation protocol that does not rely on RT transcriptase halting for detecting the RNA structure probing signal. This can, for example, be done using Mn 2+ mediated reverse transcriptase read-through of the modified nucleotide positions as in SHAPE-MAP. This strategy, however, has the undesired side effect of introducing a generally higher error rate for reverse transcription.
(C) What is the overall efficiency of all steps in the protocol? Some protocols, e.g. ICSHAPE, incorporate a second enrichment step by chemically treating the RNA-structure-probed transcripts in a second step in vivo to prepare their subsequent biotinylation using click-chemistry (this happens after RNA extraction, rRNA depletion and RNA enrichment). This second biotin-based enrichment step has the advantage of further increasing the specificity.
Overall, protocols for in vivo RNA structure probing differ substantially in the number of steps required for library preparation. Any additional steps in the overall protocol, however, have the tendency of reducing the overall sensitivity and efficiency as the inefficiencies and biases of each step add up. Generally, it is thus advisable to minimise the total number of steps and to optimise each step in terms of specificity and sensitivity.
Interpreting the Experimental RNA Structure Probing Data In Silico
The above in vivo methods for transcriptome-wide RNA structure probing generate raw transcriptome sequencing data (reads) which must be computationally processed and interpreted for any actual RNA structures to be inferred. Basically, any computational analysis has to achieve the reversal of the experimental protocol, namely to convert a purely sequence-based signal back into RNA structures involving base pairs. This is challenging due to a number of reasons:
(a) The sequence signals induced by chemically encoded RNA structure probing can be noisy, biased and/or incomplete. For example, any particular SHAPE values cannot be unambiguously interpreted as being derived from a paired or unpaired nucleotide.
(b) RNA structure probing information from any transcript is fragmented in the existing experimental protocols, i.e. the full sequence identity of the RNA structure probing signal is lost and cannot be retrieved later computationally. Correlated structure probing information is currently only retained within individual reads. (c) Next-generation sequencing itself introduces errors and biases, e.g. sequencing errors whose rate depends on the position within each read. (d) The mapping of sequenced reads to a reference genome/transcriptome is not straightforward and can induce different kinds of errors, biases and missing data. This is a particular concern for experimental protocols that encode RNA structure probing information in terms of nucleotide changes, e.g. SHAPE-MAP. There, sequenced reads cannot be readily mapped back to their original transcripts without carefully considering SNP-like discrepancies. This requires dedicated, probabilistic mapping methods such as those used in transcriptome-wide RNA editing studies, see e.g. (Mazloomian and Meyer 2015) . (e) Only once the sequenced reads have been mapped to a reference transcriptome, can the actual inference of RNA structures begin. This can be done using a range of conceptually different computational strategies. These are introduced in the following.
Most existing computational methods focus on utilising SHAPE reactivity values as input information to infer RNA structure information. The following describes different underlying conceptual strategies for converting raw SHAPE reactivity values along one linear transcript into distinct RNA structure(s). These approaches not only employ different strategies for RNA structure prediction, but also differ in the (implicit or explicit) assumptions they make in interpreting the raw structure probing data. Roughly, all existing computational approaches can be classified according to how they address three main aspects:
(a) How the raw, sequence-position-specific RNA structure probing is processed.
Examples include re-scaling and normalisation procedures. (b) How the raw, sequence-position-specific RNA structure probing is interpreted and integrated into RNA structure prediction. (c) How RNA structures are captured in a predictive model that utilises experimental RNA structure probing data. All of these methods model RNA structures at secondary-structure level. These methods differ substantially in their implicit and explicit assumptions. Examples include thermodynamic methods that derive the thermodynamically most stable RNA secondary structure (so-called minimum-free energy (MFE) methods), methods that consider Boltzmann ensembles of RNA secondary structures in thermodynamic equilibrium and, most recently, probabilistic methods for RNA secondary structure prediction that predict the maximum likelihood RNA secondary structure, see Table 5 .
As we will see in the following, early methods incorporate experimentally derived RNA structure probing information into thermodynamic methods for RNA secondary structure prediction (MFE approach). More recently, RNA structure probing information has been integrated in a fully probabilistic manner into probabilistic methods for RNA secondary structure prediction. These new methods offer conceptually convincing ways of seamlessly combining experimental RNA structure probing data with RNA structure prediction.
Interpreting SHAPE Reactivity Values as Pseudo-Energies for Paired Sequence Positions
Many commonly used computational methods for RNA secondary structure prediction, e.g. MFOLD (Zuker 2003) and RNAFOLD (Zuker and Stiegler 1981) , utilise a so-called thermodynamic model of RNA secondary structures. These methods decompose any (pseudo-knot-free) RNA secondary structure into a sum of Legolike, structural RNA secondary structure building blocks and express the total free energy of the RNA structure as sum of the free-energy contributions of these structural building blocks. The underlying thermodynamic models, e.g. the wellknown Turner model (Mathews et al. 1999 ) on which MFOLD and RNAFOLD are based, rely on many parameters that correspond to physical entities that have been determined experimentally. For a given input RNA sequence, these models employ efficient dynamic programming algorithms such as the Zuker-Stiegler algorithm (Zuker and Stiegler 1981) to derive the RNA secondary structure with the minimum overall free energy. The corresponding minimum-free-energy (MFE) structure is reported as output. For any given input sequence, these methods predict a single MFE RNA secondary structure. Thermodynamic methods for RNA secondary structure prediction such as MFOLD and RNAFOLD make the implicit assumptions that any given input sequence (a) is already fully synthesised and (b) that it will assume an MFE RNA secondary structure. In particular, these methods assume any input RNA to be in thermodynamic equilibrium and to be naked, i.e. without any trans interaction partners such as ligands, proteins or other RNAs. As we know, this assumption is generally not justified in in vivo settings. Early efforts to integrate chemical RNA structure probing data into RNA structure prediction try to interpret these data as modifications to the default thermodynamic model used for RNA secondary structure prediction. For this, experimentally determined RNA structure probing values are somehow converted into free energy contributions assigned to individual sequence positions. Deigan et al. (2009) were the first to interpret the position-specific SHAPE reactivity values α i as position-specific free-energy corrections G D i to the nominal free energy terms in the thermodynamic model for RNA structure prediction:
Here, α i denotes the experimentally determined SHAPE reactivity value for sequence position i in the transcript (i.e. i ∈ {1, . . . , L} for a transcript of L nucleotides length) and m and b are free parameters with default values m = 2.6 and b = −0.8 kcal mol −1 , see Low et al. (2014) , Qi et al. (2012) for other parametrisations. In the dynamic programming recursion which derives the most stable RNA secondary structures, these G D i values are added to the nominal energy contribution for each base-paired sequence position i. Any contributions from SHAPE reactivity values from un-paired sequence positions are completely ignored.
This approach by Deigan was later extended to work on DMS input data (Cordero et al. 2012a ); pseudo-energies are derived from a log-likelihood ratio of a nucleotide being unpaired versus paired. Eddy (2014) pointed out that base-pairing probabilities for individual sequence positions, p i , can be linked to position-specific pseudoenergies if one may assume that a naked, fully synthesised RNA is in thermodynamic equilibrium. This can be achieved because p i (π i = 1) ∝ e − G i /RT . That is, the probability that sequence position i is base-paired, i.e. p i (π i = 1), is proportional to e − G i /RT , where G i is the pseudo-energy assigned to position i (here, R denotes the universal Gas constant and T the absolute temperature in degrees Kelvin).
Interpreting SHAPE Reactivity Values as Pseudo-Energies for Paired and Unpaired Sequence Positions
The above approach by Deigan introduces an unnatural bias into the interpretation of SHAPE reactivity values. Even though experimentally determined SHAPE reactivity values have a continuous spectrum, covering both paired and unpaired nucleotides, SHAPE-derived pseudo-energies are effectively only assigned to paired sequence positions. Zarringhalam et al. (2012) propose a strategy which is symmetric w.r.t. paired and unpaired sequence positions. Similar to Deigan, they interpret SHAPE reactivity values α i along the transcript as position-specific corrections G Z i to the free energy terms of the underlying transcript position i:
Here, α r i denotes the (rescaled version of the) experimentally determined SHAPE reactivity value and π i is the corresponding pairing status of sequence position i, i.e. π i = 0 for an un-paired and π i = 1 for a paired sequence position. The rescaling of the original SHAPE reactivity values α i is achieved via a piecewise-linear function which re-scales the values so that the resulting values satisfy α r i ∈ [0, 1]. The shape of this function was chosen to fit to the empirical likelihood ratio distribution, i.e. the paired-unpaired likelihood ratios as function of the SHAPE reactivity values. The scaling parameter β affects all sequence positions equally and can be interpreted as a universal knob to decrease or increase the contribution of SHAPE values in the thermodynamic model for RNA structure prediction.
The goal of the Zarringhalam approach is to minimise the overall difference between the experimentally derived SHAPE data and the predicted RNA structure as measured by the so-called Manhattan distance, i.e. to minimise i |π i − α r i |. Unlike the above approach by Deigan, this strategy can be mathematically shown to yield a better fit of the predicted RNA structures to the SHAPE reactivities in terms of Manhattan distance (Zarringhalam et al. 2012 ).
Introducing Pseudo-Energy-Like Free Parameters in a Fit to a Thermodynamic Ensemble of RNA Secondary Structures
Both above approaches implicitly assume that all SHAPE reactivity values correspond to a single RNA secondary structure. Washietl et al. (2012) Any discrepancies between the position-specific pairing probabilities z i (θ, e) as they can be explicitly calculated from the Boltzmann ensemble of RNA structures in thermodynamic equilibrium (where θ denotes the set of default parameters of the underlying thermodynamic model and e a vector of so-called pseudo-energy corrections e i introduced for each individual sequence position i) and the positionspecific SHAPE-derived pairing status values s i are assumed to be normally distributed with a position-independent variance σ 2 . Every sequence position i in the transcript of L nucleotides length, i.e. i ∈ {1, . . . L}, is assigned a socalled pseudo-energy term e i . In contrast to the above approaches by Deigan and Zarringhalam, however, these e i values do not have a link to SHAPE reactivities. Rather, they correspond to position-specific free parameters in a global optimisation problem and have been artificially introduced. Also these e i terms are assumed to come with a position-independent, overall variance of τ 2 . Using a gradient descent method, the method by Washietl et al. then tries to identify the vector of e i values that minimises the expression:
This optimisation can be expected to be mathematically challenging as the optimisation procedure is not guaranteed to find the global minimum and can get stuck in local minima. A priori, it is also not clear what the correct interpretation of the resulting e i values should be. They have no obvious link to SHAPE reactivity values nor to the free parameters of the underlying thermodynamic model (θ ). Also, it should be noted that the number of free parameters e i increases linearly with the length of the input sequence and that the optimisation is done for each input sequence independently.
The current implementation of the Washietl approach into the VIENNAPACK-AGE (Lorenz et al. 2016 ) allows users to explore different ways of converting structure probing data into p i values and provides several optimisation techniques.
Using SHAPE Reactivity Values in a Sample and Select Approach Using an Unperturbed Thermodynamic Ensemble of RNA Secondary Structures
All of the above approaches hinge on the validity of the assumption that experimental structure probing data can be interpreted as position-specific pseudo-energy corrections to an underlying thermodynamic model. As the detailed discussion of the above methods shows, even incorporating this assumption into a corresponding strategy for RNA structure prediction is technically and conceptually not entirely straightforward. Some groups Quarrier et al. 2010 ) have decided not to interpret structure probing data as position-specific pseudo-energy corrections at all. Instead, they assume that the in vivo environment introduces unknown changes to the nominal RNA structure of the underlying thermodynamic model (i.e. the MFEstructure as defined earlier) which cannot be modelled by tweaking the underlying parameters of the thermodynamic model. This makes sense as some effects of the in vivo environment, e.g. trans interaction partners, can conceptually not be captured by tweaking the free energy parameters of the thermodynamic model for RNA secondary structure prediction. Instead, they propose to address this challenge by sampling RNA secondary structures from the (unperturbed) thermodynamic ensemble of RNA secondary structure (Ding and Lawrence 2003; McCaskill 1990) and re-ranking the sampled RNA structures according to how well they fit the experimentally determined RNA structure probing data. This involves a distance metric such as the Manhattan distance introduced above. For calculating the fit, SHAPE reactivity values are first mapped to discrete paired/unpaired values for each sequence position using a simple thresholding approach before calculating the Manhattan distance to the sampled RNA.
These methods effectively allow for more than a single RNA secondary structure to correspond to one set of experimentally determined, position-specific RNA structure probing data, even though these RNA secondary structures conceptually derive from the same Boltzmann ensemble of many identical RNA sequences in thermodynamic equilibrium. By ranking the sampled RNA structures based on fit to the probing data only (rather than the respective probability of the sampled RNA structure in the Boltzmann ensemble), all sampled RNA secondary structures are effectively assumed to have equal prior probability (provided they are sampled at all). The obvious downside of this pragmatic approach is that RNA secondary structure with low probability in the Boltzmann ensemble may never be sampled at all, even if they could provide the best overall fit. Also, this approach only provides limited feedback in terms of insight gained.
Probabilistic Integration of Experimental RNA Structure
Probing Data into Probabilistic Methods for RNA Secondary Structure Prediction RNA secondary structure prediction does not necessarily need to involve the assumption that any input RNA folds into the minimum-free-energy structure and is in thermodynamic equilibrium. Using probabilistic methods such as stochastic context-free grammars (SCFGs) (Durbin et al. 1998 ) (or Markov Chain Monte Carlo (MCMC) methods), it is possible to explicitly capture different hypotheses on how RNA secondary structure may arise. This has given rise to a number of RNA secondary structure prediction methods, e.g. PFOLD (Knudsen and Hein 2003) , RNA-DECODER (Pedersen et al. 2004a,b) , SIMULFOLD (Meyer and Miklos 2007) , that yield a high prediction performance for evolutionarily conserved RNA secondary structures. These methods combine a probabilistic model of RNA secondary structures with computationally efficient algorithms to derive the maximum likelihood RNA structure given the underlying RNA structure model. In terms of time-and-memory efficiency, they have the same complexity as thermodynamic methods, e.g. MFOLD (Zuker 2003) and RNAFOLD (Zuker and Stiegler 1981) , but offer several conceptual advantages. First, the user can decide the parametrisation of the model. Free parameters can thus be chosen to have a straightforward biological interpretation. Second, given a training set of sufficient size and complexity, the free parameters of the model can be explicitly trained. Third, alternative parametrisations of the same model can be explicitly evaluated and ranked based on likelihood fits to the data. Fourth, the predictive model for RNA secondary structures can be readily extended to take into account additional sources of input information, e.g. evolutionary information in terms of a multiplesequence alignment (MSA) or experimental RNA structure probing data.
Technically, this can be achieved by replacing the so-called emission probabilities of SCFGs by probabilistic emission models that, for example, read entire alignment columns from an input MSA rather than individual nucleotides from an input sequence. These emission models are probabilistic models that can, for example, explicitly capture how we expect paired and unpaired nucleotides to evolve as function of evolutionary time.
Most importantly, fully probabilistic models allow information of different types (e.g. primary sequence features, RNA structure features, evolution) to be seamlessly merged as the corresponding probabilities for different sources of information can be readily combined in a single predictive framework. This elegantly avoids the need for converting conceptually different sources of information (e.g. chemical RNA structure probing data) into units with a physical interpretation (free energy terms). More importantly, probabilistic models allow us to move beyond the assumption of thermodynamic equilibrium.
Integration into Comparative Methods for RNA Secondary
Structure Prediction PPFOLD 3.0 ) (PPFOLD in the following) were the first to integrate external RNA structure probing information into a fully probabilistic model of RNA secondary structure prediction. The model for RNA structure prediction is identical to PFOLD (Knudsen and Hein 2003) , a comparative RNA secondary structure prediction method. It takes as input a multiple-sequence alignment (MSA) and a corresponding evolutionary tree linking the sequences in the MSA and returns as output the maximum-likelihood RNA secondary structure for the input alignment and input tree. PFOLD captures the assumption that RNA secondary structures that have been conserved during evolution are likely to be functional. As far as we know, this is overall a decent assumption to make. In practice, the success of the comparative approach depends on a decent choice of the appropriate evolutionary distances of the sequences in the input alignment. The RNA structure predicted by PFOLD corresponds to the maximum-likelihood RNA secondary structure given the input information and the predictive model and its parameters. The evolutionary relationships of the sequences in the input multiple-sequence alignment are explicitly modelled using two probabilistic models of evolution that capture how unpaired and base-paired nucleotides evolve as function of time, respectively.
The novelty of PPFOLD consists of combining comparative RNA secondary structure prediction with experimental RNA structure probing information. In order to do this, the user needs to specify a probability distribution P (H |σ ) for a set of experimental probing data H and secondary structures σ . PPFOLD generally assumes that P (H |D, σ ) = P (H |σ ), i.e. that there is no dependence on the actual observed nucleotides sequences of the input alignment D. As the discussion of the more recently published method PROBFOLD (Sahoo et al. 2016) 
This assumes that the experimental probing values for the two sequence positions involved in a base-pair are assumed to be independent. The validity of this assumption has since been confirmed by the more recent investigations of PROBFOLD, see below for details.
Similar to PFOLD, PPFOLD naturally reduces to a non-comparative RNA secondary structure prediction method if the input alignment consists of only a single input sequence (although it should be stressed that this is not how PFOLD nor PPFOLD are meant to be used). The authors of PPFOLD deliberately use it with single input sequences in order to make it directly comparable to the noncomparative RNA secondary structure program RNASTRUCTURE (Deigan et al. 2009; Mathews et al. 2004 ) which also utilises external RNA structure probing data as additional input information. RNASTRUCTURE and PPFOLD (using single sequences) have a similar performance in terms of F-value. The F-value is defined as the harmonic mean of sensitivity and specificity. This is an impressive result given that the RNA secondary structure model of PPFOLD is lightweight compared to the full-fledged thermodynamic model underlying RNASTRUCTURE. PPFOLD thus makes better use of the external RNA structure probing information than RNASTRUCTURE. The performance of PPFOLD w.r.t. RNASTRUCTURE can be further improved in terms of F-value when using PPFOLD with multiple sequence input alignments. As with many comparative RNA secondary structure prediction methods, however, the resulting performance in terms of F-value critically depends on the quality of the input alignment. A poor input alignment (with or without additional probing data) can lower the performance of PPFOLD below the corresponding single-sequence performance with experimental probing data. That is, a poor input alignment can provide more confusion than can be remedied by additional RNA structure probing data.
Note that due to the scarcity of training and testing data, the authors of PPFOLD could not avoid an overlap between their training set (16S and 23S rRNA structures and SHAPE data for Escherichia coli) and their test data set (16S rRNA of E. coli).
Integration into Non-comparative Methods for RNA Secondary Structure Prediction
Most recently, Sahoo et al. (2016) proposed PROBFOLD, a probabilistic method for non-comparative RNA secondary structure that can integrate information from one or more chemical RNA structure probing experiments. PROBFOLD employs a fully probabilistic stochastic context-free grammar (SCFG) for RNA secondary structure predictions and combines this with probabilistic graphical models (PGMs) (Koller and Friedman 2009 ) to capture experimental probing data. Compared to PPFOLD PROBFOLD offers a more general modelling approach that is also more readily extendible and more parameter-sparse. The SCFG employed by PROBFOLD is based on the original grammar underlying PFOLD (Knudsen and Hein 2003) with extensions that capture stacking interaction, i.e. correlations between pairs of adjacent base pairs. Overall, the PROBFOLD grammar consists of six production rules in total, three of which emit terminals, i.e. read information from the input sequence. These three production rules require three corresponding emission models called single, pair and stack that model single, pairs and two adjacent pairs of sequence positions, respectively, see The integration of experimental probing data into the RNA secondary structure prediction method happens via three corresponding PGMs that each specify a joint distribution over the RNA primary sequence data and the experimental probing data. Technically, each PGM corresponds to an undirected bipartite graph between so-called factor nodes and so-called variable nodes. The variable nodes represent random variables, whereas the factor nodes correspond to probability distributions between neighbouring random variables. PROBFOLD uses discrete random variables for the efficiency of the calculations. This is technically achieved by discretising the two distributions P single and P paired which model the corresponding distributions of experimental probing data. For this, probing data is first discretised into k bins using normalised histogram models (i.e. multinomials). This implies k −1 free parameters specifying the boundaries of these bins. These are chosen to maximise the difference between the probing data distributions of paired and unpaired sequence positions using Kullback Leibler (KL) divergence. During the development of PROBFOLD, a hierarchy of increasingly complex, fully probabilistic models with an increasing number of free parameters (ranging from 18 to 408, for the final model) was investigated. The final model of PROBFOLD has only a single user-specified meta-parameter, corresponding to the number of bins used for discretising the two distributions P single and P paired of the experimental probing data (default is six bins). All other free parameters can be explicitly derived using a dedicated set of training set of known RNA secondary structure with corresponding structure probing data. The final model captures not only stacking interactions between neighbouring base pairs (so-called stackpart of the model), but also correlations between the structure probing values of neighbouring positions along the linear sequence (so-called cor-part of the model). Due to the scarcity of the training data, the primary sequence and structure probing values are modelled independently in order to keep the number of free parameters low. The trade-off between the sensitivity and the specificity of performance can be explicitly adjusted via a parameter γ . Sahoo et al. carefully evaluate the performance of PROBFOLD, using a dedicated test set which has no overlap with the training set (they are actually the first to do this properly using a cross-evaluation procedure). Reassuringly, they can conclude that over-fitting is not an issue, implying that their method is sensibly parametrised and the number of free parameters in line with the information content provided by their training set.
In terms of performance, they compare PROBFOLD to PPFOLD 3.0 , RNASTRUCTURE V5.6 (Deigan et al. 2009; Mathews et al. 2004 ), GTFOLD-3.0 (Swenson et al. 2012 ) and RNAFOLD.ZAR (Lorenz et al. 2011 (Lorenz et al. , 2016 (this is how they RNAFOLD in combination with the approach by Zarringhalam for converting the raw SHAPE values) on an independent test data set of 11 RNA structures on which neither of these methods were initially trained. The resulting performance comparison thus allows a fair assessment of the prediction accuracy of several key predictive programs, see Table 3 .
The overall performance is measured in terms of F-value, i.e. the harmonic mean of sensitivity and specificity with values of F ∈ [0, 1] with 1 corresponding to perfect predictions. For PROBFOLD, this is done for a fixed value of γ . PROBFOLD comes second in terms of overall F-value and accuracy across all structures after RNAFOLD.ZAR (F-values 0.77 and 0.71, respectively), but first in terms of performance gain w.r.t. purely sequence-based predictions without any SHAPE input ( F = 0.29 (PROBFOLD) compared to F = 0.12 (RNAFOLD.ZAR)). This is impressive given that RNAFOLD employs the state-of-the-art thermodynamic model for predicting RNA secondary structures, whereas PROBFOLD uses a fairly lightweight SCFG with a significantly smaller number of parameters. (In that regard, it is also instructive to compare the baseline performance for single-sequence-only input between PROBFOLD and RNASTRUCTURE, see Table 4 .) Of all methods Sahoo et al. (2016) . The performance of PROBFOLD, PPFOLD RNAS-TRUCTURE, GTFOLD and RNAFOLD.ZAR is evaluated on a test set of 11 sequences with corresponding SHAPE data (Cordero et al. 2012b; Rice et al. 2014 ) and specified in terms of F-value. The F-value corresponds to the harmonic mean of sensitivity and specificity. The F values specify the change in F-value between predictions that are only based on sequence input and predictions that are also based on SHAPE data. The test set consists of 11 small RNA secondary structures comprising SHAPE data for 5S RNA, Adenine riboswitch, cidGMP riboswitch, Glycine riboswitch, P4P6 domain (Tetrahymena ribozyme), Ribonuclease and tRNA phenylalanine (yeast) from Cordero et al. (2012b) and the M-Box riboswitch, Lysine riboswitch, Group I Intron from T. thermophila and Group II Intron from O. iheyensis from . Note that this test set contains only rather short sequences (min: 116 nt, max: 425 nt, average: 210 nt) Sahoo et al. (2016) . The performance of PROBFOLD and RNASTRUC-TURE for predicting RNA secondary structures is evaluated as function of different kinds of RNA structure probing data supplied as input information (here, seq refers to single-sequence-only input). As in Table 3 , the performance is specified in terms of F-value with the best performance highlighted in bold. The test set here comprises only six sequences for which CMCT, DMS and SHAPE probing data exist, namely 5S RNA, Adenine riboswitch, cidGMP riboswitch, Glycine riboswitch, P4P6 domain (Tetrahymena ribozyme) and tRNA phenylalanine (yeast) from Cordero et al. (2012a,b) . Note that this reduced test set is a sub-set of the test set from assessed, PROBFOLD is found to be the most robust w.r.t. increasing levels of noise. This is quantitatively assessed using different levels of simulated noise. Based on these results, one can conclude that PROBFOLD makes best use of the external RNA structure probing information. Using a slightly more complex SCFG for modelling RNA secondary structures or employing a comparative approach such as PFOLD should allow PROBFOLD's baseline performance to be further improved in the future. Apart from the benchmark performance evaluation, the PROBFOLD study offers several important biological insights. First, they find that the SHAPE reactivities for paired and unpaired regions depend significantly on the primary nucleotide sequence. Furthermore, they find that the SHAPE reactivities for neighbouring sequence positions are significantly correlated, both for base-paired and especially for unpaired nucleotides. This is to be expected given that the SHAPE reactivities measure the backbone flexibility of the RNA transcript which is a notion that extends beyond the confines of the single sequence position that ends up being chemically modified. Based on these observations, Sahoo et al. decided to explicitly capture these correlations within the probabilistic models of PROBFOLD. Somewhat surprisingly, they find no evidence that the SHAPE reactivities between two basepairing nucleotides are correlated. They attribute this to the comparatively high level of noise for low SHAPE reactivities. In PROBFOLD, this finding is captured by modelling the emission models of the left-and right-pairing partner independently using separate distributions.
One of the key advantages of PROBFOLD is that it can seamlessly integrate more than one kind of experimental structure probing data, e.g. DMS and CMCT probing data in addition to SHAPE reactivities. Initial performance results with a model which assumes independence of the different kinds of experimental evidence show that the performance can indeed be significantly improved as more types of experimental evidence are added, see the results in Table 4 . Technically, PROBFOLD can also be set up to work with SHAPE-seq data (Lucks et al. 2011) .
Conceptually, the theoretical framework underlying PROBFOLD offers a mathematically and conceptually convincing way of integrating experimental RNA structure probing data into models for RNA secondary structure prediction. Unlike most existing methods that are based on thermodynamic models for RNA secondary structure prediction, the number of free parameters in PROBFOLD that are used to integrate experimental RNA structure probing information does not increase with the length of the RNA. Instead, it only depends on the complexity (i.e. parametrisation) of the underlying predictive model. Moreover, these free parameters have a straightforward interpretation in terms of the experimental RNA structure probing data. By employing purely probabilistic concepts, different assumptions about the dependence or independence between probing data and/or between sequence positions can be made explicit and quantitatively assessed, so we can quantitatively test different hypotheses and also learn something about our data from the model. In addition, its free parameters can be readily retrained as more training data or novel types of experimental RNA structure probing data become available. This is a prerequisite for cross-evaluating the performance and for examining if over-fitting is an issue (Table 5) . All methods (PROBFOLD (Sahoo et al. 2016) , RNASTRUCTURE (Deigan et al. 2009; Mathews et al. 2004) , GTFOLD (Swenson et al. 2012 ) and RNAFOLD.ZAR (Lorenz et al. 2011 (Lorenz et al. , 2016 ) apart from PPFOLD ) use single RNAs as sequence input. Only PPFOLD works in a comparative way by using a multiple-sequence alignment (MSA) as input. Technically, it can still be forced to work in single-sequence mode if the input MSA comprises only a single sequence, see the performance evaluation in Table 3 , although it is not meant to be used in that way. All methods can utilise SHAPE data as RNA structure probing input. PROBFOLD and RNASTRUCTURE can handle multiple types of RNA structure probing data simultaneously, e.g. SHAPE, DMS and CMCT probing data, see Table 4 . Conceptually, all methods can be classified according to the strategy they employ (a) for RNA secondary structure predictions and (b) for integrating RNA structure probing data into the RNA structure predictions. PPFOLD and PROBFOLD are the only programs to work in a fully probabilistic way (prob.). They employ stochastic context-free grammars (SCFGs) as RNA secondary structure models and integrate RNA structure probing information in a fully probabilistic way. RNASTRUCTURE, GTFOLD and RNAFOLD.ZAR employ thermodynamic models for RNA secondary structure prediction (therm.) and aim to predict minimum-free energy structures. They integrate RNA structure probing data into the RNA structure prediction via different types of pseudo-energies
Transcriptome-Wide Experimental Methods for Directly Determining RNA Structures and trans RNA-RNA Interactions In Vivo
The structural building blocks of RNA secondary structures and of trans RNA-RNA interactions are base pairs. Yet, none of the transcriptome-wide methods for chemically probing RNA structures in vivo described above retain direct information on base pairs. Rather, information on RNA structure probing is linearised and encoded in individual sequence positions. Any direct information on corresponding pairing partners is lost. This is the main reason why major computational efforts are required to covert the raw position-specific experimental data back into actual RNA structures involving base pairs. This recently changed as three groups simultaneously proposed experimental protocols for directly determining RNA secondary structure features in vivo in a transcriptome-wide fashion: PARIS (Lu et al. 2016) , SPLASH (Aw et al. 2016) and LIGR-SEQ (Sharma et al. 2016) . PARIS stands for psoralen analysis of RNA interactions and structures, SPLASH for sequencing of psoralen crosslinked, ligated and selected hybrids and LIGR-SEQ for ligation of interacting RNA followed by high-throughput sequencing. In constrast to earlier experimental protocols for probing transcriptome-wide in vivo probing, these three new methods allow to probe RNA structure features in a way which is not specific to any particular RNA-binding protein, see Fig. 1 for an overview.
Experimental Protocols of PARIS, SPLASH
and LIGR-SEQ All three new methods, i.e. PARIS (Lu et al. 2016) , SPLASH (Aw et al. 2016 ) and LIGR-SEQ (Sharma et al. 2016) , directly probe so-called duplexes, i.e. stretches of more or less consecutive base pairs. Each duplex can either involve the same or two different RNAs and thus either correspond to an RNA structure feature or a trans RNA-RNA interaction. It is important to note that all three experimental protocols process both types of duplexes in an identical manner (and that it is up to their respective, subsequent computational analysis pipelines to detect and distinguish both cases). All three methods are thus methods for both direct RNA structure probing as well as direct probing of trans RNA-RNA interactions. Conceptually, all three protocols have common steps but differ in important details. Their overall logical flow is as follows, see also Fig. 1 .
Experimental Protocol of PARIS
In the first step of PARIS, duplexes corresponding to RNA structure features or to trans RNA-RNA interactions are covalently cross-linked using the psoralen Fig. 1 Overview of the experimental protocols of PARIS, SPLASH and LIGR-SEQ. Lines in yellow and dark blue denote different transcripts. The black dots represent hydrogen bonds between transcripts. A red ellipse denotes the cross-linked psoralen derivative AMT. The complex between psoralen and biotin is shown in pink and light green, see the SPLASH pipeline. In the library preparation step, the red and green regions denote primers and adapters added, during the corresponding preparation protocols. The main difference between the protocols lies in the enrichment strategies for cross-linked duplexes. SPLASH focuses on biotin-dependent enrichment after fragmentation. PARIS utilises 2D-electrophoresis. LIGR-SEQ relies on the fact that AMTcross-linked duplexes are more resistant to RNase R treatment. LIGR-SEQ requires additional samples to be made, see the text for details. In this figure, we only outline the protocol for making the +AMT+ligase sample derivative 4'-aminomethyltrioxsalen (AMT) and UV-light at 365 nm. For this, AMT intercalates between base pairs and covalently cross-links preferentially juxtaposed pyrimidines (Calvet and Pederson 1979; Cimino et al. 1985) . This effectively staples the two base-pairing arms involved in each duplex together. In the second step, RNase S1 digestion is utilised to remove single-stranded regions of RNA. Subsequently, ShortCut RNase III is used to make duplexes smaller and complete proteinase digestion and RNA purification yield short, directly basepairing duplexes. In the third step, 2D-electrophoresis is employed for purification and enrichment as cross-linked duplexes appear off-diagonal, corresponding to 0.2%-0.5% of the RNA used as input to the 2D electrophoresis. This step is likely to reduce the overall sensitivity. In the fourth step, the ends of these selected duplexes are proximity-ligated before the cross-linking of the duplexes is reversed using UV-light at 254 nm. The efficiency of the cross-ligation is key for ensuring that information on the base-pairing arms involved in one duplex is not lost. The ligation step concatenates the two arms involved in one duplex into an artificial RNA in which the linear ordering of the two arms is a priori not clear. Finally, pre-adenylated adapters are added to the 3' ends, the resulting RNAs are reverse-transcribed in an adapter-specific way, circularised cDNA are generated and PCR amplification is performed to generate the cDNA libraries for NGS. PARIS was originally performed in HeLa, HEK293T and mouse embryonic stem (mES) cells. Lu et al. conduct −AMT control experiments and observe no detectable off-diagonal elements in the corresponding 2D electrophoresis.
Experimental Protocol of SPLASH
The overall logical flow of SPLASH is similar to PARIS. Unlike for PARIS, cross-linking of duplexes in the first step is done using a biotinylated version of psoralen (so-called biopsoralen) also using UV-light at 365 nm. The biotin group is key for the subsequent enrichment step. Similar to AMT, biopsoralen also has a preference for cross-linking pyrimidines (Garrett-Wheeler et al. 1984; Hearst 1981) . In contrast to AMT, however, biopsoralen typically requires the addition of a mild detergent (e.g. digitonin) to sufficiently increase the cellular uptake. The details of this (i.e. concentrations and duration of treatments with biopsoralen and digitonin) have to be carefully adjusted for each cell type separately. In the second step, cross-linked duplexes are extracted, randomly fragmented using Mg 2+ -mediated hydrolysis and biotin enriched using streptavidin magnetic beads. Note that due to the random nature of fragmentation procedure a nick can occur in the hybridised region. Therefore, there is a chance that the detected length of the duplex does not correspond to the full length of the original duplex. The enrichment step of SPLASH is thus experimentally more efficient and conceptually more straightforward than the enrichment step of PARIS involving the more loosely-defined off-diagonal in a 2D-electrophoresis. In the third step, the ends of the resulting duplexes are ligated before UV-light at 254 nm is used as in PARIS to reverse the cross-linking. Similarly to PARIS, the fourth step involves the addition of pre-adenylated adapters the 3' ends, the reverse-transcription of the resulting RNAs in an adapter-specific way and the generation of circularised cDNAs. Again, PCR amplification is performed to obtain the final cDNA library for NGS.
The SPLASH protocol was used to examine HeLa cells, human lymphoblastoid cells, human embryonic stem (hES) cells, cells differentiated using retinoic acid and two types of cells from S. cerevisiae, namely wild type cells and Prp43 helicase mutant cells. Using between two to four biological replicates for each type of cell, they measure a high correlation (R = 0.75-0.9). Aw et al. (2016) generate several control libraries without cross-linking and without ligation in order to confirm that the duplexes identified by SPLASH are indeed enriched for ligated, cross-linked cases and not due to random background events. Furthermore, they explicitly confirm that cross-linking using biopsoralen is largely independent of solvent accessibility and show that SPLASH can detect RNA structure features with similar precision as the proximity ligation-based approach by Ramani et al. (2015) and has even higher sensitivity regarding trans RNA-RNA interactions.
Experimental Protocol of LIGR-SEQ
Conceptually, LIGR-SEQ has the same aims as PARIS and SPLASH, namely the direct detection of duplexes formed via RNA structure features or via trans RNA-RNA interactions. Unlike these two protocols, it uses a few features that set it distinctly apart and that have a significant impact on the subsequent computational interpretation of the raw reads.
Similar to PARIS, the first step of LIGR-SEQ consists of in vivo cross-linking of duplexes using AMT and UV-light at 365 nm. In terms of the specificity of the resulting, cross-linked duplexes, LIGR-SEQ is therefore comparable to PARIS (AMT) and SPLASH (biopsoralen). In the second step, RNA is extracted from cells and a limited digest with single-strand S1 endonuclease applied. The third step employs a circRNA ligase to link RNA ends in proximity. The fourth step is an enrichment step which utilises RNase R (a 3'-to'-5' exoribonuclease) to digest linear and structured RNAs whose duplexes have not been cross-linked (Vincent and Deutscher 2006) . The pool of surviving RNAs consists of fully circularised RNAs and linear RNAs with cross-linked duplexes (as well as linear RNAs with uncross-linked duplexes whose 3' ends are too short for RNase R to latch on). Some false positives may very well survive the RNase R treatment. The fifth step reverses the cross-linking of duplexes using UV-light at 254 nm. Finally, the resulting RNAs (so-called chimeras in the LIGR-SEQ paper) are used to prepare stranded libraries for NGS. Unlike PARIS and SPLASH, the experimental protocol of LIGR-SEQ includes as default the preparation of an −AMT sample without any AMT-induced cross-linking. All samples are conceptually key for the subsequent computational interpretation of the raw LIGR-SEQ data. Without these, it would be conceptually impossible to define a dedicated probabilistic model which can assign estimated p-values to the experimentally detected interactions. Out of the three methods, LIGR-SEQ is currently the only method that is trying to experimentally estimate significance values for its detected interactions. As we will see in the following discussion of the computational analysis pipelines, it is also possible to assign significance values or p-values to proposed RNA structure features based on purely theoretical considerations, but these are conceptually different from the p-values derived by LIGR-SEQ.
Summary of All Three Experimental Protocols
After NGS, the raw data from PARIS, SPLASH and LIGR-SEQ corresponds to reads that each encode the sequence of the two arms involved in a formerly cross-linked duplex. One key difference with respect to chemical RNA structure probing methods is that any duplex can only be probed once as the molecules of the duplex itself end up being examined by the protocol. In contrast to this, methods for chemical RNA structure can probe any individual transcript multiple times and at different time points as they do not consume the investigated molecule itself.
For any given duplex derived by PARIS, SPLASH or LIGR-SEQ, it is unclear if the corresponding duplex derives from an inter-or from an intramolecular duplex, i.e. from a trans RNA-RNA interaction or from RNA structure features. It is also unclear in which linear order the two arms involved in the corresponding duplex appear in the resulting RNA and where their boundary is. These are key challenges to be addressed in the subsequent computational analysis of the raw data.
All three experimental protocols involve a stapler (i.e. AMT (PARIS and LIGR-SEQ) or biopsoralen (SPLASH)) that has a significant bias towards intercalating and cross-linking pyrimidines (Calvet and Pederson 1979; Cimino et al. 1985) . Perfectly ordinary duplexes such as those involving G-C base pairs only may thus not be detectable at all using PARIS, SPLASH and LIGR-SEQ. Any absence of detectable duplexes can therefore not necessarily be taken as experimental evidence that the corresponding RNA structure feature of trans RNA-RNA interactions does not exist.
In addition, all three experimental protocols involve many steps that each introduce specific errors and biases that add up. As we will see in the following, the overall sensitivity and specificity of the combined step of each experimental protocol is further influenced by the errors and biases introduced by the computational analysis of the raw experimental data. It thus makes sense to consider and, ideally, optimise both in parallel.
Computational Protocols of PARIS, SPLASH and LIGR-SEQ
The main tasks of the computational analysis of the raw data from PARIS, SPLASH and LIGR-SEQ are (1) to map the sequenced reads back to the corresponding genome/transcriptome and (2) to figure out, for each read, if it corresponds to an inter-or an intramolecular duplex. Conceptually, both tasks have to be addressed simultaneously which amounts to the key challenge of the in silico analysis of these experimental data. In contrast to the sequenced reads derived from chemical RNA structure probing experiments, the raw data generated by PARIS, SPLASH and LIGR-SEQ do not correspond to a consecutive sub-sequence of any single transcript. Rather, each read either encodes the two separate of a duplex within the same transcript (if the duplex corresponds to an RNA structure feature) or a duplex involving two transcripts (if the duplex corresponds to a trans RNA-RNA interaction).
In case of an RNA structure duplex, mapping the corresponding read requires a gapped alignment to a single transcript (with a gap inserted between the two basepaired arms of the duplex encoded in the read) or a chimeric alignment in case of the two parts being non-canonical due to circle formation. This is complicated by the fact that the linear order of the arms in the read need not correspond to the natural linear order of the two arms within the underlying transcript (so-called chiastic reads). In case of a trans RNA-RNA duplex, mapping the read involves the identification of a pair of transcripts to which either of the two base-paired arms in the read map. This is conceptually and computationally challenging as the search space of all pairs of transcripts is huge compared to the search space of individual transcripts. Also here, the linear order in which the two arms appear in the read need not correspond to the order in which the respective two transcripts appear (chiastic reads). Furthermore, for both kinds of duplexes, the boundary between the two arms, i.e. where the gap has to be inserted for mapping, is a priori not known. To complicate matters further, it is up to the computational analysis to figure out for each read whether it corresponds to an RNA structure duplex or a trans RNA-RNA duplex.
The computational data analyses published in conjunction with the experimental protocols of PARIS, SPLASH and LIGR-SEQ have some main features in common, but differ in key details. As these differences are not exclusively due to the differences in experimental protocols, but partly due to different underlying strategies for interpreting the raw data, we will discuss them here.
Computational Analysis of Raw PARIS Data
Raw PARIS reads are first pre-processed by removing adapters from the 3' ends and PCR duplicates. The latter is possible due to the insertion of a bar-code (random hexamer) in the middle of the adapter. These reads are then mapped to the corresponding genome using the computer program STAR (Dobin et al. 2013 ) with a set of input parameters that explicitly allow gapped-reads as well as so-called chiastic reads.
In a chiastic read, the linear order of the mappable parts (in our case, the two arms of a duplex) needs to be inverted. So, a read encoding a 5'-R-L-3' duplex with a right (R) and left (L) arm of an RNA structure duplex needs to be mapped as 5'-L-3'-gap-5'-R-3' to the underlying transcript. These chiastic reads naturally arise in all protocols whenever the ligation of a cross-linked, RNA structure-derived duplex happens to fuse the two base-pairing arms of the duplex in the wrong linear order, i.e. 5'-R-L-3' rather than 5'-L-R-3'. Chiastic reads can also arise in duplexes corresponding to trans RNA-RNA interactions whenever the mapping of the 5'-R-L-3' read to the (linearly ordered) transcripts of the transcriptome requires the reversal of the linear ordering of the two arms involved in the duplex. The correct mapping of chiastic reads thus always implies the insertion of a gap.
Before the mapping with STAR can actually be performed, a corresponding STAR index needs to be generated. This needs to be done with a carefully adjusted parameter for genomeSAindexNbases whenever the index is generated for a so-called mini-genome. The authors of PARIS utilise these mini-genomes in order to artificially reduce the search space for mapping, in particular when searching for specific trans RNA-RNA interactions, but also when investigating select genes in terms of RNA structure features (e.g. Xist gene or sub-set of snRNAs only). The parameters of STAR have to be explicitly adjusted whenever mini-genomes are used.
Of all the resulting STAR-mapped PARIS reads, only gapped and chiastic ones are retained. Of the gapped reads, only those are retained whose gap is not due to splicing.
In the next step, the retained mapped reads are grouped into so-called duplex groups (DGs). This is done using a greedy algorithm involving two steps. In the first step, the mapped reads are clustered into initial DGs such that all reads in a DG share at least 5 nt common overlap in both duplex arms (these two regions of overlap define the so-called core regions of the DG). Any mapped read is thereby either merged with an already existing DG or used to start a new DG. In the second step, DGs are merged into single DGs if they are close to each other and "welldefined" for both arms, see supplementary information of PARIS (Lu et al. 2016) for details.
Once the DGs have been established, each duplex group DG is assigned a so-called connection score which is defined as cs (DG) DG) , where N span (DG) is the number of reads spanning the two duplex arms of DG and N left (DG) and N right (DG) are the number of unique reads overlapping the left and the right arm of DG, respectively. Note that N left (DG) can be different from N right (DG) as the reads covering each arm of the DG can also be assigned to other duplex groups overlapping DG only in one arm. Any duplex group DG with a connection score cs(DG) < 0.01 is then discarded to focus the subsequent analysis on duplexes that are supported by a significant portion of overlapping transcript reads.
The resulting duplexes typically involve two arms of 20-30 nt. The specific base pairs involved in a duplex between these two arms can, however, not be directly inferred from any DG. Rather, they have to be predicted based on the arms of the DG. Lu et al. (2016) find that known miRNA-mRNA interactions cannot be detected, either because the duplex involved in the seed region is fairly short (around 5 nt length) and/or because binding of the duplex by the Argonaute protein shields the duplex from cross-linking.
Lu et al. try to assign a statistical significance to each detected duplex (whether corresponding to an RNA structure feature or a trans RNA-RNA interaction). For this, they compare the free energy of the MFE structure predicted for a multiple-sequence alignment underlying this DG to the corresponding, predicted free energies for 100 randomised versions of this multiple-sequence alignment. They thereby obtain a Z-score (Gesell and von Haeseler 2006) . By utilising a procedure which focuses on the multiple-sequence alignment underlying the DG only, however, the Z-score cannot assess the statistical significance of seeing this DG by chance within the same transcript, let alone within the entire transcriptome which is what one would ideally like to know. Lu et al. evaluate the overall performance of PARIS by examining select RNAs (rRNA, snRNA, microRNA, telomerase RNA). This is done by visually comparing corresponding DGs to known features.
Computational Analysis of Raw SPLASH Data
Conceptually, the overall logical flow of the computational analysis of SPLASH is similar to the above for PARIS. Key details, however, differ and these turn out to be important.
To start with, transcriptomes for mapping purposes are generated by downloading the corresponding reference transcriptomes (taking the longest known isoform for each coding or non-coding gene as representative transcript) and by manually adding in select classes of non-coding genes. Any sequence duplicates from the joint set are then removed.
In the first step, the raw SPLASH paired-end reads are pre-processed by removing adapters and merging overlapping paired-end reads into corresponding single reads. In the next step, only these single merged reads are retained and mapped to the respective reference transcriptome using BWA MEM (version 0.7.12) (Li and Durbin 2010 ) using parameter -T 20 to lower the minimum length of mapped regions to 20 nt. These mapped reads are then post-processed by sorting them and converting them to BAM-format using SAMTOOLS. Reads are then filtered for potential PCR duplicates by examining sets of reads with identical start coordinates and identical CIGAR strings and by retaining only the first read in each such set (Ramani et al. 2015) .
In the original SPLASH analysis, the authors decide to deliberately focus their entire subsequent analysis on long-range features, i.e. RNA structure features and trans RNA-RNA interactions where the two arms involved in the corresponding duplex are far apart in terms of the underlying search space. Technically, this is achieved by retaining only split alignments more than 50 nt apart from the BAMfile of mapped reads. The authors of SPLASH then apply several measures to increase the quality of the retained, mapped reads. Reads with a mapping quality below 20 are discarded. In addition, ambiguously mapped reads and mapped reads with similarly scored second best hits are discarded (e.g. pseudo-genes). To lower the number of false positives, any read spanning a known splice-junction is removed using STAR (Dobin et al. 2013 ) to map splits reads from the transcriptome back to the corresponding genome. For this, reference sets of known splice junctions are assumed to be correct and complete.
The quoted overall sensitivity of SPLASH of 78% is based on its performance for the known RNA structure features of the 80S ribosome. The overall precision is reported to be 75%. In order to estimate the false discovery rate, independently cross-linked total RNAs from human yeast were pooled to prepare and analyse SPLASH libraries for any human-yeast interactions. Based on this strategy, SPLASH is reported to have a false discovery rate < 3.7%.
In order to assign a statistical significance or p-value to the interactions detected by SPLASH, the free energy of the pairwise interaction in the detected duplex is compared to the free energy of many shuffled randomised versions of the sequences underlying the same pairwise interaction. The randomisation procedure keeps the di-nucleotide content preserved. SPLASH thus employs the same strategy as PARIS for estimating p-values to its detected interactions (in PARIS, this is done by shuffling multiple-sequence alignments; in SPLASH this is done by randomising only the sequences involved in the duplex). Both procedures are based on the validity of the assumption that true interactions in vivo have a lower minimum-free energy than interactions between corresponding randomised version of the same sequences. This assumption, however, is generally not justified (Rivas and Eddy 2000) . In any case, the resulting p-value could not be interpreted as the probability of observing a corresponding RNA structure duplex or trans RNA-RNA interaction feature by chance. For this, entire transcripts (in case of RNA structure features) or pairs of transcripts (in case of trans RNA-RNA interactions) would need to be examined.
This could, for example, be achieved using TRANSAT (Wiebe and Meyer 2010) , a fully probabilistic method that takes a multiple-sequence alignment and a corresponding evolutionary tree as input and detects evolutionarily conserved duplexes (so-called helices) in the input alignment. Any predicted helices are assigned a log-likelihood score as well as a p-value. This p-value corresponds to the chance of observing the duplex in the same transcript by chance.
Computational Analysis of Raw LIGR-SEQ Data
Raw LIGR-SEQ data consists of stranded, single-end reads. Similar to the above procedures for PARIS and SPLASH, these raw reads first need to be computationally post-processed before their actual interpretation in terms of biological contents can begin.
For this, LIGR-SEQ proposes a dedicated computational analysis pipeline called ALIGATER consisting of several steps. Unlike PARIS and SPLASH, the pipeline comprises a dedicated probabilistic model which is used to estimate p-values for the detected interactions. The first step removes the random bar-codes from the 5' ends. In the second step, these trimmed reads are mapped to the corresponding transcriptome using BOWTIE2 with a set of especially adjusted input parameters that aim to maximise sensitivity while keeping the computational run-time of the analysis reasonable. In the third step, these initial BOWTIE2 alignments in BAMformat are re-analysed such that blocks for each read are recursively chained into longer alignments in order to detect chimeras. This procedure can also handle circular ligation products and identifies the best path through the read. This step assigns a score to each chained alignment and is conceptually key for all of the subsequent analysis. The key corresponding input parameter for this procedure (the so-called chaining penalty) has to be carefully adjusted depending on the library quality as well as the specs of the specific class of transcripts being investigated. Reads with best-scoring chained alignments are then assigned an individual LIGQ score which retains detailed information on the corresponding alignments.
These LIGQ scores are subsequently used to carefully address several potential problems by either discarding or re-classifying chimeras. For example, artifacts due the mis-mapping of spliced transcript and of near-identical sequence duplicates (due to repeats, pseudo-genes or paralogues) are identified via near-identical matches to contiguous stretches of the underlying genome overlapping the ligation site and discarded. Other artifacts that incorrectly identify intra-molecular interactions as inter-molecular ones are re-classified based on corresponding supporting evidence. Overall, five different post-processing steps are executed, resulting in a strategy that re-classifies events rather than simply discard them and that aims for high sensitivity.
Another significant, conceptual difference of LIGR-SEQ with respect to the two other protocols, i.e. SPLASH and PARIS, is that it proposes an experimental strategy for estimating the statistical significance of the detected duplexes. This is achieved via a dedicated probabilistic model that judges the observed versus the expected ratios of chimeric reads. Each observed to expected ratio (i.e. OE +AMT or OE −AMT ) corresponds to the corresponding experiments (i.e. +AMT or −AMT) with and without ligase. For this, separate +AMT and −AMT control experiments are performed without the ligation step in order to assess the expected background levels of spurious ligation events. The resulting LIGR-SEQ reads are then computationally processed as described above to detect interaction events (chimeras). Any pair of genes g x and g y is assigned a probability for spurious trans interactions P B (g x , g y ) (using subscript B for background) which is assumed to only be a function of the respective relative whole gene abundance P (g x ) of gene g x and P (g y ) of gene g y , respectively. Mathematically, it corresponds to the probability of two independent draws from a multinomial distribution that is proportional to the relative abundance of each gene in the transcriptome. This defines their so-called null model.
The relative whole gene abundance for each gene g is measured in terms of reads per million without length adjustment (the RNase R treatment prevents this normalisation) and denoted RPM(g). So, P B (g x , g y ) ∝ P (g x )P (g y ) if x = y and if g x and g y have experimentally confirmed interactions events. In contrast, P B (g x , g y ) = 0 if x = y or if x = y and no interactions between these two genes are detected. The normalised probability for spurious interactions between gene g x and g y , p B (g x , g y ) is then written as (using P (g j 
This null model assumes that the probability of a direct, spurious trans RNA-RNA interaction between two genes g x and g y in the transcriptome is only a function of the abundance of the relative whole gene abundance for each gene in the transcriptome. This model does not capture the primary sequence identity of each gene which is likely to also influence the probability of spurious trans RNA-RNA interactions. Assuming the validity of their null model, each experimentally detected interaction between genes g x and g y can then be assigned a p-value based on the number of observed reads k that are supporting it. This allows to explicitly filter for significant, AMT-induced interactions. Technically, this is achieved by first defining an enrichment score r AMT which is defined as the ratio between OE +AMT and OE −AMT , i.e. r AMT = OE +AMT /OE −AMT . For real, AMT-induced interactions, we expect OE +AMT > OE −AMT and require r AMT > 1.1, more than 2 reads (k > 2), a p-value < α and an RPM of more than 10 in support. Similarly, interactions with r AMT < 0.9 (and more than 2 reads (k > 2), a p-value < α and an RPM of more than 10) are considered false positives and allow to explicitly estimate the false positive rate of the overall protocol. In addition, LIGR-SEQ utilises two biological replicates. These allow to assess the overall technical reproducibility of the protocol (Spearman Rho = 0.38, p < 8 · 10 −6 ).
Overall, the false discovery rate of LIGR-SEQ is estimated to range between 4.4% for highly expressed transcripts (> 250 RPM) and 25% for sparsely expressed transcripts (> 10 RPM). These numbers can be viewed as worst-case estimates as some known, stable interactions can be detected in both +AMT and -AMT samples. The high sensitivity of LIGR-SEQ can be explicitly confirmed based on known interactions in select groups of genes, e.g. known RNA structure features in the 80S ribosome (Anger et al. 2013 ) and trans RNA-RNA interactions between the 28S and 5S rRNA.
Overall, LIGR-SEQ is the only of the three protocols for measuring RNA structure features and trans RNA-RNA interactions in vivo that tries to assign experimentally estimated significance values to the detected features. This is done by proposing an explicit null model and by utilising dedicated, experimentally determined control samples. As mentioned above, TRANSAT (Wiebe and Meyer 2010) could be readily used to assign p-values to any experimentally determined duplexes in order to estimate their statistical significance in terms of the probability of seeing each duplex in the underlying transcript by chance.
Outlook
The last few years have seen an explosion of novel experimental and computational methods for determining RNA structures and trans RNA-RNA interactions in vivo. All experimental protocols require substantial computational strategies for analysing and for converting the raw experimental data into actual RNA structures or trans RNA-RNA interactions. Experimental and computational approaches are closely intertwined and therefore require simultaneous optimisation in order to optimise the overall performance.
Significant future improvements could be made in various ways. First, we need to fully acknowledge the complexities of transcriptomes in vivo, in particular on the computational side of things. Any transcript in vivo may be long (long in this case meaning longer than 200 nt), may have various, unknown trans interaction partners (which may introduce RNA structure changes, e.g. Mazloomian and Meyer (2015) ), may assume more than a single functional RNA structure or trans RNA-RNA interaction throughput its cellular life (e.g. Zhu and Meyer 2015; Lai et al. 2013 ) and, in particular, is unlikely to ever experience true thermodynamic equilibrium as a naked RNA. In particular for long RNAs such as coding transcripts, there is no reason to assume that they fold into a minimum-free energy structure spanning the entire transcript.
As advances in the field of ab initio RNA structure prediction showed, we may tackle this challenge best by employing a comparative strategy, i.e. by simply trying to identify RNA structure features or trans RNA-RNA interactions that have been conserved during well-chosen evolutionary times. Conceptually, this is currently the only way to detect the overall effects of various complexities in vivo without having to explicitly model them. Probabilistic methods are particularly well suited to seamlessly integrating experimental probing data into RNA structure predictions. In order for this line of research to flourish, we require gold-standard data sets of experimental probing data from different experimental probing protocols that examine the same in vivo situation using different methods. This needs, in particular, to include transcripts longer than 200 nt (see the captions of Tables 3 and 4 for the specs of the current data sets) from diverse biological classes of transcripts, not only short and non-coding RNAs that are known to contain global RNA structures spanning the entire transcript. There is, for example, by now ample evidence that short-and long-range RNA structure features are involved in regulating key cellular processes such as alternative splicing Raker et al. 2009; Pervouchine et al. 2012; Mazloomian and Meyer 2015) . These goldstandard data sets thus have to be large and diverse enough to allow for parameter training as well as cross-evaluation procedures to avoid and evaluate potential issues due to over-fitting. The same applies to methods for predicting trans RNA-RNA interaction, where the currently assembled benchmark set (Lai and Meyer 2016) could be significantly increased, diversified and complemented by different kinds of experimental probing data.
On the experimental side of things, it would be beneficial to further reduce the inherent biases and limitation that the current methods have. PARIS, SPLASH and LIGR-SEQ are currently all based on psoralen-derivatives for cross-linking. This makes them blind to duplexes without juxtaposed pyrimidines. It would thus be great to remedy this by identifying intercalators that have complementary chemical specificities. The mapping of raw duplexes could be significantly facilitated by introducing artificial, known linker-sequences during the ligation of duplex-ends. Conceptually, another major step forward could be made by devising experimental protocols that are capable of detecting RNA structure diversity, i.e. cases where different copies of the same transcript engage in different RNA structures or trans RNA-RNA interactions in vivo. Right now, any RNA structure variation is misinterpreted as noise when interpreting chemical RNA structure probing data. Using specific variants of SHAPE-MAP (Smola et al. 2015b ) may be able to change this conceptually by allowing structure probing information from individual transcripts to be retained throughout the entire protocol. Overall, Smola et al. propose three strategies. The standard Randomer workflow which uses random primers and default fragmentation and library preparation for creating a map of SHAPE-induced mutations, see Fig. 2 . Due the fragmentation procedure, probing information on entire transcripts is typically lost. They propose two other strategies for addressing this problem. One is to perform size selection on RNAs with short lengths (< 500 nt) in order to retain full probing information on their entire sequences. This will, however, ignore a large proportion of typical transcriptomes (the average length for human mRNAs is 2.7 kb). To specifically address transcripts longer than 500 nt, i.e. particular isoforms of one gene, the so-called Amplicon workflow can be applied. In that strategy, specific primers, unique to one isoform, can be used to amplify only a region of the transcript. Then, multiple non-overlapping regions can be sequenced similar to the Randomer strategy to produce isoform specific information. This experimental strategy should in particular allow us to gain conceptually novel biological insight into how long coding or non-coding transcripts in eukaryotic genes use RNA structure features as mechanisms of gene regulation at RNA level. In the long run, the most elegant way of retaining RNA structure information on entire individual transcripts would be to combine chemical RNA structure probing with single-molecule sequencing techniques. This, however, will require significant changes of the currently existing protocols.
These are truly exciting times for in vivo transcriptome research, with many significant recent contributions both on the experimental and the computational side. Only by simultaneously optimising both experimental and computational procedures, however, will we be able to combine the best of both worlds. Both Fig. 2 Overview of the strategies recently proposed by SHAPE-MAP (Smola et al. 2015b) . Shown here are two isoforms A and B of the same gene with partially overlapping sequences, where only one isoform assumes an RNA structure. Black ellipses correspond to the adducts produced by the SHAPE reagent. Black stars indicate mutations indicated during reverse transcription. The primer used in the Randomer workflow is shown in dark green. Region-specific primers of the Amplicon workflow are shown in orange and blue. The unpaired region that is paired in isoform A and unpaired in isoform B is highlighted by a red circle. The addition of SHAPE reagents to isoform B in combination with the Randomer workflow will produce a signal confirming that the region is unpaired. To confirm the presence of the RNA structure feature in isoform A, an alternative approach is required. This can be achieved with the Amplicon workflow using primers that are specific for a region in isoform A. This ensures that the adduct that is specific to isoform B is not amplified and thereby ignored aspects currently come with a range of in-built assumptions and limitations. Questioning and, ideally, further reducing those will be key to discovering truly novel features
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