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JACK SUPERPOLYNOMIALS WITH NEGATIVE FRACTIONAL PARAMETER:
CLUSTERING PROPERTIES AND SUPER-VIRASORO IDEALS
PATRICK DESROSIERS, LUC LAPOINTE, AND PIERRE MATHIEU
Abstract. The Jack polynomials P
(α)
λ at α = −(k + 1)/(r − 1) indexed by certain (k, r,N)-admissible
partitions are known to span an ideal I
(k,r)
N of the space of symmetric functions in N variables. The
ideal I
(k,r)
N is invariant under the action of certain differential operators which include half the Virasoro
algebra. Moreover, the Jack polynomials in I
(k,r)
N admit clusters of size at most k: they vanish when k+1
of their variables are identified, and they do not vanish when only k of them are identified. We generalize
most of these properties to superspace using orthogonal eigenfunctions of the supersymmetric extension of
the trigonometric Calogero-Moser-Sutherland model known as Jack superpolynomials. In particular, we
show that the Jack superpolynomials P
(α)
Λ at α = −(k+1)/(r−1) indexed by certain (k, r,N)-admissible
superpartitions span an ideal I
(k,r)
N of the space of symmetric polynomials in N commuting variables
and N anticommuting variables. We prove that the ideal I
(k,r)
N is stable with respect to the action of
the negative-half of the super-Virasoro algebra. In addition, we show that the Jack superpolynomials in
I
(k,r)
N vanish when k + 1 of their commuting variables are equal, and conjecture that they do not vanish
when only k of them are identified. This allows us to conclude that the standard Jack polynomials with
prescribed symmetry should satisfy similar clustering properties. Finally, we conjecture that the elements
of I
(k,2)
N provide a basis for the subspace of symmetric superpolynomials in N variables that vanish when
k + 1 commuting variables are set equal to each other.
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1. Introduction
1.1. Some remarkable properties of the Jack polynomials. The Jack polynomials P
(α)
λ form a basis
of the space ΛN of symmetric polynomials in N variables [38]. When expanded in terms of monomial
symmetric functions,
P
(α)
λ = mλ +
∑
µ<λ
cλµ(α)mµ, (1.1)
where the order on partitions is the usual dominance ordering, the coefficients cλµ(α) are ratios of poly-
nomials in α with positive integral coefficients. This is a consequence of the positivity [34] of the so-called
integral form of the Jack polynomials: for some vλ(α) ∈ N[α] we have that
J
(α)
λ = vλ(α)P
(α)
λ (1.2)
has monomial expansion coefficients that belong to N[α]. Here is an example of P
(α)
λ illustrating this point:
P
(α)
(3) = m(3) +
3
α(2α+ 1)
m(2,1) +
6
(α+ 1)(2α+ 1)
m(1,1,1). (1.3)
The polynomials P
(α)
λ are thus clearly well defined for any real value of α > 0 but they may have poles for
negative real values of α (it is clearly the case for α = −1 or −1/2 in the above example).
It was shown in [23] that for particular classes of partitions, the polynomials P
(α)
λ at certain negative
rational values of α not only are regular (i.e., have no poles) but also have remarkable properties. Let
k ≥ 1 and r ≥ 2 be integers such that k+ 1 and r− 1 are coprime. For partitions (λ1, . . . , λN ) (admitting
entries equal to zero), we say that λ is (k, r,N)-admissible if
λi − λi+k ≥ r for all 1 ≤ i ≤ N − k . (1.4)
The Jack polynomials P
(αk,r)
λ , where αk,r = −(k + 1)/(r − 1), do not have poles when λ is (k, r,N)-
admissible. Somewhat unexpectedly, the Jack polynomials at αk,r indexed by (k, r,N)-admissible parti-
tions vanish whenever k+1 of their variables are equal. 1 Moreover, the approach to zero of these vanishing
Jack polynomials can be made precise: P
(αk,r)
λ does not vanish when x1 = · · · = xk = x and vanishes with
exponent at least r when xk+1 → x [8], that is, as (x− xk+1)
s with s ≥ r. This is a special case of what is
often called the clustering property. We stress that in most cases of small degree, the exponent s is exactly
1The best way of seeing the necessity of the condition that k+1 and r−1 be coprime is to explore the analogous vanishing
properties stemming from Macdonald polynomials [38]. This is analyzed in [24], where it is found that the parameters q and
t of the Macdonald polynomials must be specialized as follows: q = ω1u−(k+1)/m and t = u(r−1)/m. In these expressions,
u is an indeterminate, ω
(r−1)/m
1 is a primitive m
th root of unity and m is the greatest common divisor of k + 1 and r − 1
(which are thus not required to be relatively prime in this context). However, the relationship q = tα which (together with
t→ 1) yields the Jack limit forces ω1 to be equal to 1, and thus m = 1.
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equal to r.2 For instance, with r = 2 and k = 1, we have
P
(−2)
(4,2,0)(x1, x2, x3) = (x1 − x2)
2(x1 − x3)
2(x2 − x3)
2 (1.5)
which thus vanishes with exponent 2 when any two variables are identified. As another example, consider
α = −3/2 (r = 3, k = 2), with x1 = x2 = x:
P
(−3/2)
(4,3,1,0)(x, x, x3, x4) = 2x (x3 + x4)(x4 − x)
3(x3 − x)
3. (1.6)
illustrating again neatly the cluster property. This property has recently been proved in [6] for a special
class of admissible partitions.3
Since the Jack polynomials P
(α)
λ for (k, r,N)-admissible partitions do not have poles at α = αk,r, we
can define the space
I
(k,r)
N = spanC
{
P
(αk,r)
λ
∣∣λ is (k, r,N)-admissible} (1.7)
which turns out to be an ideal of the ring of symmetric polynomials in N variables over C. It is also stable
under the action of certain differential operators that realize half of the Virasoro algebra. Now, consider
the subspace of symmetric polynomials in N variables that vanish whenever k + 1 variables are equal:
F
(k)
N = {f(x1, . . . , xN ) ∈ ΛN | f(x1, . . . , xN ) = 0 if x1 = · · · = xk+1} . (1.8)
From the clustering property of the Jack polynomials, we get I
(k,r)
N ⊆ F
(k)
N for all r. But more surprisingly,
it can be shown that I
(k,2)
N = F
(k)
N , which provides a connection between Jack polynomials and the
representation theory of ŝl(2)k [25, 3].
These remarkable features of the Jack polynomials have attracted much interest in physics. In particular,
the clustering property of admissible P
(αk,r)
λ makes them useful trial wavefunctions for the fractional Hall
effect: for r = 2, these are related to the Read-Reyazi states [41]. In this context, the restriction on
sequences of k+1 contiguous quasi-particle modes (the parts of the partition) can be interpreted as a sort
of generalization of the Pauli exclusion principle [8]. In conformal field theory, the P
(αk,r)
λ , for admissible
λ, correspond to the polynomial part of the correlators of N fundamental parafermionic fields, fields that
generate a generalized Z
(r/2)
k parafermionic algebra [45, 31] underlying theW (k+1, k+r) minimal models
[9, 21] (a connection already alluded to in [23]).
2 There are very few exceptions to this rule. Specifically, with the restrictions n ≤ 12 , N ≤ 8 and k, r ≤ 6, there is a total
of 3619 admissible partitions and only 18 exceptions:
(2, 3, 3)-adm : (4, 2, 0) (6, 3, 0) (8, 4, 0) (5, 3, 1) (6, 4, 2) (7, 4, 1)
(4, 3, 5)-adm : (4, 4, 2, 0, 0) (5, 3, 3, 0, 0) (4, 2, 2, 2, 0) (4, 3, 2, 1, 0)
(3, 4, 4)-adm : (7, 4, 0, 0) (5, 3, 1, 0) (5, 4, 2, 0)
(4, 4, 5)-adm : (5, 3, 3, 1, 0)
(2, 5, 3)-adm : (6, 3, 0) (8, 4, 0) (7, 4, 1)
(4, 5, 5)-adm : (6, 4, 1, 1, 0)
We observe that N = k + 1 in all these exceptional cases, so that the exceptions can be readily ruled out by imposing
N > k + 1. However, this inequality does not provide a fine delimitation of the exceptional cases since among the 3619
admissible partitions, only 1324 of them are such that N > k + 1. We observe also that the difference λ1 − λk+1 is not only
≥ r in all the exceptional cases, but is actually ≥ r + 1. Moreover, in all these cases the order of the zero is r + 1.
3This class corresponds to the minimal-degree staircase-type partitions with steps of width k and relative height r. To
be more specific, these are partitions of the form (· · · , (3r)k , (2r)k , rk, 0k), where pk means that the part p is repeated k
times. As observed in [8], the corresponding Jack polynomials P
(αk,r)
λ are translational invariant, i.e., invariant under the
transformation xi → xi+a. The Jack polynomial P
(−2)
(4,2,0)
given in (1.5) illustrates this property. Being translation invariant,
they are annihilated by the operator
∑N
i=1 ∂xi . These special Jack polynomials (and their Macdonald extensions) have been
further studied in [32].
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1.2. Extension to superspace. The main objective of the present work is to extend the results of [23]
to superspace. The Jack polynomials have a superspace extension, P
(α)
Λ , called the Jack superpolynomials
or Jack polynomials in superspace [16, 17], which first appeared in the study of the supersymmetric
generalization of the trigonometric Calogero-Moser-Sutherland model. The Hamiltonian operator for this
model was obtained in [43] (see also [11]) by following the method of Freedman and Mende [29]:
H =
1
2
N∑
i=1
(xi∂xi)
2 −
1
α2
∑
1≤i<j≤N
xixj
(xi − xj)2
(1− ακij) , (1.9)
where
κij = 1− (θi − θj)
(
∂θi − ∂θj
)
. (1.10)
The variables xj = e
iφj describe the positions of the N bosonic particles on the unit circle while the θi’s
stand for their fermionic partners (which can also be interpreted as internal degrees of freedom of the xj).
In more mathematical terms, H is an operator that acts on differentiable functions depending upon a set
x = {x1, . . . , xN} of commuting variables and a set θ = {θ1, . . . , θN} of anti-commuting variables, with the
additional assumption that θixj = xjθi for all i, j.
The systematic search for the eigenfunctions of H started in [15]. The task was simplified by the
following basic observation: for any polynomial f(θ1, . . . , θN ), the operator in (1.10) satisfies
κijf(. . . , θi, . . . , θj , . . .) = f(. . . , θj , . . . , θi, . . .), ∀ i, j. (1.11)
This means that the operators κij provide an action of the symmetric group SN on polynomials in θ. It
was shown that the Hamiltonian (1.9) has eigenfunctions of the form
Ψ(x; θ) =
∏
1≤i<j≤N
|xi − xj |
1/αfΛ(x; θ) (1.12)
where fΛ is a homogeneous polynomial in x and θ satisfying
κijKij fΛ(x; θ) = fΛ(x; θ), ∀ i, j. (1.13)
In the last equation, Kij is an operator that interchanges the variables xi and xj . Any polynomial such
as fΛ(x; θ) in (1.13) is called a symmetric superpolynomial.
The Jack superpolynomials P
(α)
Λ , which are indexed by superpartitions, are symmetric superpolynomials
providing orthogonal eigenfunctions of the Hamiltonian H (of the form described in (1.12)). In short, a
superpartition Λ of fermionic degree m is a pair of partitions Λ = (Λ⊛,Λ∗) such that the skew-diagram
Λ⊛/Λ∗ is both a vertical and a horizontal m-strip (see Section 2.2 for the relevant definitions). Note that
the number of entries (possibly including zeroes) of Λ⊛ and Λ∗ will always be equal to N . A convenient
representation of Λ is obtained by circling the m entries of Λ∗ such that Λ⊛i − Λ
∗
i = 1. For instance, with
N = 7,
Λ⊛ = (6, 4, 4, 3, 2, 1, 0), and Λ∗ = (5, 4, 3, 3, 1, 0, 0) =⇒ Λ = ( ❦5 , 4, ❦3 , 3, ❦1 , ❦0 , 0).
Let again k ≥ 1 and r ≥ 2 be integers such that k + 1 and r − 1 are coprime. We say that the
superpartition Λ is (k, r,N)-admissible if
Λ⊛i − Λ
∗
i+k ≥ r for all 1 ≤ i ≤ N − k . (1.14)
For example, ( ❦7 , 7, 5, ❦4 , ❦2 , ❦1 , 0) is (2, 3, 7)-admissible whereas (8, ❦4 , 3, ❦1 , ❦0 ) is (1, 2, 5)-admissible.
Note that when m = 0, we have Λ⊛ = Λ∗. Hence the superpartition Λ = (Λ∗,Λ∗) can be thought as an
ordinary partition, and the conditions in (1.14) reduce to those in (1.4).
Let Λ be a (k, r,N)-admissible superpartition of fermionic degree m. We show that the Jack super-
polynomial P
(αk,r)
Λ , where αk,r = −(k + 1)/(r − 1), does not have poles. We prove that P
(αk,r)
Λ vanishes
whenever k + 1 of its commuting variables are equal.4 Furthermore, we conjecture that if N ≥ k +m+ 1,
4Given that the Jack superpolynomials can be constructed out of the non-symmetric Jack polynomials (see eq.(2.36)) and
that the latter can be recovered from the non-symmetric Macdonald polynomials, the last two properties can also be deduced
from the results of [33].
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and m > 0 then
P
(αk,r)
Λ (x1, . . . , xN−k−1, x
′,
k times︷ ︸︸ ︷
x, . . . , x)
∣∣∣
θ1···θm
vanishes as (x − x′)r when x→ x′ (1.15)
where the notation |θ1···θm refers to the coefficient of θ1 · · · θm. In other words, we prove that the polynomial
in (1.15) vanishes when x = x′, and we conjecture that the multiplicity of the factor (x−x′) is exactly equal
to r whenever N ≥ k +m + 1 and m > 0. This is the clustering property of the Jack superpolynomials.
Note that the condition N ≥ m+k+1 ensures that the sets {1, ...,m} and {N−k, . . . , N} do not intersect.
Stronger conjectures concerning clustering properties for the Jack polynomials with prescribed symmetry
that will be discussed later on in the introduction (and in more details in Section 7) imply that if m > 0
then
P
(αk,r)
Λ (x1, . . . , xN−k−1, x
′,
k times︷ ︸︸ ︷
x, . . . , x) vanishes as (x− x′)r−1 when x→ x′ , (1.16)
where we stress that here the full superpolynomial is concerned while in (1.15) only the coefficient of
θ1 · · · θm was considered.
The regularity of the Jack superpolynomials we just mentioned allows us to define the space
I
(k,r)
N = spanC
{
P
(αk,r)
Λ
∣∣Λ is (k, r,N)-admissible} . (1.17)
We show that I
(k,r)
N is an ideal of the ring of symmetric superpolynomials in N variables
5 over C. That
is, I
(k,r)
N is an ideal of the ring
ΛθN = C[x1, . . . , xN , θ1, . . . , θN ]
SN ,
where SN acts diagonally on the two sets of variables. Moreover, we prove that I
(k,r)
N is stable with respect
to the action of the negative-half of the super-Virasoro algebra. In order to demonstrate these central
results, we first need to establish very intricate properties of the Jack superpolynomials that can be seen
as superspace extensions of the technical results of [23]. We then need to obtain the explicit action of certain
generators of the negative-half of the super-Virasoro algebra on the Jack superpolynomials (reminiscent
of Pieri rules). We stress that the very fact that these results can be established is a confirmation of the
natural character and the richness of these superpolynomials.
Now consider the subspace of symmetric superpolynomials in N variables that vanish whenever k + 1
commuting variables are equal:
F
(k)
N =
{
f(x, θ) ∈ ΛθN
∣∣ f(x, θ) = 0 if x1 = · · · = xk+1} . (1.18)
From our earlier discussion about the clustering property of the Jack superpolynomials, it follows that
I
(k,r)
N ⊆ F
(k)
N for all r. We conjecture that, as in the non-supersymmetric case, I
(k,2)
N = F
(k)
N . In other
words, the Jack superpolynomials in N variables whose superpartitions are (k, 2, N)-admissible would
furnish a linear basis of the ring F
(k)
N . This conjecture clearly points toward superconformal field theoretical
applications of the Jack superpolynomials, for instance for the representation theory of the superspace
version of ŝl(2)k model or the related Zk parafermionic theory [36].
1.3. Cochain interpretation of the ideals. Among all the elements of the super-Virasoro algebra, the
generators G1/2 and G−1/2 are particularly interesting. They can be written as a linear combination of
the operators
q =
∑
i
θi∂xi and q˜ =
∑
i
θixi∂xi (1.19)
together with their respective adjoints q⊥ and q˜⊥, whose precise definition is not relevant for the moment
(they correspond respectively to the operators q⊥ and Q⊥ defined in (5.1)). The important point here is
that both q and q˜ can be interpreted as exterior derivatives.
It is indeed well known that the Hamiltonian operators in supersymmetric quantum mechanics are equiv-
alent to the Laplace-Beltrami operators in classical differential geometry (see for example [30]). From this
5 When we refer to a superpolynomial in N variables, it is understood that each variable is considered as a pair of
commuting and anticommuting variables.
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point of view, if the variables xj are real, a superpolynomial fi1,...,im(x)θi1 · · · θim and the left-multiplication
by θj are respectively interpreted as the m-form field fi1,...,im(x)dxi1 ∧ · · · ∧ dxim and the exterior prod-
uct dxj ∧ ·. The case where the xj ’s belong to the unit circle T in C is similar except that the θi’s
behave as the 1-forms (ixj)
−1dxj . Thus, the operator q (resp., q˜) is equivalent to the exterior derivative
d : Ωm(M)→ Ωm+1(M) when M is equal to RN (resp., TN ).
Now let us decompose the ring of symmetric superpolynomials as ΛθN = ⊕
N
m=0Λ
θ
N,m, where Λ
θ
N,m
denotes the sets of homogeneous elements of ΛθN whose degree in θ is equal to m, so each element Λ
θ
N,m
can be thought as a symmetric m-form. Note that ΛN,0 is equal to the usual ring ΛN of symmetric
polynomials. All these observations can be summarized by the following exact cochain complex:
0 −−−→ C(α)
i
−−−−→ ΛN
d
−−−−→ ΛθN,1
d
−−−−→ · · ·
d
−−−−→ ΛθN,N
d
−−−−→ 0, (1.20)
where d is either equal to q or q˜ and i refers to the inclusion. In both cases, the exactness follows easily
from the anticommutation relations between d and d⊥.
Finally, given that the ideal I
(k,r)
N is also naturally graded with respect to the degree of its elements in
θ, we can write I
(k,r)
N =
∑N
m=0 I
(k,r)
N,m , where
I
(k,r)
N,m = SpanC
{
P
(αk,r)
Λ
∣∣Λ is (k, r,N)-admissible and contains exactly m circles}. (1.21)
We stress that I
(k,r)
N,0 is nothing but the ideal I
(k,r)
N introduced in [23]. Then, as consequence of the stability
of the ideal I
(k,r)
N under the action of the super-Virasoro generatorsG1/2 andG−1/2, we obtain the following
exact cochain complex:
0 −−−→ C
i
−−−−→ I
(k,r)
N
d
−−−−→ I
(k,r)
N,1
d
−−−−→ · · ·
d
−−−−→ I
(k,r)
N,N
d
−−−−→ 0 , (1.22)
where d is again either equal to q or q˜.
1.4. Consequences for the Jack polynomials with prescribed symmetry. Let Λ be a superparti-
tion with m circles. Take all the parts of Λ that are circled and order them in decreasing order. This gives
a partition Λa = (Λ1, . . . ,Λm) with strictly decreasing parts. Now take the parts of Λ that are not circled
and form a partition Λs = (Λm+1, . . . ,ΛN). This allows us to write the Jack superpolynomial labeled by
Λ as follows:
P
(α)
Λ (x, θ) = θ1 · · · θmS
(α)
Λa,Λs(x) + permutations, (1.23)
where S
(α)
Λa,Λs(x) is known as a Jack polynomial with prescribed (or mixed) symmetry [4, 5], since it is
antisymmetric in the variables x1, · · ·xm and symmetric in the remaining ones.
The general conjectured clustering property given in (1.15) readily implies that the Jack polynomials
with prescribed symmetry satisfy a similar property. To be more precise, let Λ be a (k, r,N)-admissible
superpartition with m circles and let Λa,Λs be its associated pair of partitions as described above. Then
for all N ≥ k +m+ 1
S
(αk,r)
Λa,Λs (x1, . . . , xN−k−1, x
′,
k times︷ ︸︸ ︷
x, . . . , x) vanishes as (x− x′)r when x→ x′. (1.24)
Now consider the Jack polynomial with prescribed symmetry divided by the Vandermonde determinant
∆(x1, · · · , xm), that is:
P
(αk,r)
Λ,m = S
(αk,r)
Λa,Λs /∆(x1, · · · , xm) . (1.25)
Because S
(αk,r)
Λa,Λs is antisymmetric in the first m variables, P
(αk,r)
Λ,m is symmetric in the variables x1, . . . , xm
and in the variables xm+1, . . . , xN . When the fermionic degree m is smaller than r, we actually obtain a
stronger clustering property. We show that if r > m and Λ is (k, r,N)-admissible then P
(αk,r)
Λ,m vanishes
whenever any k+1 of the variables x1, . . . , xN are equal. Here again the approach to zero of the vanishing
Jack polynomial with prescribed symmetry can be made precise. Let xi1 = · · · = xik = x and let x
′ be a
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variable that does not belong to {xi1 , . . . , xik}. Let also a be the number of elements in {xi1 , . . . , xik , x
′}∩
{x1, · · · , xm}. We conjecture that
(x− x′)r−a divides P
(αk,r)
Λ,m =
S
(αk,r)
Λa,Λs
∆(x1, · · · , xm)
. (1.26)
Note that the conjecture still seems to be valid if r ≤ m, although then the clustering property can be
lost since P
(αk,r)
Λ,m does not necessarily vanish when k + 1 variables are equal (a can be equal to r). Note
also that for almost all admissible superpartitions, the multiplicity of the factor (x − x′) is exactly equal
to r− a, but as for the non-superspace case, there is no general rule for determining which superpartitions
lead to multiplicity strictly greater than r− a. However, it seems possible to predict the exact multiplicity
of the factor (x − x′) by further restricting the set of admissible superpartitions. As before, let Λ be a
(k, r,N)-admissible superpartition with k + 1 and r − 1 being coprime. Assume moreover that r > m > 0
and N ≥ k +m + 1. Then we conjecture that the multiplicity of the factor (x − x′) in P
(αk,r)
Λ,m is exactly
equal to r − a.6
1.5. Relation with conformal field theory. Although direct applications of Jack superpolynomials
have not been nailed down yet, (k, 2, N)-admissible superpartitions have appeared in disguised form in the
description of the basis of states in the superconformal minimal models SM(2, 4k + 4) [39, 27]. (Analo-
gously, (k, 2, N)-admissible partitions describe the states of the minimal models M(2, 2k + 3) [22].)
Recall that the states in superconformal highest-weight modules are generated by the super-Virasoro
modes Ln and Gr, with n, r < 0, where r ∈ Z+
1
2 in the Neveu-Schwarz sector, while it is integer in the
Ramond sector. The basis of states in the Verma module (free of singular vectors) is
L−n1 · · ·L−npG−r1 · · ·G−rm |hws〉, ni ≥ ni+1 ≥ 1, ri > ri+1 > 0, (1.27)
for all values of p and m. Such operator strings can be mixed and reordered in decreasing values of the
mode indices ni, rj . The resulting sequence of indices is related to a superpartition. In the Ramond sector,
we take the convention that if a G mode and some L modes have equal indices, the G is placed at the left.
Circling the entries ri, the result is a superpartition Λ where the m parts for which Λ
⊛
i −Λ
∗
i = 1 have been
circled (and, by construction, with no vanishing part). In the Neveu-Schwarz sector, the ri entries are first
reduced by 12 and then circled. This again leads to a superpartition, this one allowing a 0 circled-entry.
Now, the basis of states for the irreducible modules in the SM(2, 4k + 4) model (up to a boundary
condition on the maximal number of parts ≤ 1 that characterizes the highest-weight state) is precisely
given by admissible superpartitions with r = 2 (cf. Section 4.2 in [39] for the Neveu-Schwarz sector and
the appendix A of [27] for a sketch of the proof that applies to both sectors).
1.6. Organization of the article. Basic definitions and relevant properties of the Jack superpolynomials
are reviewed in Section 2. Jack superpolynomials are shown to be eigenfunctions of a pair of Sekiguchi-
type operators in Section 3. The admissibility conditions for superpartitions are introduced in Section 4,
along with the proofs of the regularity of the P
(αk,r)
Λ ’s when Λ is admissible or almost admissible (to
be defined later on). We introduce certain super Lie algebras (including the negative half of the super-
Virasoro algebra) in Section 5. In Section 6 we obtain the explicit action of some elements of the super Lie
algebras on the Jack superpolynomials, and introduce the differential ideals I
(k,r)
N . The vanishing of the
admissible Jack polynomials when k + 1 commuting variables are identified is shown in Section 7, along
with a conjecture on the clustering properties of Jack superpolynomials. Finally, the appendix contains a
few technical proofs which we felt were not suited for the main body of the article.
We should stress that our proofs are in general modeled on those of [23]. Nevertheless, as was to be
expected, the presence of anticommuting variables makes most of the proofs much more involved.
6Again this bound on N does not provide a fine demarcation of the exceptional cases. As indicated after Conjecture 16,
with n ≤ 10, N ≤ 8, k, r ≤ 6 and m > 0, there are 17914 admissible superpartitions and 489 exceptions. However, only 2189
admissible superpartitions do satisfy the bounds N ≥ k +m+ 1 and r > m.
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2. Jack superpolynomials: definitions and basic properties
2.1. Polynomials in superspace. Polynomials in superspace (or superpolynomials) are polynomials in
the usual commuting N variables x1, · · · , xN and the N anticommuting variables θ1, · · · , θN . They are
said to be symmetric if they are invariant with respect to the interchange of (xi, θi)↔ (xj , θj) for any i, j
[15].
The symmetry requirement can be phrased in terms of exchange operations. For any σ ∈ SN , we define
Kσ = κσKσ, where
{
Kσ : (x1, . . . , xN ) 7→ (xσ(1), . . . , xσ(N))
κσ : (θ1, . . . , θN) 7→ (θσ(1), . . . , θσ(N)).
(2.1)
Then a polynomial in superspace P (x; θ), with x = (x1, . . . , xN ) and θ = (θ1, . . . , θN ), is symmetric when
KσP (x; θ) = P (x; θ) for all σ ∈ SN . (2.2)
2.2. Superpartitions: diagrammatic representation and the dominance ordering. Let us first
recall some definitions related to partitions [38]. A partition λ = (λ1, λ2, . . . ) of degree |λ| = d is a vector
of non-negative integers such that λi ≥ λi+1 for i = 1, 2, . . . and such that
∑
i λi = d. The length ℓ(λ) of λ
is the number of non-zero entries of λ. Each partition λ has an associated Ferrers diagram with λi lattice
squares in the ith row, from the top to bottom. Any lattice square in the Ferrers diagram is called a cell,
where the cell (i, j) is in the ith row and jth column of the diagram. Given a partition λ, its conjugate λ′
is the diagram obtained by reflecting λ about the main diagonal. Given a cell s = (i, j) in λ, we let
aλ(s) = λi − j , a
′
λ(s) = j − 1 , lλ(s) = λ
′
j − i , and l
′
λ(s) = i− 1 . (2.3)
The quantities aλ(s), a
′
λ(s), lλ(s) and l
′
λ(s) are respectively called the arm-length, arm-colength, leg-length
and leg-colength. For instance, if λ = (8, 5, 5, 3, 1)
(2.4)
we have that aλ(3, 2) = 3, a
′
λ(3, 2) = 1, lλ(3, 2) = 1 and l
′
λ(3, 2) = 2. We say that the diagram µ is
contained in λ, denoted µ ⊆ λ, if µi ≤ λi for all i. Finally, λ/µ is a horizontal (resp. vertical) n-strip if
µ ⊆ λ, |λ| − |µ| = n, and the skew diagram λ/µ does not have two cells in the same column (resp. row).
As mentioned in the introduction, a superpartition Λ of fermionic degree m is a pair of partitions
Λ = (Λ⊛,Λ∗) such that the skew-diagram Λ⊛/Λ∗ is both a vertical and a horizontal m-strip. Such a
superpartition is said to have degree (n|m) if
∑
i Λ
∗
i = n. We refer to n as the total degree of Λ. The
length ℓ(Λ) of a superpartition Λ is the length of the partition Λ⊛.
A diagrammatic representation of Λ is given by the Ferrers diagram of Λ∗ with circles added in
the cells corresponding to Λ⊛/Λ∗. The conjugate of a superpartition Λ = (Λ⊛,Λ∗) is simply given by
Λ′ = (Λ⊛
′
,Λ∗′). Hence, as in the case of partitions, Λ′ is the superpartition whose diagram is obtained by
interchanging the rows and the columns in the diagram of Λ. For instance, as seen in the diagram that fol-
lows, the conjugate of Λ = (Λ⊛,Λ∗) =
(
(6, 4, 4, 3, 2, 1), (5, 4, 3, 3, 1)
)
is Λ′ =
(
(6, 5, 4, 3, 1, 1), (5, 4, 4, 2, 1)
)
.
Λ =
❦
❦
❦
❦
⇐⇒ Λ′ =
❦
❦
❦
❦
(2.5)
We will occasionally need the original definition of a superpartition (see [15]): a superpartition Λ of
length ℓ is a pair of partitions
Λ = (Λa; Λs) = (Λ1, . . . ,Λm; Λm+1, . . . ,Λℓ), (2.6)
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such that
Λ1 > . . . > Λm ≥ 0 and Λm+1 ≥ Λm+2 ≥ · · · ≥ Λℓ > 0 . (2.7)
Note that m corresponds in this definition to the fermionic degree of Λ. The equivalence between the two
definitions is quite obvious: the parts of Λ that belong to Λa are the parts of Λ∗ such that Λ⊛k − Λ
∗
k = 1.
Finally, the dominance order on superpartitions is defined as follows [19]:
Ω ≤ Λ iff Ω∗ ≤ Λ∗ and Ω⊛ ≤ Λ⊛, , (2.8)
where the order on partitions is the usual dominance ordering:
λ ≥ µ ⇐⇒
∑
i
λi =
∑
i
µi and λ1 + · · ·+ λi ≥ µ1 + · · ·+ µi for all i (2.9)
2.3. Monomial polynomials in superspace. The simplest example of a symmetric superpolynomial is
the super-version of the monomial polynomials. Let Λ = (Λa; Λs) be as in (2.6). We then define
mΛ(x, θ) =
∑
σ∈SN
′
Kσ
(
θ1 · · · θmx
Λ1
1 · · ·x
ΛN
N
)
, (2.10)
where the prime indicates that the sum is taken over distinct permutations of θ1 · · · θmx
Λ1
1 · · ·x
ΛN
N , with
the understanding that Λℓ+1 = · · · = ΛN = 0. This expression illustrates a generic property of symmetric
superpolynomials: because the θi are anticommuting, the polynomial in x whose coefficient is θ1 · · · θm is
antisymmetric in the variables x1, · · · , xm and symmetric in the remaining ones. This mixed symmetry of
each component of mΛ is clearly seen in the following example:
m(1,0;1,1)(x; θ) = θ1θ2(x1 − x2)x3x4 + θ1θ3(x1 − x3)x2x4 + θ1θ4(x1 − x4)x2x3
+ θ2θ3(x2 − x3)x1x4 + θ2θ4(x2 − x4)x1x3 + θ3θ4(x3 − x4)x1x2. (2.11)
This example also illustrates the rationale for qualifying the number of circles in Λ as the fermionic degree:
it is the number of θ factors in each constituent of the superpolynomial.
2.4. Jack superpolynomials: eigenfunction characterization. The Jack superpolynomials P
(α)
Λ can
be characterized by the following two conditions:
(1) P
(α)
Λ = mΛ +
∑
Ω<Λ
cΛΩ(α)mΩ , where cΛΩ(α) ∈ Q(α) (2.12)
(2) DP
(α)
Λ = eΛ∗(α)P
(α)
Λ and ∆P
(α)
Λ = e˜Λ(α)P
(α)
Λ , (2.13)
where the operators D and ∆ are given by
D =
1
2
N∑
i=1
αx2i ∂
2
xi +
∑
1≤i6=j≤N
xixj
xi − xj
(
∂xi −
θi − θj
xi − xj
∂θi
)
, (2.14)
∆ =
N∑
i=1
αxiθi∂xi∂θi +
∑
1≤i6=j≤N
xiθj + xjθi
xi − xj
∂θi , (2.15)
and their eigenvalues by
eΛ∗(α) = αb(Λ
∗′)− b(Λ∗) and e˜Λ(α) = α|Λ
a| − |Λ′
a
| , (2.16)
with b(λ) =
∑ℓ(λ)
i=1 (i− 1)λi.
The Jack superpolynomials of lowest degrees are tabulated in [16, Appendix A]. In the absence of anti-
commuting variables, the two conditions characterize the ordinary Jack polynomials [44]. Note that the
operator D is related to the operator H of (1.9) through the relation
2αΨ−10 (H − E0)Ψ0 = 2D + (2N − 2 + α)
∑
i
xi∂xi , (2.17)
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where Ψ0 =
∏
i<j |xi − xj |
1/α, and E0 = N(2N − 1)(N − 1)/12α
2. The operator ∆ is related in a
similar way to a conserved operator of the supersymmetric version of the trigonometric Calogero-Moser-
Sutherland model. Actually, for this model there are 4N conserved quantities: 2N mutually commuting
bosonic quantities, Hn and In for n = 1, · · · , N , and 2N non-commuting fermionic quantities [15, 16, 17].
Up to conjugation by the ground-state wavefunction Ψ0, the Jack superpolynomials are eigenfunctions of
the 2N bosonic operators. The necessity of a double eigenvalue problem is clear from the fact that D has
degenerate eigenvalues, the latter being insensitive to the ‘fermionic nature of the parts’, that is, whether
a row of Λ ends with a circle or not. This degeneracy is lifted by ∆, whose eigenvalue only depends upon
Λa, that is, upon the rows of Λ that ends with a circle.
2.5. Normalization, evaluation formula and duality. When the number of variables is infinite, there
is a natural scalar product on the space of symmetric superfunctions. Let
pΛ = p˜Λ1 · · · p˜ΛmpΛm+1 · · · pΛℓ , where p˜n =
∑
i
θix
n
i and pn =
∑
i
xni . (2.18)
We define
〈〈 pΛ | pΩ 〉〉α = (−1)
(m2 ) αℓ(Λ) zΛsδΛ,Ω , (2.19)
where zΛs is given by
zΛs =
∏
i≥1
inΛs(i)nΛs(i)! , (2.20)
with nΛs(i) the number of parts in Λ
s equal to i.
The expression of the norm of a Jack superpolynomial involves basic diagram data. Recall that for each
cell s = (i, j) ∈ λ we defined in (2.3) the arm-length aλ(s) and the leg-length lλ(s) of the cell. We define
two α-deformations of the hook length of a square in a superpartition Λ, the upper and lower-hook lengths
respectively given by [19]:
h
(α)
Λ (s) = lΛ⊛(s) + α(aΛ∗(s) + 1),
hΛ(α)(s) = lΛ∗(s) + 1 + αaΛ⊛(s). (2.21)
Note that these generalize the two hook-lengths of [44].
Let BΛ (the bosonic content of Λ) be the set of squares in the diagram of Λ that do not lie at the
intersection of a row containing a circle and a column containing a circle. The expression for the norm of
a Jack superpolynomial reads:
‖PΛ‖
2 := (−1)(
m
2 ) 〈〈P
(α)
Λ |P
(α)
Λ 〉〉 =
∏
s∈BΛ
h
(α)
Λ (s)
hΛ(α)(s)
(
=
∏
s∈Λ
h
(α)
Λ (s)
hΛ(α)(s)
)
. (2.22)
The expression in parenthesis follows from the equality of the two hook lengths for the squares in Λ/BΛ;
this alternative form will be useful below.
We now introduce the so-called evaluation formula for Jack superpolynomials [19]. Let
PΛ,m(x) :=
P
(α)
Λ
∣∣
θ1···θm
∆(x1, · · · , xm)
. (2.23)
The label m reminds that P is symmetric with respect to to the first m variables (x1, · · · , xm) and also
symmetric with respect to the N −m remaining ones. Note that PΛ,m(x) = SΛa,Λs/∆(x1, · · · , xm), where
SΛa,Λs is the Jack polynomial with prescribed symmetry introduced in (1.23). The evaluation formula is
most simply described in terms of the skew diagram SΛ = Λ⊛/(m,m− 1, . . . , 1), where as usual m is the
fermionic sector of the superpartition Λ. We have
PΛ,m(x1 = · · · = xN = 1) =
1
vΛ(α)
∏
s∈SΛ
b
(α,N)
Λ (s), (2.24)
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where
b
(α,N)
Λ (s) = N − (i − 1) + α(j − 1) and vΛ(α) =
∏
s∈BΛ
hΛ(α)(s) . (2.25)
Note that when m = 0, the evaluation formula for Jack superpolynomials reduces to usual one (cf. [44])
P
(α)
λ (1, · · · , 1) =
∏
(i,j)∈λ
N − (i− 1) + α(j − 1)
λ′j − (i − 1) + α(λi − j)
. (2.26)
We conclude this section by mentioning a useful duality property of P
(α)
Λ . Let ωˆα stand for the endo-
morphism of the space of symmetric polynomials in superspace defined on the power sums as
ωˆα(pn) = (−1)
n−1αpn and ωˆα(p˜n) = (−1)
nα p˜n. (2.27)
We have
ωˆα(P
(α)
Λ ) = (−1)
(m2 )‖PΛ‖
2 P
(1/α)
Λ′ . (2.28)
2.6. Non-symmetric Jack polynomials. The characterization of the Jack superpolynomials that will
be most useful in this article involves non-symmetric Jack polynomials. We collect here the most relevant
properties of the non-symmetric Jack polynomials. Their relation to the Jack superpolynomials will be
presented in the following subsection.
We consider the Dunkl-Cherednik operators (see [7, 34, 40])
Di = αxi∂xi +
∑
1≤j<i
xi
xi − xj
(1 −Ki,j) +
∑
i<j≤N
xj
xi − xj
(1−Ki,j) + 1− i , (2.29)
where Ki,j is the operator that exchanges the variables xi and xj . The Di’s are mutually commuting
[Di,Dj ] = 0 and obey the relations
DiKi,i+1 −Ki,i+1Di+1 = 1 and DiKj,j+1 = Kj,j+1Di if i 6= j, j + 1 . (2.30)
The non-symmetric Jack polynomial, Eη(x;α), indexed by a composition with N parts (some of them
possibly equal to zero), can be characterized as the unique polynomial, whose coefficient of xη is equal to
1, such that
DiEη(x;α) = η¯i Eη(x;α) ∀i = 1, . . . , N, (2.31)
where the eigenvalue η¯i is given by
η¯i = αηi −#{k < i | ηk ≥ ηi} −#{k > i | ηk > ηi}. (2.32)
As is the case for partitions, the diagram of a composition η with N parts is the set of cells (i, j) such
that 1 ≤ i ≤ N and 1 ≤ j ≤ ηi. For instance, if η = (0, 1, 3, 0, 0, 6, 2, 5), the diagram of η is
•
•
•
(2.33)
where a • represents an entry of length zero. For each cell s = (i, j) ∈ η, we define the following hook-length
dη(s) [34]:
dη(s) = α(ηi − j + 1) + #{k < i | j ≤ ηk + 1 ≤ ηi}+#{k > i | j ≤ ηk ≤ ηi}+ 1. (2.34)
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2.7. Jack superpolynomials: symmetrization construction. Given a superpartition Λ = (Λa; Λs)
of the form (2.6), we define the composition Λ˜ as
Λ˜ := (Λm, . . . ,Λ1,ΛN , . . . ,Λm+1) . (2.35)
It was shown in [15, Section 9] that the Jack superpolynomials defined in Section 2.4 can be obtained from
the non-symmetric Jack polynomials through the following relation:
P
(α)
Λ =
(−1)(
m
2 )
fΛs
∑
w∈SN
Kw θ1 · · · θmEΛ˜(x;α) , (2.36)
where fΛs stands for
fΛs =
∏
i
nΛs(i)!, (2.37)
with nΛs(i) being the multiplicity of i in Λ
s defined in (2.20) and Kw is defined in (2.1).
Note that the composition Λ˜ is of a very special form. Its first m rows (resp. last N − m rows) are
strictly increasing (resp. weakly increasing). Diagrammatically, it is made of two partitions (the first one
of which without repeated parts) drawn in the French notation (largest row in the bottom). For instance
if Λ = (3, 1, 0; 5, 3, 3, 0, 0), we have Λ˜ = (0, 1, 3, 0, 0, 3, 3, 5) whose diagram is given by
•
•
•
(2.38)
3. The Sekiguchi operator and its superspace extension
A key technical tool in the study of the vanishing conditions of the ordinary Jack polynomials in [23] is
their characterization as eigenfunctions of the Sekiguchi operators.
This construction is closely related to the description of P
(α)
λ as the symmetrization of a non-symmetric
Jack polynomial, which can be seen as the special case m = 0 of (2.36). This construction is also rooted
in the integrability of the underlying eigenvalue problem, namely, the Calogero-Moser-Sutherland model:
the Sekiguchi operator is a generating function of N independent conserved quantities in involution.
Since the Jack superpolynomials are eigenfunctions of two basic operators, or more generally, two
independent mutually commuting sets of N operators, we need here two Sekiguchi-type operators. Their
introduction (which is new) is the subject of this section. The results that follow rely heavily on the
description of P
(α)
Λ given in (2.36).
Our pair of Sekiguchi operators is composed of the usual Sekiguchi operator
S(u, α) =
N∏
i=1
(Di + u), (3.1)
together with its supersymmetric counterpart
S˜(u, α) =
N∑
m=0
1
m!(N −m)!
∑
σ∈SN
Kσ
 m∏
i=1
(Di + α+ u)
N∏
j=m+1
(Dj + u)
 π1,...,m , (3.2)
where
π1,...,m =
m∏
i=1
θi∂θi
N∏
j=m+1
(1− θj∂θj ) (3.3)
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The correctness of these choices is justified by the proposition that follows. But let us observe at
once that it is not surprising to find the usual Sekiguchi operator S(u, α) among our pair of operators.
The operators S(u, α) and S˜(u, α) are the generating functions of the bosonic conservation laws for the
supersymmetric trigonometric Calogero-Moser-Sutherland model. In particular, S(u, α) generates the
elementary symmetric functions in the quantities Di’s, which are functionnaly equivalent to the quantities
Hn of [15, 16]. The connection between S˜(u, α) and the quantities In of [15, 16] is less obvious.
Proposition 1. We have
S(u, α)P
(α)
Λ = εΛ∗(u, α)P
(α)
Λ and S˜(u, α)P
(α)
Λ = εΛ⊛(u, α)P
(α)
Λ , (3.4)
where ελ(u, α) is given, for any partition λ, by
ελ(u, α) =
N∏
i=1
(
αλi + 1− i+ u
)
. (3.5)
Proof. It is easy to verify, using (2.30), that for all i = 1, . . . , N − 1 we have
Ki,i+1(Di + c)(Di+1 + c) = (Di + c)(Di+1 + c)Ki,i+1 , (3.6)
where c is an arbitrary constant. Hence KwS(u, α) = S(u, α)Kw for all w ∈ SN . And since S(u, α) does
not act on the variables θ, we also have Kwθ1 · · · θmS(u, α) = S(u, α)Kwθ1 · · · θm for all w ∈ SN . Therefore,
using (2.36), to prove the first statement of the proposition we simply need to show that(
N∏
i=1
(Di + u)
)
EΛ˜(x;α) = εΛ∗(u, α)EΛ˜(x;α). (3.7)
Similarly, we will now show that to prove the second statement, it suffices to prove that m∏
i=1
(Di + α+ u)
N∏
j=m+1
(Dj + u)
EΛ˜(x;α) = εΛ⊛(u, α)EΛ˜(x;α) . (3.8)
First observe that
π1,...,lKwθ1 · · · θm =
{
Kwθ1 · · · θm if l = m and w ∈ Sm × SN−m
0 otherwise
(3.9)
where Sm × SN−m stands for the subgroup of SN made out of permutations of the first m elements and
the last N −m elements respectively. Using (2.36) again (forgetting the multiplicative factor), we get
S˜(u, α)
∑
w∈SN
Kwθ1 . . . θmEΛ˜(x;α)
=
1
m!(N −m)!
∑
σ∈SN
Kσ
 m∏
i=1
(Di + α+ u)
N∏
j=m+1
(Dj + u)
 ∑
w∈Sm×SN−m
Kwθ1 . . . θmEΛ˜(x;α) (3.10)
From (3.6), we can deduce that
∏m
i=1(Di + α+ u)
∏N
j=m+1(Dj + u) commutes with Kwθ1 · · · θm for every
w ∈ Sm × SN−m. Hence
S˜(u, α)
∑
w∈SN
Kwθ1 . . . θmEΛ˜(x;α) =
∑
σ∈SN
Kσθ1 · · · θm
 m∏
i=1
(Di + α+ u)
N∏
j=m+1
(Dj + u)
EΛ˜(x;α)
(3.11)
and, as claimed, (3.8) implies the second statement of the proposition.
We have left to prove expressions (3.7) and (3.8). Let η = Λ˜ and suppose that ηi = r. It is easy to get
from (2.32) that the eigenvalue η¯i of Di is
η¯i = αr −#{rows of Λ
∗ of size larger than r} −#{rows of Λ˜ of size r above row i} . (3.12)
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Therefore, letting
ji = #{rows of Λ
∗ of size larger than r} +#{rows of Λ˜ of size r above row i}+ 1 (3.13)
we have {j1, . . . , jN} = {1, . . . , N}, Λ
∗
ji
= r, and η¯i = αΛ
∗
ji
+ 1− ji, which gives (3.7).
Continuing with the same notation, we have that if i belongs to {1, . . . ,m} then ηi = r is the highest
row of size r in η, and thus by (3.13) Λ∗ji is also the highest row of size r in Λ
∗. Hence, in this case
η¯i + α = αΛ
⊛
ji
+ 1− ji . (3.14)
If i does not belong to {1, . . . ,m}, then we have as before
η¯i = αΛ
∗
ji + 1− ji = αΛ
⊛
ji
+ 1− ji (3.15)
and (3.8) follows. 
Proposition 1 has the following important corollary.
Corollary 2. We have
S(u, α)mΛ = εΛ∗(u, α)mΛ +
∑
Ω<Λ
bΛΩ(u, α)mΩ, (3.16)
S˜(u, α)mΛ = εΛ⊛(u, α)mΛ +
∑
Ω<Λ
b˜ΛΩ(u, α)mΩ, (3.17)
for some bΛΩ(u, α), b˜ΛΩ(u, α) ∈ Q(u, α).
Proof. Suppose there exists a Γ such that S(u, α) on mΓ is not triangular, and take Λ to be minimal among
those Γ’s. Then, by (2.12),
S(u, α)P
(α)
Λ = S(u, α)mΛ +
∑
Ω<Λ
cΛΩ(α)S(u, α)mΩ (3.18)
By our hypothesis on the minimality of Λ, all the monomials m∆ that occur in S(u, α)mΩ are such that
Λ > Ω ≥ ∆. Therefore if mΥ, with Υ 6≤ Λ, appears in S(u, α)mΛ then it also appears in S(u, α)P
(α)
Λ . This
contradicts Proposition 1. 
4. Admissible superpartitions and regularity of the Jack superpolynomials
4.1. Admissibility conditions for superpartitions. Let k ≥ 1 and r ≥ 2 be integers such that k + 1
and r− 1 are coprime. As stated in the introduction, we say that a superpartition Λ is (k, r,N)-admissible
(allowing zeroes as entries in Λ⊛ and Λ∗) if
Λ⊛i − Λ
∗
i+k ≥ r (1 ≤ i ≤ N − k) . (4.1)
For m = 0, in which case Λ = (Λ∗,Λ∗) is essentially an ordinary partition, this reduces to the usual
admissibility criterion [23].
As a short digression, let us make a remark on the enumeration of admissible (super)partitions when r =
2. The (k, 2, N)-admissible partitions are precisely those that describe the combinatorics of the sum-side of
the Andrews-Gordon generalization of the Rogers-Ramanujan identity [1, 2]. Similarly, the enumeration of
the (k, 2, N)-admissible superpartitions are captured by the sum-side of a generalization of the Andrews-
Gordon identity. The simplest way of obtaining this connection is to transform a superpartition Λ into an
overpartition Ω by considering Λ⊛ and putting an over-bar above each entry Λ⊛i for which Λ
⊛
i − Λ
∗
i = 1.
As we just mentioned, this produces an overpartition [13], namely, a partition where the final occurrence
of a part can be overlined. For instance, we have
❦
❦
❦
←→ (4¯, 2, 2¯, 1, 1¯). (4.2)
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With this map, a (k, 2)-admissible superpartition is transformed into an overpartition that satisfies precisely
the restriction condition introduced in [37, 14]: Ωi − Ωi+k ≥ 1 if Ωi+k is overlined and ≥ 2 otherwise.
The generating function for these restricted overpartitions that generalizes the Andrews multiple-sum is
presented in Theorems 1.4, 1.5 and eq. (6.1) of [14]. Recall that in superconformal highest-weight modules,
the states are generated by the action of the Virasoro modes Ln and its supersymmetric partner Gr, for
n, r < 0. In the Neveu-Schwarz sector r ∈ Z+ 12 , while it is integer in the Ramond sector.
4.2. Regularity of P
(αk,r)
Λ when Λ is admissible. As in the non-supersymmetric case, singularities can
occur in a Jack superpolynomial P
(α)
Λ at the special value α = αk,r = −(k + 1)/(r − 1). Given this, our
first task is to verify that the Jack superpolynomials P
(αk,r)
Λ are regular at αk,r (i.e., do not have poles)
when Λ is (k, r,N)-admissible. As already pointed out in the introduction, following relation (2.36) this
can be deduced from the results of [33]. We choose nevertheless to present our own proof of the regularity:
the methods it uses will then be used again and again in the much harder proof of Proposition 8.
It is known that
(∏
s∈Λ˜ dΛ˜(s)
)
EΛ˜, with dη defined in (2.34), belongs to N[α, x1, . . . , xN ] (see [34,
Theorem 4.11]). Therefore, using (2.36), we have that
(∏
s∈Λ˜ dΛ˜(s)
)
P
(α)
Λ cannot have singularities at
α = αk,r . In other words, checking the regularity of P
(αk,r)
Λk,r,N
amounts to checking that
∏
s∈Λ˜ dΛ˜(s) does
not have zeroes when α = αk,r if Λ = Λk,r,N .
The following lemma gives a simpler expression for
∏
s∈Λ˜ dΛ˜(s).
Lemma 3. We have ∏
s∈Λ˜
dΛ˜(s) = f
−1
Λs
∏
s∈Λ
hΛ(α)(s)
N∏
i=N−ℓ(Λs)
dΛ˜
(
(i, 1)
)
, (4.3)
where fΛs , h
Λ
(α)(s) and dΛ˜(s) are defined respectively in (2.20), (2.21), and (2.34).
Proof. [35, Lemma 6] states that∏
s∈Λ˜
dΛ˜(s) = f
−1
Λs
∏
s∈BΛ
hΛ(α)(s)
N∏
i=N−ℓ(Λs)
dΛ˜
(
(i, 1)
) ∏
1≤j<i≤m
dΛ˜
(
(i, Λ˜j + 1)
)
(4.4)
The lemma then follows from the relation∏
Λ/BΛ
hΛ(α)(s) =
∏
1≤j<i≤m
dΛ˜
(
(i, Λ˜j + 1)
)
. (4.5)

Note that it is conjectured in [17, Conjecture 33] that the integral form (see (1.2)) of the Jack super-
polynomials is given by
J
(α)
Λ = vΛ(α)P
(α)
Λ (4.6)
where vΛ(α) =
∏
s∈BΛ h
Λ
(α)(s). If this were proven, it would suffice (as is the case for Jack polynomials) to
show that the simpler expression vΛk,r,N (αk,r) does not have zeroes to demonstrate the regularity of the
admissible Jack superpolynomials.
We now show that P
(αk,r)
Λ is regular.
Proposition 4. The Jack superpolynomial P
(α)
Λ has no pole at α = αk,r when Λ is (k, r,N)-admissible.
Proof. As mentioned before, we need to prove that
∏
s∈Λ˜ dΛ˜(s) does not vanish at α = αk,r. In view of
the previous lemma, it is sufficient to show that hΛ(αk,r)(s) 6= 0 for any s ∈ Λ and that dΛ˜((i, 1)) 6= 0 when
α = αk,r for any i such that (i, 1) belongs to Λ˜.
We first show that hΛ(αk,r)(s) 6= 0 at α = αk,r for any s ∈ Λ. This amounts to showing that
Λ∗j
′ − i+ 1 + αk,r(Λ
⊛
i − j) 6= 0 ∀ (i, j) ∈ Λ. (4.7)
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This is proved as in Lemma 2.1 and 2.2 of [23] by deriving a contradiction (namely t(r − 1) ≥ tr for a
positive integer t). The argument relies crucially on the fact that r− 1 and k+ 1 are coprime and also on
the following simple consequence of the admissibility criterion:
Λ⊛i − Λ
∗
j ≥
⌊
j − i
k
⌋
r. (4.8)
We also need the following (obvious) inequality: for any partition λ, we have λλ′
j
≥ j. Indeed, recall that
λ′i = Card {j : λj ≥ i} ⇒ λi = Card {j : λ
′
j ≥ i}, (4.9)
so that with i = λ′j
λλ′
j
= Card {ℓ : λ′ℓ ≥ λ
′
j} ≥ j, (4.10)
that is, the number of columns that are ≥ λ′j is certainly at least j. It is also clear that
λλ′
j
= j if λ′j+1 < λ
′
j . (4.11)
We are now in position to establish our result. Suppose that (4.7) is violated, that is that for some
square s = (i, j) ∈ Λ we have
Λ∗j
′ − i+ 1 =
k + 1
r − 1
(Λ⊛i − j). (4.12)
This requires
Λ⊛i − j = t(r − 1) and Λ
∗
j
′ − i+ 1 = t(k + 1) for some integer t. (4.13)
We have that Λ⊛i −j ≥ 0 implies t ≥ 0. We first rule out the case t = 0. If Λ
⊛
i −j = 0 then Λ
⊛
i = j. But for
(i, j) ∈ Λ, this requires Λ⊛i = Λ
∗
i and the equality Λ
∗
i = j would then imply that Λ
∗
j
′ ≥ i contradicting the
other resulting relation Λ∗j
′ = i− 1. Using the inequalities (4.8) and (4.10), we then have the contradiction
t(r − 1) = Λ⊛i − j ≥ Λ
⊛
i − Λ
∗
Λ∗
j
′ ≥
⌊
Λ∗j
′ − i
k
⌋
r ≥
⌊
t(k + 1)− 1
k
⌋
r ≥ tr, with t ≥ 1 . (4.14)
This demonstrates that hΛ(αk,r)(s) 6= 0 for any s ∈ Λ.
We now have left to show that dΛ˜
(
(i, 1)
)
6= 0 at α = αk,r for any i such that (i, 1) belongs to Λ˜. Let
Ω = (Λ∗ +1N ,Λ⊛+1N) (the superpartition obtained by adding a column of length N to Λ). It is easy to
see that Ω is still (k, r,N)-admissible and that dΛ˜
(
(i, 1)
)
= hΩ(α)(j, 1) for some j. The result then follows
from what we showed above: hΛ(αk,r)(s) 6= 0 for any s ∈ Λ. 
4.3. Regularity of P
(αk,r)
Λ when Λ is almost admissible. We will now show that the Jack super-
polynomials indexed by superpartitions obtained from a (k, r,N)-admissible superpartition by removing
(resp. adding) a circle or by changing a circle (resp. square) into a square (resp. circle) are also regular
at α = αk,r (these partitions will be called almost (k, r,N)-admissible). This is somewhat more subtle
than showing the regularity of P
(αk,r)
Λ when Λ is (k, r,N)-admissible. The proof generalizes the methods
developed in [23] for a similar purpose.
Lemma 5. If P
(α)
Λ has a pole at α = α0 then there exists a partition Ω < Λ such that
εΩ∗(u, α) = εΛ∗(u, α) and εΩ⊛(u, α) = εΛ⊛(u, α). (4.15)
Proof. The proof will be skipped since it is essentially the same as the one of [23, Lemma 2.4]. The proof
relies on Proposition 1, Corollary 2 and the triangularity (2.12). 
Lemma 6. If P
(α)
Λ has a pole at α = α0, then there exists a partition Ω < Λ and permutations w, σ ∈ SN
(at least one of them distinct from the identity) such that
Ω∗i = Λ
∗
w(i) + (w(i) − i)
r − 1
k + 1
, (4.16)
w(i) ≡ i mod k + 1, (4.17)
JACK SUPERPOLYNOMIALS WITH NEGATIVE FRACTIONAL PARAMETER 17
and
Ω⊛i = Λ
⊛
σ(i) + (σ(i)− i)
r − 1
k + 1
, (4.18)
σ(i) ≡ i mod k + 1. (4.19)
Proof. This follows from the previous lemma as in [23, Lemma 2.5]. 
Lemma 7. Let Λ be a (k, r,N)-admissible superpartition. Then Λ∗ and Λ⊛ are (k + 1, r, N)-admissible
partitions. In particular,
Λ∗i − Λ
∗
j ≥
⌊
j − i
k + 1
⌋
r and Λ⊛i − Λ
⊛
j ≥
⌊
j − i
k + 1
⌋
r . (4.20)
Proof. We have Λ⊛i+1 − Λ
∗
i+k+1 ≥ r, and thus
Λ∗i − Λ
∗
i+k+1 ≥ Λ
∗
i+1 − Λ
∗
i+k+1 ≥ r − 1 . (4.21)
The equality Λ∗i+1 − Λ
∗
i+k+1 = r − 1 can only occur if Λ
⊛
i+1 − Λ
∗
i+1 = 1, in which case, Λ
∗
i ≥ Λ
⊛
i+1 > Λ
∗
i+1.
This gives Λ∗i − Λ
∗
i+k+1 ≥ r as wanted.
Similarly, we have
Λ⊛i − Λ
⊛
i+k+1 ≥ Λ
⊛
i − Λ
⊛
i+k ≥ r − 1 . (4.22)
This time, the case Λ⊛i − Λ
⊛
i+k = r − 1 can only happen if Λ
⊛
i+k − Λ
∗
i+k = 1, in which case Λ
⊛
i+k > Λ
∗
i+k ≥
Λ⊛i+k+1. This gives Λ
⊛
i − Λ
⊛
i+k+1 ≥ r. 
The next proposition says that the almost (k, r,N)-admissible superpartitions are regular. The proof,
being rather involved, will be relegated to Appendix A.
Proposition 8. Let Λ be a superpartition obtained from a (k, r,N)-admissible superpartition Γ by doing
one of the following:
i) removing a circle
ii) adding a circle
iii) changing a circle into a square
iv) changing a square into a circle
Then P
(α)
Λ does not have a pole at α = αk,r.
5. Lie superalgebras of differential operators
In this section, we introduce two sets of differential operators. The first one forms a super Lie algebra
isomorphic to sl(1, 2) while the other one gives the negative-half of the super-Virasoro algebra. In the
following section, we will determine the action of some elements of these algebras on a generic P
(α)
Λ . These
results will then be used to characterize the ideal spanned by the P
(αk,r)
Λ ’s indexed by (k, r,N)-admissible
superpartitions.
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We define the following bi-homogeneous differential operators of first order whose action preserves the
ring Λθ = C[x1, . . . , xN , θ1, . . . , θN ]
SN .
∇ =
N∑
i=1
∂xi ∇
⊥ =
N∑
i=1
xi
(
xi∂xi + θi∂θi +
N
α
)
q =
N∑
i=1
θi∂xi q
⊥ =
N∑
i=1
xi∂θi
Q =
N∑
i=1
θi
(
N
α
+ xi∂xi
)
Q⊥ =
N∑
i=1
∂θi
E =
N∑
i=1
(
N
α
+ xi∂xi
)
E =
N∑
i=1
(xi∂xi + θi∂θi) . (5.1)
The operators given above generate an eight-dimensional Lie superalgebra A whose (anti-)commutation
relations are given in the following table.7
E E q Q q⊥ Q⊥ ∇ ∇⊥
E 0 0 −q 0 q⊥ 0 −∇ ∇⊥
E 0 0 Q 0 −Q⊥ −∇ ∇⊥
q 0 0 E ∇ 0 Q
Q 0 ∇⊥ E −q 0
q⊥ 0 0 −Q⊥ 0
Q⊥ 0 0 q⊥
∇ 0 E + E
∇⊥ 0
Note in particular that all commutation relations can be obtained by applying the rule (AB)⊥ = B⊥A⊥
and the super-Jacobi identities to the following six basic anti-commutations:
{q, q} = 0, {q,Q} = 0, {Q,Q} = 0,
{q, q⊥} = E , {q,Q⊥} = ∇, {Q,Q⊥} = E. (5.2)
The relevance of this simple observation is that the algebra A is generated by its fermionic elements:
q, q⊥, Q and Q⊥.
There is a another natural Lie superalgebra of symmetric operators in x and θ. Let us define the
following first order (but non-homogeneous) linear operators:
Ln =
N∑
i=1
x−ni
(
xi∂xi +
1− n
2
θi∂θi
)
, n ≤ 1,
Gr =
N∑
i=1
x
−r+1/2
i (∂θi + θi∂xi) , r ≤ 1/2, (5.3)
where it is understood that n is an integer and r is a half-integer. These operators generate the negative
half of the super-Virasoro algebra, without central charge, which we will denote sVir(−).
[Ln, Lm] = (n−m)Ln+m, [Ln, Gr] =
(n
2
− r
)
Gn+r, {Gr, Gs} = 2Lr+s. (5.4)
7The algebra A is isomorphic to sl(1|2) (see for instance [28]), with the following correspondence:
H =
1
2
(E + E), Z =
1
2
(E − E), E+ = i∇⊥, E− = i∇, F+ = iq⊥, F− = Q⊥, F¯+ = Q, F¯− = iq.
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Obviously, the operators Ln and Gr preserve Λ
θ for all n ≤ 1 and r ≤ 1/2. The operators G±1/2, L0, L±1
generate a five-dimensional subalgebra isomorphic to osp(1, 2). The relation between the latter operators
and the homogeneous ones introduced in (5.1) is simply:
L1 = ∇, L−1 = ∇
⊥ −
Np1
α
, L0 =
1
2
(E + E)−
N2
2α
,
G1/2 = q +Q
⊥, G−1/2 = Q+ q
⊥ −
Np˜0
α
, (5.5)
where we recall that p˜0 and p1 were defined in (2.18). In view of relations (5.2), these operators are almost
completely generated by q, q⊥, Q and Q⊥. The missing pieces are p˜0 in G−1/2 and p1 in L−1. But since
L−1 = G
2
−1/2, it suffices to add p˜0 to q, q
⊥, Q and Q⊥ in order to generate osp(1, 2). We will see in the next
section that, remarkably, the action of those operators on Jack superpolynomials can be given explicitly.
6. The ideal I
(k,r)
N
Consider the subspace
I
(k,r)
N = spanC
{
P
(αk,r)
Λ (x1, . . . , xN , θ1, . . . , θN )
∣∣Λ is (k, r,N)-admissible}. (6.1)
We will show that I
(k,r)
N is an ideal of Λ
θ
N that is also stable under the action of the algebras introduced
in the previous section.
We first give the explicit action of p˜0(=
∑N
i=1 θi), q, q
⊥, Q and Q⊥ on PΛ. In all cases, the expansion
coefficients are expressed in terms of specific ratios of the hook-lengths introduced in (2.21).
Proposition 9. We have
p˜0 P
(α)
Λ =
∑
Ω
(−1)#Ω
◦
 ∏
s∈colΩ◦
h
(α)
Λ (s)
h
(α)
Ω (s)
P (α)Ω (6.2)
QP
(α)
Λ =
∑
Ω
(−1)#Ω
◦
 ∏
s∈colΩ◦
h
(α)
Λ (s)
h
(α)
Ω (s)
 (N + 1− i+ α(j − 1))
α
P
(α)
Ω (6.3)
Q⊥P
(α)
Λ =
∑
Ω
(−1)#Ω
◦
( ∏
s∈rowΩ◦
hΩ(α)(s)
hΛ(α)(s)
)(
N + 1− i+ α(j − 1)
)
P
(α)
Ω (6.4)
q P
(α)
Λ =
∑
Ω
(−1)#Ω
◦
( ∏
s∈rowΩ◦
h
(α)
Λ (s)
h
(α)
Ω (s)
)
P
(α)
Ω (6.5)
q⊥P
(α)
Λ =
∑
Ω
(−1)#Ω
◦
 ∏
s∈colΩ◦
hΩ(α)(s)
hΛ(α)(s)
 P (α)Ω . (6.6)
The sum is taken in (6.2) and (6.3) over all Ω’s obtained by adding a circle to Λ, in (6.4) over all Ω’s
obtained by removing a circle from Λ, in (6.5) over all Ω’s obtained by converting a square of Λ into a
circle, and in (6.6) over all Ω’s obtained by converting a circle of Λ into a square. Observe that in each of
those cases, Λ and Ω differ in exactly one cell which we call the marked cell.
The symbol #Ω◦ stands for the number of circles in Ω above the marked cell.
The symbol colΩ◦ stands for the column of Ω and Λ above the marked cell, while rowΩ◦ stands for the row
of Ω and Λ to the left of the marked cell.
Finally, in (6.3) and (6.4), (i, j) is the position of the marked cell.
Proof. When N is large enough with respect to the degree of Λ, the scalar product (2.19) is well-defined.
In this case, q and q⊥ (resp. Q and Q⊥) are adjoint of each others, and (6.4) can be obtained from (6.3)
(resp. (6.6) can be obtained from (6.5)). Note that when a formula is established for large N , it also holds
for all N due to the stability of the Jack superpolynomials with respect to restriction of variables.
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It thus suffices to prove (6.2), (6.3) and (6.5). We will only prove (6.2) and (6.5), as (6.3) can be
proven with similar methods as those used to prove (6.5). Given that the proofs are quite long and rely
on intricate properties of Jack superpolynomials, they will be relegated to Appendix B. 
Here is an example illustrating formula (6.2). Identifying P
(α)
Λ with the diagram of Λ, we have
p˜0 ×
❦
= (−1)0 × 1×
❦
❦
+ (−1)1 ×
(2 + 2α)(1 + 2α)α
(3 + 2α)(2 + 2α)(1 + α)
× ❦
❦
(6.7)
We can now show that p0, Q,Q
⊥, q and q⊥ preserve I
(k,r)
N .
Proposition 10. For υ ∈ {p˜0, Q,Q
⊥, q, q⊥}, we have υ I
(k,r)
N ⊆ I
(k,r)
N .
Proof. Let Λ be a (k, r,N)-admissible superpartition. We will prove that the expression for υP
(αk,r)
Λ in
Proposition 9 still holds at α = αk,r, and that, moreover, only Jack superpolynomials indexed by (k, r,N)-
admissible superpartitions remain in the expression. Since, the P
(αk,r)
Ω ’s appearing in the expansion of
υP
(αk,r)
Λ in Proposition 9 are such that Ω is almost (k, r,N)-admissible, we have from Proposition 8 that
the PΩ’s are regular at α = αk,r. We have thus left to prove that the expansion coefficients are free of
poles at α = αk,r and vanish whenever Ω is not (k, r,N)-admissible.
Case υ = p˜0. If Λ is (k, r,N)-admissible, then all the superpartitions Ω that appear in the sum in (6.2)
are also (k, r,N)-admissible (adding a circle to a (k, r,N)-admissible superpartition produces a (k, r,N)-
admissible superpartition). We thus only have to show that h
(α)
Ω (s) does not have zeros for any s ∈ colΩ◦
when α = αk,r.
Let j be the row of the marked cell (the cell of the circle that was added to Λ to obtain Ω). We have
that ∏
s∈colΩ◦
h
(α)
Ω (s) =
∏
i<j
(
j − i+ αk,r(Λ
∗
i − Λ
∗
j )
)
. (6.8)
Hence we need to show that
j − i−
k + 1
r − 1
(Λ∗i − Λ
∗
j ) 6= 0, (6.9)
for all i < j. Suppose on the contrary that j− i = (k+1)t and Λ∗i −Λ
∗
j = (r− 1)t for some positive integer
t. But, using Lemma 7, this leads to the contradiction
(r − 1)t = Λ∗i − Λ
∗
j ≥
⌊
j − i
k + 1
⌋
r =
⌊
(k + 1)t
k + 1
⌋
r = rt. (6.10)
Case υ = Q. Using (6.3) instead of (6.2), the case is exactly as Case υ = p˜0.
Case υ = Q⊥. We use (6.4). In this case, hΛ(α)(s) does not have zeros at αk,r by the proof of Proposition 4.
It thus suffices to prove that if Ω is not (k, r,N)-admissible, then∏
s∈rowΩ◦
hΩ(αk,r)(s) = 0, (6.11)
that is, there is at least one square s ∈ rowΩ◦ such that h
Ω
(αk,r)
(s) = 0. Since Ω is obtained by removing
a circle to Λ, Ω is not (k, r,N)-admissible only if the circle is removed in a certain row i such that
Λ⊛i − Λ
∗
i+k = r. Suppose that Λi+k = 0 and N = i + k. Then the position of the marked cell is
(i, j) = (i, r) and the factor N + 1 − i + α(j − 1) in (6.4) is equal to zero. Otherwise, we have either
Λi+k > 0 or N > i+ k. If N > i+ k, then Λ
∗
i+k+1 < Λ
∗
i+k by Lemma 7 since Λ
∗
i − Λ
∗
i+k = r − 1. If we let
j = Λ∗i+k, the leg-length of s = (i, j) in Ω
∗ is thus equal to k. This gives
hΩ(αk,r)(i, j) = k+1−
(k + 1)
(r − 1)
(Ω⊛i − j) = k+1−
(k + 1)
(r − 1)
(Λ∗i −Λ
∗
i+k) = k+1−
(k + 1)
(r − 1)
(r− 1) = 0 . (6.12)
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Finally, if N = i+ k and j = Λ∗i+k > 0 then the leg-length of s = (i, j) in Ω
∗ is again equal to k. The rest
of the previous argument can thus be used and our claim holds.
Case υ = q. As in Case υ = p˜0, if Λ is (k, r,N)-admissible, then all the superpartitions Ω that appear
in the sum in (6.5) are also (k, r,N)-admissible (converting a square into a circle in a (k, r,N)-admissible
superpartition produces a (k, r,N)-admissible superpartition). We thus only have to show that h
(α)
Ω (s)
does not have zeros for any s ∈ rowΩ◦ when α = αk,r.
Let i be the row of the marked cell. Then∏
s∈rowΩ◦
h
(α)
Ω (s) =
∏
j<Ω⊛
i
(
Ω⊛j
′
− i+ αk,r(Ω
∗
i − j + 1)
)
=
∏
j<Ω⊛
i
(
Ω⊛j
′
− i+ αk,r(Ω
⊛
i − j)
)
. (6.13)
Hence we need to show that
Ω⊛j
′
− i+ αk,r(Ω
⊛
i − j) 6= 0, (6.14)
for all j < Ω⊛i . Suppose on the contrary that
Ω⊛i − j = t(r − 1) and Ω
⊛
j
′
− i = t(k + 1) for some positive integer t. (6.15)
Using Ω⊛
Ω⊛′j
≥ j (see (4.10)) and the second inequality in (4.20), we are then led to the contradiction
t(r − 1) = Ω⊛i − j ≥ Ω
⊛
i − Ω
⊛
Ω⊛′j
≥
⌊
Ω⊛
′
j − i
k + 1
⌋
r =
⌊
t(k + 1)
k + 1
⌋
r = tr, (6.16)
and the claim holds.
Case υ = q⊥. We use (6.6). As in the proof of Case υ = Q⊥, hΛ(α)(s) does not have zeros at αk,r by the
proof of Proposition 4. It thus suffices to prove that if Ω is not (k, r,N)-admissible, then∏
s∈colΩ◦
hΩ(αk,r)(s) = 0. (6.17)
In this case Ω is obtained by converting a circle of Λ into a square. If the circle converted into a square is in
row i and Ω is not (k, r,N)-admissible then Λ⊛i−k−Λ
∗
i = r and Λ
⊛
i−k −Λ
⊛
i = r− 1. If we let j = Λ
⊛
i = Ω
∗
i ,
the leg-length of s = (i − k, j) in Ω∗ is thus equal to k (since Ω∗i+1 = Λ
∗
i+1 ≤ Λ
∗
i < Λ
⊛
i = Ω
∗
i ). Therefore,
we observe immediately that
hΩ(αk,r)(i−k, j) = k+1−
(k + 1)
(r − 1)
(Ω⊛i−k−j) = k+1−
(k+ 1)
(r− 1)
(Λ⊛i−k−Λ
⊛
i ) = k+1−
(k+ 1)
(r− 1)
(r−1) = 0, (6.18)
and our claim is verified. 
We can now prove our main result. Recall that the super Lie algebras A and sVir(−) were defined in
(5.1) and (5.3) respectively.
Theorem 11. I
(k,r)
N is an ideal of Λ
θ
N . Furthermore, the algebra A and the negative half of the super-
Virasoro algebra sVir(−) preserve I
(k,r)
N .
Proof. To prove the first statement, we use the fact that ΛθN is generated by the power sums pm and
p˜n for m ≥ 1 and n ≥ 0 (see (2.18)). From Proposition 10, we have that p1 I
(k,r)
N ⊆ I
(k,r)
N given that
{p˜0, q
⊥} = p1. Since [∇
⊥, pn] = npn+1 and ∇
⊥ = {q⊥, Q} we then get recursively by Proposition 10
that pm I
(k,r)
N ⊆ I
(k,r)
N for all m ≥ 1. Finally, since [q, pn] = np˜n−1, we get from Proposition 10 that
p˜n I
(k,r)
N ⊆ I
(k,r)
N for all n ≥ 0 and the first statement follows.
Since A is generated by Q,Q⊥, q and q⊥, it preserves I
(k,r)
N by Proposition 10.
As already mentioned, sVir(−) is generated by p˜0, Q,Q
⊥, q, q⊥ and L−2. By Proposition 10, it thus
remains to show that L−2I
(k,r)
N ⊆ I
(k,r)
N . We have the relation
L−2 =
3
4αk,r
[∆(αk,r), p2] +
1
2α
[D(αk,r), p2]−
1
2
p2 −
1
αk,r
(p21 − p2) , (6.19)
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where ∆(αk,r) and D(αk,r) correspond respectively to the operators ∆ and D at α = αk,r (see (2.14)
and (2.15)). Obviously, ∆(αk,r) I
(k,r)
N ⊆ I
(k,r)
N and D
(αk,r) I
(k,r)
N ⊆ I
(k,r)
N since they both have the Jack
superpolynomials as eigenfunctions. Finally, as we have just shown, p1 and p2 leave I
(k,r)
N invariant and
the result follows. 
The theorem has an immediate consequence that will prove important in the next section. The proof
is similar to that of an analogous property in [23].
Proposition 12. Let P ∈ I
(k,r)
N . Then
[∂jxNP ]xN=θN=0 ∈ I
(k,r)
N−1 and [∂θN∂
j
xNP ]xN=θN=0 ∈ I
(k,r)
N−1 for all j ≥ 0 (6.20)
Proof. We first prove by induction that [∂jxNP ]xN=θN=0 ∈ I
(k,r)
N−1 . Recall that for any Jack superpolyno-
mial P
(α)
Λ in N variables we have that [P
(α)
Λ ]xN=θN=0 is either equal to zero or to P
(α)
Λ in the variables
x1, . . . , xN−1, θ1, . . . , θN−1. Since the Jack superpolynomials indexed by (k, r,N)-admissible superparti-
tions form a basis of I
(k,r)
N , we then have immediately that [P ]xN=θN=0 ∈ I
(k,r)
N−1 if P ∈ I
(k,r)
N . Let
∇(N) =
∑N
i=1 ∂xi be the operator ∇ ∈ A, with the number of variables N made explicit. The result then
holds by induction from Theorem 11 using
[∂jxNP ]xN=θN=0 = [∂
j−1
xN ∇
(N)P ]xN=θN=0 −∇
(N−1)[∂j−1xN P ]xN=θN=0 . (6.21)
We now prove by induction that [∂θN∂
j
xNP ]xN=θN=0 ∈ I
(k,r)
N−1 . Again, let Q
⊥
(N) =
∑N
i=1 ∂θi be the
operator Q⊥ ∈ A with the number N of variables made explicit. We have that [∂θNP ]xN=θN=0 ∈ I
(k,r)
N−1
from Theorem 11 since
[∂θNP ]xN=θN=0 = [Q
⊥
(N)P ]xN=θN=0 −Q
⊥
(N−1)[P ]xN=θN=0 . (6.22)
Finally, the general case follows again from Theorem 11 since
[∂θN∂
j
xNP ]xN=θN=0 = [∂θN∂
j−1
xN ∇
(N)P ]xN=θN=0 −∇
(N−1)[∂θN ∂
j−1
xN P ]xN=θN=0 . (6.23)

7. Clustering properties of the Jack polynomials
Consider the subspace of symmetric superpolynomials in N variables that vanish whenever k + 1 com-
muting variables are equal:
F
(k)
N =
{
f(x, θ) ∈ ΛθN
∣∣ f(x, θ) = 0 if x1 = · · · = xk+1} . (7.1)
We first show that I
(k,r)
N ⊆ F
(k)
N for all r (as already pointed out in the introduction, following relation
(2.36) this could also have been deduced from [33]).
Proposition 13. Suppose that N ≥ k + 1. Then I
(k,r)
N ⊆ F
(k)
N for all r.
Proof. Let Λ be a (k, r,N)-admissible superpartition of fermionic degree m. We will show that P
(αk,r)
Λ = 0
if x1 = · · · = xk+1.
Suppose first that N = k+1. In this case, we set x1 = · · · = xN in P
(αk,r)
Λ . If m > 1, we can factorize a
Vandermonde determinant ∆(xi1 , . . . , xim) from the coefficient fi1,...,im(x1, . . . , xN ) of θi1 · · · θim in P
(αk,r)
Λ .
Therefore, fi1,...,im(x1, . . . , xN ) vanishes if x1 = · · · = xN , and so does P
(αk,r)
Λ . We thus have left to consider
the cases m = 0, 1. Let P
(αk,r)
Λ,m be such as in (2.23). By symmetry, it suffices to prove that P
(αk,r)
Λ,m = 0 if
x1 = · · · = xN = x. By the homogeneity of P
(αk,r)
Λ,m , we have
P
(αk,r)
Λ,m (x, . . . , x) = x
tP
(αk,r)
Λ,m (1, . . . , 1) (7.2)
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for some power t. Hence we can use (2.24) to determine whether P
(αk,r)
Λ,m vanishes. The admissibility
condition when N = k + 1 reduces to the single requirement:
Λ⊛1 ≥ Λ
∗
N + r. (7.3)
The vanishing of the RHS of (2.24) can only be due to that of b
(αk,r,k+1)
Λ (1, r) (it is clear by inspection
that b
(αk,r ,N+1)
Λ (s) cannot be zero for any other square s). This square belongs to Λ
⊛ since Λ⊛1 ≥ r. But
in addition, it must necessarily be part of SΛ: only the first square of the first row of Λ⊛ possibly does
not belong to SΛ when m = 0, 1. When this is satisfied, we indeed see that
b
(αk,r,k+1)
Λ (1, r) = k + 1−
k + 1
r − 1
(r − 1) = 0. (7.4)
Now suppose by induction that the result holds for N − 1, with N ≥ k + 2. We have that
P
(αk,r)
Λ =
∑
i≥0
xiN f˜
(i) +
∑
i≥0
θNx
i
N g˜
(i) (7.5)
where f˜ (i) and g˜(i) are symmetric superpolynomials in ΛθN−1 of fermionic degree m and m−1 respectively.
Observe that f˜ (i) and g˜(i) belong to I
(k,r)
N−1 by Proposition 12, and the result follows by induction. 
We conjecture that when r = 2 the inclusion is actually an equality.
Conjecture 14. We have I
(k,2)
N = F
(k)
N . In other words, the Jack superpolynomials in N variables whose
superpartitions are (k, 2, N)-admissible furnish a basis of the space F
(k)
N .
Thanks to Proposition 13, in order to prove I
(k,2)
N = F
(k)
N , it is sufficient to prove the equality of the
two following characters:
chI
(k,2)
N (u, v) :=
∑
n,m≥0
dim I
(k,2)
N,n,mu
nvm, chF
(k)
N (u, v) :=
∑
n,m≥0
dimF
(k)
N,n,mu
nvm, (7.6)
where the sub-indices n,m refer to the bi-homogeneous component of degree (n|m) (total degree n and
fermionic degree m). Obviously, dim I
(k,2)
N,n,m is equal to the number of (k, 2, N)-admissible superpartitions,
and thus ch I
(k,2)
N (u, v) can be easily evaluated degree by degree. As explained in Appendix C, the series
expansion of chF
(k)
N is also computable degree by degree (a few examples of characters, up to degree 10,
are presented in Appendix C). The equality of the two characters has been verified up to degree 12, for
k + 1 ≤ N ≤ 5 and 1 ≤ k ≤ 4. This is the computational evidence for Conjecture 14.
As mentioned in the introduction, this conjecture not only reveals a remarkable property of the Jack
superpolynomials but appears to be a clear indication of potential applications in superconformal field
theory, the admissibility condition capturing a new variant of the generalized exclusion relation.
When the fermionic degree m of the (k, r,N)-admissible superpartition Λ is smaller than r, we actually
have a stronger result than I
(k,r)
N ⊆ F
(k)
N .
Proposition 15. Suppose that N ≥ k + 1 and r > m, where m is the fermionic degree of the (k, r,N)-
admissible superpartition Λ. Then P
(αk,r)
Λ,m vanishes whenever k+1 of the variables {x1, . . . , xN} are equal,
where we recall that P
(αk,r)
Λ,m was defined in (2.23).
Proof. The proof basically follows the steps of the proof of Proposition 13. But the loss of the overall
symmetry and the division by the Vandermonde determinant make the arguments somehow more involved.
We first consider the case N = k + 1 and show that P
(αk,r)
Λ,m vanishes when x1 = · · · = xk+1 = x if and
only if r > m. As in the proof of Proposition 13, we use (2.24) to determine whether P
(αk,r)
Λ,m vanishes.
Again the admissibility condition when N = k + 1 reduces to the single requirement
Λ⊛1 ≥ Λ
∗
N + r, (7.7)
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and the vanishing of the RHS of (2.24) can only be due to that of b
(αk,r,k+1)
Λ (1, r). Since s = (1, r) must
necessarily be part of SΛ, this forces r > m (since the first m squares of the first row of Λ⊛ are not part
of SΛ). When this is satisfied, we indeed see that
b
(αk,r,k+1)
Λ (1, r) = k + 1−
k + 1
r − 1
(r − 1) = 0. (7.8)
Now suppose by induction that the result holds for N − 1, with N ≥ k + 2. We have that
P
(αk,r)
Λ =
∑
i≥0
xi1f˜
(i) +
∑
i≥0
θ1x
i
1g˜
(i) (7.9)
where f˜ (i) and g˜(i) are symmetric superpolynomials in the variables x2, . . . , xN , θ2, . . . , θN of fermionic
degree m and m − 1 respectively. Observe that f˜ (i) and g˜(i) belong to I
(k,r)
N−1 by Proposition 12 (the
proposition is used with the variables x1 and θ1 instead of xN and θN , and with the variables of I
(k,r)
N−1
taken to be x2, . . . , xN , θ2, . . . , θN ). Therefore
P
(αk,r)
Λ,m =
∑
i≥0
xi1
(x1 − x2) · · · (x1 − xm)
g˜(i)|θ2···θm
∆(x2, . . . , xm)
(7.10)
vanishes by induction whenever k + 1 of the variables {x2, . . . , xN} are equal (g˜
(i) is a sum of Jack
superpolynomials of fermionic degree m − 1 < r indexed by (k, r,N − 1)-admissible superpartitions). If
m = N the proof is over since P
(αk,r)
Λ,m is symmetric in the variables x1, . . . , xm and thus vanishes whenever
k + 1 of the variables {x1, . . . , xm} are equal. If m < N we use
P
(αk,r)
Λ =
∑
i≥0
xiNf
(i) +
∑
i≥0
θNx
i
Ng
(i) (7.11)
where f (i) and g(i) are symmetric superpolynomials of fermionic degree m and m− 1 respectively in the
variables x1, . . . , xN−1, θ1, . . . , θN−1. Again f
(i) and g(i) belong to I
(k,r)
N−1 by Proposition 12. Hence
P
(αk,r)
Λ,m =
∑
i≥0
xiN
f (i)|θ1···θm
∆(x1, . . . , xm)
(7.12)
vanishes by induction whenever k + 1 of the variables {x1, . . . , xN−1} are equal (f
(i) is a sum of Jack
superpolynomials of fermionic degree m < r indexed by (k, r,N − 1)-admissible superpartitions). We have
thus shown that P
(αk,r)
Λ,m vanishes whenever k+1 of the variables {x1, . . . , xN−1} are equal or whenever k+1
of the variables {x2, . . . , xN} are equal. But P
(αk,r)
Λ,m is symmetric in the variables x1, . . . , xm and in the
variables xm+1, . . . , xN , which implies that P
(αk,r)
Λ,m vanishes whenever k + 1 of the variables {x1, . . . , xN}
are equal. 
For instance, taking k = 1,
P
(−2)
Λ,m (x, x) 6= 0 if Λ =
❢
❢ since r = m = 2
P
(−2/3)
Λ,m (x, x) = 0 if Λ =
❢
❢ since r = 4 and m = 2. (7.13)
This last example illustrates the fact that a purely antisymmetric superpartition Λ can lead to the vanishing
of P
(αk,r)
Λ,m .
We finally indicate the form of the clustering property of the Jack superpolynomials. Let xi1 = · · · =
xik = x and let xik+1 = x
′ be a variable that does not belong to {xi1 , . . . , xik}. Let also a be the number
of elements in {xi1 , . . . , xik , xik+1} ∩ {x1, · · · , xm}. We conjecture the following:
Conjecture 16. If Λ is (k, r,N)-admissible, then
(x− x′)r−a divides P
(αk,r)
Λ,m . (7.14)
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If moreover N ≥ k +m+ 1 and r > m > 0, then the multiplicity of the factor (x− x′) is exactly equal to
r − a.
This conjecture has been heavily tested: it has been checked for all (k, r,N)-admissible superpartitions
of fermionic degree m ≥ 1, bosonic degree n ≤ 10, and such that k ≤ 6, r ≤ 6, N ≤ 8 (for a total of 17924
cases). Among all cases, only 489 have multiplicities strictly greater than r − a. Of course, none of these
exceptional cases also satisfies N ≥ k +m+ 1 and r > m.
Conjecture 16 gives the clustering property of the Jack polynomials with prescribed symmetry P
(αk,r)
Λ,m
when r > m, since in this case r is always larger than a. Conjecture 16 also readily implies the clustering
property of the Jack superpolynomials described in (1.15) and (1.16). Recall that
P
(αk,r)
Λ (x1, . . . , xN )
∣∣∣
θ1···θm
= ∆(x1, . . . , xm)P
(αk,r)
Λ,m (x1, . . . , xN ) . (7.15)
If N ≥ k +m+ 1, we then get that
P
(αk,r)
Λ (x1, . . . , xN−k−1, x
′,
k times︷ ︸︸ ︷
x, . . . , x)
∣∣∣
θ1···θm
vanishes as (x− x′)r when x→ x′ , (7.16)
from Conjecture 16 with a = 0. In this case, the condition r > m plays no role and can be relaxed. As
pointed out previously, the inequality N ≥ m+ k + 1 ensures that the sets {1, ...,m} and {N − k, . . . , N}
do not intersect and that the equality a = 0 holds. But in this situation Conjecture 16 states that not only
(x− x′)r divides the polynomial, but that the multiplicity of (x − x′) is precisely r. This is the situation
described in (1.15) and the discussion following it.
If two of the k variables set equal to x belong to {x1, . . . , xm} we have that[
P
(αk,r)
Λ (x1, . . . , xN )
∣∣∣
θ1···θm
]
xi1=···=xik=x,xik+1=x
′
= 0 , (7.17)
from the antisymmetry of the Vandermonde determinant in (7.15). If one of the k+1 variables {xi1 , . . . , xik+1}
belongs to {x1, . . . , xm}, then Conjecture 16 with a = 1 implies that[
P
(αk,r)
Λ (x1, . . . , xN )
∣∣∣
θ1···θm
]
xi1=···=xik=x,xik+1=x
′
vanishes as (x − x′)r−1 when x→ x′ . (7.18)
Finally, if one of the k variables {xi1 , . . . , xik} belongs to {x1, . . . , xm} and xik+1 belongs to {x1, . . . , xm},
then Conjecture 16 with a = 2 leads to[
P
(αk,r)
Λ (x1, . . . , xN )
∣∣∣
θ1···θm
]
xi1=···=xik=x,xik+1=x
′
vanishes as (x − x′)r−1 when x→ x′ , (7.19)
since there is a factor (x − x′) in the Vandermonde determinant. The last three equations immediately
imply that
P
(αk,r)
Λ (x1, . . . , xN−k−1, x
′,
k times︷ ︸︸ ︷
x, . . . , x) vanishes as (x− x′)r−1 when x→ x′ , (7.20)
which corresponds to (1.16).
We conclude with some examples of the clustering property. For simplicity, we use the notation for
superpartitions where Λ is written as Λ∗ with circles in the entries for which Λ⊛i − Λ
∗
i = 1. With k = 2
and r = 3, setting x2 = x3 = x, we have:
P
(−3/2)
(4, ❢2 ,1,0)(x1, x, x, x4) = (x− x1)
2(x − x4)
3f(x1, x4, x) , (7.21)
where f(x1, x4, x) is not divisible by either (x − x1) or (x − x4). Compare the power 2 (when a = 1) and
3 (when a = 0). With k = 3 and r = 2, and setting x2 = x3 = x4 = x, we get
P
(−4)
(3, ❢1 ,1,0,0)(x1, x, x, x, x5) = −x(x− x1)(x − x5)
2(x+ 3x5 − x1). (7.22)
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Note in this case that if x5 = 0 then
P
(−4)
(3, ❢1 ,1,0)(x1, x, x, x) = −x
3(x− x1)
2, (7.23)
and the power of (x− x1) is equal to two instead of one. This does not contradict Conjecture 16 however
since in this case N = 4 < k +m+ 1 = 5.
Appendix A. Proof of Proposition 8
We recall Proposition 8 and then give its proof.
Let Λ be a superpartition obtained from a (k, r,N)-admissible superpartition Γ by doing one of the following:
i) removing a circle
ii) adding a circle
iii) changing a circle into a square
iv) changing a square into a circle
Then PΛ does not have a pole at α = αk,r.
Proof. Case ii) and iv) are immediate from Proposition 4 since Λ is still (k, r,N)-admissible in those cases.
We will only prove Case i) as Case iii) follows similarly.
Consider case i). We have Λ∗ = Γ∗ and Λ⊛ is obtained by removing a cell from Γ⊛ in a certain row a
(which is thus non-fermionic in Λ). The proof consists in supposing that P
(α)
Λ has a pole at α = αk,r and
deriving a contradiction to Lemma 6. Let Ω and w, σ ∈ SN be such as in Lemma 6. We will first prove
that w and σ differ at most in two positions. This will follow from two claims.
Claim I: if σ(i) > w(i) then
(I.1) σ(i) = w(i) + k + 1,
(I.2) Ω⊛i = Ω
∗
i ,
(I.3) Λ∗w(i) − Λ
⊛
σ(i) = r − 1,
(I.4) a 6= σ(i) and Λ⊛σ(i) − Λ
∗
σ(i) = 1 ,
(I.5) if a 6= w(i) then Λ⊛w(i) − Λ
∗
w(i) = 1 .
By (4.17) and (4.19) , we have that σ(i) = w(i) + t(k + 1) for some integer t > 0. Hence
Ω∗i = Λ
∗
w(i) + (w(i)− i)
r − 1
k + 1
, (A.1)
and
Ω⊛i = Λ
⊛
w(i)+t(k+1) + (w(i) + t(k + 1)− i)
r − 1
k + 1
. (A.2)
Therefore
Ω⊛i − Ω
∗
i = Λ
⊛
w(i)+t(k+1) − Λ
∗
w(i) + t(r − 1). (A.3)
Now Λ∗ = Γ∗ is (k + 1, r, N)-admissible by Lemma 7 and thus Λ∗w(i) − Λ
⊛
w(i)+t(k+1) ≥ rt− 1, which gives
0 ≤ Ω⊛i − Ω
∗
i ≤ −rt+ 1 + t(r − 1) = 1− t . (A.4)
Therefore the only possibility is t = 1 and (I.1) follows. Setting t = 1 in the previous equation implies
(I.2). Letting Ω⊛ = Ω∗ and t = 1 in (A.3) gives (I.3). For (I.3) to occur, we need Λ⊛σ(i) 6= Λ
∗
σ(i), and thus
(I.4) follows since row a is not fermionic. Since Λ⊛w(i) − Λ
⊛
σ(i) ≥ r whenever w(i) 6= a, (I.5) follows from
(I.3).
Claim II: if σ(i) < w(i) then
(II.1) w(i) = σ(i) + k + 1,
(II.2) Ω⊛i − Ω
∗
i = 1,
(II.3) Λ⊛σ(i) − Λ
∗
w(i) = r,
(II.4) Λ⊛σ(i) = Λ
∗
σ(i) ,
(II.5) if a 6= σ(i) then Λ⊛w(i) = Λ
∗
w(i).
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By (4.17) and (4.19), we have that w(i) = σ(i) + t(k + 1) for some integer t > 0. Hence
Ω∗i = Λ
∗
σ(i)+t(k+1) + (σ(i) + t(k + 1)− i)
r − 1
k + 1
, (A.5)
and
Ω⊛i = Λ
⊛
σ(i) + (σ(i)− i)
r − 1
k + 1
. (A.6)
Therefore
Ω⊛i − Ω
∗
i = Λ
⊛
σ(i) − Λ
∗
σ(i)+t(k+1) − t(r − 1). (A.7)
We have that Λ∗ = Γ∗ is (k + 1, r, N)-admissible by Lemma 7 and thus Λ⊛σ(i) − Λ
∗
σ(i)+t(k+1) ≥ rt, which
gives
1 ≥ Ω⊛i − Ω
∗
i ≥ rt− t(r − 1) = t . (A.8)
Therefore the only possibility is t = 1 and (II.1) follows. Setting t = 1 in the previous equation implies
(II.2). Letting Ω⊛ −Ω∗ = 1 and t = 1 in (A.7) gives (II.3). Since Λ∗σ(i) −Λ
∗
w(i) ≥ r, for (II.3) to occur, we
need Λ⊛σ(i) = Λ
∗
σ(i), and thus (II.4) follows. Since Λ
⊛
σ(i) − Λ
⊛
w(i) ≥ r whenever σ(i) 6= a, (II.5) follows from
(II.3).
If w and σ do not coincide, then there exists a i such that σ(i) > w(i). From (I.1), this implies
σ(i) = w(i) + k + 1. Now let j be such that w(j) = σ(i) = w(i) + k + 1. From (I.1) and (II.1), we have
σ(j) = w(i) + k + 1 ± (k + 1) (the case σ(j) = w(i) + k + 1 is impossible since σ(i) = w(i) + k + 1 and
i 6= j). But if σ(j) = w(i) + 2(k + 1) and l is such that w(l) = w(i) + 2(k + 1) then the only option
is σ(l) = w(i) + 3(k + 1). Continuing in this way leads to a contradiction since σ is finite. Therefore
σ(j) = w(i). We will show that this is impossible if a 6= w(i). We have from (II.3) (using j instead of i)
Λ⊛w(i) − Λ
∗
σ(i) = r. (A.9)
If a 6= w(i), we have from (I.5) that Λ⊛w(i) − Λ
∗
w(i) = 1. Hence
Λ⊛w(i) − Λ
∗
σ(i) > Λ
∗
w(i) − Λ
∗
σ(i) = Λ
∗
w(i) − Λ
∗
w(i)+k+1 ≥ r, (A.10)
which contradicts (A.9). Therefore σ and w coincide, except possibly at two positions i and j, where
σ(i) = w(i) + k + 1 and σ(j) = w(j)− k − 1 = w(i) = a. (A.11)
We say that a permutation w has a descent at l if w(l) > w(l + 1). The next two claims give some
consequences of w and σ having a descent at l.
Claim III: if w(l) > w(l + 1) then
(III.1) w(l) = w(l + 1) + k,
(III.2) Λ∗w(l+1) − Λ
∗
w(l) = r − 1,
(III.3) Λ⊛w(l+1) − Λ
∗
w(l+1) = 1 if a 6= w(l + 1),
(III.4) Ω∗l = Ω
∗
l+1.
Let m be such that w(l)− w(l + 1) = m > 0. Using Ω∗l ≥ Ω
∗
l+1, we have from (4.16) that
m+ 1
k + 1
(r − 1) ≥ Λ∗w(l+1) − Λ
∗
w(l). (A.12)
Since Γ is (k, r,N)-admissible we get
Λ∗w(l+1) − Λ
∗
w(l) ≥
⌊m
k
⌋
r − 1. (A.13)
It then follows that
m+ 1
k + 1
(r − 1) ≥ Λ∗w(l+1) − Λ
∗
w(l) ≥
⌊m
k
⌋
r − 1, (A.14)
which implies m = k given that m ≡ k mod k+1 from (4.17). This immediately gives (III.1) and (III.2).
Assertion (III.3) follows since Γ is (k, r,N)-admissible. Using (III.1) and (III.2), we get
Ω∗l − Ω
∗
l+1 = Λ
∗
w(l) − Λ
∗
w(l+1) + (w(l) − w(l + 1) + 1)
r − 1
k + 1
= 0, (A.15)
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and (III.4) follows.
Claim IV: if σ(l) > σ(l + 1) and a 6= σ(l), σ(l + 1) then
(IV.1) σ(l) = σ(l + 1) + k ,
(IV.2) Λ⊛σ(l+1) − Λ
⊛
σ(l) = r − 1,
(IV.3) Λ⊛σ(l) − Λ
∗
σ(l) = 1,
(IV.4) Ω⊛l = Ω
⊛
l+1.
Following the steps of the proof in Claim III, let m be such that σ(l)−σ(l+1) = m > 0. Using Ω⊛l ≥ Ω
⊛
l+1,
we have from (4.18) that
m+ 1
k + 1
(r − 1) ≥ Λ⊛σ(l+1) − Λ
⊛
σ(l). (A.16)
Since Γ is (k, r,N)-admissible we get
Λ⊛σ(l+1) − Λ
⊛
σ(l) ≥
⌊m
k
⌋
r − 1. (A.17)
It then follows that
m+ 1
k + 1
(r − 1) ≥ Λ⊛σ(l+1) − Λ
⊛
σ(l) ≥
⌊m
k
⌋
r − 1, (A.18)
which implies m = k since m ≡ k mod k + 1 from 3.12. This immediately gives (IV.1) and (IV.2).
Assertion (IV.3) follows since Γ is (k, r,N)-admissible. Using (IV.1) and (IV.2), we get
Ω⊛l − Ω
⊛
l+1 = Λ
⊛
σ(l) − Λ
⊛
σ(l+1) + (σ(l)− σ(l + 1) + 1)
r − 1
k + 1
= 0, (A.19)
and (IV.4) follows.
Suppose that w(l) > w(l + 1), with w(l) = σ(l), w(l + 1) = σ(l + 1) and a 6= σ(l), σ(l + 1). From
(III.4) and (IV.4) we get that Ω∗l = Ω
∗
l+1 and Ω
⊛
l = Ω
⊛
l+1. We will show that this is not possible since
Ω⊛l − Ω
∗
l = 1 and thus Ω would not be a superpartition. Indeed, using
Ω∗l = Λ
∗
σ(l) + (σ(l)− l)
r − 1
k + 1
, (A.20)
and
Ω⊛l = Λ
⊛
σ(l) + (σ(l)− l)
r − 1
k + 1
, (A.21)
we have from (IV.3) that Ω⊛l − Ω
∗
l = 1.
Recall from (A.11) that w and σ coincide, except possibly at two positions i and j, where σ(i) =
w(i) + k + 1 and σ(j) = w(j) − k − 1 = w(i) = a (and thus i ≡ j mod k + 1). From what we have
established in the previous paragraph, we can have w(l) > w(l + 1) only if l = i, i− 1 or l = j, j − 1. We
now show that l cannot be equal to i or j − 1. Suppose l = i. We have σ(i) = w(i) + k + 1 and, from
(III.1), w(i + 1) = σ(i + 1) = w(i) − k. Hence σ(i) − σ(i + 1) = 2k + 1 which violates (IV.1) given that
a = w(i) is not equal to either σ(i) or σ(i + 1). Suppose l = j − 1. From (III.4) we have Ω∗j−1 = Ω
∗
j . But
since σ(j) = w(j)− k− 1, we have from (II.2) that Ω⊛j −Ω
∗
j = 1, and hence we get the contradiction that
Ω is not a superpartition.
Therefore, w(l) > w(l+1) only if l = i−1 or l = j. Suppose i < j and that we have descents at i−1 and j.
The only option is j = i+k+1 since otherwise there would be extra descents. Thus w(i+k+1) = w(i)+k+1,
and hence from (III.1) we get w(i − 1) = w(i) + k and w(i + k + 2) = w(i + k + 1)− k = w(i) + 1. The
relevant portion of the permutation w is thus
· · · i− 1 i · · · i+ k i + k + 1 i+ k + 2 · · ·
· · · w(i) + k w(i) · · · w(i + k) w(i) + k + 1 w(i) + 1 · · ·
(A.22)
But this is impossible since w(i+ k) cannot be equal to w(i)+ k (given that w(i− 1) = w(i)+ k) and thus
w(i+k) ≤ w(i)−1 and there would necessarily be extra descents in w. Therefore, in this case there can be
at most one descent (in position i+ k + 1). From the argument at the end of the proof of Proposition 2.6
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of [23], we conclude that w is the identity8. Therefore σ needs to be the transposition (i, i+k+1) in order
not to be equal to the identity. We will show that this implies the contradiction Ω = Λ. We have Ω∗ = Λ∗
since w is the identity. We also have that Ω⊛ and Λ⊛ coincide except possibly in rows i and i+ k+1. We
have
Ω⊛i = Λ
⊛
i+k+1 + (i+ k + 1− i)
r − 1
k + 1
= Λ⊛i+k+1 + r − 1. (A.23)
From (I.3), we have Λ∗i − Λ
⊛
i+k+1 = r − 1, and thus Ω
⊛
i = Λ
∗
i . But since a = w(i) = i, we have that
Λ∗i = Λ
⊛
i and thus Ω
⊛
i = Λ
⊛
i , which means that Ω
⊛ = Λ⊛.
Finally, suppose j < i. As in the previous case, it is easy to deduce that j = i − k − 1, σ(i − 1) =
w(i − 1) = w(i) + k, σ(i) = w(i) + k + 1, σ(i − k − 1) = w(i) and σ(i − k) = w(i − k) = w(i) + 1. The
relevant portion of the permutation σ is thus
· · · i− k − 1 i− k · · · i− 1 i · · ·
· · · w(i) w(i) + 1 · · · w(i) + k w(i) + k + 1 · · ·
(A.24)
Since w does not have descents in i and i− k − 2, we have σ(i+ 1) = w(i + 1) > w(i) and σ(i − k − 2) =
w(i− k− 2) < w(i− k− 1) = w(i)+ k+1. This implies σ(i+1) ≥ w(i)+ k+2 and σ(i− k− 2) ≤ w(i)− 1
and hence σ has no descent, which means that σ is the identity. Therefore w needs to be the transposition
(i− k − 1, i) in order not to be equal to the identity. We will show that this is impossible. Since σ is the
identity we have Ω⊛ = Λ⊛. Now, from (II.3) with i replaced by i − k − 1 we have Λ⊛i−k−1 − Λ
∗
i = r and
thus
Ω∗i−k−1 = Λ
∗
i +
(
i− (i− k − 1)
) r − 1
k + 1
= Λ∗i + r − 1 = Λ
⊛
i−k−1 − 1 = Λ
∗
i−k−1 − 1, (A.25)
since w(i) = i− k − 1 = a. Hence
Λ⊛i−k = Ω
⊛
i−k ≤ Ω
∗
i−k−1 < Λ
∗
i−k−1 = r + Λ
∗
i , (A.26)
which implies that Λ⊛i−k − Λ
∗
i = Γ
⊛
i−k − Γ
∗
i < r. This contradicts the (k, r,N)-admissibility of Γ and
completes the proof. 
Appendix B. Proof of formulas (6.2) and (6.5)
We first need to define a few concepts introduced in [19].
If the first column of the diagram of Λ does not contain a circle, we introduce the “column-removal”
operation C defined such that CΛ is the superpartition whose diagram is obtained by removing the first
column of the diagram of Λ (the operation is illustrated in Fig. 1).
If the first column of the diagram of Λ contains a circle, we define the “circle-removal” operation C˜ such
that the diagram of C˜Λ is obtained from that of Λ by removing the circle in the first column of the diagram
of Λ (also illustrated in Fig. 1).
Figure 1. Operators C and C˜
C :
❦
❦
7−→
❦
❦
C˜ :
❦
❦
❦
7−→
❦
❦
Similarly, we can introduce two row operations whose actions on diagrams is illustrated in Fig. 2.
The following proposition from [19] will prove essential.
8The argument goes as follows. Suppose w has exactly one descent (at i+ k + 1). Then w(j) ≥ j for 1 ≤ j ≤ i + k + 1.
Since w(i+k+1) ≡ i+k+1 mod k+1, and w(i+k+1) = i+k+1 is impossible (there would not be a descent at i+k+1),
this implies that w(i+ k+1) ≥ i+2k+2. Hence w(i+ k+2) = w(i+ k+1)− k ≥ i+ k+2, and given that w(j) < w(j+1)
holds for j ≥ i+ k + 1, we have also w(j) ≥ j for j ≥ i+ k + 1. Therefore the permutation w is such that w(j) ≥ j for all j,
which is obviously a contradiction
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Figure 2. Operators R and R˜
R :
❦
❦
7−→
❦
❦ R˜ :
❦
❦ 7−→ ❦
Proposition 17 ([19]). Let Λ be a superpartition such that ℓ(Λ⊛) = ℓ(Λ∗) = ℓ. Then
P
(α)
Λ (x1, . . . , xℓ; θ1, . . . , θℓ) = x1 · · ·xℓ P
(α)
CΛ (x1, . . . , xℓ; θ1, . . . , θℓ). (B.1)
Similarly, let Λ be a superpartition such that ℓ(Λ⊛) = ℓ(Λ∗) + 1 = ℓ. Then
(−1)m−1
[
∂θℓ P
(α)
Λ (x1, . . . , xℓ; θ1, . . . , θℓ)
]
xℓ=0
= P
(α)
C˜Λ
(x1, . . . , xℓ−1; θ1, . . . , θℓ−1). (B.2)
Let (x−; θ−) = (x2, x3, . . . ; θ2, θ3, . . . ). If the first row of the diagram of Λ is bosonic (that is, Λ
∗
1 =
Λ⊛1 = k), then
coeff
xk1
P
(α)
Λ (x; θ) = P
(α)
RΛ(x−; θ−). (B.3)
Similarly, if the first row of the diagram of Λ is fermionic (that is, Λ∗1 = Λ
⊛
1 − 1 = k), then
coeff
xk1
∂θ1 P
(α)
Λ (x; θ) = P
(α)
RR˜Λ
(x−; θ−). (B.4)
We now proceed to the proof of formula (6.2).
Proof of formula (6.2). An equivalent form of formula (6.2) is given in [10]. We reproduce this proof, with
minor improvements, since its pattern also applies to the proof of (6.5). The structure of the proof follows
the original derivation of the Pieri formulae for Jack polynomials in [44]. The key steps rely heavily on
the results of [19].
The proof is done in the case where the number of variables is infinite. The finite case is recovered by
letting xi = 0 and θi = 0 for all i > N . We will use the notation
p˜
(ℓ)
0 =
ℓ∑
i=1
θi and P
(α,ℓ)
Λ = PΛ(x1, . . . , xℓ, θ1, . . . , θℓ;α). (B.5)
Note that P
(α,ℓ)
Λ = 0 if ℓ(Λ
⊛) > ℓ.
The proof proceeds by induction on the degree of Λ⊛. From [19] (cf. Proposition 11 applied to the case
n = 0), we know that
p˜0 P
(α)
Λ =
∑
Ω
cΛΩP
(α)
Ω , (B.6)
for some coefficients cΛΩ ∈ Q(α), where the sum is over all Ω’s obtained by adding a circle to Λ.
Suppose first that the first column of Λ does not have a circle and is of length ℓ(Λ⊛) = ℓ(Λ∗) = ℓ.
Restricting (B.6) to ℓ variables we get
p˜
(ℓ)
0 P
(α,ℓ)
Λ =
∑
Ω
cΛΩ P
(α,ℓ)
Ω , (B.7)
where all the Ω’s in the sum have length ℓ(Ω⊛) = ℓ and do not have a circle in the first column (otherwise
P
(α,ℓ)
Ω would be equal to zero). Using (B.1), we get
p˜
(ℓ)
0 x1 · · ·xℓP
(α,ℓ)
CΛ =
∑
Ω
cΛΩ x1 · · ·xℓ P
(α,ℓ)
CΩ . (B.8)
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Canceling x1 · · ·xℓ on both sides, we can then use induction since the degree of (CΛ)
⊛ is smaller than that
of Λ⊛. The result follows in this case since∏
s∈colΩ◦
h
(α)
Λ (s)
h
(α)
Ω (s)
=
∏
s∈colCΩ◦
h
(α)
CΛ (s)
h
(α)
CΩ (s)
, (B.9)
and #Ω◦ = #CΩ◦. This covers all the cases where ℓ(Ω⊛) = ℓ.
Suppose now that Γ is obtained from Λ by adding a circle to the first column of Λ. Isolating the term
PΓ and using the result we just established, we then have
p˜0 P
(α)
Λ = cΛΓP
(α)
Γ +
∑
Ω
(−1)#Ω
◦
 ∏
s∈colΩ◦
h
(α)
Λ (s)
h
(α)
Ω (s)
P (α)Ω , (B.10)
where the sum is over Ω’s with ℓ(Ω⊛) = ℓ. Applying the endomorphism ωˆα, we obtain from (2.28)
(−1)mαp˜0‖PΛ‖
2P
(1/α)
Λ′ = cΛΓ‖PΓ‖
2P
(1/α)
Γ′ +
∑
Ω
(−1)#Ω
◦
 ∏
s∈colΩ◦
h
(α)
Λ (s)
h
(α)
Ω (s)
 ‖PΩ‖2P (1/α)Ω′ , (B.11)
where we recall that the norm ‖PΛ‖
2 is defined in (2.22). Differentiating with respect to θ1 on both sides
and using (B.4), we get
(−1)mα‖PΛ‖
2P
(1/α)
RΛ′ (x−, θ−) = cΛΓ‖PΓ‖
2P
(1/α)
RR˜Γ′
(x−, θ−). (B.12)
Since Λ′ = R˜Γ′ we obtain, from (2.22),
cΛΓ = (−1)
mα
‖PΛ‖
2
‖PΓ‖2
= (−1)m
(∏
s∈Λ
h
(α)
Λ (s)
hΛ(α)(s)
)(∏
s∈Γ
hΓ(α)(s)
h
(α)
Γ (s)
)
= (−1)#Γ
◦
 ∏
s∈colΓ◦
h
(α)
Λ (s)
h
(α)
Γ (s)
 . (B.13)
The last equality holds since the hook-lengths of the same type cancel two-by-two from the two diagrams
for all s except those in the row and the column that are rendered fermionic by the added circle. But since
the circle has been added in the first column, the fermionized row has no square. Hence only the squares
in the first column have to be considered. Finally, only the ratio of the upper-hooks do not cancel (since
for s ∈ colΓ◦ , we have lΓ⊛(s) = lΛ⊛(s) + 1 = lΛ∗(s) + 1). This concludes the case where the first column
of Λ does not have a circle.
Finally, suppose that the first column of Λ has a circle and is of length ℓ(Λ⊛) = ℓ. In this case the Ω’s
in (B.6) also have a circle in the first column and are of length ℓ(Ω⊛) = ℓ (each Ω is obtained by adding a
circle to Λ in a column other than the first and necessarily shorter since two circles cannot appear in the
same row). Working in ℓ variables we obtain
(−1)m
[
∂θℓ(p˜
(ℓ)
0 P
(α,ℓ)
Λ )
]
xℓ=θℓ=0
= (−1)m
[
P
(α,ℓ)
Λ
]
xℓ=θℓ=0
+ (−1)m−1
[
p˜
(ℓ)
0 ∂θℓP
(α,ℓ)
Λ
]
xℓ=θℓ=0
= p˜
(ℓ−1)
0 P
(α,ℓ−1)
C˜Λ
,
(B.14)
where the last equality follows from (B.2). Hence, we get from (B.6)
p˜
(ℓ−1)
0 P
(α,ℓ−1)
C˜Λ
=
∑
Ω
cΛΩ(−1)
m
[
∂θℓ(P
(α,ℓ)
Ω )
]
xℓ=θℓ=0
=
∑
Ω
cΛΩP
(α,ℓ−1)
C˜Ω
, (B.15)
and the result follows again by induction (the degree of (C˜Λ)⊛ is smaller than that of Λ⊛) since
∏
s∈colΩ◦
h
(α)
Λ (s)
h
(α)
Ω (s)
=
∏
s∈col
C˜Ω◦
h
(α)
C˜Λ
(s)
h
(α)
C˜Ω
(s)
, (B.16)
and #Ω◦ = #C˜Ω◦. 
We finally proceed to the proof of formula (6.5).
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Proof of formula (6.5). Unless otherwise stated, we will assume throughout the proof that the number of
variables is infinite. The finite case will follow immediately by setting xi = 0 and θi = 0 for every i > N .
As in the proof of formula (6.2), we use the notation
q(ℓ) =
ℓ∑
i=1
θi∂xi and P
(α,ℓ)
Λ = PΛ(x1, . . . , xℓ, θ1, . . . , θℓ;α). (B.17)
It is easy to check that q and ωˆα commute when acting on the powers sums
q ωˆα(pΛ) = ωˆα(q pΛ) , (B.18)
hence q and ωˆα commute when acting on the whole space of symmetric superpolynomials.
The proof proceeds again by induction on the degree of Λ⊛. We have proven in [19] (cf. Eq. (A.22)
with d = q) that
q P
(α)
Λ =
∑
Ω
dΛΩ P
(α)
Ω , (B.19)
where the sum is over certain Ω’s such that Ω⊛ = Λ⊛. We now show that if Ω appears in (B.19), then the
length of Ω∗ cannot be larger than that of Λ∗. Using the duality (2.28) and the commutation of q and ωˆα,
we have
ωˆα(q P
(α)
Λ ) = q ωα(P
(α)
Λ ) = (−1)
(m2 )‖PΛ‖
2q P
(1/α)
Λ′ . (B.20)
Hence, we get from (B.19)
(−1)(
m
2 )‖PΛ‖
2q P
(1/α)
Λ′ = (−1)
(m2 )
∑
Ω
‖PΩ‖
2dΛΩ P
(1/α)
Ω′ . (B.21)
Suppose there are some Ω’s in the sum such that the length of Ω∗ is larger than that of Λ∗, and let ℓ be
the length of Λ⊛. Since Ω⊛ = Λ⊛, this can only happen if the length of Ω∗ is ℓ and that of Λ∗ is ℓ − 1.
Taking the coefficient of xℓ1 on both sides of the equation and using (B.3) we obtain
0 = (−1)(
m
2 )
∑
Ω
‖PΩ‖
2dΛΩ P
(1/α)
RΩ′ (x−, θ−), (B.22)
where the sum is over Ω’s such that ℓ(Ω∗) = ℓ. But this is a contradiction since the P
(1/α)
RΩ′ (x−, θ−)’s are
linearly independent.
Let ℓ be again the length of Λ⊛. We consider first the Ω’s in (B.19) such that the length of Ω∗ is smaller
than that of Λ∗. We will show that there is at most one such Ω and that, as formula (6.5) claims, Ω is
obtained by replacing (if possible) the lowest square in the first column of Λ by a circle.
By (B.2), we have when we restrict to ℓ variables:[
∂θℓ(q
(ℓ)P
(α,ℓ)
Λ )
]
xℓ=0
=
[
∂θℓ(q
(ℓ)x1 · · ·xℓP
(α,ℓ)
CΛ )
]
xℓ=0
=
[
∂θℓ(θℓx1 · · ·xℓ−1PCΛ)
(α,ℓ)
]
xℓ=0
= x1 · · ·xℓ−1
[
P
(α,ℓ)
CΛ
]
xℓ=θℓ=0
. (B.23)
But since [
P
(α,ℓ)
CΛ
]
xℓ=θℓ=0
=
{
P
(α,ℓ−1)
CΛ if ℓ(CΛ) < ℓ,
0 otherwise
(B.24)
we get [
∂θℓ(q
(ℓ)P
(α,ℓ))
Λ )
]
xℓ=0
=
{
P
(α,ℓ−1)
Γ if ℓ(CΛ) < ℓ,
0 otherwise,
(B.25)
where Γ is obtained from Λ by removing the lowest square in the first column of Λ. Using (B.19) this
implies ∑
Ω
dΛΩ(−1)
m
[
∂θℓ(P
(α,ℓ))
Ω )
]
xℓ=0
=
{
(−1)mP
(α,ℓ−1)
Γ if ℓ(CΛ) < ℓ,
0 otherwise.
(B.26)
If Ω appears in the sum and the length of Ω∗ is equal to ℓ, then[
P
(α,ℓ)
Ω
]
xℓ=0
=
[
x1 · · ·xℓP
(α,ℓ))
CΩ
]
xℓ=0
= 0 (B.27)
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Therefore the remaining terms in the sum are such that ℓ(Ω∗) = ℓ− 1. Those Ω’s need to have a circle in
their first column since Ω⊛ = Λ⊛ and the length of Λ⊛ is ℓ. Hence from (B.2),∑
Ω
dΛΩ(−1)
m
[
∂θℓP
(α,ℓ)
Ω
]
xℓ=0
=
∑
Ω
dΛΩP
(α,ℓ−1)
C˜Ω
=
{
(−1)mP
(α,ℓ−1)
Γ if ℓ(CΛ) < ℓ,
0 otherwise,
(B.28)
where the sum is over Ω’s such that ℓ(Ω∗) = ℓ − 1. Equating both sides of the equation, we get that the
only possibly non-zero dΛΩ is such that Γ = C˜Ω and that
dΛΩ = (−1)
m. (B.29)
Formula (6.5) is thus proved in this case.
We now prove the proposition in the cases where the length of Ω∗ is equal to the length of Λ∗. By
duality and the commutation of q and ωˆα, we have from (B.19)
(−1)m‖PΛ‖
2qP
(1/α)
Λ′ =
∑
Ω
dΛΩ‖PΩ‖
2P
(1/α)
Ω′ . (B.30)
Suppose first that Λ does not have a circle in its first column. Using (B.3), we get
coeff
xℓ1
(
qP
(1/α)
Λ′
)
= qP
(1/α)
(CΛ)′ (x−, θ−). (B.31)
We have seen that all the Ω’s that appear in (B.19) are such that ℓ(Ω∗) ≤ ℓ(Λ∗) = ℓ. Therefore, taking
the coefficient of xℓ1 on both sides of (B.30), we obtain by (B.3)
(−1)m‖PΛ‖
2qP
(1/α)
(CΛ)′ (x−, θ−) =
∑
Ω
dΛΩ‖PΩ‖
2P
(1/α)
(CΩ)′ (x−, θ−), (B.32)
where the sum is over Ω’s such that ℓ(Ω∗) = ℓ. This gives immediately
(−1)m‖PΛ‖
2d(CΛ)′(CΩ)′ = dΛΩ‖PΩ‖
2 , (B.33)
and can thus conclude by induction, since the degree of (CΛ)⊛ is smaller than that of Λ⊛, that
dΛΩ = (−1)
m−#Γ◦ ‖PΛ‖
2
‖PΩ‖2
 ∏
s∈rowΓ◦
h
(1/α)
(CΛ)′ (s)
h
(1/α)
(CΩ)′ (s)
 , (B.34)
where Γ = (CΩ)′. Since (CΩ)′ is obtained by replacing a square of (CΛ)′ by a circle, we have that Ω is also
obtained from Λ by replacing a square by a circle. It is easy to see that m−#Γ◦ = #Ω◦ and that
∏
s∈rowΓ◦
h
(1/α)
(CΛ)′ (s)
h
(1/α)
(CΩ)′ (s)
=
∏
s∈colΩ◦
hΛ(α)(s)
hΩ(α)(s)
, (B.35)
given that hΛ(α)(i, j) = αh
(1/α)
Λ′ (j, i). Formula (6.5) then follows in this case since
‖PΛ‖
2
‖PΩ‖2
=
 ∏
s∈colΩ◦
hΩ(α)(s)
hΛ(α)(s)
( ∏
s∈rowΩ◦
h
(α)
Λ (s)
h
(α)
Ω (s)
)
. (B.36)
Finally, the case where Λ has a circle in its first column is proven in a similar way. Using (B.4) instead
of (B.3), we obtain the recursion
(−1)m‖PΛ‖
2d(CC˜Λ)′(CC˜Ω)′ = dΛΩ‖PΩ‖
2 , (B.37)
which gives again the desired result by induction. 
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Appendix C. Character formulas for F
(k)
N
In this appendix, we present sample expressions for the character
chF
(k)
N :=
∑
n≥1,m≥0
dimF
(k)
N,n,m u
nvm. (C.1)
Let us illustrate these computations by considering the determination of dimF
(1)
3,3,2. Any element f ∈ F
(1)
3,3,2
is of the form
f = a1m(3,0;0) + a2m(2,1;0) + a3m(2,0;1) + a4m(1,0;2), ai ∈ C, (C.2)
and such that
f(x1, x2, x3, θ1, θ2, θ3)|x1=x2 = 0. (C.3)
Now substitute (C.2) into (C.3) and in the resulting equation, collect the coefficients of all distinct non-
symmetric monomials θi2θi3x
η2
2 x
η3
3 , with i2 < i3 and η = (η2, η3) being a composition. This leads to the
following linear system of equation:
a1 = 0, a2 + a3 = 0, a2 − a4 = 0, a1 + a3 + a4 = 0. (C.4)
Hence, f ∈ F
(1)
3,3,2 if and only if
a1 = 0, a3 = −a2, a4 = a2, (C.5)
for some a2 ∈ C. Consequently, dimF
(1)
3,3,2 = 1. Granting our conjecture, this is not surprising given that
there is only one (1, 2, 3)-admissible and of degree (3|1), namely (2, 1; ).
The procedure just illustrated for the computation of dimF
(1)
3,3,2 can be easily generalized and computer
implemented. Collecting together the various dimF
(k)
N,n,m for a fixed value of N , we thereby construct the
lowest terms of the character chF
(k)
N .
We have been able to construct the characters chF
(k)
N up to degree n = 12 (and note that m is always
bounded by the relationsm ≤ n and m(m−1)/2 ≤ n). Here are some examples (for presentation purposes,
the series are truncated at degree n = 10):
chF
(1)
2 = uv +
(
2 v + v2 + 1
)
u
2 +
(
1 + 2 v2 + 3 v
)
u
3 +
(
2 + 2 v2 + 4 v
)
u
4+
(
2 + 5 v + 3 v2
)
u
5 +
(
3 + 6 v + 3 v2
)
u
6 +
(
4 v2 + 7 v + 3
)
u
7
+
(
4 v2 + 8 v + 4
)
u
8 +
(
9 v + 5 v2 + 4
)
u
9 +O(u10)
chF
(1)
3 =
(
v
2 + v3
)
u
3 +
(
v + 2 v2 + v3
)
u
4
+
(
2 v + 4 v2 + 2 v3
)
u
5 +
(
1 + 4 v + 6 v2 + 3 v3
)
u
6 +
(
1 + 6 v + 9 v2 + 4 v3
)
u
7
+
(
2 + 9 v + 12 v2 + 5 v3
)
u
8 +
(
3 + 12 v + 16 v2 + 7 v3
)
u
9 +O(u10)
chF
(1)
4 =
(
v
3 + v4
)
u
6 +
(
v
2 + 2 v3 + v4
)
u
7 +
(
2 v2 + 4 v3 + 2 v4
)
u
8 +
(
v + 5 v2 + 7 v3 + 3 v4
)
u
9 + O(u10)
chF
(2)
3 = uv +
(
1 + 2 v2 + 3 v
)
u
2 +
(
2 + v3 + 4 v2 + 5 v
)
u
3 +
(
8 v + 6 v2 + v3 + 3
)
u
4
+
(
4 + 11 v + 9 v2 + 2 v3
)
u
5 +
(
6 + 15 v + 12 v2 + 3 v3
)
u
6 +
(
16 v2 + 19 v + 4 v3 + 7
)
u
7
+
(
24 v + 20 v2 + 9 + 5 v3
)
u
8 +
(
29 v + 25 v2 + 7 v3 + 11
)
u
9 +O(u10)
chF
(2)
4 =
(
v + 2 v2 + v3
)
u
3 +
(
3 v + 4 v2 + 2 v3 + 1
)
u
4
+
(
1 + 6 v + 9 v2 + 4 v3
)
u
5 +
(
3 + 11 v + 14 v2 + v4 + 7 v3
)
u
6 +
(
23 v2 + 17 v + v4 + 11 v3 + 4
)
u
7
+
(
2 v4 + 25 v + 32 v2 + 7 + 16 v3
)
u
8 +
(
3 v4 + 35 v + 46 v2 + 23 v3 + 9
)
u
9 +O(u10)
chF
(2)
5 =
(
v
2 + v3
)
u
5 +
(
v + 3 v2 + 3 v3 + v4
)
u
6 +
(
3 v + 8 v2 + 7 v3 + 2 v4
)
u
7
+
(
1 + 7 v + 15 v2 + 13 v3 + 4 v4
)
u
8 +
(
2 + 13 v + 27 v2 + 23 v3 + 7 v4
)
u
9 +O(u10)
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chF
(3)
4 = uv +
(
1 + 2 v2 + 3 v
)
u
2 +
(
2 + v3 + 5 v2 + 6 v
)
u
3 +
(
10 v + 8 v2 + 2 v3 + 4
)
u
4
+
(
5 + 15 v + 14 v2 + 4 v3
)
u
5 +
(
8 + 22 v + 20 v2 + v4 + 7 v3
)
u
6 +
(
30 v2 + 30 v + v4 + 11 v3 + 10
)
u
7
+
(
2 v4 + 40 v + 40 v2 + 14 + 16 v3
)
u
8 +
(
3 v4 + 52 v + 55 v2 + 23 v3 + 17
)
u
9 +O(u10)
chF
(3)
5 =
(
v + 2 v2 + v3
)
u
3 +
(
4 v + 5 v2 + 2 v3 + 1
)
u
4
+
(
2 + 8 v + 11 v2 + 5 v3
)
u
5 +
(
4 + 15 v + 19 v2 + v4 + 9 v3
)
u
6 +
(
32 v2 + 24 v + 2 v4 + 16 v3 + 6
)
u
7
+
(
4 v4 + 37 v + 48 v2 + 10 + 25 v3
)
u
8 +
(
7 v4 + 53 v + 71 v2 + 39 v3 + 14
)
u
9 +O(u10)
chF
(3)
6 =
(
v + 2 v2 + v3
)
u
5 +
(
1 + 3 v + 5 v2 + 4 v3 + v4
)
u
6 +
(
1 + 7 v + 13 v2 + 9 v3 + 2 v4
)
u
7
+
(
3 + 14 v + 24 v2 + 18 v3 + 5 v4
)
u
8 +
(
5 + 25 v + 44 v2 + 33 v3 + 9 v4
)
u
9 +O(u10)
As mentioned in the text, these expansions match those of the characters ch I
(k,2)
N . For instance, to the
term 4v2u4 in chF
(2)
4 , there corresponds the following four (2, 2, 4)-admissible superpartitions of degree
(4|2): (3, 1; 0, 0), (1, 0; 3, 0), (2, 1; 1, 0), (2, 0; 2, 0).
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