Abstract-Orthogonal frequency division multiplexing (OFDM) schemes have high envelope fluctuations and peak-to-average power ratio (PAPR), making them very prone to nonlinear distortion effects, which can affect significantly the performance when conventional receivers are employed. However, it was recently shown that strong nonlinear distortion effects on OFDM signals do not necessarily lead to performance degradation. In fact, nonlinear OFDM schemes can outperform linear ones when optimum maximum likelihood (ML) receivers are employed.
I. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM) schemes [1] are widely recognized as appropriate for digital transmission over severely time-dispersive channels. For this reason, they are employed in a wide range of systems.
However, OFDM signals have large envelope fluctuations and a high peak-to-average power ratio (PAPR), which leads to amplification difficulties. For this reason, countless techniques were proposed to reduce the PAPR of OFDM signals [2] . Among the many PAPR-reducing techniques, the clipping techniques are the most popular [3] , mainly due to their simplicity and flexibility. The main problems associated to clipping techniques are the nonlinear distortion effects which lead to out-of-band radiation and performance degradation. In fact, it can be shown that the nonlinear distortion can be regarded as an additional noise-like, Gaussian term at the subcarrier level [4] .
Bussgang noise cancellation (BNC) receivers [5] , where this nonlinear distortion is estimated and canceled in an iterative way, were proposed to overcome this problem. However, it is difficult to estimate the nonlinear distortion, especially as low-to-moderate signal-to-noise ratio (SNR) levels (the typical working conditions for OFDM systems). Moreover, even with perfect estimation and cancellation of nonlinear distortion effects there is an unavoidable degradation due to the power "wasted" in the nonlinear distortion component.
Recently, it was shown that strong nonlinear distortion effects on OFDM signals do not necessarily mean substantial performance degradation [6] . This is due to the fact that the nonlinear distortion component has some information on the transmitted signals, which can be employed to improve the performance. In fact, the optimum maximum likelihood (ML) performance of nonlinear OFDM can even be better than the performance of the corresponding linear OFDM schemes [7] , [8] . However, the complexity of optimum ML receivers is prohibitively high, even for a moderate number of subcarriers. In fact, the optimum OFDM detection can be regarded as very complex, non-convex multi-dimensional optimization problem. The fireworks algorithm (FWA) [9] - [11] was recently proposed as a tool for solving complex nonconvex optimization problems.
In this paper, we propose an FWA-based, sub-optimum receiver for nonlinear OFDM schemes. It is shown that the remarkably good performance associated to the optimum detection of nonlinear OFDM schemes is achievable with this technique.
Throughout this paper we will employ the following notation: italic letters denote scalars. Capital letters are associated to the frequency-domain and small letters are associated to the time-domain. The probability density function (PDF) of the random variable , ( ), is simply denoted by ( ). [⋅] represents the statistical average.
II. OPTIMUM PERFORMANCE OF NONLINEAR OFDM

A. Nonlinear OFDM
Let us consider OFDM blocks with quadrature phase shift keying (QPSK) symbols ( bit = 2 bits sent per block) in the form = ±1 ± and ( − 1) idle subcarriers to obtain an oversampling operation by a factor of . The QPSK symbols are mapped from the data bits according to a Gray mapping rule. We represent this frequency-domain block by { ; = 0, 1, . . . , − 1}, and the time-domain samples 
The time-domain OFDM signal is submitted to an envelope clipping, that is modeled as a bandpass memoryless nonlinearity and represented by ( ) = ( ) exp( (arg( ))), where ( ) is the amplitude modulation/amplitude modulation (AM/AM) conversion function
where is the clipping level. At the clipping output, we have the time-domain samples of the nonlinearly distorted OFDM signal { = ( ); = 0, 1, . . . , − 1}. Due to the Gaussian-like nature of OFDM signals, the Bussgang's theorem is applicable and the nonlinearly distorted signal can be expressed as the sum of two uncorrelated components [12] : one that is a scaled version of the original signal and a nonlinear distortion term, i.e.,
where the scale factor is given by
and { ; = 0, 1, . . . , − 1} are the nonlinear distortion terms. Since the detection in OFDM is made in the frequency domain, it is important to obtain the frequency-domain version of (3). By applying a discrete Fourier transform (DFT) to { = ( ); = 0, 1, . . . , − 1}, we obtain { ; = 0, 1, . . . , − 1} and, for the th subcarrier, we have
where { ; = 0, 1, . . . , − 1} is the frequency-domain version of the distortion terms. From (5), it is easy to see that the original QPSK constellation points are shrunken (since < 1) and distorted by the "additive noise" terms { ; = 0, 1, . . . , − 1}, which can lead to large performance degradation.
B. Asymptotic Optimum Performance
Let us consider an OFDM block { (1) ; = 0, 1, . . . , − 1} and a variation of it { (2) ; = 0, 1, . . . , − 1} with different bits. Moreover, let us define the set composed by all sequences (2) that differ in bits from (1) as ℰ . Due to the high complexity associated to the optimum detection even when and/or the constellations are small, it is common to obtain the optimum performance by considering a combination of bounds and approximations. An upper bound passes through approximate the union of error events by their sum, i.e., neglect their intersection. This leads to what is usually called the pairwise error probability (PEP) bound. The PEP between two sequences (1) and (2) is the probability of detecting (2) given that (1) is transmitted and can be expressed as
where is the set of all possible transmitted sequences, ( (1) )
is the probability of transmitting (1) and (1) , is the probability associated to the event of having bit errors on the detected sequence, given that (1) was transmitted, with
which allows to rewrite (6) as
) .
(8) In additive white Gaussian noise (AWGN) channels, the PEP between (1) and (2) is related to the squared Euclidean distance between them [13] , i.e.,
where (.) represents the Gaussian error function [13] . Under these conditions, (8) can be rewritten as
However, even when a low number of subcarriers is considered and/or small constellations are adopted, it becomes clear that the complexity associated to the computation of this bound is still very high. For this reason, we employ an approximation that consists in considering only the single bit errors (i.e., the summation in (10) is truncated to = 1). This approximation is valid for large SNR values (i.e., for the asymptotic region) and allows us to write
) ∑
Note that, in a linear scenario, we have 2 1,2 = 4 for all the possible transmitted sequences, where is the average bit energy given by
Under these conditions, equation (11) reduces to
, which is the well-known BER expression for QPSK constellations in AWGN channels [13] . Let us now consider the nonlinearly distorted versions of (1) and (2) that are {
− 1}, respectively. The squared Euclidean distance between these two signals is
Unlike linear transmission scenarios, the Euclidean distance between nonlinearly distorted OFDM signals depends on all subcarriers and differs between the blocks. Therefore, to obtain an approximate BER based on the PEPs, we need to evaluate the distance between all the possible transmitted signals and their corresponding variations of bits. Clearly, there is a high computational effort to evaluate (11) 
(1) (with Seq ≪ 4 ) and their corresponding bit variations of = 1 bits. This allows us to obtain the following BER approximation
where
Seq bit is the relative frequency associated to the value 2 and 0 is the one-sided AWGN power spectral density (PSD). Fig. 1 shows the distribution of the squared Euclidean distance associated to clipped OFDM signals for different values of , = 4, and a normalized clipping level / = 0.5. As it can be noted from the figure, the variance of this distribution reduces when increases, which means that (14) is more accurate for larger values of . Moreover, if we consider the ratio between the squared Euclidean distance and the average bit energy, it can be shown that there is a potential average asymptotic gain
For the specific scenario of an envelope clipping and ideal AWGN channels, the theoretical expression for the average asymptotic gain was shown to be [7] 
where adj is the absolute value of the distance between two QPSK constellation points. Fig. 2 noted that (16) is very accurate, especially, when the number of subcarriers is large. By considering the asymptotic gain, we are able to obtain the asymptotic optimum performance as
Fig . 3 shows the asymptotic optimum performance for different normalized clipping levels. From the results depicted in the figure, one can note that the optimum detection of nonlinear OFDM leads to substantial performance improvements relatively to linear OFDM. Indeed, these potential asymptotic gains were already observed and theoretically quantified for frequency-selective channels [8] . As the optimum detection presents a very high complexity, sub-optimal receivers that try to achieve optimum performance were already proposed, showing that it is possible to achieve an almost optimum performance while drastically reducing the receiver complexity [7] . In the next section an FWA-based, sub-optimum receiver is proposed.
III. FIREWORKS SUB-OPTIMUM DETECTION The optimum receiver's goal is to obtain the possible transmitted sequence that minimizes the squared Euclidean distance relatively to the received signal. This task can be regarded as complex non-convex, multi-dimensional optimization problem. As mentioned before, the dimension of the search space , i.e., the number of possible transmitted sequences is very large even for a small number of subcarriers and/or small constellations.
Recently, the FWA was proposed as a high-flexible swarm intelligence algorithm to solve this kind of optimization problems [9] - [11] . This algorithm is iterative and has two important parts: the explosions phase and the selection strategy. Initially, fireworks (possible transmitted sequences) are selected from the search space . Although there are different ways to select the initial fireworks, we considered that they are: the hard-decision sequence (the one associated to the conventional detection, defined asˆ), bit variations of 1 bit of it and Δ random variations of bits of it. Therefore, = bit + Δ + 1. After the selection of the initial fireworks, we have a set of explosions (iterations). In each explosion, both the amplitude (number of different bits) and the number of generated sparks associated to a given firework { ( ) ; = 0, 1, . . . , − 1} are variable and defined according to its fitness value, that is given by the squared Euclidean distance relatively to the received signal, i.e.,
Thus, in each round of explosions, fireworks with better fitness values produce more sparks with lower amplitudes. On the contrary, fireworks with worse fitness values produce less sparks with larger amplitudes. In fact, this behavior prevents the sub-optimum receiver from an early convergence (since the worse fireworks maintain a small number of large sparks), i.e., it gives the capacity to deeply explore the search space, while at the same time allows to give more attention to the possible optimum sequence (since there is a large number of small sparks for the best fireworks). The number of sparks produced in a given firework lies in the interval [ , +Δ ] and their amplitudes belong to the interval [ , + Δ ]. After a given explosion, the fireworks chosen for the next round of explosions are selected according to the selection strategy. The selection strategy passes through the selection of the best point between the old firework and its sparks. The algorithm finishes when explosions are made. Amongst the last fireworks, the sub-optimum receiver outputs the detected sequence {˜; = 0, 1, . . . , −1} as the firework with the best fitness value. Note that the algorithm is fully flexible. In fact, although the algorithm's complexity is not fixed, since the number of sparks associated to each firework in a given explosion varies, it is mainly dependent on the choice of parameters , and Δ , for a given , and constellation. What is shown in the following set of performance results is that by varying the combination of the algorithm parameters, different performances can be obtained. Essentially, a trade-off between complexity and performance can be identified.
IV. PERFORMANCE RESULTS
In the following, performance results of our FWA-based, sub-optimum receiver are shown. These results were obtained through Monte Carlo simulations, where it is assumed both perfect channel estimation and perfect frequency and time synchronization. Otherwise stated, we consider OFDM signals with = 64 useful subcarriers, oversampling factor = 4 and normalized clipping level / = 1.0. The minimum number and amplitude of the sparks generated in each explosion are unitary, i.e., = = 1. For comparison purposes, the performance bound associated to the BNC receivers (where a perfect cancellation of the nonlinear distortion is considered) is also included. Results for ideal AWGN and frequencyselective channels with 64 uncorrelated Rayleigh multipath components are shown. Fig. 4 shows the performance of the proposed sub-optimum receiver when its parameters are = 4, Δ = 10, = 5, Δ = 5 and Δ = 5. From the results shown in the figure it can be noted that for the case of ideal AWGN channels, the performance of the sub-optimal receiver is much better than the performance associated to the conventional receivers that employ a simple hard decision. At = 10 −3 , the performance gain relatively to those receivers is approximately 4.2 dB. Regarding frequency-selective channels, the performance of our suboptimum receiver can be even better than the performance of linear OFDM, particularly at high values of SNR. Fig. 5 shows the performance of our sub-optimum receiver when its parameters are = 10, Δ = 40, = 5, Δ = 10 and Δ = 5. Clearly, when the number of explosions as well as the number of fireworks and sparks increases, the performance of our sub-optimal receiver improves. In fact, with this combination of parameters, the performance gain relatively to the conventional nonlinear OFDM increases to approximately 6 dB when = 10 −3 . In frequency-selective channels there is a considerable performance improvement relatively to both linear and nonlinear OFDM transmissions employing conventional detection procedures. Fig. 6 shows the BER of our sub-optimum receiver when its parameters are = 5, Δ = 20, = 8, Δ = 10 and Δ = 5. Clearly, when the number of explosions increase substantially, the performance of our sub-optimum receiver can even be better than the linear OFDM performance in ideal AWGN channels. At = 10 −3 , the gain relatively to linear OFDM is around 1.3 dB and can reach approximately 7 dB relatively to the conventional nonlinear OFDM. Regarding frequencyselective channels, our sub-optimal receiver is able to achieve very large performance gains relatively to linear OFDM. Based on our simulations, the number of explosions seems to be the parameter with the main role in the solution to that trade-off. 
V. CONCLUSIONS
In this paper, we considered OFDM schemes with strong nonlinear distortion effects and we proposed a low-complexity detection scheme able to approach the optimum ML performance. Our technique is based on the FWA and allows excellent trade-offs between performance and complexity. It was shown that the remarkably good optimum performance of nonlinear OFDM schemes is achievable with this technique.
