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Estabilidade do problema de três orpos
restrito
Resumo
É apresentado neste trabalho um estudo analítio e numério da estabilidade de soluções
de equilíbrio hiperbólias e elíptias de um sistema dinâmio Newtoniano não-linear. Este
estudo é apliado ao problema de três orpos restrito no plano, que é um sistema Hamilto-
niano om dois graus de liberdade e tem no referenial sinódio ino pontos de equilíbrio:
três pontos olineares e dois pontos triangulares. Os pontos triangulares, dependendo da
razão entre as massas de dois orpos, podem ser lassiados omo pontos elíptios ou
omo pontos hiperbólios. A estabilidade dos pontos de equilíbrio elíptios é estudada
através da apliação de teoremas gerais de sistemas Hamiltonianos não-lineares om dois
graus de liberdade, nomeadamente do Teorema de Birkho e do Teorema de Arnold-Moser
e a instabilidade dos pontos de equilíbrio hiperbólios e dos pontos de equilíbrio olineares
é estudada através da apliação de teoremas gerais de equações difereniais ordinárias
não-lineares.
O problema de três orpos restrito não é, em geral, integrável sendo, portanto, apre-
sentado um estudo numério das suas órbitas através da análise da exentriidade, de
seções de Poinaré e do máximo expoente de Lyapunov. Estes métodos são apliados ao
estudo de possíveis órbitas de asteróides, na vizinhança de pontos de equilíbrio do sistema
Sol-Júpiter, e ao estudo da órbita de Polydeues do sistema Saturno-Dione.
v
Stability of the restrited three body
problem
Abstrat
Here is presented an analyti and numerial study on the stability of hyperboli and el-
liptial equilibrium solutions of a non-linear dynamial system. This study is applied to
the, planar, restrited three-body problem, whih is an Hamiltonian system with two de-
grees of freedom and has, on the synodi system ve equilibrium points: three olinear
points and two triangular points. The triangular points an be hyperboli or elliptial,
depending on the mass ratio between the two more massive bodies. The stability of the el-
liptial points is studied by applying the general theorems from the non-linear Hamiltonian
systems with two degrees of fredom, namely the Birkho theorem and the Arnold-Moser
theorem. The hyperboli and olinear points instability results from general theorems of
non-linear ordinary dierential equations.
The restrited three body problem is non-integrable, in general. As suh, a numerial
study of its orbits is presented, through the analysis of the eentriity, the Poinaré
setions and the Lyapunov exponents. These methods are applied to the study of asteroids
orbits, in the viinity of equilibrium points of the Sun-Jupiter system and, to the study of
Polydeues orbit of the Saturn-Dione system.
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Introdução
O problema de n orpos Newtoniano onsiste no estudo da dinâmia de n orpos no
espaço tridimensional sujeitos à lei da gravitação de Newton. O movimento desses orpos
é araterizado por um sistema de equações difereniais ordinárias não-lineares, podendo
estas ser obtidas através do formalismo da meânia lássia e estudadas no âmbito do
formalismo Hamiltoniano [3℄.
A lei de gravitação universal, estabeleida por Newton no séulo dezassete, permite
uma boa aproximação ao estudo do movimento dos orpos elestes no sistema solar [28℄.
Newton demonstrou que o sistema de equações difereniais que desreve o movimento de
dois orpos tem solução geral e que, onheendo as posições e as veloidades iniiais dos
orpos, é possível determinar a sua posição em qualquer tempo passado ou futuro. Se um
sistema for formado por um planeta e pelo sol, por exemplo, o planeta desreve uma elipse
om o sol posiionado num dos seus foos. A desrição da órbita elíptia dos planetas
em relação ao sol já tinha sido desoberta, através de métodos experimentais, por Kepler
(1609).
A resolução do problema de dois orpos apenas permite uma primeira aproximação ao
real movimento dos planetas, pois as forças entre os planetas ausam perturbações nestas
órbitas elíptias. Este aspeto levantou o problema da estabilidade das órbitas planetárias:
será que pequenas perturbações entre os planetas, após tempo suientemente longo podem
originar olisões ou provoar a exlusão de algum planeta do sistema solar? Esta questão foi
abordada através de ténias de expansão em séries por Laplae (1773), Lagrange (1776) e
Poisson (1809), que apresentaram provas da estabilidade do sistema solar. No entanto, es-
tas provas apenas permitem onluir a estabilidade do sistema solar para algumas déadas
ou séulos [27℄. Além disso, resultados obtidos por Poinaré (1892) sugerem que as séries,
utilizadas nestas provas de estabilidade, divergem. Estudos realizados por Birkho [32, 17℄
que onsistem na transformação das equações de movimento para a sua forma normal na
vizinhança de um ponto de equilíbrio e por Siegel (1942) [32, 17℄ que estudou as ondições
para a onvergênia da transformação de Birkho, ujas séries são, em geral, divergentes,
permitiram algum progresso no estudo da estabilidade do movimento de sistemas dinâmios
Hamiltonianos. Kolmogorov (1954) e Arnold (1961) provaram, sob a mesma ondição para
a onvergênia das séries da transformação de Birkho, a existênia de soluções quase-
1
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periódias em sistemas dinâmios não-lineares [17℄. Moser (1961) demonstrou o mesmo
resultado para mapas. O trabalho de Kolmogorov, Arnold e Moser deu origem à teoria
KAM e, em partiular, ao teorema KAM que assegura que órbitas quase periódias de
um sistema Hamiltoniano integrável om período suientemente irraional permaneem
quase periódias quando sujeitas a perturbações suientemente pequenas [23℄. A demons-
tração da existênia de soluções quase-periódias nos sistemas Hamiltonianos não inte-
gráveis, desde que obedeçam a determinadas ondições, permitiu algum desenvolvimento
do onheimento da estrutura do respetivo espaço fase. Também o desenvolvimento dos
omputadores, na segunda metade do séulo vinte, foi um auxílio importante no onhei-
mento qualitativo da estrutura do espaço fase de sistemas Hamiltonianos.
Ao estudar o problema de três orpos, Poinaré aperebeu-se que determinadas ondições
iniiais dão origem a soluções que desreveu omo ompliadas, forneendo as bases para
o desenvolvimento da teoria do aos [28℄. A ompreensão do aos e as suas impliações na
estabilidade do sistema solar tem sido um dos objetos de estudo na moderna meânia
eleste. Estudos realizados por Sussman e Wisdom (1988) [34℄ apresentam evidênias de
que a órbita de Plutão é aótia; Laskar (1989,1990) [19, 21℄ apresentou evidênias que o
movimento dos restantes planetas também é aótio. Estes estudos resultam da análise
quantitativa do omportamento aótio dos planetas nomeadamente através do álulo
numério de expoentes de Lyapunov.
Vários problemas são estudados na dinâmia do sistema solar relaionados om a es-
tabilidade do sistema solar, omo é o aso da distribuição de asteróides. Kirkwood (1867)
desobriu que na intura de asteróides que orbitam entre Marte e Júpiter os semi-eixos dos
asteróides não estão distribuídos de forma aleatória, havendo zonas quase vazias de aste-
róides. Estas zonas são frequentemente designadas por buraos de Kirkwood, ujas posições
orrespondem a ressonânias om Júpiter. Por exemplo, existe um burao na ressonân-
ia 3 : 1, isto é, um possível asteróide nessa posição umpriria três períodos orbitais em
torno do sol enquanto que Júpiter umpre um. Wisdom (1981) estudou numeriamente o
movimento de asteróides na vizinhança da ressonânia 3 : 1 e enontrou ondições iniiais
que levam a órbitas aótias que podem atingir exentriidades superiores a 0.6, o que
impliaria a interseção da sua órbita om a órbita da Terra. Estas órbitas podem ser vias
de transporte de uma lasse de meteoritos, as Condrites, da intura de asteróides para
a Terra, além disso, estudos apresentam evidênias que parte dos asteróides próximos da
Terra (estes asteróides são normalmente designados por NEA - near earth asteroids, por
a sua órbita intersetar ou se aproximar da órbita da Terra) tiveram origem na ressonân-
ia 3 : 1 [37℄. O estudo da dinâmia do sistema solar é essenial para pereber de onde
surgem os objetos que intersetam a órbita da Terra e omo evolui o seu movimento,
pois o impato de um grande asteróide om a Terra poderia provoar um desastre natural,
oloando em ausa a vida na Terra.
O problema de n orpos, om n > 2, revelou-se um problema difíil. No entanto, é pos-
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sível obter para o problema de n orpos Newtoniano soluções partiulares. Considerando
um sistema de três orpos olineares, Euler (1767) enontrou três ongurações possíveis
em que os três orpos orbitam em torno do seu entro de massa em movimento irular
uniforme. Outra solução obtém-se quando se onsidera um sistema formado por n orpos
de massas iguais posiionados nos vérties de um polígono regular de n lados, as suas
órbitas são ónias omplanares e ongruentes, om o foo omum no entro de massa do
sistema e a onguração poligonal iniial é preservada ao longo do movimento [11℄. Em
partiular, num sistema formado por três orpos, estes denem um triângulo equilátero
e esta onguração mantém-se mesmo que os três orpos tenham massas distintas. Es-
tas soluções triangulares foram estudadas por Lagrange (1772). Existem no sistema solar
vários sistemas de três orpos uja onguração ao longo do seu movimento é próxima
de um triângulo equilátero, omo seja o sistema asteróides Troianos-Sol-Júpiter. Reen-
temente a sonda Cassini, que orbita em torno de Saturno om o objetivo de estudar o
sistema saturniano, desde Julho de 2004, permitiu a desoberta de novas luas de Saturno
omo é o aso de Polydeues que forma om Saturno e a lua Dione uma onguração próxi-
ma de um triângulo equilátero. Assume, deste modo, importânia o estudo da estabilidade
das órbitas de três orpos que ao longo do seu movimento apresentam uma onguração
triangular aproximadamente equilateral. Se um dos três orpos tem massa omparativa-
mente negligeniável em relação aos outros dois, ujo movimento é próximo do movimento
irular uniforme, sendo as órbitas dos orpos omplanares, o problema de três orpos
restrito (PTCR) planar permite o estudo do movimento do orpo de massa nula. Exis-
tem ino órbitas possíveis para que o orpo de massa nula orbite em torno do entro de
massa do sistema segundo um movimento irular uniforme omplanar om o movimento
dos orpos massivos, que são as soluções olineares de Euler e as soluções triangulares de
Lagrange.
Na formulação do PTCR planar obtém-se um sistema de equações difereniais num es-
paço fase de quatro dimensões. Este sistema é Hamiltoniano e tem no referenial sinódio,
no qual os dois orpos massivos estão em repouso, ino pontos de equilíbrio que orrespon-
dem no referenial inerial às soluções de Euler e de Lagrange. É objetivo deste trabalho o
estudo da estabilidade dos referidos pontos de equilíbrio. O aso mais interessante, por ter
apliação ao sistema solar, e mais difíil, refere-se à estabilidade dos pontos de equilíbrio
elíptios que orrespondem aos pontos de equilíbrio triangulares para razões entre massas
dos dois orpos em movimento irular 0 < µ2 < 0.5−
√
69/18. No sistema solar os pares
de orpos sol-planeta e planeta-satélite veriam esta ondição à exepção do par Plutão-
Charon om razão entre massas aproximadamente 10−1, no qual não é onheido nenhum
orpo na vizinhança dos pontos triangulares, enquanto que nos sistemas que veriam a
ondição para a estabilidade omo é o aso de Sol-Júpiter, Sol-Marte ou Saturno-Dione
existem orpos de massa omparativamente innitesimal próximo dos pontos triangulares.
Sendo o PTCR um sistema Hamiltoniano, este trabalho omeça por apresentar no apí-
4 INTRODUÇO
tulo 1 alguns resultados da teoria meânia neessários para a formulação das equações de
movimento do PTCR e para a dedução de resultados gerais dos sistemas Hamiltonianos.
Assim sendo, deduzem-se as equações de movimento num sistema Lagrangiano omposto
por n orpos, om base no Prinípio de Hamilton, e destas deduzem-se as equações de
movimento num sistema Hamiltoniano om n orpos. A seguir são observadas algumas das
propriedades dos sistemas Hamiltonianos omo é o aso da utilização de transformações
anónias, utilizadas em apítulos posteriores. Neste apítulo é também demonstrada a
existênia e uniidade loal de solução das equações de movimento de um sistema Hamil-
toniano Newtoniano om n orpos, isto é, um sistema formado por 6n equações ordinárias
(EDOs) de ordem um. O problema de dois orpos é estudado no apítulo 2, denindo-se as
equações de movimento à usta do Lagrangiano do sistema, em oordenadas artesianas,
sendo este analisado após a transformação anónia de oordenadas artesianas para o-
ordenadas polares. A existênia de duas onstantes do movimento, a energia e o momento
angular, permitem a integração das EDOs, onluindo-se que o movimento dos dois orpos
é omplanar, denindo ada orpo uma ónia em relação ao seu entro de massa, que
se enontra num dos seus foos omum. Este apítulo é útil para o estudo do PTCR, no
apítulo 3, pois supõe-se que o orpo de massa innitesimal não tem inuênia no movi-
mento irular dos outros dois orpos. Deste modo, na formulação deste problema obtêm-se
três equações difereniais de ordem dois, relativas ao movimento do orpo de massa in-
nitesimal, em oordenadas artesianas. No referenial sinódio, existe uma onstante de
movimento designada onstante de Jaobi e existem os pontos de equilíbrio olineares e
triangulares, uja existênia e uniidade é demonstrada.
A partir do apítulo 4 restringe-se o movimento do orpo de massa innitesimal ao
plano e iniia-se o estudo da estabilidade das suas soluções de equilíbrio, omeçando por
linearizar o aso geral de um sistema Hamiltoniano na vizinhança de um ponto de equilíbrio
e por analisar os respetivos valores próprios que surgem em pares de números simétrios.
Estes resultados são apliados ao PTCR planar onluindo-se a estabilidade dos pontos de
equilíbrio triangulares, pontos elíptios, para a razão entre massas 0 < µ2 < 0.5−
√
69/18, a
instabilidade linear dos pontos de equilíbrio tiangulares, pontos hiperbólios, para a razão
de massas 0.5 − √69/18 < µ2 < 1/2 e a instabilidade linear dos pontos olineares. A
estabilidade não-linear dos pontos de equilíbrio é disutida no apítulo 5, sendo abordada
por meio do estudo prévio da estabilidade linear. A instabilidade dos pontos olineares
e dos pontos hiperbólios segue da apliação de um teorema da teoria das EDOs e surge
da existênia de um valor próprio om parte real positiva. No que respeita ao estudo da
estabilidade dos pontos elíptios, o apítulo segue a seguinte metodologia: apresenta-se
um resultado geral válido para sistemas Hamiltonianos e este é apliado ao PTCR planar.
Os teoremas relativos à estabilidade dos pontos elíptios apliam-se a um sistema esrito
na designada forma normal, obtida através da apliação do teorema de Birkho, válido
para sistemas Hamiltonianos om N graus de liberdade. A transformação de um sistema
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Hamiltoniano para a forma normal envolve o desenvolvimento em séries que não são em
geral onvergentes, e resultam de estudos efetuados por Birkho [32, 17℄ e por Siegel
[32, 17℄. A estabilidade não-linear dos pontos elíptios do PTCR planar resulta de estudos
realizados por Leontovith (1962) [22℄, que apliou o teorema de Arnold (1961) [5℄, por
Deprit & Deprit (1966) [13℄ que apliaram o teorema de Arnold-Moser [32℄ e por Markeev
[6, 25℄. Posteriormente, Cabral e Meyer (1998) [12℄ apresentaram um teorema geral que
permite estabeleer a estabilidade e instabilidade de um sistema Hamiltoniano om dois
graus de liberdade, englobando os resultados obtidos por Arnold, Moser e Markeev.
É também objetivo deste trabalho apresentar um estudo numério da estabilidade de
órbitas do PTCR planar, através da integração numéria das respetivas equações diferen-
iais, utilizando proedimentos habituais da moderna meânia eleste omo é o aso das
seções de Poinaré, que permitem a análise qualitativa das órbitas no espaço fase, e do
máximo expoente de Lyapunov, que permite araterizar a aotiidade de uma órbita.
Estes aspetos, assim omo o álulo numério da exentriidade de uma órbita, são dis-
utidos no último apítulo e apliados a objetos do sistema solar ujo movimento possa
ser aproximado pelo PTCR planar e, em partiular, apliados ao estudo da estabilidade
numéria de Polydeues, onsiderando que se movimenta no plano orbital da lua Dione.
Capítulo 1
Teoria meânia
Este apítulo pretende forneer os onheimentos básios de meânia lássia onsiderados
esseniais para o estudo do PTCR omo um aso partiular de um sistema Hamiltoniano.
Como tal, neste apítulo são deduzidas as equações de movimento de um sistema om n
orpos baseadas em prinípios variaionais, a partir da função de Lagrange. As equações
de movimento num sistema Hamiltoniano são obtidas a partir do sistema Lagrangiano.
As propriedades dos sistemas Hamiltonianos possibilitam a utilização de transformações
anónias, o que permite a simpliação do estudo da dinâmia de equações difereniais.
Como as equações de movimento de um sistema meânio, quer Lagrangiano quer Hamil-
toniano, são equações difereniais, é também demonstrado, no ontexto mais geral de um
sistema de equações difereniais ordinárias, que a sua solução existe e é únia.
1.1 Formalismo Lagrangiano
Para um sistema om N variáveis independentes, a posição de um orpo desse sistema
no instante t é dada pelo vetor ~x(t) = (x1(t), ..., xN (t)), a respetiva veloidade por
~˙x(t) = (x˙1(t), ..., x˙N (t)) e o movimento desse orpo é desrito pela função de Lagrange
L(~x(t), ~˙x(t), t) tal que
~x : IR+0 −→ IRN ~˙x : IR+0 −→ IRN
t 7−→ ~x(t), t 7−→ ~˙x(t)
e
L : IRN × IRN × IR+0 −→ IR
(~x, ~˙x, t) 7−→ L(~x, ~˙x, t).
Denição 1 O integral S =
∫ t2
t1
L(~x, ~˙x, t)dt é hamado ação.
Prinípio de Hamilton: A trajetória de um orpo que se movimenta num sistema
meânio, no intervalo de tempo [t1, t2], é determinada pelo valor estaionário da ação
7
8 CAPÍTULO 1. TEORIA MECÂNICA
S =
∫ t2
t1
Ldt.
Se no instante t1 um orpo se enontra na posição ~x(t1), om veloidade ~˙x(t1) e no
instante t2 na posição ~x(t2) om veloidade ~˙x(t2), segundo o Prinípio de Hamilton, entre
as duas posições referidas o orpo move-se de modo que a variação da ação
δS =
∫ t2
t1
[
L(~x+ δ~x, ~˙x+ δ~˙x, t)− L(~x, ~˙x, t)
]
dt
seja zero. Pretende-se, para δ~xi(t1) = δ~xi(t2) = 0 e para i = 1, ..., N determinar a lei do
movimento para a qual δS = 0. Assim,
δS = 0 ⇐⇒
t2∫
t1
L(~x+ δ~x, ~˙x+ δ~˙x, t)dt−
t2∫
t1
L(~x, ~˙x, t)dt = 0
=⇒
t2∫
t1
[
L(~x, ~˙x, t) +
∂L
∂x1
δx1 + ...+
∂L
∂xN
δxN +
∂L
∂x˙1
δx˙1 + ...+
∂L
∂x˙N
δx˙N
]
dt−
t2∫
t1
L(~x, ~˙x, t)dt = 0 ⇐⇒
t2∫
t1
N∑
i=1
(
∂L
∂xi
δxi +
∂L
∂x˙i
δx˙i
)
dt = 0
⇐⇒
N∑
i=1
t2∫
t1
(
∂L
∂xi
δxi +
∂L
∂x˙i
d
dt
δxi
)
dt = 0
⇐⇒
N∑
i=1
t2∫
t1
(
∂L
∂xi
− d
dt
∂L
∂x˙i
)
δxidt+
∂L
∂x˙i
δxi|t2t1 = 0
⇐⇒
N∑
i=1
t2∫
t1
(
∂L
∂xi
− d
dt
∂L
∂x˙i
)
δxidt = 0,
e obtêm-se as equações de Lagrange:
∂L
∂xi
− d
dt
∂L
∂x˙i
= 0, i = 1, ..., N.
Na segunda linha da dedução anterior, a função L(~x+ δ~x, ~˙x+ δ~˙x, t) foi substituída pelo
seu desenvolvimento em série de Taylor até aos termos de ordem dois.
Para ~q = (q1, ..., qN ), vetor de oordenadas generalizadas, e para ~˙q = (q˙1, ..., q˙N ),
vetor de veloidades generalizadas, a variação de ~q om o tempo obedee às equações de
Lagrange:
∂L
∂qi
− d
dt
∂L
∂q˙i
= 0, i = 1, ..., N. (1.1)
Em partiular, o Prinípio de Hamilton aplia-se a sistemas meânios em que as forças
se deduzem de um potenial generalizado que depende expliitamente apenas das oorde-
nadas. Para um sistema deste tipo denem-se as funções Ec, energia inétia, e U , energia
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potenial, por
Ec : IR
N −→ IR U : IRN −→ IR
~˙q 7−→ 12 ~˙q.~˙q
T
, ~q 7−→ U(~q),
respetivamente. A função de Lagrange orrespondente esreve-se omo
L(~q, ~˙q, t) = Ec(~˙q)− U(~q). (1.2)
Apliando a esta função as equações de Lagrange (1.1) tal que, para i = 1, ..., N
∂L
∂q˙i
=
∂Ec
∂q˙i
= q˙i
∂L
∂qi
= −∂U
∂qi
.
obtém-se
q¨i +
∂U
∂qi
= 0, i = 1, ..., N (1.3)
sistema este, oinidente om as equações de Newton, que serão referidas om mais por-
menor nos apítulos 2 e 3.
1.2 Formalismo Hamiltoniano
Seja L uma função de Lagrange
L : IRN × IRN × IR+0 −→ IR
(~q, ~˙q, t) 7−→ L(~q, ~˙q, t).
Denindo pi =
∂L
∂q˙i
, i = 1, ..., N, a função Hamiltoniana dene-se omo 1
H(~q, ~p, t) =
N∑
i=1
piq˙i − L(~q, ~˙q, t). (1.4)
Derivando a igualdade anterior obtém-se, por um lado,
dH =
N∑
i=1
∂H
∂pi
dpi +
∂H
∂qi
dqi +
∂H
∂t
dt (1.5)
e por outro lado,
d
[
N∑
i=1
piq˙i − L(~q, ~˙q, t)
]
=
=
N∑
i=1
q˙idpi +
N∑
i=1
pidq˙i −
N∑
i=1
∂L
∂q˙i
dq˙i −
N∑
i=1
∂L
∂qi
dqi − ∂L
∂t
dt
=
N∑
i=1
q˙idpi +
N∑
i=1
(
pi − ∂L
∂q˙i
)
dq˙i −
N∑
i=1
∂L
∂qi
dqi − ∂L
∂t
dt. (1.6)
1
A função H~q, ~p, t) é a transformada de Legendre da função de Lagrange L(~q, ~˙q, t), em relação a ~˙q.
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Como pi =
∂L
∂q˙i
, i = 1, ..., N , as equações de Lagrange (1.1) permitem deduzir que p˙i =
∂L
∂qi
e que (1.6) é igual a
N∑
i=1
q˙idpi −
N∑
i=1
p˙idqi − ∂L
∂t
dt (1.7)
Da igualdade entre (1.5) e (1.7), obtêm-se as equações de Hamilton, para i = 1, ..., N
q˙i =
∂H
∂pi
(1.8)
p˙i = −∂H
∂qi
(1.9)
∂H
∂t
= −∂L
∂t
,
relativas à função Hamiltoniana H tal que
H : IRN × IRN × IR+0 −→ IR
(~q, ~p, t) 7−→ H(~q, ~p, t). (1.10)
Pretende-se estudar essenialmente o omportamento da solução das equações de Hamilton
quando o Hamiltoniano não depende do tempo, (1.8) e (1.9), ou seja, o omportamento da
solução
~ξ(t) = (~q, ~p) do sistema de EDOs
~˙ξ = T H~ξ, (1.11)
om
H~ξ : IR
N × IRN × IR+0 −→ IR2N
(~q, ~p, t) 7−→
(
∂H
∂~q
,
∂H
∂~p
)
. (1.12)
e, representando as matrizes identidade N × N e nula N × N pelas matrizes IN e 0N ,
respetivamente, om
T =

 0N IN
−IN 0N

 . (1.13)
Um sistema de EDOs que não dependa expliitamente da variável tempo designa-se por
autónomo e, neste aso, salientam-se as seguintes propriedades:
1. O Hamiltoniano H é uma onstante do movimento.
2. O Hamiltoniano é igual à energia total do sistema.
Das igualdades (1.4) e (1.2) resulta que
H(~q, ~p, t) =
N∑
i=1
[
pi
∂L
∂q˙i
− 1
2
(
∂L
∂pi
)2]
+ U(~q)
=
N∑
i=1
(
p2i −
1
2
p2i
)
+ U(~q) = Ec(~p) + U(~q).
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As equações de Hamilton podem ser obtidas a partir da ação S (denição 1). Como, pela
equação (1.5),
L(~q, ~˙q, t) =
N∑
i=1
piq˙i −H(~q, ~˙q, t),
segundo o Prinípio de Hamilton,
δS = 0 ⇐⇒ δ
∫ t2
t1
L(~q, ~˙q, t)dt = 0.
Assim sendo, H dene o aminho de uma partíula ~q(t) om veloidade ~˙q(t) de modo que,
para variações nos extremos do intervalo [t1, t2] nulas,
δ
∫ t2
t1
[
N∑
i=1
piq˙i −H(~q, ~p, t)
]
dt = 0. (1.14)
Por vezes, as equações difereniais de um sistema Hamiltoniano H(~q, ~p, t) são muito om-
pliadas e o estudo da sua dinâmia difíil, pelo que a utilização de outras variáveis
~Q e ~P
e uma outra função Hamiltoniana K( ~Q, ~P , t) permite a simpliação do problema. Então,
novamente pelo Prinípio de Hamilton, pode esrever-se
δ
∫ t2
t1
[
N∑
i=1
PiQ˙i −K( ~Q, ~P , t)
]
dt = 0. (1.15)
Como o movimento do orpo quer seja desrito por H quer por K dene o mesmo aminho,
os integrandos de (1.14) e de (1.15) estão relaionados da seguinte forma:
N∑
i=1
piq˙i −H(~q, ~p, t) =
N∑
i=1
PiQ˙i −K( ~Q, ~P , t) + dR
dt
, (1.16)
onde R é qualquer função de oordenadas do espaço de fase, om segundas derivadas
ontínuas.
Denição 2 (Transformação anónia) Seja
~ζ = Ψ(~ξ), ~ζ = ( ~Q, ~P ) e ~ξ = (~q, ~p), a trans-
formação de oordenadas que transforma o Hamiltoniano H(~ξ) de equações ~˙ξ = T H~ξ, no
Hamiltoniano K(~ζ) de equações ~˙ζ = TK~ζ .
A transformação de oordenadas
~ζ = Ψ(~ξ) diz-se anónia se existir uma função
R : IR2N → IR, denida num espaço de fase, om segundas derivadas ontínuas tal que
N∑
i=1
piq˙i −H(~q, ~p, t) =
N∑
i=1
PiQ˙i −K( ~Q, ~P , t) + dR
dt
.
A transformação do Hamiltoniano K no Hamiltoniano H obtém-se através de ~ξ = Ψ−1(~ζ).
A função R da equação (1.16) designa-se por função geradora da tansformação anónia e
relaiona as variáveis de vários modos, podendo por exemplo ser uma função de ~q e de ~Q.
A seguir exemplia-se omo a partir de uma função geradora se podem obter as equações
da transformação anónia
~ζ = Ψ(~ξ). Esta transformação será utilizada no apítulo 5 para
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deduzir a forma normal de Birkho de um sistema Hamiltoniano. Seja G(~q, ~P ) uma função
om segundas derivadas ontínuas tal que
R = G(~q, ~P )−
N∑
i=1
QiPi
é uma função geradora. Substituindo R na igualdade (1.16) e expandindo a derivada total
de R, obtém-se
N∑
i=1
(
piq˙i − PiQ˙i
)
−H =
N∑
i=1
(
∂G
∂qi
q˙i +
∂G
∂Pi
P˙i −QiP˙i − PiQ˙i
)
−K + ∂G
∂t
.
Desta igualdade resulta que
~p =
∂G
∂~q
(1.17)
~Q =
∂G
∂ ~P
(1.18)
K = H +
∂G
∂t
. (1.19)
Observando a função G veria-se que ao resolver as equações (1.17) em ordem a Pi, para
ada i = 1, ..., N , estes dependem apenas das variáveis pi e qi, ou seja, Pi = Ψi+1(qi, pi).
Substituindo nas equações (1.18) Pi por Ψi+1(qi, pi) obtêm-se as restantes N variáveis
Qi = Ψi(qi, pi), o que se resume na função vetorial ( ~Q, ~P ) = Ψ(~q, ~p). Os Hamiltonianos
H e K estão relaionados através da igualdade (1.19) e, utilizando (~q, ~p) = Ψ−1( ~Q, ~P ),
exprime-se H e
∂G
∂t
em função de Qi e Pi, obtendo-se K.
As equações de Hamilton podem ser formuladas em termos de matrizes simplétias o
que onstitui outro método, por vezes mais simples, de abordar as transformações anóni-
as.
Denição 3 (Matriz simplétia) Uma matriz A ∈ IR2N × IR2N diz-se simplétia se
ATT A = T .
Proposição 1 As matrizes simplétias formam um grupo para a multipliação de ma-
trizes usual.
Demonstração:
• Se A e B são duas matrizes simplétias então AB também é simplétia:
(AB)TT (AB) = BTATT AB = BTT B = T
• A multipliação é assoiativa.
• O elemento identidade é a matriz identidade I, de dimensão 2N × 2N .
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• Se A é matriz simplétia então A−1 existe e é simplétia: omo,
|ATT A| = |T | ⇔ |A|2|T | = 1 ⇔ |A|2 = 1 ⇒ |A| 6= 0,
A−1 existe, e omo
(A−1)TT A−1 = (A−1)TATT AA−1 = IT I = T ,
é simplétia. ⋄
A relação entre a transformação anónia e a matriz simplétia assoiada às equações de
Hamilton é dada pela proposição 2.
Proposição 2 Seja H(~ξ) um sistema Hamiltoniano e ~ζ = Ψ(~ξ) uma função invertível
que transforma H(~ξ) em K(~ζ). A transformação Ψ é anónia se e só se a matriz
M =
(
∂ζi
∂ξj
)
i,j=1,...,2N
é simplétia.
Demonstração:
Da transformação
~ζ = Ψ(~ξ) resulta que
~˙ζ = M~˙ξ (1.20)
As equações de movimento
~˙ξ = T H~ξ relativas ao Hamiltoniano H podem reesrever-se
omo
~˙ξ = TMH~ζ , (1.21)
pois
~ξ = Ψ−1(~ζ). Substituindo em (1.21) ~˙ξ = M−1~˙ζ, onsequênia de (1.20), obtém-se
~˙ζ = MTMTH~ζ . (1.22)
Se a matriz M é simplétia então ~˙ζ = T H~ζ . Como o Hamiltoniano nas variáveis ~ξ
expresso em termos das novas variáveis
~ζ serve omo novo Hamiltoniano, a transformação
Ψ é anónia. Se a transformação Ψ é anónia, omo ~˙ζ = T H~ζ são as equações de
movimento relativas a K, onlui-se, por omparação om as equações (1.22), que a matriz
M é simplétia.⋄
1.3 Equações de movimento
Para um sistema Newtoniano N dimensional, as equações de Lagrange são N equações
difereniais ordinárias (EDOs) de ordem 2 e podem ser reduzidas a um sistema de 2N
EDOs de primeira ordem. Quanto às equações de Hamilton, estas já são onstituídas por
2N EDOs de primeiro grau. Interessa, por isso, provar a existênia e uniidade de soluções
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de um sistema de n EDOs de ordem um. Para efetuar este estudo representa-se um
sistema om n equações difereniais ordinárias (EDOs) de ordem 1 na forma
~˙x(t) = ~F (~x(t)) ∧ ~x(t0) = ~x0, (1.23)
sendo ~x(t) = (x1(t), ..., xn(t)) as variáveis e
~F (~x(t)) = (f1(~x(t)), ..., fn(~x(t))) (1.24)
a função do sistema tal que para i = 1, ..., n, fi é uma função real de variável real denida
omo
fi : O −→ IR (1.25)
~x(t) 7−→ fi(~x(t)),
O ⊆ IRn e O aberto.
~x representa o estado do sistema e toma valores no espaço de fase O.
Denição 4 (Fluxo) Seja ~x(t) a solução do sistema de EDOs (1.23). O uxo ψt dene-se
omo
ψt : I ×O −→ O
(t, ~x0) 7−→ ψt(~x0) = ~x(t).
Denição 5 Uma função f tal omo denida em (1.25) é de Lipshitz em O se existir
L ∈ IR+ tal que
‖~f(~x(t))− ~f(~y(t))‖ ≤ L‖~x(t)− ~y(t)‖, ∀ ~x, ~y ∈ O. (1.26)
Teorema 1 Seja f uma função de lasse C1 denida omo em (1.25). Então, ∃b > 0 tal
que Ub(~x0) ⊆ O, onde
Ub(~x0) = { ~x ∈ O : ‖~x− ~x0‖ ≤ b },
sendo f de Lipshitz no onjunto Ub(~x0).
Demonstração:
Como o onjunto Ub(~x0) é ompato e a função f é de lasse C
1
, então existe
Df(~x) = [
∂f
∂x1
, ...,
∂f
∂xn
]T ontínua em Ub(~x0), logo existe L > 0 tal que ‖Df(~x)‖ ≤ L, em
Ub(~x0). Além disso, para z, y ∈ Ub(~x0), pode denir-se a função φ(s) = y + s ~yz, s ∈ [0, 1]
e ψ(s) = f ◦ φ(s).
‖
1∫
0
ψ′(s)ds‖ ≤
1∫
0
‖Df(y + s. ~yz) ~yz‖ds ≤
1∫
0
‖Df(y + s ~yz)‖ ‖ ~yz‖ds
≤
1∫
0
L|| ~yz||ds ≤ L‖z − y‖
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Por outro lado, ‖
1∫
0
ψ′(s)ds‖ = ‖ψ(1)− ψ(0)‖ = ‖f(z)− f(y)‖. Logo,
||f(z)− f(y)|| ≤ L||z − y||.⋄
Teorema 2 Sejam fi, i = 1, ..., n, funções C
1
denidas omo em (1.25). Então ∃a > 0
tal que a EDO (1.23) tem uma únia solução ~y : ]t0 − a, t0 + a[−→ O.
Demonstração:
A existênia de solução de (1.23) será estabeleida através do método iterativo de Piard.
Para ada i = 1, ..., n, a função fi é integrável e a respetiva solução pode esrever-se omo
yi(t) = yi0 +
t∫
t0
fi(~y(s))ds. (1.27)
• Seja L a onstante de Lipshitz de fi no onjunto Ub(~y0) tal omo denido no teorema
1.
• No onjunto Ub(~y0), ‖fi(~y)‖ é limitada. Seja M = max
~y∈ Ub( ~y0)
‖fi(~y)‖.
• Sendo a > 0 tal que a < min{ b
M
,
1
L
}, dene-se a suessão de funções
yim : [t0 − a, t0 + a] −→ Ub(~y0),
om yi0(t) = yi0 ∧ yik+1(t) = yi0 +
∫ t
t0
fi(~yk(s))ds.
Assumindo que ~yk está denida em Ub(~y0), ∀t ∈ [t0 − a, t0 + a], então fi(~yk(s)) está
denida em Ub(~y0), logo ‖~yk+1 − ~y0‖ ≤ b, onluindo-se que a suessão yik está bem
denida.
Existênia de solução:
Pretende-se mostrar que para ada i = 1, ..., n
lim
m→+∞ yim(t) = yi(t),
sendo yi(t) uma função que satisfaz (1.27) e é únia.
Será provado por indução que:
‖yim(t)− yim−1(t)‖ ≤ M
nL
[Ln(t− t0)]m
m!
. (1.28)
Se m = 1
‖yi1(t)− yi0(t)‖ = ‖yi0 +
t∫
t0
fi(~y0(s))ds− yi0‖ = ‖
t∫
t0
fi(~y0(s))ds‖
≤
t∫
t0
‖fi(~y0(s))‖ds ≤
t∫
t0
Mds ≤M(t− t0).
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Para ‖yik(t)− yik−1(t)‖ ≤ M
Ln
[Ln(t− t0)]k
k!
=⇒ ‖yik+1(t)− yik(t)‖ ≤ M
nL
[Ln(t− t0)]k+1
(k + 1)!
‖yik+1(t)− yik(t)‖ = ‖
t∫
t0
[fi(~yk(s))− fi(~yk−1(s))] ds‖
≤
t∫
t0
‖fi(~yk(s))− fi(~yk−1(s))‖ ds ≤
t∫
t0
L
n∑
i=1
‖yik(s)− yik−1(s)‖ ds
≤
t∫
t0
nL max
1≤i≤n
‖yik(s)− yik−1(s)‖ ds ≤
t∫
t0
nL
M
nL
[nL(s− t0)]k
k!
ds
≤ M
L
[nL(t− t0)]k+1
(k + 1)!
Tendo sido demonstrada a ondição (1.28), onlui-se que
yi0 +
+∞∑
m=1
[yim(t)− yim−1(t)] ≤ yi0 + M
nL
+∞∑
m=1
[nL(t− t0)]m
m!
.
Como a série
+∞∑
m=1
[nL(t− t0)]m
m!
é onvergente, então yi0(t) +
+∞∑
m=1
[yim(t)− yim−1(t)] é ma-
jorada, o que signia que para ada i = 1, ..., n, yi(t) = lim
m→+∞ yim(t), logo ~y(t) é uma
solução da EDO (1.23).
Uniidade de solução:
Sejam ~z, ~y, om ~z(t0) = ~y(t0) duas soluções distintas da EDO (1.25) e seja
S = max
t∈J
‖~y(t)− ~z(t)‖, J = [t0 − a, t0 + a],
atingindo-o em t = t∗. Então
S = ‖~y(t∗)− ~z(t∗)‖ ≤
∫ t∗
t0
‖f(~y(s))− f(~z(s))‖
≤
∫ t∗
t0
L‖~y(s)− ~z(s)‖ ≤ LS(t∗ − t0) ≤ LSa.
Como aL < 1, S tem de ser 0. Então, ~y(t) = ~z(t). ⋄
O teorema de existênia e uniidade é loal, garantindo a existênia e uniidade de
solução num intervalo entrado no instante iniial t0. Apliando suessivamente o teorema,
pode estender-se o intervalo onde a solução ~x(t, ~x0) está denida e, obter-se um intervalo
maximal para o qual a solução está denida. Em partiular, o teorema garante a existênia
e uniidade loal das soluções das equações de Lagrange, nomeadamente para o problema
de três orpos restrito (PTCR). As equações de movimento deste problema não são, em
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geral, integráveis, mas é possível enontrar algebriamente soluções, nomeadamente pontos
de equilíbrio e órbitas periódias.
Denição 6 (Ponto de equilíbrio) ~xE ∈ O é um ponto de equilíbrio da EDO (1.23) se
~F (~xE) = ~0.
Denição 7 (Órbitas periódias) Uma solução ~x(t) do sistema de EDOs (1.23) é uma
órbita periódia de período T 6= 0, T onstante, se T é o valor mínimo tal que ~x(T, ~xP ) =
~xP , om ~xP ponto da órbita periódia.
Capítulo 2
Problema de dois orpos
Este apítulo trata o problema de dois orpos, o que poderá ser, por exemplo, uma primeira
aproximação ao movimento de alguns orpos elestes. As equações de movimento dos dois
orpos C1, de massa m1, e C2, de massa m2, são deduzidas a partir do Lagrangiano (1.2).
Depois de deduzidas as equações de movimento é realizado um estudo qualitativo das suas
soluções, sendo a seguir, determinadas as soluções do problema de dois orpos. A solução
do problema de dois orpos será utilizada no apítulo seguinte na formulação do PTCR.
No nal deste apítulo é deduzida a equação que permite determinar a exentriidade de
uma órbita elíptia, que será útil no último apítulo.
2.1 Equações de movimento
Considerando um referenial inerial de origem O, sejam ~r1, ~r2 e ~R os vetores posição
denidos por O e C1, O e C2 e O e o entro de massa do sistema, respetivamente. O
vetor entre os dois orpos é dado por ~r = ~r2 − ~r1 e ~R1 e ~R2 são dois vetores dos dois
orpos em relação ao entro de massa de modo que ~r = ~R2 − ~R1. A energia inétia deste
sistema, Ec, é dada pela soma da energia inétia do movimento do entro de massa om
a energia inétia do movimento em torno do entro de massa:
Ec =
1
2
(m1 +m2) ~˙R
2
+
1
2
m1 ~˙R
2
1 +
1
2
m2 ~˙R
2
2 (2.1)
e a energia potenial, U(~r) =
Gm1m2
‖~r‖ , é proporional ao inverso da distânia entre os
orpos.
Da denição do vetor posição do entro de massa
~R =
m1~r1 +m2~r2
m1 +m2
e de
~R1 = ~r1 − ~R ∧ ~R2 = ~r2 − ~R
vem que
m1 ~R1 +m2 ~R2 = ~0. (2.2)
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Da igualdade (2.2) onlui-se que o entro de massa se enontra na linha que une os dois
orpos. De ~r = ~R2 − ~R1 e de (2.2), obtêm-se as relações:
~R1 = − m2
m1 +m2
~r (2.3)
~R2 =
m1
m1 +m2
~r. (2.4)
Substituindo (2.3) e (2.4) na expressão para a energia inétia (2.1), o Lagrangiano (1.2)
esreve-se omo
L =
1
2
(m1 +m2) ~˙R
2
+
1
2
µ~˙r
2 − U(~r), com µ = m1m2
m1 +m2
. (2.5)
Como m1~¨r1 + m2~¨r2 = ~0, obtém-se ~¨R = ~0, o que signia que ou o entro de massa está
em repouso ou em movimento uniforme em relação à origem do referenial inerial. Assim
sendo, nenhuma das equações de movimento para ~r tem termos em ~R ou ~˙R, podendo
reesrever-se o Lagrangiano (2.5) do seguinte modo:
L =
1
2
µ~˙r
2 − U(~r). (2.6)
Reorrendo às equações de Lagrange (1.1), o problema de dois orpos reduz-se à EDO
µ~¨r =
∂U
∂~r
, (2.7)
om
∂U
∂~r
= −Gm1m2~r||~r||3 .
A equação (2.7) é equivalente a
~¨r +
µ∗
‖~r‖3~r = 0, ~r, ~¨r ∈ IR
3, (2.8)
om
µ∗ = G(m1 +m2). (2.9)
A equação (2.8) apresenta uma simpliação do problema de dois orpos iniial que se
movem em relação ao entro de massa e desreve o movimento do orpo C2 relativamente
ao orpo C1, estando este xo.
O momento angular é um integral do sistema, pois
d
dt
~r × ~˙r = ~˙r × ~˙r + ~r × ~¨r = ~r ×
(
− µ
∗
‖~r‖3
)
~r = ~0.
Se
~l = ~0 então os vetores posição, ~r, e veloidade, ~˙r, são paralelos, isto é, o movimento
realiza-se numa linha reta e pode oorrer uma olisão entre os orpos. Se
~l 6= ~0, omo
~l é perpendiular ao plano denido pelos vetores posição e veloidade, os dois orpos
movimentam-se num plano, designado por plano orbital, o que permite simpliar o sistema
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reduzido-lhe um grau de liberdade. Exprimindo o lagrangiano (2.6) em oordenadas polares
obtém-se
L (r, r˙, t) =
1
2
µ
(
r˙2 + r2θ˙2
)
− U(r).
Reorrendo novamente às equações de Lagrange (1.1), obtém-se as EDOs

µr¨ − µrθ˙2 + ∂U
∂r
= 0
d
dt
(µr2θ˙) = 0
que são equivalentes às equações
r¨ − rθ˙2 + µ
∗
r2
= 0 (2.10)
d
dt
(µr2θ˙) = 0 (2.11)
Da equação (2.11) deduz-se o módulo do momento angular, l, do sistema,
l = r2θ˙. (2.12)
Da equação (2.10) deduz-se a energia total do sistema, E, podendo esta equação esrever-se
omo
r¨ = − d
dr
(
1
2
r2θ˙2 − µ
∗
r
)
,
e, multipliando-a por r˙, obtém-se
r¨r˙ = − d
dr
(
−µ
∗
r
+
1
2
r2θ˙2
)
r˙ ⇐⇒ d
dt
(
1
2
r˙2
)
= − d
dt
(
−µ
∗
r
+
1
2
r2θ˙2
)
⇐⇒ d
dt
[
1
2
(r˙2 + r2θ˙2)− µ
∗
r
]
= 0 =⇒ 1
2
(
r˙2 + r2θ˙2
)
− µ
∗
r
= E. (2.13)
O momento angular l e a energia E são dois integrais do sistema, que ou reduzido a dois
graus de liberdade, logo é integrável.
2.2 Análise qualitativa das soluções
A partir das variáveis u =
Gm1m2
r
, β =
Gm1m2
l
e p =
du
dθ
e de (2.12) obtém-se
θ˙ =
l
r2
, (2.14)
e, omo
du
dθ
=
du
dr
dr
dt
dt
dθ
= −Gm1m2r˙
l
, então
r˙ = − pl
Gm1m2
. (2.15)
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Substitui-se (2.14) e (2.15) na equação da energia (2.13) e,
1
2
µ
[(
pl
Gm1m2
)2
+ r2
l2
r4
]
=
Gm1m2
r
+ E,
que multipliando por
(Gm1m2)
2
l2
, resulta na equação
1
2
µ
(
p2 + u2
)
= β2u+ k,
om k = E
(
Gm1m2
l
)2
que equivale à equação
p2 +
(
u− β
2
µ
)2
=
2k
µ
+
(
β2
µ
)2
. (2.16)
A equação (2.16) representa uma irunferênia de entro
(
0,
β2
µ
)
e raio
√
2k
µ
+
(
β2
µ
)2
e, dependendo dos valores da energia E, permite deduzir o tipo de trajetória do orpo
C2 em relação ao orpo C1. Na gura 2.1 podem ser observadas algumas irunferênias
no espaço fase (up). Quando E = 0, as trajetórias no espaço fase são irunferênias
tangentes no ponto (u, p) = (0, 0). Neste aso, o orpo atinge innito, om energia inétia
igual a 0, seguindo uma trajetória parabólia (ver gura 2.2). Se E > 0, para os pontos
(u, p) =
(
0,±
√
2k
µ
)
a energia inétia é diferente de 0, o orpo C2 "vem do innito",
aproxima-se do orpo xo C1 até uma distânia nita mínima r1, neste aso p = 0, e
"volta para innito", pelo que a órbita é hiperbólia (ver gura 2.2). Se E < 0, quando
p = 0, u 6= 0, o que implia que a distânia entre os orpos seja nita, mínima para
r1 =
1
µ
(
β2 −
√
β4 + 2kµ
)
e máxima para r2 =
1
µ
(
β2 +
√
β4 + 2kµ
)
. Os pontos onde a
distânia entre os orpos é mínima hamam-se perientros e os pontos onde a distânia é
máxima apoentros. Quando a energia é negativa o movimento é limitado e as órbitas de
C2 em relação a C1 são elíptias.
2.3 Integração das equações de movimento
Na primeira seção reduziu-se o estudo do movimento de dois orpos, C1 e C2, ao problema
de um orpo virtual no plano om massa reduzida, µ, sujeito a uma força entral igual
à força de interação entre os dois orpos, obtendo-se o sistema de EDOs (2.10) e (2.11).
Este sistema tem 2 graus de liberdade e dois integrais, a energia total do sistema, E, e o
momento angular, l, por isso é integrável, onforme será provado na proposição 3.
Proposição 3 O sistema de EDOs (2.10) e (2.11), om ondições iniiais
r(0) = r0 ∧ r˙(0) = v0
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(a) (b) ()
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u
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0
Figura 2.1: Representação de trajetórias no espaço fase up para diferentes valores de
β2
µ
> 0 e diferentes valores de energia: (a) E = 0; (b) E = 1 e; () E = −1.
é integrável e a solução é a equação geral da ónia em oordenadas polares,
r(θ) =
p
1 + ecos(θ − θ0) ,
sendo p o lado reto e e a exentriidade da ónia.
Demonstração:
Para resolver a equação (2.10) efetua-se uma mudança de variável, u =
1
r
. Daqui se deduz
que
1
r2
= −
d
(
1
r
)
dr
dr
dθ
= −d(
1
r )
dθ
= −du
dθ
. (2.17)
Proedendo à mudança de variável na equação (2.10), resulta
lu2
d
dθ
(
l
−du
dθ
)
− l2u3 = −µ∗u2 ⇒ −l2u2 d
2
dθ2
u− l2u3 = −µ∗u2
⇒ l2u2
(
d2
dθ2
u+ u
)
= µ∗u2 ⇒ d
2u
dθ2
+ u =
µ∗
l2
.
Através de uma nova mudança de variável, denindo y = u− µ
∗
l2
, obtém-se a equação
d2y
dθ2
+ y = 0. A solução desta EDO, sujeita às ondições y(0) = A ∧ y˙(0) = B é dada por
y(θ) = D cos(θ − θ0),
om D =
√
A2 +B2 e θ0 = arc cos
A√
A2 +B2
onstantes de integração. Então,
u(θ) =
µ∗
l2
[
1 +
D l2
µ∗
cos(θ − θ0)
]
,
e, da igualdade (2.17) vem que
r(θ) =
p
1 + e cos(θ − θ0) , (2.18)
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om p =
l2
µ∗
e e =
D l2
µ∗
. Além disso, r0 =
l2
µ∗
1
1 +Al2
e v0 =
1
B
. ⋄
Na gura 2.2 estão representadas algumas trajetórias, para diferentes valores de ex-
entriidade, para o orpo C2 em relação ao orpo C1, oupando este um dos foos da
ónia. Se e = 0 a trajetória de C2 desreve um írulo; se 0 < e < 1 desreve uma elipse;
se e = 1 desreve uma parábola e; se e > 1 desreve uma hipérbole.
(a) (b)
x x
y y
() (d)
x x
y y
Figura 2.2: Representação de trajetórias no espaço fase para θ0 =
π
3
e diferentes valores
de exentriidade: (a) e = 0; (b) e = 0.8; () e = 1 e; (e) e = 1.25.
Através das igualdades (2.3) e (2.4) observa-se que ada um dos orpos se movimenta
em relação ao seu entro de massa segundo a mesma seção ónia, afetada dos esalares
m1
m1 +m2
e
m2
m1 +m2
para C2 e C1, respetivamente. Na gura 2.3 é simulado o movimento
dos dois orpos relativamente ao seu entro de massa, sendo o movimento de ada um dos
orpos uma elipse om o entro de massa num dos foos omuns.
A seguir deduzem-se alguns resultados om o objetivo de determinar a exentriidade
de uma órbita elíptia, dada uma posição do orpo e a respetiva veloidade. A exentri-
idade será posteriormente utilizada no estudo do problema de três orpos restrito, omo
meio de deteção de aos.
Da equação da energia, (2.13), tem-se que
v2 = r˙2 + r2θ˙2. (2.19)
A área limitada por uma elipse de semi-eixos a e b é dada por A = πab, a sua derivada por
dA
dt
=
1
2
l, (2.20)
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Figura 2.3: Simulação do movimento dos orpos C1 e C2 em relação ao seu entro de massa,
onsiderando-se µ∗ = G(m1 +m2) = 1, om Gm2 = 0.3, lado reto p = 1 e exentriidade
e = 0.8. O ponto inzento representa a posição do orpo C1 e o preto a posição de C2,
enontrando-se no mesmo instante de tempo no mesmo segmento de reta. O ponto de
interseção dos segmentos de reta é o entro de massa do sistema.
o que implia que, para um período orbital T , A =
∫ T
0
1
2
ldt =
1
2
lT . Além disso, b á dado
por b2 = a2(1− e2), logo
T 2 =
4π2a3
µ∗
. (2.21)
Denindo a veloidade angular média, n, por n =
2π
T
, obtém-se
µ∗ = n2a3. (2.22)
Proposição 4 Se o movimento de C2 em relação a C1 é elíptio, então o semi-eixo maior,
a, e a exentriidade, e, da elipse são dados por
a =
(
2
r
− v
2
µ∗
)
e =
√
1− l
2
µ∗a
.
Demonstração:
Derivando (2.18), resulta que r˙ =
r ρ˙ e sinρ
1 + e cosρ
, om ρ = θ− θ0. Utilizando l2 = µ∗a(1− e2)
e (2.22), deduz-se que
r˙ =
n a e sinρ√
1− e2 . (2.23)
O segundo termo de (2.19) deduz-se a partir das equações (2.22) e (2.18) e resulta em
rρ˙ =
na(1 + e cosρ)√
1− e2 . (2.24)
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Substituindo (2.23) e (2.24) na igualdade (2.19), obtém-se
v2 =
n2a2(e2 + 2e cosρ+ 1)
1− e2 =
n2a2
1− e2
[
e2 − 1 + 2a(1− e
2)
r
]
= µ∗
(
2
r
− 1
a
)
A segunda igualdade vem da equação (2.18). Deste modo é possível o álulo do semi-eixo
maior da elipse a, através da fórmula:
a =
(
2
r
− v
2
µ∗
)−1
. (2.25)
A exentriidade, e, pode ser determinada a partir da relação l2 = µ∗a(1− e2), sendo
e =
√
1− l
2
µ∗a
. ⋄ (2.26)
Kepler (1609, 1619) quando estudou experimentalmente o movimento do planeta Marte
deniu três leis que generalizou a todos os planetas. A primeira lei de Kepler: o movimento
dos planetas desrevem elipses em torno do sol que se enontra num dos foos é uma
onsequênia do potenial de Newton e traduz-se na equação (2.18). A equação (2.20) é a
versão matemátia da segunda lei de Kepler: áreas varridas pelo vetor posição em tempos
iguais são iguais, que resulta do fato do momento angular l ser onstante. À tereira lei
de Kepler: o quadrado do período orbital é diretamente proporional ao ubo do semi-eixo
maior da elipse, orresponde a igualdade (2.21).
Capítulo 3
Problema de três orpos restrito
Generalizando as leis de movimento (2.7), denidas no apítulo anterior, para um sistema
meânio Newtoniano om n orpos, o movimento do orpo i interagindo om os restantes
n− 1 orpos de massas m1, ...,mn, n 6= i, é dado por
d2~ri
dt2
+
n∑
j=1
Gmj
||~rij ||3~rij =
~0, j 6= i, (3.1)
om i = 1, ..., n, e ~rij = ~ri − ~rj .
O problema de três orpos, representados por C1, C2 e C3, restrito (PTCR) é um aso
partiular do problema de três orpos ujas equações do movimento são dadas por (3.1),
om n = 3 e ~rij ∈ IR3, onsiderando-se as restrições: um dos orpos, C3, tem massa
negligeniável fae aos outros dois; um dos dois orpos massivos, C2, tem massa menor ou
igual que C1 e; os orpos C1 e C2 efetuam um movimento irular uniforme no mesmo
plano, em relação ao entro de massa do sistema. O PTCR pretende estudar o movimento
do orpo C3.
O PTCR é uma boa aproximação para estudar determinados objetos do sistema solar,
omo asteróides e ometas fae aos sistemas sol-planeta ou planeta-satélite. A maior razão
de massas, onheida até à data, entre os sistemas referidos orresponde ao sistema de
Plutão e do seu satélite Coronte, e é aproximadamente 1/9 [28℄.
Neste apítulo são deduzidas as equações de movimento do orpo C3, onsiderando
um sistema de massas normalizadas, om o objetivo de failitar tanto o estudo algébrio
omo o estudo numério das equações de movimento do PTCR. A partir das equações
de movimento deduz-se o integral do sistema e é feita a respetiva identiação om um
sistema Hamiltoniano autónomo. Isto permitirá, em alguns asos, onsiderar resultados
gerais de sistemas Hamiltonianos e apliá-los ao PTCR. Em seguida são estudadas as
ondições para as quais o movimento de C3 é limitado.
Apesar das simpliações efetuadas em relação ao problema de três orpos, o PTCR
não é, em geral, integrável. A não integrabilidade do PTCR foi demonstrada por Poinaré
em [30℄. No entanto, onforme será referido neste apítulo, existem soluções algébrias
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partiulares omo é o aso da solução do Problema de Hill [28℄, obtida por Hénon e Petit,
no aso limite em que a massa de C2 tende para zero. Por m, são determinados os pontos
de equilíbrio do PTCR, as soluções de Euler e de Lagrange.
3.1 Equações de movimento
No apítulo 2, onde foi estudado o problema de dois orpos, foi obtida a solução do movi-
mento dos orpos C1 e C2 em relação ao seu entro de massa, onluindo-se que denem
uma ónia, na qual o entro de massa oupa um dos seus foos. A órbita desrita pelos
orpos é estável se for uma elipse (reorde-se que neste aso a energia, E, é negativa), em
partiular, se a exentriidade é 0, o movimento dos orpos é irular e pode ser observado
na gura 3.1. No PTCR, em que o orpo C3 está sujeito às forças gravitaionais dos orpos
C1 e C2, mas estes não são inueniados pela força gravítia de C3, o movimento de C1 e C2
é desrito pela solução do problema de dois orpos. Restringe-se, ao longo deste trabalho o
movimento dos orpos massivos ao movimento irular. O movimento de C3 é iniialmente
denido num referenial inerial denido pela órbita omplanar dos dois orpos C1 e C2,
no qual a origem é o seu entro de massa, e a seguir no referenial sinódio, no qual a
posição dos dois orpos massivos é xa. Seja OXY Z um referenial inerial tal que o eixo
X
Y
O
C3
C1
(−µ2, 0)
C2
(µ1, 0)r
r32
r31
r3
Figura 3.1: Representação da posição de C3 e do movimento de C1 e C2 em relação ao seu
entro de massa, projetada no plano OXY .
OX toma a direção de [C1C2] no instante t = 0, o eixo OY é perpendiular ao eixo OX e
está ontido no plano orbital denido pelos orpos C1 e C2. O eixo OZ é perpendiular ao
plano OXY . Os orpos C1 e C2 efetuam uma trajetória irular em torno do seu entro
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de massa, sendo a distânia entre eles xa e igual à unidade. Para failitar o tratamento
numério deste problema onsidera-se a massa do sistema µ∗ = G(m1 +m2) normalizada,
µ∗ = 1, o que signia que se µ¯ =
m2
m1 +m2
, µ1 = Gm1 = 1−µ¯ e µ2 = Gm2 = µ¯. A posição
de C1, C2 e C3 em relação à origem do referenial OXY Z é dada, respetivamente, por
~r3 = (X,Y, Z), ~r2 = (X2, Y2, Z2) e ~r1 = (X1, Y1, Z1). A posição de C3 em relação a C1 é
dada por ~r31 = (X−X1, Y −Y1, Z−Z1) e em relação a C2 por ~r32 = (X−X2, Y −Y2, Z−Z2).
Utilizando (3.1) deduz-se a equação do movimento de C3
~¨r3 +
Gm1~r31
||~r31||3 +
Gm2~r32
||~r32||3 =
~0,
que é equivalente a
(X¨, Y¨ , Z¨) = −Gm1(X −X1, Y − Y1, Z − Z1)‖~r31‖3 −
Gm2(X −X2, Y − Y2, Z − Z2)
‖~r32‖3
e a
X¨ = µ1
X1 −X
||~r31||3 + µ2
X2 −X
||~r32||3 (3.2)
Y¨ = µ1
Y1 − Y
||~r31||3 + µ2
Y2 − Y
||~r32||3 (3.3)
Z¨ = µ1
Z1 − Z
||~r31||3 + µ2
Z2 − Z
||~r32||3 (3.4)
om
||~r31|| =
√
(X1 −X)2 + (Y1 − Y )2 + (Z1 − Z)2
||~r32|| =
√
(X2 −X)2 + (Y2 − Y )2 + (Z2 − Z)2
Denição 8 (Referenial sinódio) Um referenial Oxyz é sinódio se efetuar um movi-
mento em rotação, no sentido direto, em relação ao referenial inerial OXY Z.
O referenial sinódio Oxyz move-se rotativamente na razão n em relação ao referenial
OXY Z, sendo n a veloidade angular média do movimento de C2 em relação a C1. Neste
aso, os orpos massivos estão xos e é em relação ao seu entro de massa que se movimenta
C3. No PTCR, os orpos C1 e C2 movem-se em órbitas irulares em relação ao seu entro
de massa, que de aordo om o estudo efetuado no apítulo 2 está em repouso ou em
movimento retilíneo uniforme, podendo onsiderar-se um referenial inerial om origem
no entro de massa. De aordo om o estudo efetuado no problema de dois orpos, C2
move-se em relação a C1 segundo uma órbita irular de semi-eixo a. Fixando a = 1,
omo a massa do sistema normalizada é µ∗ = 1, onlui-se, pela equação (2.22), que
n =
√
µ∗a−3 = 1.
O plano Oxy está ontido no plano orbital de C1 e de C2, o eixo Ox tem a direção e
sentido de
−→
C1C2, é perpendiular ao eixo Oy e o eixo Oz é perpendiular ao plano Oxy. Se
a origem do referenial sinódio se posiiona no entro de massa dos orpos C1 e C2, então
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C2(µ1, 0)
C1(−µ2, 0)
X
Y
x
y
C3(x, y)
nt
r3
d1
d2
O
Figura 3.2: Representação da relação entre os refereniais inerial e sinódio, projetado
no plano.
as suas posições são dadas por (x1, y1, z1) = (−µ2, 0, 0) e (x2, y2, z2) = (µ1, 0, 0). A posição
(x, y, z) do orpo C3 em relação ao referenial sinódio obtém-se a partir da sua posição
em relação ao referenial inerial, deduzindo-se, através de uma rotação, as equações do
movimento de C3 em relação ao referenial Oxyz (ver gura 3.2). Seja
P =


cos nt −sin nt 0
sin nt cos nt 0
0 0 1


a matriz rotação 3 × 3 que transforma a equação do orpo C3 no referenial OXY Z na
respetiva equação no referenial Oxyz. Então a posição (x, y, z) do orpo C3 no instante
de tempo t em relação a Oxyz é dada por

X
Y
Z

 =


cos nt −sin nt 0
sin nt cos nt 0
0 0 1




x
y
z

 , (3.5)
a respetiva veloidade por

X˙
Y˙
Z˙

 =


cos nt −sin nt 0
sin nt cos nt 0
0 0 1




x˙− ny
y˙ + nx
z˙

 (3.6)
e a respetiva aeleração por

X¨
Y¨
Z¨

 =


cos nt −sin nt 0
sin nt cos nt 0
0 0 1




x¨− 2ny˙ − n2x
y¨ + 2nx˙− n2y
z¨

 . (3.7)
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Seja d1 a distânia entre os orpos C3 e C1 e d2 a distânia entre os orpos C3 e C2. Neste
aso,
d1 =
√
(x+ µ2)2 + y2 + z2
d2 =
√
(x− µ1)2 + y2 + z2.
Substituindo nas equações (3.2), (3.3) e (3.4), (X,Y, Z) pelas novas oordenadas, (X1, Y1, Z1)
por (−µ2cos nt,−µ2sin nt, 0) e (X2, Y2, Z2) por (µ1cos nt, µ1sin nt, 0), obtém-se
(x¨− 2ny˙ − n2x)cos nt− (y¨ + 2nx˙− n2y)sin nt = −
[
µ1
x+ µ2
d31
+ µ2
x− µ1
d32
]
cos nt
+
[
µ1
d31
+
µ2
d32
]
ysin nt
(x¨− 2ny˙ − n2x)sin nt+ (y¨ + 2nx˙− n2y)cos nt = −
[
µ1
x+ µ2
d31
+ µ2
x− µ1
d32
]
sin nt
−
[
µ1
d31
+
µ2
d32
]
ycos nt
z¨ = −
[
µ1
d31
+
µ2
d32
]
z.
No sistema de equações anterior, multipliam-se as equações por funções trigonométrias
adequadas e adiionando-as obtêm-se as equações (3.8) de movimento do orpo C3 em
relação ao referenial Oxyz:

x¨− 2ny˙ = ∂U
∂x
y¨ + 2nx˙ =
∂U
∂y
z¨ =
∂U
∂z
(3.8)
om
U = U(x, y, z) =
n2
2
(x2 + y2) +
µ1
d1
+
µ2
d2
. (3.9)
Multipliando as equações do sistema (3.8), a primeira por x˙, a segunda por y˙ e a tereira
por z˙ e adiionando-as obtém-se
x˙x¨+ y˙y¨ + z˙z¨ = x˙
∂U
∂x
+ y˙
∂U
∂y
+ z˙ +
∂U
∂z
=
∂U
∂t
. (3.10)
Integrando (3.10) obtém-se
1
2
(x˙2 + y˙2 + z˙2) = U − 1
2
CJ , (3.11)
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sendo CJ uma onstante de movimento, hamada onstante de Jaobi. Reduzindo o sistema
de equações de segunda ordem (3.8) a um sistema de equações de primeira ordem obtém-se
o sistema de EDOs
~˙x = ~F (~x) (3.12)
om
~F (~x) =
(
u, v, w, 2nv +
∂U
∂x
,−2nu+ ∂U
∂y
,
∂U
∂z
)
, (3.13)
sendo ~x = (x, y, z, u, v, w). A posição de C3 é dada por (x, y, z) e a respetiva veloidade
por (u, v, w).
Proposição 5 O sistema de EDOs (3.12) pode ser expresso na forma de sistema Hamil-
toniano (1.11), om
H =
1
2
(X˙2 + Y˙ 2 + Z˙2) + n(X˙Y − Y˙ X)−
(
µ1
d1
+
µ2
d2
)
.
Demonstração:
A partir da igualdade (3.5) obtém-se
~XT = P~xT ⇒ ~xT = P−1 ~XT e ~˙X
T
= P~˙x
T − nS~xT ,
om:
• S =


sin nt cos nt 0
−cos nt sin nt 0
0 0 0


• P T = P−1
• PP T = I
• STS =


1 0 0
0 1 0
0 0 0

.
Então ~˙x
T
= P T ~˙X
T
+ nP TSP T ~XT . Deste modo,
~˙x~˙x
T
= ( ~˙XP + n ~XPSTP )(P T ~˙X
T
+ nP TSP T ~XT )
= ~˙X ~˙X
T
+ n ~˙XSP T ~XT + n ~XPST ~˙X
T
+ n2 ~XSTS ~XT
= X˙2 + Y˙ 2 + Z˙2 + 2n(X˙Y − Y˙ X) + n2(X2 + Y 2).
Substituindo em (3.11), uma vez que as distânias se mantêm independentemente do refe-
renial, isto é, x2 + y2 + z2 = X2 + Y 2 + Z2, o Hamiltoniano H no referenial inerial
esreve-se omo
H =
1
2
(X˙2 + Y˙ 2 + Z˙2) + n(X˙Y − Y˙ X)−
(
µ1
d1
+
µ2
d2
)
, (3.14)
om H = −1
2
CJ . ⋄
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3.1.1 O problema de Hill
As equações de movimento do orpo C3 do PTCR surgem do fato de se onsiderar que,
no referenial inerial, os orpos C1 e C2 se movimentam uniformemente segundo órbitas
irulares omplanares. Por onseguinte, estes dois orpos, no referenial sinódio estão em
repouso e a equação do movimento de C3 é dada pela equação (3.8). O problema de Hill
(1878) onsiste num sistema de EDOs que desrevem o movimento de C3 no plano, quando
este se enontra na vizinhança do orpo C2. Este sistema de EDOs é obtido a partir
do PTCR, efetuando uma translação da origem das oordenadas, assoiada ao vetor
−→
OC2, para a posição de C2. As posições dos orpos relativamente ao eixo Oy mantêm-se.
Denindo ∆ = d2, omo se está a onsiderar o movimento próximo de C2 e a razão de
massas µ2 pequena, pode assumir-se que x, y e ∆ são quantidades da O(µ
1
3
2 ). Assim sendo,
do sistema de EDOs (3.8) restrito ao plano, obtém-se d1 ≈ (1 + 2x) 12 e as equações de Hill


x¨− 2x˙ = ∂UH
∂x
y¨ + 2x˙ =
∂UH
∂y
,
(3.15)
om
UH =
3
2
x2 +
µ2
∆
, ∆ =
√
x2 + y2. (3.16)
A orrespondente onstante de Jaobi é dada por
CH = 3x
2 + 2
µ2
∆
− x˙2 − y˙2. (3.17)
Hénon e Petit (1986) [28℄ mostraram que o sistema de equações de Hill (3.15) são integráveis
no aso partiular em que µ2 → 0 e a solução é da forma
x = D1cost+D2sint+D3 (3.18)
y = −2D1sint+ 2D2cost− 3
2
t+D4, (3.19)
sendo Di, i = 1, 2, 3, 4 onstantes de integração. Neste aso a onstante de Jaobi é dada
por
CH =
3
4
D23 −D21 −D22. (3.20)
O sistema (3.15) não é, em geral, integrável, mas Hill (1878) [32℄ enontrou soluções pe-
riódias através de expansões em séries de potênias, uja onvergênia foi, mais tarde,
demonstrada por Wintner (1925) [32℄. Estas soluções foram obtidas por Hill quando estu-
dou o movimento da lua através do estudo do sistema Sol-Terra-Lua, onsiderando que os
orpos C1, C2 e C3 são, respetivamente, o sol, a terra e a lua. O problema de Hill é um
aso partiular do PTCR e é estudado em detalhe em [28℄ e [32℄.
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3.1.2 Região de Hill
No integral do PTCR planar (3.11) tem-se x˙2 + y˙2 < 0 se as veloidades forem um número
omplexo, o que não é siamente possível. Pode, então, denir-se a designada região de
Hill do plano, H, onde o movimento de C3 é possível
H = {(x, y) ∈ IR2 : 2U(x, y)− CJ ≥ 0}.
Isto signia que é possível determinar os valores de CJ para os quais o movimento é
limitado. Considerando u = 0 e v = 0 no integral de Jaobi, obtém-se a equação que
desreve as urvas de veloidade zero, que denem os limites para os quais o movimento de
C3 é siamente possível. Na gura 3.3 está representada a região de Hill do plano, para
a massa µ2 = 10
−3
, um valor próximo do sistema Sol-Júpiter, onsiderando três valores
de onstante de Jaobi. O movimento não é possível na região a sombreado, sendo esta
limitada por uma urva de veloidade zero. À medida que CJ aumenta a região onde o
movimento é impossível aumenta e para CJ = 3.04, se C3 orbita em torno de C1 não
poderá orbitar C2, se C3 orbitar C2 não poderá orbitar C1. Nestes asos, é impossível a
C3 esapar do sistema. O movimento de C3 na região
H = {(x, y) ∈ IR2 : 2U(x, y)− CJ ≥ 0 ∧ CJ ≥ 3.04}
é limitado, se orbitar C1 ou C2 [28℄.
(a) (b) ()
Figura 3.3: Representação das urvas de veloidade zero e das zonas onde o movimento
de C3 não é possível, a sombreado, no sistema Sol-Júpiter, para valores da onstante de
Jaobi: (a) CJ = 3; (b) CJ = 3.01 e; () CJ = 3.04. Os pontos orrespondem à posição
dos orpos C1 e C2.
3.2 Pontos de equilíbrio do PTCR
A proura da posição e da veloidade do orpo C3 tal que o seu movimento seja estaionário,
no referenial sinódio, orresponde, no referenial inerial, à proura da posição e da
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veloidade adequadas para que o orpo C3 efetue um movimento irular uniforme em
relação ao entro de massa do sistema, onsiderando que os três orpos se movimentam
no mesmo plano. Os pontos de equilíbrio são ino, três olineares e dois triangulares, de
aordo om a seguinte proposição:
Proposição 6 O PTCR tem 5 pontos de equilíbrio, no referenial sinódio, L1, L2, L3,
L4 e L5 e as suas posições são:
• L1 (µ1 − ρ, 0, 0), sendo ρ o zero real do polinómio
p(d2) = d
5
2 + (µ2 − 3)d42 + (3− 2µ2)d32 − µ2d22 + 2µ2d2 − µ2
• L2 (µ1 + ρ, 0, 0) , sendo ρ o zero real do polinómio
p(d2) = d
5
2 + (3− µ2)d42 + (3− 2µ2)d32 − µ2d22 − 2µ2d2 − µ2
• L3 (µ1 − ρ, 0, 0), sendo ρ o zero real do polinómio
p(d2) = d
5
2 + (µ2 − 3)d42 + (3− 2µ2)d32 + (µ2 − 2)d22 + 2µ2d2 − µ2.
• L4
(
1
2
− µ2,
√
3
2
, 0
)
;
• L5
(
1
2
− µ2,−
√
3
2
, 0
)
.
Demonstração:
Do sistema de EDOs do PTCR (3.12) obtêm-se as ondições

∂U
∂x
= 0
∂U
∂y
= 0
∂U
∂z
= 0
⇔


∂U
∂d1
∂d1
∂x
+
∂U
∂d2
∂d2
∂x
= 0
∂U
∂d1
∂d1
∂y
+
∂U
∂d2
∂d2
∂y
= 0
z = 0.
(3.21)
Uma vez que z = 0 e

µ1 + µ2 = 1
d21 = (x+ µ2)
2 + y2
d22 = (x− µ1)2 + y2,
tem-se
µ1d
2
1 + µ2d
2
2 = µ1(x+ µ2)
2 + µ1y
2 + µ2(x− µ1)2 + µ2y2,
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donde se retira que
x2 + y2 = µ1d
2
1 + µ2d
2
2 − µ1µ2. (3.22)
Substituindo (3.22) em (3.9) o potenial pode esrever-se
U =
1
2
(
µ1d
2
1 + µ2d
2
2 − µ1µ2
)
+
µ1
d1
+
µ2
d2
(3.23)
= µ1
(
1
d1
+
d21
2
)
+ µ2
(
1
d2
+
d22
2
)
− 1
2
µ1µ2.
Voltando ao sistema (3.21), pretende-se enontrar o par (x, y) que verique a ondição

µ1
(
− 1
d2
1
+ d1
)
x+µ2
d1
+ µ2
(
− 1
d2
2
+ d2
)
x−µ1
d2
= 0
µ1
(
− 1
d2
1
+ d1
)
y
d1
+ µ2
(
− 1
d2
2
+ d2
)
y
d2
= 0,
(3.24)
e esta divide-se nos seguintes asos:
Caso 1 (x, y) =
(
1
2 − µ2,±
√
3
2
)


− 1
d2
1
+ d1 = 0
− 1
d2
2
+ d2 = 0
⇐⇒

 d1 = 1d2 = 1 ⇐⇒

 (x+ µ2)
2 + y2 = 1
(x− µ1)2 + y2 = 1
Daqui vem que
(x+ µ2)
2 − (x− µ1)2 = 0
2x (µ1 + µ2) + µ
2
2 − µ21 = 0
2x+ µ2 − µ1 = 0
x = 12 − µ2
e que y = ±
√
3
2
.
Estes pontos hamam-se pontos de equilíbrio triangulares de Lagrange e serão repre-
sentados por L4 e L5, sendo que L4 =
(
1
2
− µ2,
√
3
2
)
e L5 =
(
1
2
− µ2,−
√
3
2
)
. Quando
o orpo C3 se enontra num dos pontos triangulares os três orpos formam um triân-
gulo equilátero e esta onguração é mantida no referenial inerial enquanto ada
um dos orpos se movimenta em órbita irular relativamente ao entro de massa do
sistema.
Caso 2 (x, y) = (x, 0) tal que x veria a ondição
∂U
∂d1
∂d1
∂x
+
∂U
∂d2
∂d2
∂x
= 0.
Neste aso existem três pontos de equilíbrio olineares que se podem representar por
L1, L2 e L3.
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aso 2a No ponto L1,
∂d1
∂x
= −∂d2
∂x
= 1 (3.25)
µ1
(
d1 − 1
d21
)
− µ2
(
d2 − 1
d22
)
= 0. (3.26)
Da igualdade (3.25) resulta que d1 = x+µ2, d2 = −x+µ1, d1+d2 = 1 e−µ2 < x < µ1.
Da igualdade (3.26) e do fato de d1 = 1− d2 obtém-se o polinómio
p(d2) = d
5
2 + (µ2 − 3)d42 + (3− 2µ2)d32 − µ2d22 + 2µ2d2 − µ2.
Como o polinómio p é estritamente resente e p(0)p(1) < 0 então tem um únio zero
real no intervalo 0 < d2 < 1.
aso 2b No ponto L2,
∂d1
∂x
=
∂d2
∂x
= 1 (3.27)
µ1
(
d1 − 1
d21
)
+ µ2
(
d2 − 1
d22
)
= 0. (3.28)
Da igualdade (3.27) resulta que d1 = x+ µ2, d2 = x− µ1, d1 − d2 = 1 e x > µ1. Da
igualdade (3.28) e do fato de d1 = 1 + d2 obtém-se o polinómio
p(d2) = d
5
2 + (3− µ2)d42 + (3− 2µ2)d32 − µ2d22 − 2µ2d2 − µ2
Como o polinómio p é estritamente resente, p(0) < 0 e p(+∞) > 0, então tem um
únio zero real no intervalo d2 > 0.
aso 2 No ponto L3,
∂d1
∂x
=
∂d2
∂x
= −1 (3.29)
µ1
(
d1 − 1
d21
)
+ µ2
(
d2 − 1
d22
)
= 0. (3.30)
Da igualdade (3.29) resulta que d1 = −x−µ2, d2 = −x+µ1, d2− d1 = 1 e x < −µ2.
Da igualdade (3.30) e do fato de d1 = d2 − 1 obtém-se o polinómio
p(d2) = d
5
2 + (µ2 − 3)d42 + (3− 2µ2)d32 + (µ2 − 2)d22 + 2µ2d2 − µ2.
Como o polinómio p é estritamente resente, p(1) < 0 e p(+∞) > 0, então tem um
únio zero real no intervalo 0 < d2 < 1. ⋄
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Figura 3.4: Representação dos pontos de equilíbrio L1, L2, L3, L4 e L5 para µ2 = 0.3.
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Figura 3.5: Posição na reta dos pontos olineares e dos orpos C1 e C2 em função da
razão de massa µ2.
Os pontos olineares L1, L2 e L3 foram enontrados por Euler [6℄. No entanto, as
soluções de equilíbrio são normalmente designadas por soluções de Lagrange, por serem
um aso partiular do problema de três orpos, estudado por Lagrange. A posição dos
pontos de equilíbrio, para µ2 = 0.7, estão representados na gura 3.4. Na gura 3.5 pode
observar-se a posição na reta dos pontos olineares e dos orpos C1 e C2 em função da
razão entre as suas massas. Quando µ2 → 0, a posição de C1 aproxima-se do entro de
massa, isto é, da origem do referenial inerial. Neste aso, os pontos L1 e L2 atingem
a posição mais próxima do orpo C2, sendo aproximadamente simétrios. O ponto L3
posiiona-se sobre a irunferênia que o orpo C2 desreve ao longo do seu movimento.
À medida que a massa de C2 aumenta, o ponto L2 afasta-se dos dois orpos massivos, o
ponto L1 afasta-se de C2 e aproxima-se de C1 e o ponto L3 aproxima-se de C1.
Os pontos de equilíbrio triangulares, aparentemente sem apliação na astronomia na
époa em que foram desobertos por Lagrange (1772), aabam por ter apliabilidade devido
à existênia de orpos elestes que se posiionam na vizinhança dos referidos pontos. Por
exemplo, existem dois grupos de asteróides, os Gregos no ponto L4 e os Troianos no ponto
L5, que formam uma onguração próxima de um duplo triângulo equilátero om Júpiter
e o Sol quando o seu movimento é aproximado pelo PTCR (os asteróides posiionam-se
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próximo dos vérties simétrios em relação à linha denida pelo sol e por Júpiter que se
posiionam nos outros dois vérties). Também os pontos olineares assumem importânia,
por exemplo, próximo do ponto de equilíbrio olinear L1, relativo ao sistema Sol-Terra-C3,
foi oloada a sonda SOHO, om o intuito de observar o Sol [28℄. Importa, portanto,
estudar a estabilidade dos pontos de equilíbrio.
Capítulo 4
Estabilidade linear dos pontos de
equilíbrio
Pretende-se, neste apítulo, apresentar um estudo da estabilidade linear dos pontos de
equilíbrio olineares e triangulares do PTCR, obtidos no apítulo 3. Restringindo o movi-
mento do orpo C3 a um plano, obtém-se um sistema Hamiltoniano om dois graus de
liberdade. Deste modo, o PTCR planar apresenta as araterístias dos sistemas Hamilto-
nianos autónomos estudadas no primeiro apítulo deste trabalho.
A linearização de um sistema Hamiltoniano na vizinhança de um ponto de equilíbrio
resulta num sistema Hamiltoniano em que os valores próprios assoiados são da forma de
pares de números simétrios. Depois de determinados os valores próprios do sistema linear
do PTCR planar, determinam-se as respetivas soluções do sistema de EDOs lineares,
através das quais é analisada a estabilidade linear dos pontos olineares e triangulares.
Por m, são apresentadas simulações numérias do movimento linear e não-linear de
C3 na vizinhança de pontos de equilíbrio.
4.1 Linearização do sistema Hamiltoniano
A estabilidade dos pontos de equilíbrio de um sistema de EDOs não-linear pode ser estu-
dada através da sua linearização, por meio de uma expansão de Taylor, na vizinhança de
um ponto. Uma vez que as soluções de equilíbrio do sistema de EDOs (1.11) são os pontos
~ξE onde H~ξ(
~ξE) = ~0, a sua linearização orresponde à segunda variação do Hamiltoniano
na vizinhança do ponto de equilíbrio
~ξE . Considerando-se uma translação do ponto de
equilíbrio
~ξE para a origem das oordenadas e desenvolvendo a função H na vizinhança da
origem em série de Taylor, esreve-se
H(~ξ) =
+∞∑
i=0
Hi = H0 +H1 +H2 + ..., (4.1)
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sendo ada Hi um polinómio homogéneo de grau i. Como H0 = H(~0) é uma onstante e
H1 = H~ξ(
~0)~ξ = 0, por denição de ponto de equilíbrio, vem que H =
1
2
~ξA~ξT +O(~ξ3), om
A = DH~ξ(
~0). Deste modo, H~ξ = A
~ξ +O(ξ2) e
~˙ξ = T A~ξ (4.2)
é o sistema de EDOs linearizado orrespondente ao sistema Hamiltoniano (1.11), om T
denida em (1.13).
Proposição 7 Os valores próprios do sistema Hamiltoniano linearizado (4.2), isto é, os
valores próprios de A são pares de números simétrios e podem ser ordenados do seguinte
modo:
λ1, ..., λN , λN+1, ..., λ2N (4.3)
tal que λi+N = −λi, i = 1, ..., N .
Demonstração:
De aordo om o sistema de EDOs linear (4.2), pretende-se mostrar que o polinómio
araterístio p(λ) = |T A− λI| é uma função par. De
• A = AT ,
• T T = −T ,
• T 2 = −I,
vem que
(T A− λI)T = ATT T − λI = −AT − λI = T 2AT + T 2λI = T (T A+ λI)T .
Então, omo |T | = 1,
p(λ) = |T A− λI| = |(T A− λI)T | = |T (T A+ λI)T | = |T A+ λI| = p(−λ).⋄
Os pontos de equilíbrio podem ser lassiados da seguinte forma:
Denição 9 (Ponto hiperbólio) Um ponto de equilíbrio diz-se hiperbólio se todos os valo-
res próprios da matriz A têm, nesse ponto, parte real diferente de zero.
Denição 10 (Ponto elíptio) Um ponto de equilíbrio diz-se elíptio se todos os valores
próprios da matriz A, nesse ponto, são imaginários puros.
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4.2 Linearização do PTCR
O estudo da estabilidade dos pontos de equilíbrio relativos ao movimento do orpo C3 será
realizado restringindo o seu movimento ao plano Oxy. Assim sendo, o sistema de EDOs
do PTCR planar é
~˙x = ~F (~x) (4.4)
tal que, de (3.13) om n = 1, se obtém
~F (x, y, u, v) =
(
u, v, 2v +
∂U
∂x
,−2u+ ∂U
∂y
)
. (4.5)
Para lassiar os pontos de equilíbrio do sistema (4.5) onsidera-se, então, o seu sistema
linear assoiado e determinam-se os valores próprios da matriz A = D~F (~0). Para U , dado
em (3.9), restrito ao plano e n = 1, obtém-se
∂2U
∂x2
= 1−
[
µ1
d31
+
µ2
d32
]
+ 3
[
µ1
(x+ µ2)
2
d51
+ µ2
(x− µ1)2
d52
]
, (4.6)
∂2U
∂x∂y
= 3
[
µ1
x+ µ2
d51
+ µ2
x− µ1
d52
]
y, (4.7)
∂2U
∂y2
= 1−
[
µ1
d31
+
µ2
d32
]
+ 3
[
µ1
d51
+
µ2
d52
]
y2 (4.8)
e, sendo Ux2 =
(
∂2U
∂x2
)
0
; Uxy =
(
∂2U
∂x∂y
)
0
; Uy2 =
(
∂2U
∂y2
)
0
, onde 0 representa o valor das
derivadas pariais no ponto de equilíbrio, obtém-se a matriz
T A =


0 0 1 0
0 0 0 1
Ux2 Uxy 0 2
Uxy Uy2 −2 0

 .
Determinando-se os valores próprios da matriz T A através dos zeros do respetivo polinómio
araterístio tem-se
λ4 + (4− Ux2 − Uy2)λ2 + Ux2Uy2 − U2xy = 0. (4.9)
Os valores próprios da matriz T A podem então esrever-se do seguinte modo
λ = ±

Ux2 + Uy2 − 4±
[
(4− Ux2 − Uy2)2 − 4(Ux2Uy2 − U2xy)
] 1
2
2


1
2
. (4.10)
Como ritério de estabilidade, utiliza-se aqui a noção de Lyapunov para pontos de equilíbrio
de um sistema dinâmio.
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Denição 11 (Ponto de equilíbrio estável segundo Lyapunov) Seja ~xE ∈ O, om O aberto
e O ⊆ IRn, um ponto de equilíbrio do sistema de EDOs (1.23) e seja ~x(t) uma solução tal
que ~x(0) = ~x0. O ponto de equilíbrio ~xE é estável se e só se
∀ǫ > 0 ∃δ > 0 : ‖(~x0 − ~xE)‖ < δ =⇒ ‖~x(t, ~x0)− ~xE‖ < ǫ, ∀ t ≥ 0.
Em aso de estabilidade de uma órbita é possível prever aproximadamente a posição do
orpo para todo o tempo, desde que sejam onheidas as ondições iniiais, o que signia
a ontinuidade da órbita para todo o tempo, na dependênia das suas ondições iniiais.
Denição 12 (Ponto de equilíbrio instável segundo Lyapunov) Seja ~xE ∈ O, om O aberto
e O ⊆ IRn, um ponto de equilíbrio do sistema de EDOs (1.23) e seja ~x(t) uma solução tal
que ~x(0) = ~x0. O ponto de equilíbrio ~xE é instável se e só se
∃ǫ > 0∀δ > 0 : t ≥ 0, ‖~x0 − ~xE‖ < δ ∧ ‖~x(t, ~x0)− ~xE‖ ≥ ǫ
Os teoremas relativos à estabilidade dos pontos de equilíbrio serão demonstrados para
~xE = ~0, sendo que os resultados a obter se mantêm para outros valores possíveis de ~xE , a
menos de uma mudança de oordenadas.
4.3 Pontos de equilíbrio triangulares
Considerando que os valores próprios na linearização dos pontos de equilíbrio do PTCR
planar são distintos (note-se que se os valores próprios são distintos então nenhum deles é
zero, pela proposição 7), a solução da EDO (4.4) é dada por
(x(t), y(t)) =

 4∑
j=1
zje
λjt,
4∑
j=1
wje
λjt


om
wj =
λ2j − Ux2
2λj + Uxy
zj
determinado por substituição da solução (x, y, u, v) no sistema de EDOs linear. Os valores
de zj e de wj resultam das ondições iniiais (x0, y0, u0, v0) e do fato da solução (x, y, u, v)
pertener a IR4. A equação de movimento do sistema de EDOs (4.4) linearizada, na
vizinhança de pontos de equilíbrio triangulares elíptios e hiperbólios, é dada por
 x(t) = z1e
λ1t + z1e
λ1t + z2e
λ2t + z2e
λ2t
y(t) = z3e
λ1t + z3e
λ1t + z4e
λ2t + z4e
λ2t,
(4.11)
sendo zj = aj + Ibj , zj = aj − Ibj , j = 1, 2, 3, 4, λi = αi ± βiI, i = 1, 2 e ai, bi, αj , βj
onstantes reais.
Proposição 8 Para os pontos de equilíbrio triangulares, os valores próprios do sistema
linearizado do PTCR são imaginários puros distintos para 0 < µ2 < µ2,3, om µ2,3 =
1
2
(
1−
√
60
9
)
.
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Demonstração:
Sendo os pontos triangulares da forma
(
1
2 − µ2,±
√
3
2
)
, vem que
Ux2 =
3
4 , Uxy = ±3
√
3
4 (1− 2µ2), Uy2 = 94 .
A equação araterístia orrespondente aos pontos triangulares é da forma:
λ4 + λ2 + 274 µ2(1− µ2) = 0.
e os respetivos valores próprios da forma
~λ = (λ1, λ2) tal que
λ1 =

−1− [1− 27µ2(1− µ2)] 12
2


1
2
(4.12)
λ2 =

−1 + [1− 27µ2(1− µ2)] 12
2


1
2
(4.13)
λ¯1 = −

−1− [1− 27µ2(1− µ2)] 12
2


1
2
(4.14)
λ¯2 = −

−1 + [1− 27µ2(1− µ2)] 12
2


1
2
. (4.15)
4.13 Os valores próprios são imaginários puros distintos se
1− 27µ2(1− µ2) > 0 ∧ 1− 27µ2(1− µ2) < 1.
Para 0 < µ2 <
1
2 , a segunda ondição é universal. Então,(
µ2 <
1
2
(
1−
√
69
9
)
∨ µ2 > 12
(
1 +
√
69
9
))
∧ 0 < µ2 < 12 .
Logo, se 0 < µ2 < µ2,3, om µ2,3 =
1
2
(
1−
√
69
9
)
≈ 0.038521, os valores próprios são imagi-
nários puros distintos. ⋄
Proposição 9 Os pontos de equilíbrio triangulares são linearmente estáveis segundo
Lyapunov, se 0 < µ2 < µ2,3.
Demonstração:
Para 0 < µ2 < µ2,3, a linearização na vizinhança de pontos de equilíbrio triangulares resulta
em quatro valores próprios imaginários puros distintos da forma ±βiI, βi > 0, i = 1, 2.
Neste aso, a solução do sistema de EDOs (4.11) pode esrever-se na forma

x(t) = 2a1cos(β1t) + 2a2cos(β2t)− 2b1sin(β1t)− 2b2sin(β2t)
y(t) = 2a3cos(β1t) + 2a4cos(β2t)− 2b3sin(β1t)− 2b4sin(β2t),
om ai, bi ∈ IR, i = 1, 2, 3, 4, o que permite observar que o movimento da partíula é
osilatório, permaneendo na vizinhança do ponto de equilíbrio, pelo que os pontos de
equilíbrio L4 e L5 do PTCR são linearmente estáveis.⋄
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Proposição 10 Os pontos de equilíbrio triangulares são instáveis segundo Lyapunov, se
µ2,3 < µ2 < 1/2.
Demonstração:
Para µ2,3 < µ2 < 1/2, a linearização na vizinhança de pontos de equilíbrio triangulares
resulta em quatro valores próprios omplexos distintos, da forma ±α±βI, om α, β ∈ IR+.
A solução do sistema de EDOs (4.11) pode esrever-se na forma

x(t) = 2(a1e
αt + a2e
−αt)cos(βt)− 2(b1eαt + b2e−αt)sin(βt)
y(t) = 2(a3e
αt + a4e
−αt)cos(βt)− 2(b3eαt + b4e−αt)sin(βt),
om ai, bi ∈ IR, i = 1, 2, , 3, 4, o que permite observar que os termos que dependem de
eαt, α > 0 dominarão, provoando um aumento exponenial da distânia do orpo em
relação ao ponto de equilíbrio, pelo que os pontos de equilíbrio L4 e L5 do PTCR são
linearmente instáveis.⋄
4.4 Pontos de equilíbrio olineares
Proposição 11 Os valores próprios de A na vizinhança dos pontos de equilíbrio olineares,
L1, L2 e L3, são sempre dois números reais simétrios e dois números imaginários puros
onjugados.
Demonstração:
Da igualdade (4.6) e do fato de d21 = (x+ µ2)
2
e de d22 = (x− µ1)2 vem que
Ux2 = 1 + 2
[
µ1
d31
+
µ2
d32
]
.
Nos pontos de equilíbrio olineares, y = 0. Então, as igualdades (4.7) e (4.8) resultam em
Uxy = 0
Uy2 = 1−
[
µ1
d31
+
µ2
d32
]
.
Sendo
A¯ =
µ1
d31
+
µ2
d32
, (4.16)
os valores próprios do sistema linearizado orrespondente podem esrever-se omo
λ = ±

A¯− 2± [(2− A¯)2 − 4(1 + 2A¯)(1− A¯)] 12
2


1
2
. (4.17)
Pretende-se mostrar que A¯ > 1, isto é, Uy2 < 0.
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• No ponto L1,
∂d1
∂x
= −∂d2
∂x
= 1. (4.18)
Além disso, 0 < d2 < 1. Da denição do potenial U (3.23) obtém-se
Ux =
∂U
∂d1
∂d1
∂x
+
∂U
∂d2
∂d2
∂x
. (4.19)
Por denição de ponto de equilíbrio, Ux = 0 e por (4.18) obtém-se
∂U
∂d1
=
∂U
∂d2
. Logo,
utilizando novamente (3.23), obtém-se
Uy2 =
1
d1
∂U
∂d1
+
1
d2
∂U
∂d2
=
(
1
d1
+
1
d2
)
∂U
∂d2
= µ2
(
1
d1
+
1
d2
)(
− 1
d22
+ d2
)
.
Uy2 tem sinal negativo, pois 0 < d2 < 1.
• No ponto L2,
∂d1
∂x
=
∂d2
∂x
= 1 (4.20)
e d1 − d2 = 1. De (4.20), da denição de ponto de equilíbrio e de (4.19) onlui-se
que
∂U
∂d1
= − ∂U
∂d2
. (4.21)
Do mesmo modo que no ponto L1, obtém-se
Uy2 =
1
d1
∂U
∂d1
+
1
d2
∂U
∂d2
=
(
1
d1
− 1
d2
)
∂U
∂d1
= µ1
(
1
d1
− 1
d2
)(
− 1
d21
+ d1
)
.
Como d1− d2 = 1, então d1 > 1 e obtém-se
(
− 1
d21
+ d1
)
> 0 e
(
1
d1
− 1
d2
)
< 0, logo
Uy2 < 0.
• No ponto L3,
∂d1
∂x
=
∂d2
∂x
= −1 (4.22)
e d1 − d2 = −1. De (4.22), da denição de ponto de equilíbrio e de (4.19) onlui-se
que
∂U
∂d1
= − ∂U
∂d2
. (4.23)
Para o ponto L3, obtém-se
Uy2 =
1
d1
∂U
∂d1
+
1
d2
∂U
∂d2
=
(
− 1
d1
+
1
d2
)
∂U
∂d2
= µ1
(
− 1
d1
+
1
d2
)(
− 1
d22
+ d2
)
.
Como d1 − d2 = −1, então d2 > 1 e obtém-se
(
− 1
d22
+ d2
)
> 0 e
(
− 1
d1
+
1
d2
)
<
0. Deste modo onlui-se que Uy2 < 0, ou seja, em todos os pontos de equilíbrio
olineares A¯ > 1.
48 CAPÍTULO 4. ESTABILIDADE LINEAR DOS PONTOS DE EQUILÍBRIO
Como nos pontos olineares A¯ > 1, (2− A¯)2 − 4(1 + 2A¯)(1− A¯) > 1 e
A¯− 2 +
√
(2− A¯)2 − 4(1 + 2A¯)(1− A¯) > 0,
por observação da igualdade (4.17) veria-se que existem dois valores próprios reais. Por
outro lado,
A¯− 2 <
√
(2− A¯)2 − 4(1 + 2A¯)(1− A¯),
ou seja,
A¯− 2−
√
(2− A¯)2 − 4(1 + 2A¯)(1− A¯) < 0
e, observando (4.17), onlui-se que existem dois números imaginários puros onjugados.⋄
Proposição 12 Os pontos de equilíbrio olineares são linearmente instáveis, segundo Lya-
punov.
Demonstração:
Pela proposição 11, os valores próprios na vizinhança dos pontos de equilíbrio olineares
são dois números reais simétrios λ1,2 = ±α, α > 0 e dois imaginários puros onjugados
λ2,3 = ±βI, β > 0, logo a solução do sistema de EDOs linear pode esrever-se omo

x(t) = a1e
αt + a2e
−αt + 2a3cos(βt) + 2b3sin(βt)
y(t) = a4e
αt + a5e
−αt + 2a6cos(βt) + 2b6sin(βt),
om ai, bj ∈ IR, i = 1, 2, 3, 4, j = 3, 6. Observando a forma da solução, veria-se que o
primeiro termo dominará e provoará um aumento exponenial da distânia do orpo em
relação à origem. ⋄
Resulta das proposições 9, 10 e 12 que, a existênia de valores próprios na forma de
pares de números imaginários puros distintos, é ondição suiente para a estabilidade
linear dos pontos de equilíbrio. Esta ondição é veriada quando 0 < µ2 < 0.5−
√
69/18.
Os resultados relativos à estabilidade linear dos pontos de equilíbrio do PTCR planar
enontram-se resumidos na tabela 4.1.
4.5 Apliações
Os pontos de equilíbrio L4 e L5 do sistema linearizado são estáveis se os respetivos valores
próprios forem imaginários puros distintos da forma λ1,3 = ±β1I e λ2,4 = ±β2I, om
β1, β2 ∈ IR+. Como se pode observar na gura 4.1, à medida que a massa µ2 derese,
a frequênia de um dos dois valores próprios, β1, aproxima-se de zero enquanto que a
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Pontos de Valores próprios Classiação dos Estabilidade linear
equilíbrio pontos de equilíbrio
L1 ±α, α ∈ IR+
L2 ±βI, β ∈ IR+ instabilidade
L3 0 < µ2 ≤ 1/2
±αI, ±βI
α, β ∈ IR+, α 6= β elíptio estabilidade
L4 0 < µ2 < µ2,3
L5 ±α± βI
α, β ∈ IR+ hiperbólio instabilidade
µ2,3 < µ2 ≤ 1/2
Tabela 4.1: Estudo da estabilidade linear dos pontos de equilíbrio olineares e triangulares
do PTCR planar.
outra frequênia, β2, se aproxima de um. Então o movimento de C3 é omposto por
dois movimentos diferentes, um om período longo, 2π/β1 e outro om período urto,
2π/β2 ≈ 2π, próximo do período de C2. Neste aso, o movimento pode ser aproximado ao
movimento elíptio de período 2π/β1.
(a) (b)
0 0.01 0.02 0.030.7
0.75
0.8
0.85
0.9
0.95
1
µ2 µ2
β2 β1
0 0.01 0.02 0.03
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Figura 4.1: Módulo dos valores próprios do sistema linearizado na vizinhança dos pontos
triangulares em função de µ2, para 0 < µ2 < µ2,3.
Nas guras 4.2a, 4.3a e 4.4, onde são onsiderados os movimentos de possíveis aste-
róides, C3, nos sistemas Terra-Lua, Sol-Júpiter e Sol-Terra, respetivamente, observa-se que
o movimento de C3 pode ser aproximado, na vizinhança de L4, a uma elipse de período
2π/β1, que tem uma forma mais alongada, à medida que a massa do sistema diminui.
O movimento de C3, aproximado pelo PTCR planar, relativo ao sistema Terra-Lua-C3
na vizinhança do ponto L4 pode ser observado na gura 4.2, que representa a solução
do sistema linear e a solução do sistema não-linear, obtida por integração numéria das
equações difereniais (4.5), para 16 períodos orbitais da Lua. Neste aso, para µ2 ≈ 10−2 e
para a ondição iniial (x0, y0, u0, v0) = (0.49 + 10
−5,
√
3
2
+ 10−5, 0, 0), obtêm-se os valores
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próprios do sistema linear λ1,3 = ±0.268I, λ2,4 = ±0.963I e obtém-se a solução linear


x(t) = 3.45× 10−5cos(0.268t)− 2.45× 10−5cos(0.963t) + 3.07× 10−4sin(0.268t)
−8.55× 10−5sin(0.963t)
y(t) = 5.20× 10−5cos(0.268t)− 4.20× 10−5cos(0.963t)− 1.76× 10−4sin(0.268t)
+4.91× 10−5sin(0.963t).
O movimento de C3 linearizado, no sistema Sol-Júpiter, representado na gura 4.3 orres-
ponde à solução


x(t) = 3.08× 10−5cos(0.082t)− 2.08× 10−5cos(0.996t) + 8.72× 10−4sin(0.082t)
−7.21× 10−5sin(0.996t)
y(t) = 4.60× 10−5cos(0.082t)− 3.60× 10−5cos(0.996t)− 5.03× 10−4sin(0.082t)
+4.16× 10−5sin(0.996t)
e, no sistema Sol-Terra à solução


x(t) = 3.05× 10−5cos(0.002598t)− 2.05× 10−5cos(0.999997t)
+2.73× 10−2sin(0.002598t)− 7.10× 10−5sin(0.999997t)
y(t) = 4.55× 10−5cos(0.002598t)− 3.55× 10−5cos(0.999997t)
−1.58× 10−2sin(0.002598t) + 4.10× 10−5sin(0.99999t).
(a) (b)
0.4896 0.49 0.4904
0.8658
0.866
0.8662
L4 L4
x x
y y
0.4899 0.49 0.4901
0.86595
0.866025
0.8661
Figura 4.2: Trajetória do orpo C3, do sistema linearizado (a) e do sistema não linearizado
(b), em relação ao referenial sinódio, na vizinhança do ponto de equilíbrio L4, µ2 = 10
−2
e intervalo de tempo [0, 32π]. Este movimento pode representar o movimento de um orpo
C3 para um período de 16 anos da Lua.
Na gura 4.5 estão representados o movimento linear de dois sistemas hipotétios, om
razões de massas µ2 ≈ 0.0135 e µ2 ≈ 0.02494, orrespondentes a razões entre os módulos
de valores próprios β1/β2 = 1/2 e β1/β2 = 1/3, respetivamente. Não são onheidos,
até ao momento, orpos do sistema solar que veriquem estas razões de massas. Para os
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(a) (b)
0.49825 0.499 0.49975
0.8656
0.866
0.8666
L4 L4
x x
y y
0.49825 0.499 0.49975
0.8656
0.866
0.8666
Figura 4.3: Trajetória do orpo C3, do sistema linearizado (a) e do sistema não linearizado
(b), em relação ao referenial sinódio, na vizinhança do ponto de equilíbrio L4, µ2 = 10
−3
e intervalo de tempo [0, 32π]. Este movimento pode representar o movimento de um orpo
C3 para um período de 16 anos de Júpiter.
(a) (b)
0.5 0.502 0.504
0.8635
0.865
0.866
L4
L4
x x
y y
0.48 0.5 0.52
0.85
0.865
0.88
Figura 4.4: Trajetória do orpo C3, do sistema linearizado, em relação ao referenial
sinódio, na vizinhança do ponto de equilíbrio L4, µ2 = 10
−3
e intervalo de tempo [0, 20π]
em (a) e [0, 1600π] em (b). Este movimento pode representar o movimento de um orpo
C3 para 10 períodos orbitais da Terra em (a) e de 800 em (b) no sistema Sol-Terra.
valores de massas onsiderados, o ponto de equilíbrio L4, omo será tratado em apítulo
posterior, é instável apesar de apresentar estabilidade linear.
Como exemplo do movimento na vizinhança de um ponto de equilíbrio olinear pode
onsiderar-se o movimento de um possível asteróide, C3, na vizinhança do ponto L1, do
sistema Sol-Terra. Neste sistema µ2 ≈ 10−6, λ1 = 2.525, λ2 = −2.525, λ3 = 2.082I
e λ4 = −2.082I. Para um desloamento iniial (x0, y0, u0, v0) = (10−5, 10−5, 0, 0) em
relação ao ponto de equilíbrio obtém-se a solução

x(t) = 5.139× 10−6e2.525t + 7.389× 10−6e−2.525t − 2.528× 10−6cos(2.082t)
+2.728× 10−6sin(2.082t)
y(t) = −2.755× 10−6e2.525t + 3.684× 10−5e−2.525t + 8.793× 10−6cos(2.082t)
+8.148× 10−6sin(2.082t).
As guras apresentadas ilustram o movimento linearizado de possíveis asteróides, C3,
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(a) (b)
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Figura 4.5: Trajetória do orpo C3, do sistema linearizado para (a) k1/k2 = 1/3, µ2 ≈
0.0135 e para (b) k1/k2 = 1/2, µ2 ≈ 0.02494, em relação ao referenial sinódio, na viz-
inhança do ponto de equilíbrio L4. O tempo de integração orresponde a 250 períodos
orbitais de C2.
para ondições iniiais próximas do ponto de equilíbrio L4, fae aos sistemas Terra-Lua, Sol-
Júpiter, Sol-Terra e a dois sistemas virtuais C1-C2, om razões de massas µ2 ≈ 0.02494 e
µ2 ≈ 0.0135, respetivamente. Nos asos dos sistemas Terra-Lua e Sol-Júpiter são também
simulados os movimentos na vizinhança do ponto de equilíbrio L4, nas guras 4.2b e
4.3b, respetivamente, os quais aparentam manter a estabilidade linear (ver guras 4.2a
e 4.3a). Existem vários exemplos no sistema solar de asteróides que se movimentam na
vizinhança dos pontos de equilíbrio triangulares, omo é o aso de Eureka, desoberta em
1990 no sistema Sol-Marte, que se movimenta em torno do ponto L4 [28℄. No sistema Sol-
Júpiter, omo já foi referido no apítulo anterior, existe um grupo de asteróides próximo
de L4 e outro próximo de L5. No sistema de Saturno foram desobertos os satélites
Telesto, que se movimenta em torno de L4 e Calypso, que se movimenta em torno de
L5, do sistema Saturno-Tethys [28℄. Também no sistema Saturno-Dione foram desobertos
satélites próximos de L4 e L5, Helene e Polydeues, respetivamente [31℄. Estes pares de
orpos veriam a ondição para a estabilidade linear, µ2 < 0.038521.
Embora os pontos de equilíbrio triangulares sejam linearmente estáveis, para assegurar
a sua estabilidade, é neessária análise não-linear [32℄. Como será demonstrado, os pontos
de equilíbrio triangulares são instáveis quando os valores próprios do sistema linearizado
veriam a ondição β1/β2 = 1/2 ou a ondição β1/β2 = 1/3.
Capítulo 5
Estabilidade não-linear dos pontos de
equilíbrio
O PTCR planar é um sistema Hamiltoniano om dois graus de liberdade, pois as equações
que denem o movimento do orpo de massa innitesimal são da forma ~˙x = T H~x, ~x ∈ IR4.
O polinómio araterístio que se obtém om a linearização de um sistema Hamiltoniano
na vizinhança de um ponto de equilíbrio é uma função par e, por esse motivo, os valores
próprios surgem em pares de números simétrios. Na primeira seção deste apítulo mostra-
-se que a existênia de um valor próprio om parte real positiva implia a instabilidade
do respetivo ponto de equilíbrio, estando nesta situação os pontos olineares e os pontos
triangulares hiperbólios.
A estabilidade dos pontos de equilíbrio elíptios, que são linearmente estáveis, será
abordada através do estudo da forma normal de Birkho, que orresponde à parametriza-
ção do toro, sendo esta obtida por meio de transformações anónias que envolvem séries.
Estas séries não são, em geral, onvergentes. No entanto, é possível, independentemente da
onvergênia da transformação anónia, estudar a estabilidade do sistema não-linear na
vizinhança dos pontos elíptios do PTCR no plano, por apliação do teorema de Arnold-
Moser, válido para sistemas Hamiltonianos om dois graus de liberdade. A apliação ao
PTCR planar deve-se a Leontovith [22℄, que mostrou a estabilidade dos pontos para razões
de massas 0 < µ2 ≤ µ2,3 exepto num onjunto de medida nula, apliando o teorema de
Arnold, e a Deprit & Deprit [13℄ que mostraram a estabilidade para 0 < µ2 < µ2,3 exepto
três valores de µ2, por apliação do teorema de Arnold-Moser. Dois dos valores de µ2
exluídos orrespondem a ressonânias entre os valores próprios 2 : 1 e 3 : 1. Markeev [25℄
apresentou ritérios para averiguar a estabilidade ou instabilidade de pontos de equilíbrio
de sistemas Hamiltonianos om dois graus de liberdade nos asos de ressonânias 2 : 1 e
3 : 1 e apliou-os ao PTCR planar, demonstrando a instabilidade dos respetivos pontos
triangulares. São apresentados, neste apítulo, os ritérios de instabilidade e a demon-
stração de Markeev. Nesta demonstração é utilizado o teorema de Cetaev, sendo, por
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isso, demonstrado este resultado. Por m, o outro valor de massa µ2 exluído também foi
estudado por Markeev[6℄, demonstrando a sua estabilidade.
O estudo da estabilidade dos pontos de equilíbrio elíptios do PTCR será realizado
através da apliação de resultados gerais para sistemas Hamiltonianos previamente apre-
sentados. O teorema de Birkho será estabeleido para sistemas Hamiltonianos om N
graus de liberdade e os restantes teoremas da seção para sistemas Hamiltonianos om dois
graus de liberdade.
5.1 Pontos de equilíbrio olineares e triangulares hiperbólios
No apítulo 3 determinaram-se os valores próprios do sistema linearizado do PTCR planar,
na vizinhança dos pontos de equilíbrio olineares, os pontos L1, L2 e L3, obtendo-se dois
valores próprios reais simétrios, ±α, α ∈ IR+, e dois valores próprios imaginários puros
onjugados, ±βI, β ∈ IR+ e onluiu-se a instabilidade linear. A instabilidade não-linear
será obtida através do seguinte resultado:
Teorema 3 Considere-se o sistema de EDOs (1.23), ~˙x(t) = ~F (~x(t)) ∧ ~x(t0) = ~x0, esrito
na forma
~˙x = A~x+ ~G(~x) (5.1)
tal que
• a matriz A =
(
∂fi
∂xj
(~xE)
)
i,j=1,...,n
tem pelo menos um valor próprio om parte real
positiva e é diagonalizável;
• a função ~G : O ⊂ IRn → IR é de lasse C1;
• lim
‖~x‖→0
‖~G(~x)‖
‖~x‖ = 0;
então o ponto de equilíbrio ~xE é instável, segundo Lyapunov.
Demonstração:
• Sejam λ1, ..., λs os valores próprios da matriz A om parte real positiva tal que para
todo i = 1, ..., s, Re(λi) ≥ ̺ > 0.
• Sejam λs+1, ..., λn os valores próprios da matriz A om parte real negativa ou zero,
isto é Re(λi) ≤ 0, para todo i = s+ 1, ..., n.
• Seja ~y = (y1, ..., ys, ys+1, ..., yn) e ‖~y‖2 = R2+r2, om R2 =
s∑
i=1
|yi|2 e r2 =
n∑
i=s+1
|yi|2.
• Seja D = [λ1, ..., λn] uma matriz diagonal n× n.
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• Seja C uma matriz n× n invertível tal que C−1AC = D.
Assim sendo, a transformação ~x = C~yT permite esrever a equação (5.1) da seguinte forma:
~˙y = C−1AC~y + C−1 ~G(C~y). (5.2)
Então,
d
dt
|yi|2 = d
dt
(yiy¯i) = y˙iy¯i + yi ˙¯yi
= C−1ACyiy¯i + (C−1 ~G(Cy))iy¯i + yiC−1ACyi + yi(C−1 ~G(Cy))i
= C−1ACyiy¯i + C−1ACyiy¯i + (C−1 ~G(Cy))iy¯i + yi(C−1 ~G(Cy))i
= 2Re(λi)|yi|2 + (C−1 ~G(Cy))iy¯i + yi(C−1 ~G(Cy))i
Pretende-se mostrar que
∃ǫ > 0∀δ > 0 : t ≥ t0, ‖~y0‖ ≤ δ ∧ ‖~y(t, ~y0)‖ ≥ ǫ
Pela tereira ondição do teorema, esolhendo 0 < ǫ ≤ ̺
2
, δ > 0 tal que para t ≥ t0
‖~y0‖ ≤ δ, tem-se que:
|(C−1 ~G(C~y))i| ≤ ǫ|yi|.
Nestas ondições, obtém-se
d
dt
(R2 − r2) ≥
s∑
i=1
(
2Re(λi)− 2ǫ|yi|2
)
−
n∑
i=s+1
(
2Re(λi) + 2ǫ|yi|2
)
≥ 2ǫ(R2 − r2).
A solução da equação diferenial
1
2
d
dt
(R2 − r2) = ǫ(R2 − r2), om ondição iniial
(R2 − r2)|t=t0 = ν, ν > 0
é dada por
R2 − r2 = νe2ǫ(t−t0).
Então, ‖~y‖ ≥ |R2 − r2| ≥ νe2ǫ(t−t0), onluindo-se a instabilidade do ponto de equilíbrio.⋄
Proposição 13 Os pontos de equilíbrio olineares são instáveis, segundo Lyapunov.
Demonstração:
Pela proposição 11 e pelo teorema 3, onlui-se que o respetivo sistema é instável na
vizinhança dos pontos de equilíbrio olineares. ⋄
Proposição 14 Os pontos de equilíbrio triangulares do sistema de três orpos restrito são
instáveis segundo Lyapunov, se µ2,3 < µ2 ≤ 1/2.
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Demonstração:
Os valores próprios do sistema linearizado do PTCR, para µ2,3 < µ2 ≤ 1/2, são da forma
±α ± βI, α, β ∈ IR+. Pelo teorema 3, onlui-se que o PTCR planar é instável na vizi-
nhança de ada ponto de equilíbrio triangular hiperbólio. ⋄
Conluiu-se a instabilidade dos pontos olineares e dos pontos triangulares hiperbólios,
que mantêm a instabilidade linear, utilizando teoremas gerais das EDOs. O estudo da
estabilidade dos pontos triangulares elíptios resultará da apliação de teoremas obtidos
para sistemas Hamiltonianos om dois graus de liberdade.
5.2 Pontos de equilíbrio elíptios
As formas normais são utilizadas na meânia Hamiltoniana para estudar a estabilidade
na vizinhança de pontos de equilíbrio, de órbitas periódias e de toros invariantes. Estas
formas provideniam aproximações à dinâmia das soluções de sistemas de EDOs lineares,
até uma determinada ordem nita. Neste aso, o sistema orrespondente à forma normal
é integrável e é possível obter informações aera do respetivo sistema não-linear. O Teo-
rema de Birkho demonstra a existênia e uniidade de uma transformação anónia que
permite transformar uma função Hamiltoniana de um sistema om N graus de liberdade
na sua forma normal até termos de uma determinada ordem. As transformações anónias
e a utilização de funções geradoras foram estudadas no primeiro apítulo e serão utilizadas
na demonstração do teorema de Birkho.
Denição 13 (Função analítia) Seja Ω um aberto de IRn, ~y0 ∈ Ω e g : Ω −→ IR uma
função. Diz-se que g é analítia em ~y0 se existir δ > 0 tal que para
∀~y ∈ Ω ∩ {~w ∈ Ω : ‖~w − ~y0‖ ≤ δ},
g é igual à sua série de Taylor em ~y0. Diz-se que g é analítia em Ω se for analítia em
todos os pontos de Ω.
Denição 14 (Forma Normal de Birkho) Seja H(~q, ~p) uma função Hamiltoniana tal
que:
• os valores próprios do sistema linear são distintos e da forma ±βjI, j = 1, ..., N ;
• H(~q, ~p) =
+∞∑
s=2
Hs(~q, ~p) representa o desenvolvimento de H em série de potênias nas
variáveis q1, ..., qN , p1, ..., pN e Hs ontém apenas termos de grau s;
• K( ~Q, ~P ) =
+∞∑
s=2
Ks( ~Q, ~P ) é uma série de potênias nas variáveis Q1, ..., QN , P1, ..., PN ,
obtida pela transformação anónia (~q, ~p) = (Ψ( ~Q, ~P ),Φ( ~Q, ~P ));
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• e, (~w, ~z) são as variáveis que se relaionam om ( ~Q, ~P ) da forma Qj = wj + Izj,
Pj = wj − Izj e, om τj = 12(w2j + z2j ), j = 1, ..., N , pode denir-se ~τ = (τ1, ..., τN ).
A forma normal de Birkho de grau s para a função Hamiltoniana H é o polinómio de
grau s nas variáveis ( ~Q, ~P ) e de grau s/2 nas variáveis ~τ tal que, em oordenadas polares
(~τ , ~θ) dadas por (~w, ~z) = (
√
2τ1cosθ1, ...,
√
2τNcosθN ,
√
2τ1sinθ1, ...,
√
2τNsinθN ),
K(~τ) = K2(~τ) +
+∞∑
s=3
Ks(~τ) =
N∑
j=1
βjτj +
+∞∑
s=3
Ks(~τ). (5.3)
De aordo om a denição anterior, o Hamiltoniano H de um sistema autónomo om 2
graus de liberdade, até grau 2 nas variáveis ~τ = (τ1, τ2) esreve-se na forma
K = K2 +K4 = β1τ1 + β2τ2 + ν11τ21 + ν12τ1τ2 + ν22τ22 .
O termo K2 da forma normal orresponde à diagonalização da matriz T A do sistema de
EDOs (4.2). É, por isso, demonstrado na proposição seguinte que existe uma transformação
anónia que transforma H2 na sua forma normal.
Proposição 15 Existe uma matriz R invertível tal que ~ξ = R~η transforma o sistema (4.2),
~˙ξ = T H~ξ de Hamiltoniano H(~ξ), no sistema ~˙η = TK~η de Hamiltoniano K(~η) tal que o
termo K2 do desenvolvimento em série de K, obtido em (4.1), pode esrever-se na sua
forma normal
K2 =
N∑
i=1
λiQiPi, (5.4)
om ~η = (η1, ..., η2N ) = (Q1, ..., QN , P1, ..., PN ).
Demonstração:
Como os valores próprios λj , j = 1, ..., N têm multipliidade 1 e estão ordenados omo
em (4.3), denindo a matriz diagonal D0 = [λ1, ..., λN ], representa-se a matriz dos valo-
res próprios da forma D =

 D0 0
0 −D0


. Seja C uma matriz 2N × 2N invertível que
diagonaliza T A. Então
C−1T AC = D ⇒ T AC = CD. (5.5)
Como
• a matriz D é diagonal, DT = D;
• T T = T −1 = −T ;
• a matriz A é simétria, AT = A;
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da relação (5.5) vem que
(T AC)T = (CD)T ⇒ CTAT = −DCT . (5.6)
A matriz DT −1 = −

 0 D0
D0 0


é simétria, logo
DT −1 = (DT −1)T = −T TD = T D. (5.7)
De (5.6) e de (5.7) resulta que
(T −1CTT )T A = T CTA = T DCTT = DT −1CTT = D(T −1CTT ).
Denindo a matriz B = (T −1CTT )−1, det(B) 6= 0, obtém-se
B−1T AB = D, (5.8)
o que signia que B também é uma matriz invertível que diagonaliza T A. Seja a matriz
diagonal invertível G =

 G1 0
0 G2

 . Pretende-se mostrar que BG veria a relação (5.5).
Assim, utilizando-se a igualdade (5.8) e o fato de as matrizes D e G serem diagonais, vem
que (BG)−1T A(BG) = G−1(B−1T AB)G = G−1DG = D, o que implia que C = BG.
Por denição de B, CT = T B−1T −1 e
CTT C = T B−1T −1T C = T B−1C = T G. (5.9)
Por outro lado, (CTT C)T = CTT TC = −CTT C, logo (T G)T = −T G ⇒ G1 = G2.
Denindo a matriz
F =

 G1 0
0 I

 , (5.10)
obtém-se que F TT F = T G. De (5.9) e de (5.10) resulta que F TT F = CTT C, então
(FC−1)T (FC−1) = T , ou seja, a matriz R = FC−1 é simplétia e diagonaliza T A:
R−1T AR = (CF−1)−1T A(CF−1) = F (C−1T AC)F−1 = FDF−1 = D.
A transformação
~ξ = R~η é anónia, uma vez que a relação (5.5) permanee invariante
para R. Por m, RTAR = −RTT RD = −T D.
Denindo o vetor ~η = (Q1, ..., QN , P1, ..., PN ), faz-se a substituição ~ξ = R~η e o sistema
~˙ξ = T H~ξ transforma-se no sistema ~˙η = TK~η e
H2(~ξ) =
1
2
~ξTA~ξ =
1
2
~ηTRTAR~η = −1
2
~ηTT D~η =
N∑
i=1
λiQiPi.⋄ (5.11)
Como H é real, então a respetiva forma normal também tem de ser real. Desta
ondição resulta que as variáveis ( ~Q, ~P ), obtidas em (5.11) são números omplexos e
relaionam-se da forma Pj = IQ¯j . Então, de aordo om a denição 14, a diagonalização
da matriz T A determina a forma normal de H2.
A diagonalização de H2 permite observar o sinal da parte quadrátia do Hamiltoniano
H e se esta tiver sinal denido, positivo ou negativo, a estabilidade dos pontos de equilíbrio
elíptios é garantida pelo teorema de Lagrange-Dirihlet.
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Teorema 4 (Lagrange-Dirihlet) Se a parte quadrátia H2 do Hamiltoniano tem sinal
positivo ou sinal negativo, então o ponto de equilíbrio é estável.
Demonstração:
Seja ~x(t) uma solução de ~˙x = ~F (~x) om ondição iniial ~x(0) = ~x0. O ponto de equilíbrio
~xE = ~0 é estável se e só se ∀ǫ > 0 ∃δ > 0 : ‖~x0‖ < δ =⇒ ‖~x(t)‖ < ǫ.
Sejam ̺ e ν onstantes positivas tais que, para H2 > 0, ̺‖~x0‖2 ≤ H2 ≤ ν‖~x0‖2 e
δ =
ǫ
2
√
̺
ν
. Para ‖~x0‖ suientemente pequeno ̺
2
‖~x0‖2 ≤ H ≤ 2ν‖~x0‖2. Como ‖~x0‖ < δ,
então
̺
2
‖~x0‖2 ≤ H < 2νδ2. Sendo H um integral do movimento, onlui-se que:
̺
2
‖~x(t)‖2 ≤ H < 2νδ2 =⇒ ‖~x(t)‖ < 2
√
ν
̺
δ =⇒ ‖~x(t)‖ < ǫ,
isto é, se H2 > 0 então o ponto de equilíbrio é estável e, de modo análogo se mostra o
resultado para H2 < 0. ⋄
O ritério de estabilidade estabeleido no teorema anterior não pode ser apliado ao
PTCR planar, pois a parte quadrátia H2 = β1τ1 − β2τ2 não tem sinal denido. Isto não
signia a instabilidade dos pontos de equilíbrio elíptios, omo se verá através do teorema
de Arnold-Moser. Para apliar o teorema de Arnold-Moser ao PTCR planar é neessário
proeder à normalização dos termos de ordem superior a 2, estabeleendo a forma normal
de Birkho até ordem 4.
Após determinada a forma normal para os termos de H de grau 2, para o aso geral de
um sistema 2N dimensional, que resultam da segunda derivada de H, determinam-se os
termos de ordem s > 2 por um proesso indutivo, supondo que os termos de H2, ..., Hs−1
já estão denidos. A forma normal a ser onstruída é obtida através da expansão de H
em termos de Qj e Pj , usando as variáveis omplexas Qj = wj + Izj , Pj = wj −Izj , para
j = 1, ..., N . Os termos da série têm a forma geral
QaP b =
N∏
j=1
Q
aj
j P
bj
j .
Este proesso indutivo onstitui a demonstração do Teorema de Birkho, apresentado a
seguir, para o qual é neessário o oneito de ressonânia entre os valores próprios.
Denição 15 (Ressonânia) Seja
~λ = (λ1, ..., λN ) o vetor de N valores próprios imagi-
nários puros (os restantes são os simétrios de
~λ e estão ordenados omo em (4.3)), obtidos
após diagonalização da matriz T A. Os valores próprios dizem-se ressonantes de ordem s
se existir ~κ = (κ1, ..., κN ) tal que
< ~κ,~λ >=
N∑
j=1
κjλj = 0 ∧
N∑
j=1
|κj | = s, κi ∈ Z. (5.12)
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Teorema 5 (Birkho) Se os valores próprios do sistema (4.2) não satisfazem nenhuma
ondição de ressonânia (5.12) até ordem r+ 1, então existe uma transformação anónia
na vizinhança da origem, tal que H se reduz à forma normal de Birkho de grau r om
preisão de ordem r + 1.
Demonstração: (Siegel [32℄)
A demonstração onsiste em determinar por indução a transformação anónia que
onverte o Hamiltoniano H na respetiva forma normal de Birkho. Denindo-se a função
geradora
G(~q, ~P ) =
N∑
j=1
qjPj +
+∞∑
s=3
Gs
em que Gs é um polinómio homogéneo de grau s nas variáveis qj , Pj , j = 1, ..., N . Veria-
se que G é onsistente para G2, pois H2(~q, ~p) já está na forma normal. As variáveis (~q, ~p)
e ( ~Q, ~P ) relaionam-se através de
~p =
∂G
∂~q
∧ ~Q = ∂G
∂ ~P
ou ainda
Qj = qj +
+∞∑
s=3
GsPj ∧ pj = Pj +
+∞∑
s=3
Gsqj , GsPj =
∂Gs
∂Pj
, Gsqj =
∂Gs
∂qj
. (5.13)
A transformação anónia
(~q, ~p) = (Ψ( ~Q, ~P ),Φ( ~Q, ~P ))
dene-se omo
qj = Qj +
+∞∑
s=2
Ψjs( ~Q, ~P ) ∧ pj = Pj +
+∞∑
s=2
Φjs( ~Q, ~P ), j = 1, ..., N, (5.14)
sendo Ψs ( ~Q, ~P ) e Φs ( ~Q, ~P ) polinómios homogéneos de grau s nas variáveis
Q1, ..., QN , P1, ..., PN .
A função H(~q, ~p) pode esrever-se em função de ( ~Q, ~P ) e nesse aso, obtém-se
H( ~Q, ~P ) = H(Ψ( ~Q, ~P ),Φ( ~Q, ~P )) =
N∑
j=1
λjQjPj +
+∞∑
s=3
Ks( ~Q, ~P ) (5.15)
sendo
Ks = K
′
s +K
′′
s =
N∑
j=1
λj
(
QjGsqj (
~Q, ~P )− PjGsPj ( ~Q, ~P )
)
+K ′′s
tal que Gsqj (
~Q, ~P ) representa o polinómio de termos om grau s − 1 que resultam da
substituição de ~q em Gsqj (~q,
~P ) por Ψ( ~Q, ~P ). De igual forma se obtêm os termos de
GsPj (
~Q, ~P ) de grau s − 1. O polinómio K ′s resulta da extração dos termos de grau s,
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obtidos por desenvolvimento de H2(Ψ( ~Q, ~P ),Φ( ~Q, ~P )) e K
′′
s são termos de grau s extraídos
de produtos de G3..., Gs−1 e da substituição de variáveis em H3, ..., Hs.
Supondo que os termos G2, ..., Gs−1 de G já estão determinados e que
K2 +K3 + ...+Ks−1 já está na forma pretendida, determinam-se os termos de Ks. Como
os monómios de Gs( ~Q, ~P ) se podem esrever na forma
P = ωajbj
∏
aj+bj=s
Q
aj
j P
bj
j , j = 1, .., N (5.16)
deduz-se que
Ks =
N∑
j=1
λj

ωajbjajQj
N∏
j=1
Q
aj−1
j P
bj
j − ωajbjbjPj
N∏
j=1
Q
aj
j P
bj−1
j

+K ′′s
=
N∑
j=1
λj(aj − bj)P +K ′′s .
Considerando que os oeientes dos monómios de parte literal igual a P que surgem em
K ′′s são da forma h¯ajbj e que os valores próprios não são ressonantes, todos os termos podem
ser eliminados, à exepção dos termos em que aj = bj para todo j = 1, ..., N , tal que
ωajbj = −
h¯ajbj∑
aj+bj=s
(as − bs)λj
. (5.17)
Assim sendo, se s for ímpar, os termos de Ks podem ser todos eliminados. Se s for par,
podem eliminar-se todos os termos exepto os que são do tipo P, om aj = bj para todo
j = 1, ..., N .
Os oeientes dos termos da forma Q
aj
j P
bj
j , aj = bj , j = 1, ..., N determinam-se de
modo que não existam na expressão
Γ = (Q1...QNP1...PN ) T (q1...qNp1...pN )T =
N∑
j=1
(pjQj − qjPj)
=
N∑
j=1
[
Qj
+∞∑
s=3
Gsqj (~q,
~P ) + Pj
+∞∑
s=3
GsPj (~q,
~P )
]
. (5.18)
Após a substituição de ~q na expressão (5.18) por Ψ( ~Q, ~P ) e extraíndo os monómios de
grau s obtém-se
Γs = Γ
′
s + Γ
′′
s =
N∑
j=1
[
QjGsqj (
~Q, ~P ) + PjGsPj (
~Q, ~P )
]
+ Γ′′s =
N∑
j=1
sGs( ~Q, ~P ) + Γ
′′
s ,
surgindo a última igualdade do fato de ser possível esrever os monómios de Gs na forma
(5.16).
Substituindo em (5.14) qj e pj pela igualdade denida em (5.13) obtém-se a relação
+∞∑
s=2
[
Ψjs( ~Q, ~P ) +GsPj (~q,
~P )
]
= 0 ∧
+∞∑
s=2
[
Φjs( ~Q, ~P ) +Gsqj (~q,
~P )
]
= 0
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da qual se extraem apenas os monómios de grau s após a substituição de ~q por Ψ( ~Q, ~P ).
Extraindo os termos de ordem s de
Ψ( ~Q, ~P ) +Gs+1Pj (
~Q, ~P ) +
s∑
k=3
Gk+1Pj( ~Q, ~P ) = 0
Φ( ~Q, ~P )−Gs+1Qj ( ~Q, ~P )−
s∑
k=3
Gk+1Qj( ~Q, ~P ) = 0
determinam-se os termos de Ψs( ~Q, ~P ) e de Φs( ~Q, ~P ). Note-se que os oeientes dos ter-
mos até ordem s de G e os termos até ordem s− 1 de (Ψ,Φ) são onheidos.⋄
A ideia da forma normal de Birkho é onjugar o Hamiltoniano H a um outro Hamil-
toniano K por um proesso iterativo até obter a hamada forma normal do Hamiltoniano
H. Seja K = K0 + K1 a forma normal de H, sendo K0 a parte integrável até uma deter-
minada ordem nita e K1 o resto não integrável. De fato K0 é uma série de potênias
que dependem apenas das ações, τj , j = 1, ..., N , (no aso de os valores próprios não
estarem em ressonânia), sendo estas N integrais do sistema K0, logo o sistema K0 é in-
tegrável e desreve movimentos quase-periódios no toro ~τ = (τ1, ..., τN ) om frequênias
∂K0
∂τj
, j = 1, ..., N .
Quando a transformação de Birkho onverge, o proesso para a obtenção da forma
normal permite a integração do sistema não-linear na vizinhança do ponto de equilíbrio
elíptio. No entanto, em geral, a transformação é divergente [32℄. A divergênia da trans-
formação de Birkho deve-se, em parte, aos denominadores pequenos que surgem nos oe-
ientes dos seus monómios (5.17), obtidos à usta da divisão por < ~κ,~λ >.
O fato da transformação de Birkho divergir não é impedimento para estudar o om-
portamento das soluções do Hamiltoniano H na vizinhança do ponto de equilíbrio através
da respetiva forma normal. As soluções do sistema não-linear H são aproximadas através
das soluções de um sistema H∗ que oinida até grau s om o sistema H e neste aso
a transformação de Birkho é onvergente, pois é trunada, deixando os termos de grau
s > 1.
A estabilidade das soluções de equilíbrio elíptias no aso em que H2 não tem sinal
denido, é garantida pelo teorema de Arnold-Moser, para quase todos os valores próprios
e para sistemas Hamiltonianos om 2 graus de liberdade.
Teorema 6 (Arnold-Moser) Seja H a função Hamiltoniana de um sistema om dois graus
de liberdade, expressa na forma normal de Birkho (5.3) tal que:
1. H é analítia numa vizinhança da origem.
2. os valores próprios do orrespondente sistema linearizado são da forma
λ1,3 = ±β1I e λ2,4 = ±β2I,
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om β1, β2 ∈ IR+, β1 6= β2 e I =
√−1
3. H2(w1, w2) = β1w1 − β2w2.
4. H4(w1, w2) =
1
2
[
ν11w
2
1 + 2ν12w1w2 + ν22w
2
2
]
5. κ1β1 − κ2β2 = 0 ∧ κ1 + κ2 < 5, om κ1, κ2 ∈ Z.
Se D = H4(β2, β1) 6= 0 então a origem é um ponto de equilíbrio estável segundo Lyapunov
do sistema Hamiltoniano.
Resumo da demonstração:
O espaço fase de um sistema Hamiltoniano om dois graus de liberdade tem dimensão
quatro. Como a superfíie de energia tem dimensão três, é possível onstruir uma seção
(ou mapa) de Poinaré do uxo, que preserva a área, de dimensão dois. O teorema da
existênia de urvas invariantes garante a existênia de urvas invariantes numa seção de
Poinaré, na vizinhança de um ponto de equilíbrio. Uma órbita om ondição iniial entre
duas urvas invariantes é impedida de se afastar do ponto de equilíbrio, o que prova a
estabilidade.
Ver [32℄.⋄
A estabilidade dos pontos de equilíbrio elíptios de um sistema Hamiltoniano onserva-
tivo om 2 graus de liberdade foi estabeleida por Arnold (1961) [5℄ substituindo a ondição
5 do teorema por κ1β1−κ2β2 = 0 ∧ κ1 +κ2 < +∞. A apliação do teorema de Arnold às
soluções equilaterais do PTCR planar deve-se a Leontovith (1962) [22℄ que veriou que D
não é identiamente nulo em µ2, deduzindo que estas soluções são estáveis na generalidade
das massas possíveis. Posteriormente, Moser observou que para assegurar a estabilidade
dos pontos de equilíbrio de um sistema Hamiltoniano om 2 graus de liberdade, era su-
iente a ondição 5 onsiderada no Teorema Arnold-Moser [4℄. A determinação de D e dos
valores de µ2 para os quais os pontos equilaterais são estáveis, foi onretizada por Deprit
& Deprit (1966) [13℄.
Teorema 7 (Deprit) Os pontos de equilíbrio triangulares do PTCR, om 0 < µ2 <
1
2 , são
estáveis para
µ2 ∈]0, µ2,0[ ∪ ]µ2,0, µ2,1[ ∪ ]µ2,1, µ2,2[ ∪ ]µ2,2, µ2,3[,
tal que:
µ2,0 =
1449−
√
1576995 + 966
√
199945
2898
,
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µ2,1 =
1
2
(
1−
√
213
15
)
,
µ2,2 =
1
2
(
1−
√
1833
45
)
,
µ2,3 =
1
2
(
1−
√
69
9
)
.
Demonstração:
Pela proposição 8 os valores próprios são imaginários puros distintos se µ2 < µ2,3. Assu-
mindo que |λ1| > |λ2|, os valores próprios são ressonantes se existirem dois números inteiros
κ1 e κ2 tais que
λ1κ2 + λ2κ1 = 0 ∧ |κ1|+ |κ2| ≤ 4.
Então, os valores próprios no intervalo ]0, µ2,3[ estão em ressonãnia nos asos em que
κ1
κ2
=
2
1
e em que
κ1
κ2
=
3
1
.
• Ressonânia 2
1
.
Os valores próprios são tais que: λ1 − 2λ2 = 0 ∧ λ21 + λ22 = −1 ⇐⇒ λ22 = −
1
5
.
Utilizando (4.13) obtém-se λ22 = −
1
5
⇐⇒ µ2 = 1
2
(
1±
√
1833
45
)
. Os valores próprios
são da forma
λ1 = −2
√
5
5
I ∧ λ2 =
√
5
5
I.
• Ressonânia 3
1
.
Os valores próprios são tais que: λ1 − 3λ2 = 0 ∧ λ21 + λ22 = −1 ⇐⇒ λ22 = −
1
10
.
Utilizando (4.13) obtém-se λ22 = −
1
10
⇐⇒ µ2 = 1
2
(
1±
√
213
15
)
. Os valores próprios
são da forma
λ1 = −3
√
10
10
I ∧ λ2 =
√
10
10
I.
Para que as ondições do teorema de Arnold-Moser sejam satisfeitas, é neessário exluir
do intervalo 0 < µ2 < µ2,3, os valores µ2,2 =
1
2
(
1−
√
1833
45
)
≈ 0.024294 e µ2,1 =
1
2
(
1−
√
213
15
)
≈ 0.013516. Os outros valores de ressonânias que veriam a ondição 4
do teorema de Arnold-Moser orrespondem a valores de µ2 /∈ ]0, µ2,3[.
Deprit & Deprit [13℄ alularam a quantidade
D = −1
8
36− 541λ21λ22 + 644λ41λ42
(1− 4λ21λ22)(4− 25λ21λ22)
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que se anula para os valores de
µ2 =
1449±
√
1576995± 966√199945
2898
.
Destes valores exlui-se
µ2,0 =
1449−
√
1576995 + 966
√
199945
2898
≈ 0.0109
por ser menor do que µ2,3. O gráo de D em função de µ2 pode ser observado na gura
5.1. Como D 6= 0, para os valores de µ2 onsiderados no teorema onlui-se que os pontos
de equilíbrio triangulares são estáveis. ⋄
0.01 0.02 0.03
-40
-20
20
40
D
µ2
µ2,3µ2,2µ2,1µ2,0
Figura 5.1: Gráo do determinante D em função da massa µ2.
Em relação à estabilidade dos pontos de equilíbrio triangulares nos asos de ressonânia
2 : 1 e 3 : 1, é possível estudá-la a partir de dois teoremas estabeleidos por Markeev [25℄.
Markeev também provou a estabilidade dos pontos triangulares do PTCR planar para
µ2 = µ2,0 [6℄. Os teoremas de Markeev, e o teorema de Arnold-Moser foram generalizados
por Cabral e Meyer (1998) [12℄. O estudo da estabilidade, no aso de ressonânias, pode
ser realizado através da transformação do sistema não-linear numa forma normal por um
proesso análogo ao utilizado na demonstração do Teorema de Birkho para a ausênia de
ressonânia. No entanto, os termos orrespondentes aos asos de ressonânia não podem
ser eliminados e, em aso de transformação para oordenadas polares, apareem termos
que dependem da variável ângulo.
A seguir é apresentado o teorema de Cetaev que será utilizado na demonstração dos
ritérios de instabilidade, estabeleidos por Markeev para os asos de ressonânias entre os
valores próprios 2 : 1 e 3 : 1, para um sistema Hamiltoniano om dois graus de liberdade.
Teorema 8 (Cetaev) Sejam ~xE um ponto de equilíbrio da EDO (1.23) e V uma vizinhança
de ~xE. Se existir um aberto V1 em V e uma função g : V −→ IR de C1 om as seguintes
propriedades:
1. g(x) > 0 e g˙(x) > 0, ∀ x ∈ V1;
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2. g(x) = 0, ∀ x ∈ Fr(V1) ∩ V ;
3. ~xE ∈ Fr(V1);
então, o ponto de equilíbrio é instável.
Demonstração: Supondo por ontradição que zero (assume-se ~xE = ~0) é um ponto de
equilíbrio estável, então
∀ǫ > 0 ∃0 < δ < ǫ : ‖~x0‖ ≤ δ =⇒ ‖~x(t, ~x0)‖ ≤ ǫ,∀ t ≥ 0.
Pela ondição 1 do teorema, se ~x0 ∈ V1 e g(~x(t, ~x0)) ∈ V1 então g(~x(t, ~x0)) > g(~x0). Pode,
então, denir-se o onjunto
R = {~x ∈ V : ‖~x‖ ≤ ǫ ∧ g(~x(t, ~x0)) ≥ g(~x0)}.
Como o onjunto R é ompato, a função g˙ assume um mínimo m > 0 em R, pois a função
g˙ é positiva em V1. Então
g(~x(t, ~x0)) = g(~x0) +
t∫
0
g˙(~x(s))ds ≥ g(~x0) +
t∫
0
m ds ≥ g(~x0) +mt. (5.19)
Por outro lado, omo o onjunto R é ompato, a função g tem um máximo M > 0, logo
g(~x(t)) ≤M (5.20)
para todo t ≥ 0. As ondições (5.19) e (5.20) são ontraditórias, logo a solução de equilíbrio
é instável.⋄
Teorema 9 (Markeev) Seja H = 2β2τ1− β2τ2 + δτ
1
2
1 τ2cos(θ1 + 2θ2) +O4 a forma normal
de um sistema Hamiltoniano. Se δ 6= 0 então o ponto de equilíbrio é instável.
Demonstração:
Para a ressonânia 2 : 1 e para λ1,2 = Iβ1,2, β1 = 2β2 e é possível eliminar todos os termos
de H de grau 3, à exepção daqueles em que α1 = 1 ∧ β2 = 2 ou α2 = 2 ∧ β1 = 1.
Markeev [25℄ determinou a transformação anónia que permite esrever o sistema H na
respetiva forma normal
H = λ1q1p1 + λ2q2p2 +Aq1p
2
2 +Bq
2
2p1 +O4,
onde A = x+ Iy e B = − β
2
2
2β1
(y + Ix). A mudança de oordenadas
(q1, q2, p1, p2) =
(
β
−1/2
1 (q
′
1 − Ip′1), β−1/22 (Iq′2 − p′2),
1
2
β
1/2
1 (−Iq′1 + p′1),
1
2
β
1/2
2 (q
′
2 − Ip′2)
)
transforma o Hamiltoniano H(q1, q2, p1, p2) em
H(q′1, q
′
2, p
′
1, p
′
2) =
1
2
β1(q
′2
1 + p
′2
1 )−
1
2
β2(q
′2
2 + p
′2
2 )
+
1
2
√
2β2
[
1
2
(q′22 − p′22 )(xq′1 + yp′1) + q′2p′2(yq′1 − xp′1)))
]
+O4
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Supondo x2 + y2 6= 0 é possível a mudança de oordenadas
(q′1, q
′
2, p
′
1, p
′
2) = (Q1cosθ − P1sinθ,Q2, Q1sinθ + P1cosθ, P2),
om sin θ = y√
x2+y2
∧ cos θ = x√
x2+y2
e
H(Q1, Q2, P1, P2) = β2(Q
2
1 + P
2
1 )−
1
2
(Q22 + P
2
2 )
−1
2
√
2β2(x2 + y2)
[
1
2
Q1(P
2
2 −Q22) + P1Q2P2
]
+O4.
Seja
F (Q1, Q2, P1, P2) =
1
2
P1(P
2
2 −Q22)−Q1Q2P2.
Existe uma vizinhança V do ponto de equilíbrio tal que no onjunto
V = {(Q1, Q2, P1, P2) ∈ V : Q1 < 0, P1 < 0, P2 < Q2 < 0}
• a função F é positiva;
• F˙ (t) = 12
√
2β2(x2 + y2)(Q
2
2+P
2
2 )
[
(Q22 + P
2
2 ) + 4(Q
2
1 + P
2
1 )
]
é positiva, se x2+y2 6= 0;
• se (Q1, Q2, P1, P2) ∈ Fr(V ) então F (~0) = 0;
• ~0 ∈ Fr(V ), onde Fr(V ) é a fronteira de V .
Estas ondições veriam o teorema de Cetaev, logo a origem é instável.
Efetuando a mudança de oordenadas para as oordenadas polares
(Q1, Q2, P1, P2) = (
√
2τ1cosθ1,
√
2τ2cosθ2,
√
2τ1sinθ1,
√
2τ2sinθ2)
o Hamiltoniano transforma-se em
H = 2β2τ1 − β2τ2 + δτ
1
2
1 τ2cos(θ1 + 2θ2) +O4,
om δ = 12
√
β2(x2 + y2). ⋄
Teorema 10 Os pontos de equilíbrio triangulares, L4 e L5, do PTCR no plano, são instá-
veis, em aso de ressonânia 2 : 1.
Demonstração:
De aordo om Cabral e Meyer [12℄, o Hamiltoniano H pode esrever-se, até ordem 3 omo
H = 2
√
5
5
τ1 −
√
5
5
τ2 +
11
√
11
18 4
√
5
τ
1
2
1 τ2cos(θ1 + 2θ2) +O4
Pelo teorema anterior, o ponto de equilíbrio é instável, pois δ =
11
√
11
18 4
√
5
. ⋄
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Teorema 11 (Markeev) Seja
H = 3β2τ1 − β2τ2 + δ1τ21 + δ2τ1τ2 + δ3τ22 + δ4τ
1
2
1 τ
3
2
2 cos(θ1 + 3θ2) +O5
a forma normal de um sistema Hamiltoniano quando os valores próprios estão em ressonân-
ia 3 : 1. Se
3
√
3|δ4| > |δ1 + 3δ2 + 9δ3|
então, o ponto de equilíbrio é instável.
Demonstração:
No aso da ressonânia 3 : 1, β1 = 3β2 e é possível eliminar todos os termos de H de grau
3 e os de grau 4, à exepção dos asos já onheidos e dos asos em que os expoentes de
Qaii P
bi
i são da forma a1 = 1 ∧ b2 = 3 ou a2 = 3 ∧ b1 = 1. Utilizando transformações
anónias semelhantes às utilizadas no teorema anterior, Markeev [25℄ determinou a forma
normal de H
H = λ1q1p1 + λ2q2p2 +Aq
2
1p
2
1 +Bq1q2p1p2 + Cq
2
2p
2
2 +Dq1p
3
2 + Eq
3
2p1 +O5,
onde D = x+ Iy e E = − 112β22(x− Iy). A mudança de oordenadas
(q1, q2, p1, p2) = (β
−1/2
1 (q
′
1 − Ip′1), β−1/22 (Iq′2 − p′2),
1
2
β
1/2
1 (−Iq′1 + p′1)),
1
2
β
1/2
2 (q
′
2 − Ip′2)
transforma o Hamiltoniano H(q1, q2, p1, p2) em
H(q′1, q
′
2, p
′
1, p
′
2) =
3
2
β2(q
′2
1 + p
′2
1 )−
1
2
β2(q
′2
2 + p
′2
2 )
−1
4
A(q′21 + p
′2
1 )
2 +
1
4
B(q′21 + p
′2
1 )(q
′2
2 + p
′2
2 )−
1
4
C(q′22 + p
′2
2 )
2
+
1
12
√
3β2
[
p′2(p
′2
2 − 3q′22 )(xp′1 − yq′1) + q′2(q′22 − 3p′22 )(yp′1 + xq′1)
]
+O5
Supondo x2 + y2 6= 0 é possível a mudança de oordenadas
(q′1, q
′
2, p
′
1, p
′
2) = (Q1cosφ− P1sinφ,Q2, Q1sinφ+ P1cosφ, P2),
om sinφ =
x√
x2 + y2
∧ cosφ = − y√
x2 + y2
. O Hamiltoniano é transformado em
H(Q1, Q2, P1, P2) =
3
2
β2(Q
2
1 + P
2
1 )−
1
2
β2(Q
2
2 + P
2
2 )−
1
4
A(Q21 + P
2
1 )
2 +
1
4
B(Q21 + P
2
1 )(Q
2
2 + P
2
2 )−
1
4
C(Q22 + P
2
2 )
+
1
12
β2
√
3(x2 + y2)
[
Q1P2(P
2
2 − 3Q22)− P1Q2(Q22 − 3P 22 )
]
+O5
As oordenadas polares
(Q1, Q2, P1, P2) = (
√
2r1cosθ1,
√
2r2cosθ2,
√
2r1sinθ1,
√
2r2sinθ2)
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transformam H(Q1, Q2, P1, P2) em
H(r1, r2, θ1, θ2) = 3β2r1 − β2 −Ar21 +Br1r2 − Cr22 +
1
3
β2
√
3(x2 + y2)r
1
2
1 r
3
2
2 sin(θ1 + 3θ2) +O5
Por m, a transformação anónia
(Q¯1, Q¯2, P¯1, P¯2) = (θ1 + 3θ2,−3θ1, 1
3
r2,−1
3
r1 +
1
9
r2)
permite esrever H(r1, r2, θ1, θ2) omo
H(Q¯1, Q¯2, P¯1, P¯2) = (−A+ 3B − 9C)P¯ 21 + 3(2A− 3B)P¯1P¯2 − 9AP¯ 22 − 9β2P¯2 +
3β2
√
x2 + y2P¯
3
2
1 (P¯1 − 3P¯2)
1
2 sin Q¯1 +O5
Seja
F (Q¯1, Q¯2, P¯1, P¯2) = 12
√
3
[
(18P¯2)
2 − (6P¯1)l
]
P¯
3
2
1 (P¯1 − 3P¯2)
1
2 cos Q¯1
Existe uma vizinhança V do ponto de equilíbrio tal que no onjunto
V = {(Q¯1, Q¯2, P¯1, P¯2) ∈ V : −(6P¯1)
l
2
18
< P¯2 <
(6P¯1)
l
2
18
, P¯1 > 0, cos Q¯1 < 0}
• a função F é positiva;
• para 2 < l < 3 e para P2 = 118R(6P1)
l
2
, om R ∈]− 1, 1[
F˙ (t) = 12
√
3[3l6lβ2
√
x2 + y2cos2Q¯1 + 12(1−R2)(3β2
√
x2 + y2 +
(−A+ 3B − 9C)sin Q¯1) + f(P¯1)]P¯ l+31 .
No desenvolvimento de F˙ (t) surgem expressões da forma (1 − P¯ l/2−11 )1/2. Como F˙
tem de ser positiva em V , l > 2. Também surge a expressão 1−
(
2
3
)3/2
R6(3l−9)/2
que toma valores positivos se l > 3.
Como f(P¯1) tende para zero, à medida que P¯1 tende para zero, F˙ (t) > 0 no onjunto
V se
3β2
√
x2 + y2 ≥ | −A+ 3B − 9C|.
• se (Q¯1, Q¯2, P¯1, P¯2) ∈ Fr(V ) então F (~0) = 0;
• ~0 ∈ Fr(V ), onde Fr(V ) é a fronteira de V .
Estas ondições veriam o teorema de Cetaev, logo a origem é instável. A função Hamil-
toniana H pode esrever-se omo
H = 3β2τ1 − β2τ2 + δ1τ21 + δ2τ1τ2 + δ3τ22 + δ4τ
1
2
1 τ
3
2
2 cos(θ1 + 3θ2) +O5,
om δ4 =
1
3
β2
√
3(x2 + y2), δ1 = −A, δ2 = B e δ3 = −C. Assim sendo, o ponto de
equilíbrio é instável se
3
√
3δ4 > |δ1 + 3δ2 + 9δ3|. ⋄
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Teorema 12 Os pontos de equilíbrio triangulares, L4 e L5, do PTCR são instáveis, em
aso de ressonânia 3 : 1.
Demonstração:
De aordo om Cabral e Meyer [12℄, o Hamiltoniano H pode esrever-se omo
H =
3
√
10
10
τ1 −
√
10
10
τ2 +
3
√
14277
80
τ
1
2
1 τ
3
2
2 cos(θ1 + 3θ2) +
309
2240
τ21
−1219
560
τ1τ2 +
79
1120
τ22 +O5,
veriando-se as ondições do teorema 11, pois
3
√
3δ4 = 9
√
42831
80
≈ 23.28
e
|δ1 + 3δ2 + 9δ3| = 12897
2240
≈ 5.76.
Logo, o ponto de equilíbrio é instável para µ2 = µ2,1. ⋄
Os resultados obtidos por Arnold, Moser e Markeev são válidos para sistemas Hamilto-
nianos om 2 graus de liberdade. Estes resultados e a respetiva apliação ao PTCR planar,
realizada por Leontovith, por Deprit & Deprit e por Markeev, enontram-se resumidos,
por ordem ronológia, na tabela 5.1. Além dos resultados apresentados na tabela, Mar-
keev [25℄ mostrou a estabilidade do PTCR planar orrespondente à razão entre massas
µ2 = µ2,0. Rera-se, ainda, que Sokolskii [33℄ apresentou ritérios para averiguar a estabil-
idade ou a instabilidade para qualquer sistema Hamiltoniano om dois graus de liberdade,
no aso em que os valores próprios têm módulos iguais, e os apliou ao PTCR planar,
onluindo a estabilidade dos pontos triangulares para o valor de µ2,3, orrespondente à
ressonânia entre os valores próprios 1 : 1.
A estabilidade de um ponto de equilíbrio elíptio é um problema resolvido no aso de um
sistema Hamiltoniano om dois graus de liberdade por Arnold [5℄, Moser [32℄, Markeev[25℄
e Sokolskii[33℄. Mais tarde, os resultado demonstrados por Arnold, Moser e Markeev foram
generalizados por Cabral e Meyer [12℄.
5.3 Apliações
A estabilidade linear dos pontos de equilíbrio elíptios do PTCR planar foi estabeleida
para 0 < µ2 < µ2,3. No entanto, omo foi demonstrado a estabilidade linear não implia
a estabilidade não linear, exluindo-se os valores de µ2 que orrespondem a ressonânias
entre os valores próprio 2 : 1 e 3 : 1. A instabilidade da órbita de um orpo C3, hipotétio,
que se enontre na vizinhança do ponto L4 de um hipotétio sistema de orpos C1−C2 tal
que os valores próprios estão em ressonânia 2 : 1, orrespondendo a µ2 = µ2,2, pode ser
5.3. APLICAÇÕES 71
observado nas guras 5.2 e 5.3. A trajetória de C3 enontra-se na vizinhança do ponto L4
até era de 2764 períodos orbitais de C2. Não é onheido no sistema solar nenhum par
de orpos C1 − C2 que orresponda a este valor de µ2 para o qual o ponto L4 é instável.
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Figura 5.2: Solução numéria do PTCR planar para valores próprios em ressonânia 2 : 1
e período de integração T , número de anos do orpo C2, om (a) T ∈ [0, 250] e (b)
T ∈ [2546, 2785].
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Figura 5.3: Solução numéria do PTCR planar para valores próprios em ressonânia 2 : 1
e período de integração T , número de anos do orpo C2, om T ∈ [2562, 2801].
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Ponto de equilíbrio Sistema Apliação Ponto de equilíbrio
elíptio Hamiltoniano PTCR planar L4 e L5
estável se Arnold (1961)
• κ1β1 − κ2β2 6= 0 e Leontovith (1962) estável para
|κ1|+ |κ2| < +∞ µ2 ∈]0, µ2,3[
• D 6= 0 exepto num
onjunto de
medida nula.
estável se Arnold-Moser
• κ1β1 − κ2β2 6= 0 e Andrée e Bartholomé estável para
|κ1|+ |κ2| < 5 Deprit (1966) µ2 ∈]0, µ2,3[
• D 6= 0 exepto
µ2,0, µ2,1 e µ2,2.
instável se Markeev (1967)
• valores próprios Markeev (1969) instável para µ2,2.
em ressonânia 2 : 1
• δ 6= 0
instável se
• valores próprios Markeev (1969) instável para µ2,1.
em ressonânia 3 : 1
• |δ4| >
√
3
18
|δ1 + 6δ2 + 9δ3|
Tabela 5.1: Estudo analítio da estabilidade dos pontos de equilíbrio elíptios de um sistema
Hamiltoniano om dois graus de liberdade, no aso em que a parte quadrátia H2 não tem
sinal denido, om apliação ao PTCR planar.
Capítulo 6
Caos, análise qualitativa e apliações
Nos dois apítulos anteriores foi estudada a estabilidade segundo Lyapunov de soluções de
equilíbrio do PTCR, no plano, no entanto, outras soluções podem ser estudadas omo é
o aso de órbitas periódias, uja estabilidade também é possível averiguar, e de órbitas
quase-periódias. Além destas soluções regulares, num sistema de EDOs não integrável
também podem surgir as denominadas soluções aótias.
A análise qualitativa de uma órbita periódia, introduzida por Poinaré, onsiste no
estudo do omportamento de órbitas om ondições iniiais próximas da órbita periódia.
Se estas permaneem para todo o tempo na sua vizinhança, a órbita periódia é onsiderada
estável. Este estudo qualitativo pode ser realizado através das denominadas seções de
Poinaré.
As órbitas aótias surgem em sistemas dinâmios não integráveis e um ritério objeti-
vo para as identiar é a existênia ou não de divergênia exponenial entre órbitas vizinhas.
Diz-se que duas órbitas vizinhas ψt(~x0) e ψt(~x0 + δ~x0), om δ > 0, δ → 0 apresentam de-
pendênia sensível às ondições iniiais (DSCI) se existir t > 0 tal que as órbitas divergem.
Para efeitos experimentais, se existir um valor χ > 0 tal que
d(t) ≈ d0exp(χt),
om
d(t) = ‖ψt(~x0)− ψt(~x0 + δ~x0)‖
designa-se a órbita ψ por órbita aótia [28℄. O valor de χ é quantiado pelos expoentes
araterístios de Lyapunov, nomeadamente pelo seu máximo (MECL).
Para a deteção de órbitas aótias podem ser estabeleidos outros ritérios, não quan-
titativos, omo o estudo do padrão gráo obtido por meio da evolução orbital ao longo
do tempo, exempliado, no PTCR planar, om a exentriidade de uma trajetória.
Na determinação algébria de soluções do problema de n orpos é utilizada a teoria
de perturbações. O PTCR, por exemplo, pode ser estudado a partir do sistema integrável
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de dois orpos C1 e C3 orrespondente ao Hamiltoniano H0, que quando sujeito à pertur-
bação do orpo C2 resulta no sistema Hamiltoniano H = H0 + µ2H1 não integrável. A
diuldade em enontrar soluções algébrias resulta do desenvolvimento de H em séries
de potênias normalmente divergentes, devido ao problema dos denominadores pequenos,
orrespondendo estes a ressonânias entre o movimento de dois orpos, C2 e C3 [4℄. Sendo,
em geral, difíil enontrar soluções algébrias para o PTCR, opta-se, neste apítulo, pelo
estudo da estabilidade de órbitas através de métodos numérios, um proedimento habitual
em meânia eleste [28℄.
Apesar da possibilidade de forneerem resultados quantitativos, a demora da integração
numéria das EDOs, assim omo o apareimento de erros numérios são problemas que
podem surgir na utilização de métodos numérios.
Neste apítulo é estudada a exentriidade de uma órbita ao longo do tempo, seções
de Poinaré e o máximo expoente de Lyapunov, no âmbito do PTCR planar, sendo parte
da análise qualitativa e quantitativa efetuada na vizinhança de pontos de equilíbrio.
A integração numéria das EDOs do PTCR no plano utilizada neste trabalho baseia-se
no método de Runge-Kutta de 4a ordem, que tem um erro de trunatura O(h5), sendo
h o passo de integração. A propagação do erro foi testada através do álulo em passos
intermédios do integral de Jaobi que, reorde-se, é um integral do PTCR.
Os programas utilizados para a determinação de seções de Poinaré e do Expoente de
Lyapunov enontram-se em apêndie.
6.1 Exentriidade
Na dinâmia do sistema solar, é possível analisar a evolução da posição de um orpo ao
longo do tempo por meio da evolução da exentriidade ou do semi-eixo maior da sua
órbita, sendo esta, para ada posição e veloidade, aproximada a uma órbita elíptia [28℄.
Integrando numeriamente as equações de movimento do orpo C3, relativas ao PTCR
planar, obtém-se a sua posição e veloidade num determinado instante, t. Deste modo
é possível alular para ada t o momento angular, l, o que permite obter um valor de
exentriidade, utilizando a equação (2.26), através da aproximação ao problema de dois
orpos, sendo estes C1 e C3.
Das igualdades (3.5), (3.6) e efetuando uma mudança de oordenadas de forma a
posiionar o orpo C1 na origem do referenial, deduz-se os valores de v
2
e de l, obtendo-se
v2 = (x˙− y)2 + (y˙ + x+ µ2)2
e
l = (x+ µ2)(y˙ + x+ µ2)− y(x˙− y).
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As fórmulas (2.25) e (2.26), obtidas no estudo do problema de dois orpos, e que
permitem obter o semi-eixo maior e a exentriidade da elipse, reesrevem-se do seguinte
modo
a =
(
2
d1
− v
2
µ1
)−1
(6.1)
e =
√
1− l
2
µ1a
. (6.2)
A seguir são apresentados alguns gráos de órbitas regulares e aótias para um
valor de µ2 = 10
−3
, que orresponde aproximadamente ao sistema Sol-Júpiter-C3, quando
adaptado ao modelo do PTCR. A gura 6.1 representa a variação do semi-eixo e da ex-
entriidade para uma órbita om as ondições iniiais x0 = 0.44, y0 = 0, x˙0 = 0 e y˙0
determinado tal que CJ = 3.06, um valor de onstante de Jaobi para o qual o movimento
é limitado, omo estudado no apítulo 3. Os gráos apresentam um padrão que se repete
ao longo do tempo o que dá a indiação de uma órbita regular, ontrastando om os gráos
da gura 6.2 que representam uma órbita, om as mesmas ondições iniiais à exepção de
x0 = 0.46, aparentemente aótia.
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Figura 6.1: Representação da variação do semi-eixo maior (a) e da exentriidade (b)
em função de T , períodos orbitais de C2, om ondição iniial (x0, y0, x˙0) = (0.44, 0, 0),
CJ = 3.06 e massa µ2 = 10
−3
.
Os gráos da gura 6.3 referem-se a uma órbita om ondições iniiais na vizinhança do
ponto de equilíbrio L4. Esta órbita, denominada tadpole, é regular e pode ser observada na
gura 6.5a para um tempo de integração de 32 anos do orpo C2. A gura 6.5b representa
a trajetória do orpo C3 para uma ondição iniial próxima do ponto de equilíbrio L1. De
aordo om a exentriidade da órbita (ver gura 6.4), a trajetória aparenta ser aótia.
A DSCI desta órbita pode ser observada na gura 6.6, onde para uma distânia de 10−6
entre as ondições iniiais, os gráos da exentriidade se separam para um período orbital
superior a 20. Foi onrmado que esta diferença entre as exentriidade das duas órbitas
não se deve a erros numérios, pois as soluções das EDOs são obtidas om erros O(10−14).
A deteção de órbitas aótias a partir do gráo da exentriidade deve ser onfrontada
om os resultados das respetivas seções de Poinaré e om o álulo dos expoentes de
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Lyapunov, onforme será tratado nas seções seguintes.
(a) (b)
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Figura 6.2: Representação da variação do semi-eixo maior (a) e da exentriidade (b) em
função de T , períodos de C2, om ondição iniial (x0, y0, x˙0) = (0.46, 0, 0), CJ = 3.06 e
massa µ2 = 10
−3
.
(a) (b)
0 50 100 150 2000.98
0.99
1
1.01
1.02
a
T
e
T
0 50 100 150 200
0.015
0.016
0.017
0.018
0.019
0.02
Figura 6.3: Representação da variação do semi-eixo maior (a) e da exentriidade (b)
em função de T , período de C2, om ondição iniial (x0, y0, x˙0) = (0.4925, 0.8595, 0),
CJ = 2.999 e µ2 = 10
−3
. O movimento de C3 efetua-se na vizinhança de L4.
6.2 Seções de Poinaré
Denição 16 (Seção loal) Considerando um sistema de EDOs tal omo denido em
(1.23), ~˙x = ~F (~x), ~F : O −→ IRn, seja Σ ⊂ IRn um hiperplano, isto é, um subespaço linear
de dimensão n − 1. Uma seção loal de ~F em ~x ∈ O é um aberto S num hiperplano Σ,
ontendo ~x e transverso a ~F , isto é, ~F (~x) /∈ Σ para todo ~x ∈ S.
Denição 17 (Função de Poinaré) Seja γ uma órbita periódia de período T , ~xP ∈ γ
e S uma seção loal de ~F em ~xP do sistema de EDOs (1.23). Existe uma vizinhança V
de ~xP e uma únia função τ : V −→ IR de C1 tal que φ(τ(~x), ~x) ∈ S, para todo ~x ∈ V e
τ(~xP ) = T . Pode denir-se a função p de lasse C
1
p : S ∩ V −→ S
~x 7−→ φ(τ(~x), ~x). (6.3)
Esta função designa-se por função de Poinaré.
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Figura 6.4: Representação da variação do semi-eixo maior (a) e da exentriidade (b) em
função de T , período de C2, om ondição iniial (x0, y0, x˙0) = (0.93, 0, 0), CJ = 3.0399 e
µ2 = 10
−3
. O movimento de C3 efetua-se na vizinhança do ponto de equilíbrio L1.
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Figura 6.5: (a) Órbita de C3 na vizinhança do ponto de equilíbrio L4 para um período de
integração de 32 anos do orpo C2. (b) Órbita de C3 na vizinhança do ponto de equilíbrio
L1 para um período de integração de 160 anos do orpo C2.
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Figura 6.6: Comparação da exentriidade entre duas órbitas om ondições iniiais próxi-
mas, (x0, y0, x˙0) = (0.93, 0, 0) (linha preta) e (x0, y0, x˙0) = (0.93 + 10
−6, 10−6, 0) (linha
inzenta) e CJ = 3.0399.
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O omportamento dos pontos, ~x0 ∈ V , de órbitas vizinhas da órbita ϕ, pode ser estu-
dado através da observação das iterações suessivas, pk(~x0), k ∈ Z, de p, transformando-se
o estudo das órbitas de um sistema dinâmio ontínuo no estudo das órbitas de um sistema
dinâmio disreto.
Note-se que nem sempre é possível estudar a órbita de uma solução de ~˙x = ~F (~x) a
partir da onstrução da função de Poinaré, pois a seção S é loal e pode existir um
k ∈ Z para o qual pk(~x) não esteja denido.
Num sistema Hamiltoniano om dimensão quatro, onservativo, as trajetórias estão
ontidas na superfíie tridimensional para as quais o Hamiltoniano H(~q, ~p) é uma onstante
h0, reduzindo-se deste modo uma dimensão ao problema. Construindo uma função de
Poinaré de forma a relaionar um par de variáveis onjugadas, reduz-se outra dimensão
ao problema e obtém-se a Seção de Poinaré. Esta onstrução permite obter um mapa
que preserva a área [3℄.
Os pontos xos da apliação de Poinaré orrespondem a pontos de órbitas periódias
do espaço fase e, reiproamente, os pontos de órbitas periódias do espaço fase orrespon-
dem a pontos xos, reduzindo-se deste modo o estudo da existênia de soluções periódias
ao estudo dos pontos xos de uma apliação que preserva a área.
É possível assoiar a uma solução periódia de um sistema dinâmio ontínuo Hamil-
toniano um mapa S que preserva a área om origem no ponto xo [3℄. Assim sendo a
apliação de Poinaré permite estender a noção de estabilidade de um ponto de equilíbrio
à estabilidade de uma órbita periódia, através do estudo da estabilidade do ponto xo do
mapa S.
De aordo om a denição de Seção de Poinaré e om a simbologia utilizada nos
apítulos anteriores, a posição de C3 é dada por ~x = (x, y) e a respetiva veloidade por
~˙x = (u, v). Fixando-se CJ(~x, ~˙x) = c0, om c0 > 0, é possível expressar v em função de x,
y e u:
v =
√
n2(x2 + y2) + 2
[
µ1
d1
+
µ2
d2
]
− u2 − c0.
Para denir uma seção do uxo deste sistema, xa-se, por exemplo, y = 0. A seção
de Poinaré será o onjunto de pontos (x, u), que resultam da interseção de uma órbita
om a seção, mantendo-se a direção do movimento. Estes pontos denem um padrão
que permite araterizar a respetiva órbita: quando o movimento de uma órbita é regu-
lar, a sua interseção om a seção é um ponto (órbita periódia) ou paree uma urva
difereniável (órbita quase-periódia), quando o movimento é aótio os pontos pareem
preenher de forma densa uma área do plano da seção de Poinaré [28℄. A gura 6.7
representa as seções de duas órbitas para as mesmas ondições iniiais da gura 6.1
e 6.2, da seção relativa à exentriidade, e onrma que à ondição iniial x0 = 0.44
orresponde uma órbita regular e à ondição iniial x0 = 0.46 uma órbita aótia. A
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gura 6.8a representa a seção da órbita aótia, representada na gura 6.5b, obtida para
ondições iniiais próximas do ponto de equilíbrio L1.
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Figura 6.7: Seções de Poinaré para a ondição iniial (a) x0 = 0.44 e (b) x0 = 0.46,
para CJ = 3.06 e µ2 = 10
−3
. O tempo de integração orresponde a 1592 períodos orbitais
do orpo C2. A gura (a) representa uma seção de uma órbita regular e a gura (b)
representa uma seção de uma órbita aótia.
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Figura 6.8: (a) Seção de Poinaré, orrespondente a uma órbita om ondição iniial
(x0, y0, u0) = (0.93, 0, 0), CJ = 3.0399 e µ2 = 10
−3
. (b) Seções de Poinaré de várias
trajetórias, om CJ = 3.04 e µ2 = 10
−3
.
A gura 6.8b representa um onjunto de urvas invariantes que rodeiam um ponto
xo elíptio, orrespondendo este a uma órbita periódia estável. As urvas orrespondem
a trajetórias quase-periódias. Na gura 6.9b observa-se a seção de duas trajetórias,
uma formada por uma adeia de três ilhas que rodeiam um ponto xo elíptio e outra que
"enlaça" a anterior e, próximo dos pontos onde essa urva se paree intersetar, enontram-
se pontos xos hiperbólios, ou seja, uma urva periódia instável. Na gura 6.10 pode
observar-se um ponto xo elíptio rodeado de urvas invariantes, uma adeia de 5 ilhas
que rodeiam um ponto xo elíptio e entre estes pontos elíptios enontra-se um ponto
hiperbólio aompanhados da respetiva separatriz. Existe outra adeia de 9 ilhas e entre
estas duas adeias de ilhas existe uma urva normalmente designada de urva KAM.
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Figura 6.9: (a) Seções de Poinaré para várias trajetórias, obtidas por variação de x0,
om CJ = 3.04, µ2 = 10
−3
e intervalo de tempo orrespondente a era de 1600 anos do
orpo C2. (b) Separatriz, obtida para a trajetória om ondição iniial x0 = 0.2, y0 = 0,
u0 = 0 e CJ = 3.04.
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Figura 6.10: Seções de Poinaré para várias trajetórias, obtidas por variação de x0, om
CJ = 3.06 e µ2 = 10
−3
6.3 Expoentes de Lyapunov
Num sistema Hamiloniano om dois graus de liberdade omo é o aso do PTCR planar,
é possível visualizar o omportamento das suas órbitas através, por exemplo, da represen-
tação de seções de Poinaré. Embora seja possível representar seções de Poinaré para
sistemas om três ou mais dimensões, a sua interpretação é ompliada [23℄. A distinção
entre órbitas regulares e órbitas aótias é importante para ompreender o omporta-
mento de sistemas dinâmios, onstituindo o álulo dos ECL (expoentes araterístios
de Lyapunov), nomeadamente o seu máximo, MECL (máximo expoente araterístio de
Lyapunov), uma ferramenta muito utilizada atualmente para testar a aotiidade de uma
órbita [28℄. A diuldade de alular algebriamente os ECL foi ontornada através do seu
álulo numério, obtendo-se uma estimativa do MECL. Neste trabalho adopta-se IMECL
(indiador do máximo expoente araterístio de Lyapunov) omo a estimativa de MECL.
Sejam ~x(t) e ~y(t) duas soluções, no espaço fase O ⊆ IRn, do sistema autónomo de n
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EDOs ~˙x = ~F (~x), om ondições iniiais ~x0 e ~y0 = ~x0 + δ~x0 tal que δ > 0 e δ → 0. A
distânia entre as trajetórias ~x(t) e ~y(t) ao longo do tempo é dada por ~ξ(t) = ~y(t)− ~x(t).
Através da expansão de
~F em série de Taylor na vizinhança de ~x(t), é possível obter a
evolução da distânia entre as trajetórias ao longo do tempo:
d
dt
~ξ =
d
dt
[~y(t)− ~x(t)] = ~F (~y)− ~F (~x) = ~F (~x+ ~ξ)− ~F (~x) = ∂
~F
∂~x
(~x(t))~ξ +O2, (6.4)
tal que O2 representa os termos de ordem 2 nas variáveis ξ1, ..., ξn. Sendo M =
∂ ~F
∂~x
, a
matriz Jaobiana da função
~F , da igualdade (6.4) obtém-se o sistema de n EDOs linear
~˙ξ = M(~x(t))~ξ ∧ ~ξ(0) = ~ξ0, ~ξ ∈ IRn. (6.5)
Denição 18 Seja X(t) a matriz solução de ~˙ξ = M(~x(t))~ξ e seja ~e um vetor em IRn.
Então o oeiente expansão na direção ~e ao longo da órbita que ontém ~x0 dene-se omo
λt(~x0, ~e) ≡ ‖X(t)~e‖‖~e‖ .
Denição 19 (ECL) O ECL na direção de ~e ao longo da órbita que ontém ~x0 dene-se
omo χ(~x0, ~e) = limt→∞
1
t
ln(λt(~x0, ~e)).
Denição 20 Diz-se que uma base ortonormal em IRn, {e1, e2, ..., en}, é base normal se
n∑
i=1
χ( ~x0, ~ei) tiver o seu mínimo nessa base.
Teorema 13 (Lyapunov (1966)) Se
• lim
t→∞ ln |det(X(t))| existe e é nito e;
• para ada base normal {e1, ..., en},
n∑
i=1
χ(~x0, ~ei) = lim
t→+∞
1
t
ln |det(X(t))|;
então χ(~x0, ~e) = lim
t→∞
1
t
lnλt(~x0, ~e) existe e é nito para qualquer vetor ~e ∈ IRn.
Demonstração:
Ver [24℄. ⋄
Os números χ(~x0, ~ei) designam-se por expoentes araterístios de Lyapunov. Este teo-
rema foi demonstrado por Lyapunov (1966) e por Oselede (1968), que demonstraram,
também, a existênia da base normal tal omo denida no teorema. Este resultado é im-
portante, pois apresenta uma simpliação da denição do ECL, que failita o seu álulo
numério.
Teorema 14 (Oselede (1968)) Seja χ(~x,~ei) = χi(~x), para 1 ≤ i ≤ n tal que χ1 ≥ χ2 ≥
... ≥ χn e sejam {σj(~x)}1≤j≤s os valores distintos de χi(~x), 1 ≤ i ≤ n e kj(~x) a respetiva
multipliidade. Para ada ~x ∈ IRn existem subespaços lineares H1, ..., Hs de IRn, tal que
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1. IRn = H1 ⊕ ...⊕Hs;
2. dim Hj = kj(~x), 1 ≤ j ≤ s;
3. se ~e 6= ~0, ~e ∈ Hj, então lim
t→±∞
1
|t| lnλt(~x,~e) = ±σj(~x), 1 ≤ j ≤ s;
4. se ~e 6= ~0, ~e ∈ H1⊕ ...⊕Hj, mas ~e /∈ H1⊕ ...⊕Hj−1, então χ(~x,~e) = σj(~x), 1 ≤ j ≤ s.
Demonstração:
Ver [29℄. ⋄
Com base neste teorema espera-se que, esolhendo um vetor ~e ao aaso, se enontre
χ(~x,~e) = χ1(~x) [8℄, sendo χ1(~x) o máximo expoente de Lyapunov da órbita ~x(t).
O maior dos expoentes de Lyapunov, χ1, permite inferir o omportamento da órbita ~x(t)
de um sistema dinâmio, sendo que, se χ1 > 0 a órbita ~x(t) é aótia e se χ1 ≈ 0 a órbita
~x(t) é regular. Uma vez que nem sempre é possível determinar algebriamente o expoente
de Lyapunov χ1 de uma determinada órbita ~x(t), existe a possibilidade da sua determinação
numéria, efetuando-se a integração numéria do sistema de EDOs (6.5) ao longo do
tempo. No entanto, omo não é possível a integração numéria para t −→ +∞, a evolução
do expoente de Lyapunov é seguida durante algum tempo e representada graamente.
Deste modo obtém-se IMECL, representado por χ∗1.
A linearização de (6.4) é denida loalmente o que signia que, se ξ(t) rese ao longo
de t e se afasta muito do valor iniial ξ0, χ1 deixa de ser uma medida orreta de divergênia
loal. Neste aso, é possível reesalar-se a órbita
~ξ(t) efetuando uma renormalização do
vetor distânia entre as órbitas, de ada vez que a distânia ξ(ti) > ξmax, om ξmax ∈ IR+,
mantendo-se a orientação relativa entre as órbitas. O valor ξmax pode ser esolhido de
forma a manter a linearização (6.5). De ada vez que se efetua uma renormalização pode
onsiderar-se, por exemplo,
~ξ(ti) = ~ξ(ti)
ξ0
ξ(ti)
.
Se houver m renormalizações da distânia entre as órbitas então a estimativa de χ1 será
dada por
χ∗1 =
1
tm
m∑
i=1
ln
[
ξ(ti)
ξ0
]
,
sendo m um número natural.
A evolução de χ∗1, num determinado intervalo de tempo é obtida através da represen-
tação gráa de log χ∗1 em função de log t. Na prátia, se a urva obtida tiver um delive
negativo onstante diz-se regular; se a urva apresentar uma inexão do delive que se
aproxima de 0 e o gráo onvergir para um determinado valor, então diz-se aótia [35℄.
De aordo om este ritério, a evolução dos IMECL representados na gura 6.11 india que
6.3. EXPOENTES DE LYAPUNOV 83
a órbita om ondições iniiais (x0, y0, u0, cj) = (0.44, 0, 0, 3.06) é regular e que a órbita om
ondições iniiais (x0, y0, u0, cj) = (0.46, 0, 0, 3.06) é aótia. O álulo do IMECL, repre-
sentado na gura 6.12, india que a órbita om ondições iniiais na vizinhança do ponto
de equilíbrio instável L1, om (x0, y0, u0, cj) = (0.93, 0, 0, 3.0399) e µ2 = 10
−3
, é aótia,
o que onrma os resultados obtidos nas seções anteriores. A órbita om ondições ini-
iais na vizinhança do ponto de equilíbrio L4, (x0, y0, u0, cj) = (0.4925, 0.8595, 0, 2.999),
µ2 = 10
−3
, é regular, omo india a evolução de χ∗1 representado na gura 6.13.
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Figura 6.11: Gráos dos IMECL relativos às órbitas regular (gráo inferior) e aótia
(gráo superior), de posições iniiais x0 = 0.44 e x0 = 0.46, respetivamente, om CJ =
3.06. A distânia iniial entre as respetivas órbitas vizinhas é ξ0 = 10
−6
.
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Figura 6.12: IMECL relativo à trajetória om as ondições iniiais x0 = 0.93, y0 = 0,
u0 = 0, CJ = 3.0399 e µ2 = 10
−3
, para um período de integração de 477465 anos do orpo
C2. A distânia iniial entre as órbitas vizinhas é 10
−6.
Os expoentes de Lyapunov por serem uma medida quantitativa são indiadores de aos
mais preisos do que as seções de Poinaré ou do que a evolução da exentriidade ao longo
do tempo, mas nem sempre é possível a sua obtenção algébria, e a integração numéria
é demorada para grandes esalas de tempo, o que, por vezes, implia longos tempos de
integração até ser possível pereber a verdadeira natureza da órbita.
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Figura 6.13: IMECL relativo à trajetória om as ondições iniiais x0 = 0.4925, y0 =
0.8595, u0 = 0 e CJ = 2.999, para um período de integração de 477465 anos do orpo C2.
A distânia iniial entre as órbitas vizinhas é 10−6.
6.4 Estabilidade numéria da órbita de Polydeues
Desde 1 de Julho de 2004 que a sonda Cassini foi apturada pela gravidade de Saturno,
em torno do qual orbita. Esta sonda foi enviada om vários objetivos, tais omo desobrir
novas luas de Saturno e obter as suas órbitas, obter melhores resultados de órbitas de
satélites já onheidos, investigar a evolução das órbitas dos satélites, investigar a estrutura
e a dinâmia dos anéis e explorar tanto Saturno omo algumas das suas luas. Imagens
obtidas por esta sonda permitiram a desoberta de vários satélites, nomeadamente de
Methone, de Pallene, que orbitam entre Mimas e Eneladus, e de Polydeues
1
que orbita
em torno do ponto Lagrangiano L5 de Dione [31℄. São onheidos, atualmente, dois
satélites que orbitam em torno dos pontos Lagrangianos L4, Helene, e L5, Polydeues,
do sistema Saturno-Dione. A órbita de Dione tem uma exentriidade próxima de zero,
e ≈ 0.0022 pelo que o seu movimento é aproximadamente irular. Além disso, Polydeues
tem massa omparativanente nula relativamente à massa de Dione e de Saturno. Deste
modo, o PTCR permite uma aproximação ao movimento de Polydeues, que é estudado
nesta seção. As ondições iniiais de Polydeues e de Dione referem-se à époa 1 de Janeiro
de 2005, 12 horas UTC e foram forneidas pelo grupo de Queen Mary, da universidade
de Londres, que trabalha om os dados enviados pela Cassini [9℄. As unidades físias
são esolhidas de modo que, tanto a distânia entre Dione e Saturno omo a veloidade
angular de Dione, sejam 1, obtendo-se a posição (x, y, z) ≈ (0.7831,−0.6519, 0.0027) e a
veloidade (x˙, y˙, z˙) ≈ (−0.0181,−0.0341, 0.0021). A razão entre as massas de Saturno e
de Dione é µ2 = 1.85× 10−6, valor que, de aordo om os resultados obtidos no apítulo 5
para o PTCR planar, permite onluir a estabilidade do ponto Lagrangiano L5. O fato do
ponto de equilíbrio ser estável não implia a estabilidade para o aso presente, uma vez que
Polydeues não se enontra exatamente, mas aproximadamente, em L5. Opta-se então
por um estudo numério da sua estabilidade através da análise da exentriidade, da seção
1
Estes são nomes provisórios, sendo os satélites identiados por S/2004 S1, S/2004 S2 e S/2004 S5,
respetivamente.
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de Poinaré e do IMECL. Como primeira aproximação onsidera-se este problema omo um
PTCR planar, ignorando-se a tereira oordenada da posição e a tereira oordenada da
veloidade das ondições iniiais de Polydeues. A órbita deste satélite é do tipo "tadpole"
e tem um período de aproximadamente 792 dias [31℄. Este movimento pode ser observado
na gura 6.14. A seção de Poinaré, obtida na gura 6.15, da órbita de Polydeues sugere
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Figura 6.14: Trajetória de Polydeues para um período de integração de 1035 anos de
Dione que orresponde a era de 2 anos terrestres.
que esta é quase-periódia. Também a representação gráa da exentriidade sugere que
a órbita é regular (ver gura 6.16b), numa esala de tempo de era de 8 anos.
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Figura 6.15: Seção de Poinaré relativa à trajetória de Polydeues para um período de
integração de 1.6× 105 períodos orbitais de Dione que orrespondem a era de 1227 anos.
A gura 6.17 sugere que para um tempo inferior a era de 3000 anos, a órbita de
Polydeues é regular, ando em aberto o problema da regularidade da órbita para um
tempo superior. Os resultados numérios desta seção são originais e será interessantes
ompará-los om resultados posteriores sobre a estabilidade de Polydeues.
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Figura 6.16: Representação da variação do semi-eixo maior (a) e da exentriidade (b) em
função do tempo, da órbita de Polydeues. A variável T refere-se a períodos orbitais de
Dione.
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Figura 6.17: Representação do IMECL da órbita de Polydeues planar para era de 120000
períodos orbitais de Dione.
Conlusão
Neste trabalho foi apresentado um método analítio para estudar a estabilidade de soluções
de equilíbrio do PTCR planar, omo um aso partiular de um sistema Hamiltoniano. O
PTCR, num referenial sinódio, tem ino pontos de equilíbrio: três pontos olineares e
dois pontos triangulares, desobertos por Euler e por Lagrange, respetivamente. O sis-
tema sinódio, introduzido por Euler, permitiu a desoberta, por parte de Jaobi, de um
integral de movimento [28℄, a designada onstante de Jaobi. Sendo o movimento do PTCR
araterizado por um sistema de EDOs não-linear, o estudo da estabilidade das soluções
de equilíbrio foi abordado, numa primeira fase, através da análise linear. Os pontos de
equilíbrio são de diferentes tipos, pelo que a estabilidade foi analisada utilizando diferentes
ténias. Assim sendo, a instabilidade dos pontos olineares e dos pontos triangulares
hiperbólios, do PTCR planar, foi obtida através da apliação de teoremas gerais da teo-
ria de equações difereniais ordinárias e, a estabilidade dos pontos triangulares elíptios,
surgiu da apliação de resultados obtidos para sistemas Hamiltonianos, om dois graus de
liberdade. Os pontos triangulares elíptios são linearmente estáveis quando a razão entre
as massas dos orpos massivos veria a ondição 0 < µ2 < 0.0385. Estes pontos aabam
por se revelar importantes, pois existem na sua vizinhança, por exemplo, asteróides em
sistemas Sol-Planeta e, satélites, em sistemas Saturno-satélite, que veriam a ondição
para a estabilidade linear.
A estabilidade não-linear dos pontos triangulares elíptios do PTCR planar foi garan-
tida para 0 < µ2 < 0.0385 à exepção de três valores de µ2 e foi estudada por Leontovith
e Deprit & Deprit através da apliação do teorema de Arnold e do teorema de Arnold-
Moser, respetivamente. Dois dos valores exluídos orrespondem a ressonânias, 2 : 1 e
3 : 1, entre os valores próprios do respetivo sistema linearizado, e, nestes asos, Markeev
demonstrou a instabilidade dos pontos de equilíbrio elíptios.
O teorema de Arnold-Moser permite onluir a estabilidade segundo Lyapunov de pon-
tos de equilíbrio elíptios de um sistema Hamiltoniano om dois graus de liberdade, mas
quando estendido a sistemas Hamiltonianos om N > 2 graus de liberdade, não garante
a estabilidade segundo Lyapunov, ou seja, a estabilidade para todo o tempo. Quando
N = 2 os toros invariantes têm dimensão dois e, portanto, dividem a superfíie de ener-
gia tridimensional em dois onjuntos disjuntos e, uma órbita om ondição iniial entre
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dois toros invariantes, permaneerá nessa região para todo o tempo. Se N ≥ 3, os toros
invariantes têm dimensão N e não dividem a superfíie de energia om dimensão 2N − 1
em regiões disjuntas. É, no entanto, possível obter uma estabilidade efetiva para sistemas
om três ou mais graus de liberdade, isto é, uma estabilidade para tempos superiores ao
tempo de vida do sistema físio em ausa. Existem diversos trabalhos publiados sobre
a estabilidade efetiva de asteróides. Um exemplo é o estudo apresentado por Skokos e
Dokoumetzidis (2001) em [14℄, onde mostram a existênia de uma região de estabilidade
efetiva, na vizinhança do ponto L4, do sistema Sol-Júpiter. Esta região inlui um asteróide
Troiano.
No presente trabalho foram revistos omo meios de deteção de aos, utilizados no
estudo da dinâmia do sistema solar, a evolução da exentriidade de uma órbita, a seção
de Poinaré e o álulo do indiador do máximo expoente de Lyapunov. Foi simulado
o movimento de orpos, om ondições iniiais na vizinhança dos pontos de equilíbrio
L1 e L4 do sistema Sol-Júpiter e estudada a órbita de Polydeues. Para averiguar a
regularidade de órbitas do PTCR planar proedeu-se à análise das exentriidades, das
seões de Poinaré e dos MECLs. Estes métodos omplementam-se, por exemplo, o MECL
não permite identiar, de entre as órbitas regulares, quais são ressonantes e quais são não
ressonantes, enquanto que a seção de Poinaré o permite. No aso do sistema Sol-Júpiter
foram enontrados exemplos de órbitas om araterístias de aotiidade e de órbitas om
araterístias de regularidade. Quanto a Polydeues, estudado omo um PTCR planar,
onluiu-se que a sua órbita é regular. Tanto quanto se sabe, este é um resultado original
que deverá ser omplementado om o estudo da órbita a três dimensões.
São apresentados, em seguida, algumas limitações das ténias aqui usadas e o re-
sumo de alguns resultados reentes sobre o PTCR. O álulo numério dos expoentes de
Lyapunov exige a solução das equações de movimento e das orrespondentes equações
variaionais, o que implia um esforço omputaional signiativo, ada vez maior, à me-
dida que se utilizam sistemas om mais dimensões. Quanto às seções de Poinaré, estas
também apresentam limitações, tornando-se difíeis de interpretar quando utilizadas em
sistemas Hamiltonianos om N > 2 graus de liberdade. Existem outros métodos para
estudar a dinâmia de uma órbita, omo é o aso do método da análise da frequênia
introduzido por Laskar (1988,1990) em [20, 21℄ para estudar o omportamento aótio do
sistema solar. Este método tem sido, desde então, apliado frequentemente à meânia
eleste, permitindo a distinção entre órbitas regulares e órbitas aótias e a identiação
do movimento ressonante através da análise das razões entre as frequênias. Reentemente,
Arevalo e Marsden (2004) em [2℄ apresentaram uma modiação ao método de análise da
frequênia e apliaram-no ao problema de transporte entre diferentes regiões do espaço, no
ontexto do PTCR.
Há vários trabalhos atuais que envolvem o estudo do PTCR. Um exemplo é o trabalho
apresentado por Font, Nunes e Simó (2002) em [15℄, onde é demonstrada a existênia de
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órbitas em que o orpo de massa negligeniável faz, ao longo do seu movimento, passagens
onseutivas muito próximas do orpo menos massivo. Estas órbitas são úteis, por exemplo,
para oloar objetos espaiais numa determinada órbita em torno do orpo mais massivo,
a baixo usto. Para além deste, existem outros trabalhos reentes que apliam o PTCR ao
estudo do movimento de asteróides Troianos, de satélites Troianos, omo é o aso de Telesto,
Calypso, Helene e ao estudo de órbitas de NEAs - near earth asteroids. É fundamental que
se ompreenda a população de asteróides om órbitas próximas da órbita da Terra, pois
existe a possibilidade de uma olisão entre um destes objetos e o planeta que habitamos.
Apêndie A
Programas
Os programas a seguir apresentados foram esritos em linguagem de programação C, uti-
lizando omo ompilador o turbo C. As variáveis utilizadas na integração das equações
difereniais (EDOs) são do tipo "double", efetuando-se a integração das EDOs em pre-
isão dupla.
A.1 Seção de Poinaré
/* Este programa determina os pontos de interseção de uma trajetória do sistema de
EDOs do PTCR om a seção de Poinaré z = 0. As EDOs de ordem 1 relativos ao PTCR
no plano (x˙, y˙, z˙, w˙) = f(x, y, z, w), sendo (x, z) a posição e (y, w) a veloidade do orpo
num determinado tempo de integração t, são integradas através do método de Runge-Kutta
de 4a ordem. */
#inlude <stdio.h>
#inlude <math.h>
#inlude <stdlib.h>
#dene ERRO 10−10
FILE *sp;
/*São denidas nas duas funções seguintes as funções f2 e f4 que resultam de f(x, y, z, w) =
(y, f2(x, y, z, w), w, f4(x, y, z, w)).*/
double f2(double x, double z, double w, double nu)
{
return 2 ∗ w + x − (1 − nu) ∗ (x + nu)/((pow(x + nu, 2)+pow(z, 2)∗sqrt(pow(x +
nu), 2)+pow(z, 2))) − nu ∗ (x − 1 + nu)/((pow(x − 1 + nu), 2)+pow(z, 2)∗sqrt(pow(x −
1 + nu, 2)
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+pow(z, 2)));
}
double f4(double x, double y, double z, double nu)
{
return−2∗y+z−(1−nu)∗z/((pow(x+nu, 2)+pow(z, 2)∗sqrt(pow(x+nu), 2)+pow(z, 2)))−
nu ∗ z/((pow(x− 1 + nu), 2)+pow(z, 2)∗sqrt(pow(x− 1 + nu, 2)
+pow(z, 2)));
}
/* A função "ler" lê:
• o tempo de integração iniial, t, e nal, tmax;
• a posição iniial, (x, z) e a veloidade iniial, (y, w);
• o número de iterações, n;
• o valor da menor massa normalizada, nu;
• a onstante de Jaobi, cj. */
void ler(double ∗t, double ∗x, double ∗y, double ∗z, double ∗cj, double ∗tmax, double ∗n,
double ∗nu)
{
printf("Introduza os seguintes dados:");
printf("\n-limite inferior do intervalo de tempo:");
sanf("%lf",t);
printf("\n-limite superior do intervalo de tempo:");
sanf("%lf",tmax);
printf("\n-o número de passos de integração:");
sanf("%lf",n);
printf("\n-o valor nu para a menor massa:");
sanf("%lf",nu);
printf("\n-a primeira omponente da posição iniial:");
sanf("%lf",x);
printf("\n-a segunda omponente da posição iniial:");
sanf("%lf",z);
printf("\n-a primeira omponente da veloidade iniial:");
sanf("%lf",y);
printf("\n-a onstante de Jaobi:");
sanf("%lf",cj);
}
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/* É na função "integraRK" que se desenvolve todo o proesso iterativo de integração
do sistema de EDOs relativo ao PTCR no plano, utilizando o método de Runge-Kutta
de 4a ordem para alular a respetiva solução, (x, y, z, w). As equações difereniais são
integradas até que se enontre uma solução próxima da seção da órbita pretendida, ou
seja, quando zt.zt+h < 0 e zt+h > 0. Neste aso, o passo, h, é suessivamente modiado
da forma h = 0.1h e as EDOs integradas até que se obtenham os valores de (x, y) om erro
absoluto inferior ao valor de ERRO. Depois de enontrado o primeiro ponto da seção de
Poinaré é retomado o passo h iniial e o proesso referido é suessivamente apliado até
que se atinja o tempo máximo de integração. */
void integraRK(double ∗t, double ∗x, double ∗y, double ∗z, double ∗w, double h, dou-
ble tmax, double nu, double (∗f2)(double, double, double, double), double (∗f4)(double,
double, double, double))
{
double k1,k2,k3,k4,l1,l2,l3,l4,m1,m2,m3,m4,n1,n2,n3,n4;
double auxx,auxy,auxz,auxt,auxh,sx,sy;
int i,dim;
auxh = h;
dim = 0;
do
{
auxx = x[0];
auxy = y[0];
auxz = z[0];
auxw = w[0];
auxt = t[0];
k1 = h ∗ y[0];
l1 = h ∗ (∗f2)(x[0], z[0], w[0], nu);
m1 = h ∗ w[0];
n1 = h ∗ (∗f4)(x[0], y[0], z[0], nu);
k2 = h ∗ (y[0] + l1/2);
l2 = h ∗ (∗f2)(x[0] + k1/2, z[0] +m1/2, w[0] + n1/2, nu);
m2 = h ∗ (w[0] + n1/2);
n2 = h ∗ (∗f4)(x[0] + k1/2, y[0] + l1/2, z[0] +m1/2, nu);
k3 = h ∗ (y[0] + l2/2);
l3 = h ∗ (∗f2)(x[0] + k2/2, z[0] +m2/2, w[0] + n2/2, nu);
m3 = h ∗ (w[0] + n2/2);
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n3 = h ∗ (∗f4)(x[0] + k2/2, y[0] + l2/2, z[0] +m2/2, nu);
k4 = h ∗ (y[0] + l3);
l4 = h ∗ (∗f2)(x[0] + k3, z[0] +m3, w[0] + n3, nu);
m4 = h ∗ (w[0] + n3);
n4 = h ∗ (∗f4)(x[0] + k3, y[0] + l3, z[0] +m3, nu);
x[0] = x[0] + (k1 + 2.0 ∗ k2 + 2.0 ∗ k3 + k4)/6.0
y[0] = y[0] + (l1 + 2.0 ∗ l2 + 2.0 ∗ l3 + l4)/6.0
z[0] = z[0] + (m1 + 2.0 ∗m2 + 2.0 ∗m3 +m4)/6.0
w[0] = w[0] + (n1 + 2.0 ∗ n2 + 2.0 ∗ n3 + n4)/6.0
if(auxz ∗ z[0] < 0 && z[0] > 0)
{
if(fabs(x[0]− auxx >= ERRO || fabs(y[0]− auxy) >= ERRO)
{
h = 0.1 ∗ h;
x[0] = auxx;
y[0] = auxy;
z[0] = auxz;
w[0] = auxw;
t[0] = auxt;
}
else
{
sx = (x[0] + auxx)/2;
sy = (y[0] + auxy)/2;
fprintf(sp,"n%.20f\t%.20f\n",sx,sy);
+ + dim;
h = auxh;
}
}
}
while(t[0] < tmax)
}
/* Na função "resolveEM3C" :
• é hamada a função "ler";
• é alulado o valor de w através do integral de Jaobi;
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• é hamada a função "integraRK", onde se integra o sistema de EDOs e se determina
os pontos de interseção om a seção de Poinaré;
• é determinado o passo de integração h.
Os valores de saída, (x, y) são enviados para o heiro "sepoin". */
void resolveEM3C()
{
double t[0], x[1], y[3], z[1], w[1], h, tmax, n, nu, cj;
ler(t, x, z, &tmax, &n, &nu);
w[0] =sqrt(x[0]∗x[0]+z[0]∗z[0]+2∗(1−nu)/sqrt((x[0]+nu)∗(x[0]+nu)+z[0]∗z[0]))
+2 ∗ nu/(sqrt((x[0]− 1 + nu) ∗ (x[0]− 1 + nu) + z[0] ∗ z[0]))− y[0] ∗ y[0]− cj);
h = (tmax− t[0])/n;
integraRK(t, x, y, z, w, h, tmax, nu, f2, f4);
}
int main(void)
{
sp=fopen("sepoin","w");
printf("Seções de Poinaré\n");
resolveEM3C();
flose(sp);
return 1;
}
A.2 Expoentes de Lyapunov
/* Este programa alula o máximo expoente de Lyapunov, utilizando o método de Runge-
Kutta de 4a ordem para a integração de equações difereniais (EDOs) de ordem 1. São
integrados o sistema de EDOs não-linear do problema de três orpos restrito no plano
(x˙, y˙, z˙, w˙) = f(x, y, z, w), sendo (x, z) a posição e (y, w) a veloidade do orpo num deter-
minado tempo de integração t, e o sistema de EDOs linear (d˙1, d˙2, d˙3, d˙4) = J(d1, d2, d3, d4)T ,
sendo (d1, d3) a posição e (d2, d4) a veloidade num determinado tempo de integração t e
J a matriz Jaobiana da função f em ada (x, y, z, w).*/
#inlude <stdio.h>
#inlude <math.h>
FILE *el;
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#dene MAXDIST 10−2
#dene NPONTOS 106
/*São denidas nas duas funções seguintes as funções f2 e f4 que resultam de f(x, y, z, w) =
(y, f2(x, y, z, w), w, f4(x, y, z, w)).*/
double f2(double x, double z, double w, double nu)
{
return 2∗w+x− (1−nu)∗ (x+nu)/((pow(x+nu, 2)+pow(z, 2))∗sqrt(pow(x+nu), 2)
+pow(z, 2)))−nu∗(x−1+nu)/((pow(x−1+nu), 2)+pow(z, 2)∗sqrt(pow(x−1+nu, 2)
+pow(z, 2)));
}
double f4(double x, double y, double z, double nu)
{
return −2 ∗ y + z − (1− nu) ∗ z/((pow(x + nu, 2)+pow(z, 2))∗sqrt(pow(x + nu), 2)
+pow(z, 2)))− nu ∗ z/((pow(x− 1 + nu), 2)+pow(z, 2)∗sqrt(pow(x− 1 + nu, 2)
+pow(z, 2)));
}
/* São denidas nas duas funções seguintes as funções j2 e j4 que resultam de J(d1, d2, d3, d4) =
(d2, j2(d1, d2, d3, d4), d4, j4(d1, d2, d3, d4))*/
double j2(double x, double z, double d1, double d2, double d3, double nu)
{
return 2∗d4+3∗d3∗(1−nu)∗(x+nu)∗z/(pow((x+nu)∗(x+nu)+z∗z, 2)∗sqrt((x+nu)∗
(x+nu)+z∗z))+3∗d3∗nu∗(x−1+nu)∗z/pow((x−1+nu)∗(x−1+nu)+z∗z, 2)∗sqrt((x−
1+nu)∗(x−1+nu)+z ∗z))+d1−d1∗((1−nu)∗(z ∗z−2∗(x+nu)∗(x+nu))/(pow((x+
nu)∗ (x+nu)+z ∗z, 2)∗sqrt((x+nu)∗ (x+nu)+z ∗z))+nu∗ (z ∗z−2∗ (x−1+nu)∗ (x−
1+nu))/(pow((x−1+nu)∗(x−1+nu)+z ∗z, 2)∗sqrt((x−1+nu)∗(x−1+nu)+z ∗z)));
}
double j4(double x, double z, double d1, double d3, double d4, double nu)
{
return −2∗d2+d3−d3∗((1−nu)∗((x+nu)∗(x+nu)−2∗z∗z)/(pow((x+nu)∗(x+nu)+
z∗z, 2)∗sqrt((x+nu)∗(x+nu)+z∗z))+nu∗((x−1+nu)∗(x−1+nu)−2∗z∗z)/(pow((x−
1+nu)∗(x−1+nu)+z∗z, 2)∗sqrt((x−1+nu)∗(x−1+nu)+z∗z))+d1∗(1−nu)∗3∗(x+
nu)∗z/(pow((x+nu)∗(x+nu)+z∗z, 2)∗sqrt((x+nu)∗(x+nu)+z∗z))+3∗d1∗nu∗(x−
1+nu)∗z/(pow((x−1+nu)∗(x−1+nu)+z∗z, 2)∗sqrt((x−1+nu)∗(x−1+nu)+z∗z)));
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}
/* A função "ler" lê:
• o tempo de integração iniial, t, e nal, tmax;
• a posição iniial, (x, z) e a veloidade iniial, (y, w);
• a perturbação da posição iniial δ, (d1, d3) = (δ, δ) e da veloidade iniial, (d2, d4) =
(δ, δ);
• o número de iterações, n;
• o valor da menor massa normalizada, nu;
• a onstante de Jaobi, cj. */
void ler(double ∗t, double ∗x, double ∗y, double ∗z, double d1, double d2, double d3,
double ∗cj, double ∗tmax, double ∗n, double ∗nu)
{
printf("Introduza os seguintes dados:");
printf("\n-limite inferior do intervalo de tempo:");
sanf("%lf",t);
printf("\n-limite superior do intervalo de tempo:");
sanf("%lf",tmax);
printf("\n-o número de passos de integração:");
sanf("%lf",n);
printf("\n-o valor nu para a menor massa:");
sanf("%lf",nu);
printf("\n-a primeira omponente da posição iniial:");
sanf("%lf",x);
printf("\n-a segunda omponente da posição iniial:");
sanf("%lf",z);
printf("\n-a primeira omponente da veloidade iniial:");
sanf("%lf",y);
printf("\n-a primeira omponente da posição iniial modiada:");
sanf("%lf",d1);
printf("\n-a segunda omponente da posição iniial modiada:");
sanf("%lf",d3);
printf("\n-a primeira omponente da veloidade iniial modiada:");
sanf("%lf",d2);
printf("\n-a onstante de Jaobi:");
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sanf("%lf",cj);
}
/* É na função "integraRK" que se desenvolve todo o proesso iterativo de integração das
duas EDOs, utilizando o método de Runge-Kutta de 4a ordem para alular (x, y, z, w) e,
repetindo-o para alular (d1, d2, d3, d4). As equações são integradas até que a distânia
entre as órbitas seja inferior a um valor denido por MAXDIST ou até que termine o tempo
de integração. */
void integraRK(double ∗t, double ∗x, double ∗y, double ∗z, double ∗w, double h, dou-
ble tmax, double dist1, double nu,double (∗f2)(double, double, double, double), double
(∗f4)(double, double, double, double), double (∗j2)(double, double, double, double, dou-
ble, double), double (∗j4)(double, double, double, double, double, double),double ∗d1,
double ∗d2, double ∗d3, double ∗d4,double disti, double soma, double dist, double lb)
{
double k1,k2,k3,k4,l1,l2,l3,l4,m1,m2,m3,m4,n1,n2,n3,n4;
int cont;
do
{
k1 = h ∗ y[0];
l1 = h ∗ (∗f2)(x[0], z[0], w[0], nu);
m1 = h ∗ w[0];
n1 = h ∗ (∗f4)(x[0], y[0], z[0], nu);
k2 = h ∗ (y[0] + l1/2);
l2 = h ∗ (∗f2)(x[0] + k1/2, z[0] +m1/2, w[0] + n1/2, nu);
m2 = h ∗ (w[0] + n1/2);
n2 = h ∗ (∗f4)(x[0] + k1/2, y[0] + l1/2, z[0] +m1/2, nu);
k3 = h ∗ (y[0] + l2/2);
l3 = h ∗ (∗f2)(x[0] + k2/2, z[0] +m2/2, w[0] + n2/2, nu);
m3 = h ∗ (w[0] + n2/2);
n3 = h ∗ (∗f4)(x[0] + k2/2, y[0] + l2/2, z[0] +m2/2, nu);
k4 = h ∗ (y[0] + l3);
l4 = h ∗ (∗f2)(x[0] + k3, z[0] +m3, w[0] + n3, nu);
m4 = h ∗ (w[0] + n3);
n4 = h ∗ (∗f4)(x[0] + k3, y[0] + l3, z[0] +m3, nu);
x[0] = x[0] + (k1 + 2.0 ∗ k2 + 2.0 ∗ k3 + k4)/6.0
y[0] = y[0] + (l1 + 2.0 ∗ l2 + 2.0 ∗ l3 + l4)/6.0
z[0] = z[0] + (m1 + 2.0 ∗m2 + 2.0 ∗m3 +m4)/6.0
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w[0] = w[0] + (n1 + 2.0 ∗ n2 + 2.0 ∗ n3 + n4)/6.0
k1 = h ∗ d2[0];
l1 = h ∗ (∗j2)(x[0], z[0], d1[0], d3[0], d4[0], nu);
m1 = h ∗ d4[0];
n1 = h ∗ (∗j4)(x[0], z[0], d1[0], d3[0], nu);
k2 = h ∗ (d2[0] + l1/2);
l2 = h ∗ (∗j2)(x[0], z[0], d1[0] + k1/2, d3[0] +m1/2, d4[0] + n1/2, nu);
m2 = h ∗ (d4[0] + n1/2);
n2 = h ∗ (∗j4)(x[0], z[0], d1[0] + k1/2, d2[0] + l1/2, d3[0] +m1/2, nu);
k3 = h ∗ (d2[0] + l2/2);
l3 = h ∗ (∗j2)(x[0], z[0], d1[0] + k2/2, d3[0] +m2/2, d4[0] + n2/2, nu);
m3 = h ∗ (d4[0] + n2/2);
n3 = h ∗ (∗j4)(x[0], z[0], d1[0] + k2/2, d2[0] + l2/2, d3[0] +m2/2, nu);
k4 = h ∗ (d2[0] + l3);
l4 = h ∗ (∗j2)(x[0], y[0], d1[0] + k3, d3[0] +m3, d4[0] + n3, nu);
m4 = h ∗ (d4[0] + n3);
n4 = h ∗ (∗j4)(x[0], z[0], d1[0] + k3, d2[0] + l3, d3[0] +m3, nu);
d1[0] = d1[0] + (k1 + 2.0 ∗ k2 + 2.0 ∗ k3 + k4)/6.0
d2[0] = d2[0] + (l1 + 2.0 ∗ l2 + 2.0 ∗ l3 + l4)/6.0
d3[0] = d3[0] + (m1 + 2.0 ∗m2 + 2.0 ∗m3 +m4)/6.0
d4[0] = d4[0] + (n1 + 2.0 ∗ n2 + 2.0 ∗ n3 + n4)/6.0
dist1 =sqrt(d1[0] ∗ d1[0] + d2[0] ∗ d2[0] + d3[0] ∗ d3[0] + d4[0] ∗ d4[0]);
t[0] = t[0] + h;
dist=sqrt(d1[0] ∗ d1[0] + d3[0] ∗ d3[0]);
lb = (soma+ log(dist/disti))/t[0];
energia = −(w[0] ∗w[0]+ y[0] ∗ y[0])+x[0] ∗x[0]+ z[0] ∗ z[0]+2 ∗ (1−nu)/(sqrt((x[0]
+nu)∗(x[0]+nu)+z[0]∗z[0]))+2∗nu/(sqrt((x[0]−1+nu)∗(x[0]−1+nu)+z[0]∗z[0]));
fprintf(el,”\n%.5f\t%.10f”, t[0], lb);
}
while(dist1 < MAXDIST && t[0] < tmax);
}
/* Na função "ExpLyapunov" :
• é hamada a função "ler";
• são alulados w e d4 através do integral de Jaobi;
• é alulado o vetor distânia entre as duas posições iniiais, (d1, d2, d3, d4);
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• é hamada a função "integraRK" durante o primeiro intervalo de tempo em que a
distânia entre as suas órbitas é inferior ao valor denido por MAXDIST e depois, su-
essivamente é renormalizada a distânia sempre que esta seja superior a MAXDIST,
e é hamada a função "integraRK" , até atingir o tempo máximo de integração.
Algumas das variáveis utilizadas nesta função são:
• disti - norma da posição iniial (d1, d3);
• dist - norma de (d1, d3) ao longo do proesso iterativo;
• soma - soma os valores de log(dist/disti), obtidos ao longo das renormalizações;
• h - passo de integração;
• lb - expoente de Lyapunov alulado ao longo do proesso iterativo.
Os valores de saída que são, por esta ordem, o tempo e o expoente de Lyapunov, são
enviados para o heiro "expLyp". */
void ExpLyapunov()
{
double t[1],x[1],y[1],z[1],w[1],h,tmax,n,nu,cj,dist1,disti;
double d1[1],d2[1],d3[1],d4[1],dist,soma,lb,dist0;
ler(t, x, y, z, d1, d2, d3,&cj,&tmax,&n,&nu);
lb = 0;
dist0 =sqrt(d1[0] ∗ d1[0] + d2[0] ∗ d2[0] + d3[0] ∗ d3[0] + d4[0] ∗ d4[0]);
disti =sqrt(d1[0] ∗ d1[0] + d3[0] ∗ d3[0];
soma = 0;
h = (tmax− t[0])/n;
do
{
dist1 =sqrt(d1[0] ∗ d1[0] + d2[0] ∗ d2[0] + d3[0] ∗ d3[0] + d4[0] ∗ d4[0]);
integraRK(t,x,y,z,w,h,tmax,dist1,nu,f2,f4,j2,j4,d1,d2,d3,d4,disti,soma,dist,lb);
dist =sqrt(d1[0] ∗ d1[0] + d3[0] ∗ d3[0]);
d1[0] = d1[0] ∗ dist0/dist1;
d2[0] = d2[0] ∗ dist0/dist1;
d3[0] = d3[0] ∗ dist0/dist1;
d4[0] = d4[0] ∗ dist0/dist1;
soma = soma+ log(dist/disti);
lb = soma/t[0];
}
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while (t[0] < tmax);
}
int main(void)
{
el=fopen("expLyp","w");
printf("Máximo Expoente de Lyapunov\n");
ExpLyapunov();
flose(el);
return 1;
}
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