Quantum State Transfer through Noisy Quantum Cellular Automata by Avalle, Michele et al.
Quantum State Transfer through Noisy Quantum Cellular Automata
Michele Avalle,1, ∗ Marco G. Genoni,1 and Alessio Serafini1
1Department of physics and Astronomy, University College London, Gower Street, London, WC1E 6BT
(Dated: November 6, 2018)
We model the transport of an unknown quantum state on one dimensional qubit lattices by means
of a quantum cellular automata evolution. We do this by first introducing a class of discrete noisy
dynamics, in the first excitation sector, in which a wide group of classical stochastic dynamics is
embedded within the more general formalism of quantum operations. We then extend the Hilbert
space of the system to accommodate a global vacuum state, thus allowing for the transport of initial
on-site coherences besides excitations, and determine the dynamical constraints that define the class
of noisy quantum cellular automata in this subspace. We then study the transport performance
through numerical simulations, showing that for some instances of the dynamics perfect quantum
state transfer is attainable. Our approach provides one with a natural description of both unitary
and open quantum evolutions, where the homogeneity and locality of interactions allow one to take
into account several forms of quantum noise in a plausible scenario.
I. INTRODUCTION
The transfer of a quantum state between two or more different points in space is an important task in quantum
information processing. To this end, arrays of permanently coupled quantum systems in which quantum state transfer
is accomplished through free dynamical evolution - also knows as spin chains [1, 2] - have drawn substantial attention
in the last ten years, up to the point of establishing themselves as a self standing area of study [3–8],
A class of systems intimately related to spin chains [3, 4] is represented by quantum walks, the (either continuous
or discrete time evolving) quantum counterpart to random walks on a lattice [9–11]. Although originally introduced
to investigate quantum speedups over classical algorithms [12, 13], quantum walks have been applied to the problem
of state transport as well, proving the capability to achieve perfect state transfer, even though usually under the
engineering of rather restrictive dynamical protocols (e.g. [3, 4, 14]; see also [15] and references therein).
Here we study coherent quantum state transfer on lattices governed by quantum cellular automata [16, 17]. These
systems are substancially different but nevertheless in a sense closely related to spin chains and quantum walks [16].
Quantum cellular automata (QCA) can be described as a set of quantum systems (cells) on a d-dimensional regular
lattice evolving in discrete time steps according to a certain fixed transition rule. This rule has to be local (information
cannot travel faster than some fixed number of cells per time step) and the global dynamics must be translationally
invariant, such that the physics is homogeneous across the lattice. Because of this “physics-like”structure and the
inherent parallelism, QCA were first envisaged as potentially versatile and interesting models for quantum computation
and quantum simulation [18, 19]. In recent years, unitary QCA have attracted attention as models for both specific
quantum information processing tasks [20] and as underlying models of emergent causal theories such as quantum field
theory [21–25] and quantum gravity [26, 27]. The model we adopt here, first introduced in [28], detaches itself from
all the above mentioned approaches in that, while maintaining causality of interactions and translational invariance,
we will drop the unitarity requirement. The class of QCA we will consider is indeed defined within the more general
formalism of CP-maps, in which quantum noise is naturally a part of the picture and the dynamics is suitable to
describe the evolution of both open and close quantum systems. This framework then allows for a description of
quantum state transfer processes in which the effects related to a certain degree of unavoidable coupling between
system and environment can be taken into account, which is something that has been very little explored so far in
this context (with the notable exception of [29]; also see [30, 31], where the whole quantum walk dynamics is unitary
and noise and mixedness are introduced by partial tracing over the position degrees of freedom).
In general, when dealing with spatially discrete quantum systems, the aim of the protocol is to transfer with unit
fidelity an unknown arbitrary quantum state from a sender to a receiver through a network of interacting quantum
systems, which is initially in its ground (or “vacuum”) state. If qubits are considered, then a generic state prepared
on the sender qubit s (|ψ〉s = α|0〉s + β|1〉s) must be dynamically transported through the network in a finite time t∗
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2to the receiver qubit r (and possibly read out):
|ψ〉s ⊗ |00 . . . 0〉network ⊗ |0〉r t
∗<∞−→ |φ〉 ⊗ |ψ〉r (1)
where the resulting state of network and sender |φ〉 at the end of the process does not matter. Of course a sequence
of unitary swap gates would be a straightforward solution, but it would require a considerable amount of control over
the dynamics as well as complete absence of noise. Since we are interested in venturing into the noisy regime, Eq.(1)
must be recast into:
|ψ〉s ⊗ |00 . . . 0〉network ⊗ |0〉r t
∗<∞−→ ρ(t∗) s.t. ρr(t∗) ≡ Tr¬r (ρ(t∗)) = |ψ〉〈ψ|, (2)
where Tr¬r(ρ) denotes partial tracing on the whole network but the receiver qubit r. This paper is devoted to studying
the transport of the quantum state through qubit lattices governed by noisy QCA evolutions.
The plan of the paper is as follows. In the next Section (Sec.II) the formal definition of QCA and the equivalent
operational structure is given. In Sec.III the model is described by first introducing a QCA dynamics on a linear chain
of qubits suitable for energy transport, defined in the single excitation sector of the Hilbert space. By enlarging the
Hilbert space, allowing for a global vacuum state, a QCA capable of implementing quantum state transfer is obtained,
and its features discussed. The transport performance is investigated through numerical simulations in Sec.IV and,
finally, in Sec.V we summarize and conclude.
II. BASIC NOTIONS OF QCA
In order to justify the constructive approach we will follow later on to define noisy QCA, it is beneficial to see how
unitary QCA structures may emerge in an axiomatic framework. Consider a QCA on an n-dimensional lattice and set
a neighborhouring scheme for the local interactions.1 At each node of the lattice is placed a quantum system (a qubit,
for instance), whose internal states belong to a discrete finite set Σ. All the possible finite configurations c ∈ CΣ the
global state of the analogus classical automaton can be in are now associated to an orthonormal basis {|c〉} for the
global Hilbert space HCΣ of the QCA. The state of the QCA at any time t is a unit vector in HCΣ and it can of course
be expressed as a superposition of the basis vectors {|c〉}. The action of a QCA can be represented by a linear global
map G : B(HCΣ) → B(HCΣ). In order for a QCA to be axiomatically well defined, the map G has to be unitary and
shift invariant with respect to lattice translations. In addition, G needs to satisfy the following definition of causality:
Definition 1 (Causality) Let the global state of the QCA be identified with a trace-one positive operator ρ; A linear
map G : B(HCΣ)→ B(HCΣ) is said to be causal iff for any ρ, ρ′ two states over HCΣ , and for any site x:
TrL/Nx(ρ) = TrL/Nx(ρ
′) ⇒ TrL/x [G(ρ)] = TrL/x [G(ρ′)] , (3)
where TrL/Nx(x) means tracing over the entire lattice but the neighborhood Nx(the site x). In words, this definition
means that to know the state of a site x after one application of the automaton we only need to know the state of its
neighborhood before the evolution.2 Hence:
Definition 2 (Quantum Cellular Automata) An n-dimensional Quantum Cellular Automaton is an operator G
which is unitary, shift invariant and causal.
For lattice dimension d = 1, this axiomatic definition implies a precise operational structure [33] by means of a
d = 1, 12 -nearest neighbor Partitioned QCA (PQCA). Because of that, in the following we will be concerned with this
kind of systems, whose global evolution (depicted in Fig.1(a)) can be expressed as:
ρ(t+ 1) = G(ρ) = Gρ(t)G†, with G =
[
σ−1
(⊗
Nx
U
)
σ+1
(⊗
Nx
U
)]
, (4)
1 The following definitions are taken from [17]. Note that in that work, the axiomatic definition of QCA involves the notion of quiescent
states. However, being it unnecessary in this context, we will not introduce it.
2 This is a very strict notion of causality, in that it allows for a sharp definition of information light cones (Fig.1(b)). This contrasts
with the exponentially vanishing instantaneous correlations between any two different regions of the lattice allowed by any Hamiltonian
continuous time evolution [32].
3(a) (b)
Figure 1: (a) Sketch of the 1-dimensional 1/2 nearest neighbor QCA evolution in time. Wires are cells, time flows upwards.
One iteration of the automaton corresponds to the application of two layers of local two-qubit unitaries. (b) The light cone of
a QCA.
where U is the local unitary acting upon each neighborhood, σ±1 is the one-site right/left shift of the lattice and Nx
labels the xth neighborhood.
The model we are going to describe in the next section (III A) is based on this architecture, but, as we will consider
noise, we will not have, in general, a unitary scattering acting on a two-qubit Hilbert space (Fig.1(a)). We remark
though that this will not be just a straightforward substitution (U → CP-map), in that the class of local CP-maps we
will introduce only acts on the one excitation subspace of a two-qubit neighborhood. As we shall see, our constructive
approach will be dictated by specific arguments related to the possibility of embedding classical stochastic processes
(Markov chains) within the more general, quantum, dynamics.
III. THE MODEL
In this section, the model for quantum state transfer is described. Following Ref.[28], the dynamics will be defined
by first considering the problem of transferring a single excitation. Once this is done, the necessary step in order to
be able to transfer a qubit will be to enlarge the Hilbert space of the dynamics such that a global vacuum state can
be accommodated.
A. Single excitation sector dynamics
Here we develop a formalism for describing transport of a single-particle excitation along a linear chain of qubits.
The main aim is to to establish a new framework in which a quantum and a stochastic classical dynamics can be
simply and fairly compared. To do so, as a starting point we consider the simplest and most general stochastic
process: A random walk with fixed transition probabilities in the forward and backward directions along the chain.
We then embed the classical transition probabilities defining the random walk within the formalism of quantum
operations and give the global evolution a QCA structure, finding a dynamics that allows to explore the transition
between purely classical and purely quantum transport.
Consider a classical random walk between two sites. This is the prototipical Markov process, represented by a
general stochastic transition matrix of the form
Tp,q =
[
1− p q
p 1− q
]
, with 0 ≤ p, q ≤ 1 (5)
acting on dichotomic probability distribution vectors of the kind vm = (m, 1−m)T, with 0 ≤ m ≤ 1. In the random
walk picture, the parameters p and q represent the probabilities to jump from one site to the other at each discrete
time step of the evolution. When there is no bias between the two directions of the walk, i.e. p = q, the transition
matrix Tp,p is called doubly stochastic. This classical dynamics may be related to a quantum dynamics if one takes
into account a specific class C of completely positive (CP) maps that, once a privileged basis is set, send diagonal
4density operators into diagonal density operators.3 It is possible to find a simple construction which allows one to
reproduce any possible two-dimensional stochastic matrix by considering a subset of C acting on a one-qubit system.
First, note that one-qubit diagonal density matrices can be trivially bijectively mapped into dichotomic probability
distribution vectors, as per B : ρm = diag(m, 1−m) 7→ vm = (m, 1−m)T, where we have denoted such a bijection by
B. We will conventionally refer to the parameter m as the probability of populating the excited state of the qubit,
or “excitation probability”. Two different kinds of quantum noise, ultimately selecting the classical basis, will enter
the picture of our dynamics. The dephasing channel Φξ, which arguably represents the most natural decoherence
mechanism in several practical cases, has the effect of damping all coherences in a density matrix by a factor
√
1− ξ,
while leaving the diagonal elements untouched. Its Kraus operators are:
D0 =
√
1− ξ1, D1 =
√
ξ(1 + σz)/2, D2 =
√
ξ(σz − 1)/2 , (6)
where the dephasing strength parameter ξ is such that 0 ≤ ξ ≤ 1, and σj for j = x, y, z stand for the Pauli
matrices. We shall refer to the CP-map Φ1, whose effect is setting to zero all the off-diagonal elements, as “total“, or
“complete”dephasing. The amplitude damping channel Ξη, is defined by the Kraus operators
L0,η = (1 + σz)/2 +
√
1− η(1− σz)/2, L1,η = √η(σx + iσy)/2 , (7)
with 0 ≤ η ≤ 1. As the dephasing, it damps all coherences by a factor √1− η, while also affecting the populations
on the diagonal. It will be convenient to introduce the “swapped”amplitude damping channel, the extention of the
definition of Ξη to negative η (−1 ≤ η ≤ 0), characterized by the Kraus operators σxL0,|η|σx and σxL1,|η|σx.
We can now show two statements relating classical stochastic maps and single qubit dynamics:
Proposition 1 Any two-dimensional doubly stochastic map may be represented on diagonal density matrices by the
action of a unitary map followed by complete dephasing.
Proof: Let Uθ,ϕ be a generic 2× 2 unitary matrix parametrized as
Uθ,ϕ =
[
cos θ sin θeiϕ2
− sin θeiϕ1 cos θei(ϕ1+ϕ2)
]
(8)
with 0 ≤ θ ≤ pi, ϕ = (ϕ1, ϕ2) and 0 ≤ ϕ1, ϕ2 ≤ 2pi. The action of the map B ◦Φ1 ◦Uθ,ϕ on a diagonal density matrix
ρm = diag(m, 1−m) (where Uθ,ϕ is understood to act by similarity) is analogous to the action of the stochastic map
Tp,p of Eq.(5) on the probability vector vm = (m, 1−m)T:
B
(
Φ1
(
Uθ,ϕρmU
†
θ,ϕ
))
= Tsin2 θ,sin2 θvm , (9)
upon identifying p = sin(θ)2. It is thus always possible to reproduce any doubly stochastic maps through a proper
choice of θ. 
Proposition 2 Any two-dimensional stochastic map may be represented on diagonal density matrices by the action
of a completely dephased unitary map, followed by an amplitude damping channel.
Proof: By direct application of the map Ξη ◦ Φ1 ◦ Uθ,ϕ we find a state ρm′ with excitation probability:
m′ = c(1− |η|)m+ 1 + |η|c− c+ η
2
, (10)
while the action of Tp,q on the vector vm gives a vector vm′ , with m
′ = (1 − p − q)m + q. By equating the two new
excitation probabilities one obtains the desired relationships between the parameters defining the two different maps:
η = q − p ; cos(2θ) = 1− p− q
1− |q − p| . (11)
Even though we are not claiming this is the only possible or the most general embedding, it is clear that all values of
p and q, and thus all two-dimensional stochastic maps, can be reproduced by the open dynamics we considered by an
appropriate choice of η and θ. Proposition 2 (and hence 1) can then be translated into:
B
[
Ξ|q−p|
(
Φ1
(
Uf(θ),ϕρmU
†
f(θ),ϕ
))]
= Tp,qvm , (12)
3 Quite significantly, another class of such maps has been recently adopted to establish a resource theory of quantum coherence [34].
5Figure 2: (left) The classical random walk on a chain of N = 4 sites; (right) One time step scheme of the equivalent partitioned
random walk, which represents the classical dynamics QCA (14) is reduced to when total dephasing (ξ = 1) is applied.
where
f(θ) :=
1
2
arccos
(
1− p− q
1− |q − p|
)
. (13)

Using this embedding of two-dimensional stochastic maps into dissipative qubit dynamics, it is now possible to define
an extended single excitation dynamics on a 1-d lattice of qubits employing a partitioned quantum cellular automata
structure. Let us consider the case of a single excitation transfer from one end to the other of a chain composed of N
qubits. As it is customary when dealing with excitation transport processes, we shall restrict to the single excitation
subspace of the global, 2N -dimensional Hilbert space. This assumption, which dramatically simplifies the treatise,
is for instance biologically well justified when modeling photosynthetic systems, which host only one excitation at a
time during a transport dynamics. In this sector, the Hilbert space (whose dimension is now equal to N) is spanned
by the basis {|n〉} (1 ≤ n ≤ N), with |n〉 representing the state in which the n-th qubit is in an excited state, while
all the others are in the ground state. We can now define a CP map Ω
(n)
η,ξ,θ,ϕ as the composition of a unitary, a phase
damping and an amplitude damping acting locally, i.e. on a two dimensional subspace spanned by |n〉 and |n + 1〉:
Ω
(n)
η,ξ,θ,ϕ(ρ) = Ξ
(n)
η
(
Φ
(n)
ξ
(
U
(n)
θ,ϕρU
(n)†
θ,ϕ
))
. Recalling the scheme described in Sec.II, the repetition of an application of
a layer of Ω
(n)
η,ξ,θ,ϕ on disjoint blocks of 2 qubits (neighborhoods) followed by the same operation shifted by one site on
the lattice gives a quantum cellular automaton, i.e., a discrete, causal and translationally invariant quantum evolution
on a lattice. Hence, the global map [16, 17, 33, 35]
Ωη,ξ,θ,ϕ =
⊗
l odd
Ω
(l)
η,ξ,θ,ϕ
⊗
l even
Ω
(l)
η,ξ,θ,ϕ (14)
defines a class of quantum cellular automata4 in which it is possible to range between probabilistic classical dynamics
and quantum dynamics only by means of tuning one noise parameter, the dephasing strenght ξ, which drives the
decoherence mechanism in any open quantum systems. When ξ = 1, a Markov chain classical transfer takes place
((Fig.2)), while decreasing the dephasing parameter an open (noisy) quantum dynamics (0 < ξ < 1) and a closed
(unitary) one (ξ = 0; η = 0) are realized. Therefore in this framework, once the local transition probabilities p and q
are set, the quantum to classical transition can be explored in a meaningful way, as the difference between the two
regimes is truly only down to quantum coherence.
Our model was applied in [28] to the study of energy excitation transfer through the lattice by comparing, at given
local transition probabilities, the performance of a classical process with that of quantum dynamics where coherent
4 Giving an axiomatic definition to open QCA have proven to be difficult, if not impossible [36], so maintaining the denomination of
quantum cellular automata is in a sense not completely rigorous. Nonetheless, the maps we have constructed fulfill the same requirements
of causality and (block-)translational invariance which are the peculiar characteristics defining QCA.
6phases are allowed to develop and interfere along the chain. Along with highlighting differences in performance
between the two regimes, the model prooved to succeed in capturing emerging purely quantum distinctive features
such as noise-assisted transport and destructive interference.
B. Enlarging the Hilbert space
While in the previous subsection we defined a framework which was sufficient to study single excitation transport,
our aim now is to apply the same dynamics to the transport of a quantum state, i.e. we want to investigate how
well this novel noisy QCA dynamics can transport initial on-site coherences, besides excitations. In order to do that,
i.e. to transport the state of a qubit (as in Eqs.(1) or (2)), we need to extend the action of the automata CP maps
from the single excitation sector (SES), to a Hilbert space which must also include a global vacuum state, the state
in which there are no excitations in the chain. Let us recall that the full Hilbert space H⊗N (where H indicates the
Hilbert space of a qubit) can always be decomposed into the direct sum of its number conserving sectors:
H⊗N =
N⊕
e=0
He . (15)
With the assumption that no other sectors are populated, our maps will then be defined in the subspace with 0 and
1 excitations, H0 ⊕H1. Let us stress that there is a systematic way of going from this reduced subspace to the full
H⊗N , making the notion of partial trace (and thus reduced state) still meaningful and well defined (see Appendix A).
In terms of the operators involved in the evolution of the system, including a global vacuum simply translates into
adding a row and a column to the global density matrix ρ and to the Kraus operators composing the global channel.
Let us then focus on the Kraus operators formalism representing the map in Eq.(14).
First, using Eq.(8) and Eq.(13) we can express Uθ,ϕ explicitely in terms of the transition probabilities p and q
U (l) =
1√
1− η
[√
1− p √qeiφ2√
qeiφ1 −√1− pei(φ1+φ2)
]
. (16)
From now on we will be regarding p and q as the probability of the classical stochastic dynamics to jump one site on
the left and on the right, respectively. We will always consider the case p ≥ q, as we also arbitrarily choose to set
the transfer direction from left to right. The superscript (l) will be used throughout the rest of the paper to indicate
local operators. As regards the general expression of the local channel representing the map Ω
(n)
η,ξ,θ,ϕ, we find:
K
(l)
0 =
√
1− ξ/2
1− η
[√
1− η√1− p √1− η√qeiφ2√
qeiφ1 −√1− pei(φ1+φ2)
]
, (17)
K
(l)
1 =
√
ξ/2
1− η
[√
1− η√1− p √1− η√qeiφ2
−√qeiφ1 √1− pei(φ1+φ2)
]
, (18)
K
(l)
2
√
η
1− η =
[
0 0√
1− p √qeiφ2
]
. (19)
The above operators are obtained by changing to a unitary equivalent representation for the dephasing channel (6)
composed of only two Kraus operators [37] written in terms of a rescaled phase damping parameter ξ′ = 1 − ξ/2,
and then by multiplying U (l) by the combination of the application of the new dephasing channel followed by the
amplitude damping channel (Eq.(12)).
Given the QCA structure, the global channel in the SES is identified by three N×N block diagonal matrices {K(s)µ }
(the superscript (s) identifies operators acting on the SES) in which the blocks are the corresponding local operators
7{K(l)µ }. In the full (SES plus vacuum) Hilbert space H˜ we can write5
K˜µ =
[
zµ V
†
µ
Wµ K
(s)
µ
]
, µ = (0, 1, 2), (21)
where {Vµ} and {Wµ} are N -dimensional vectors, {zµ} are the |0〉〈0| scalar entries in the enlarged Hilbert space, and
we have introduced a tilde-notation such that X˜ represents an (N + 1)-dimensional operator. One time step of the
QCA evolution of the system [Eqs.(14)] can then be explicitely written as:
Ω˜(ρ˜) =
2∑
ν=0
K˜(odd)ν
[
2∑
µ=0
K˜(even)µ ρ˜K˜
(even)†
µ
]
K˜(odd)†ν (22)
The condition for the new Kraus operators to sum up to the identity
∑
µ K˜µ
†
K˜µ = 1 now reads:[
|zµ|2 + ||Wµ||22 c.c.
(zµVµ +K
(s)
µ
† ·Wµ) (Vµ · V †µ +K(s)µ
† ·K(s)µ )
]
= 1, (23)
which leads to a set of constraints: 
∑
µ(|zµ|2 + ||Wµ||22) = 1∑
µK
(s)
µ
† ·Wµ = 0
Vµ = 0, ∀µ
(24)
where Vµ = 0, ∀µ, is due to the fact that the outer product of a vector with itself gives a nonnegative matrix, and we
already had
∑
µK
(s)†
µ K
(s)
µ = 1.
Looking at Eq.(21), we see that the two vectors Wµ and Vµ can be thought of, respectively, as excitation “pump-
ing”and dissipation processes, in that the former represents the entries of {K˜µ} that account for the creation of an
excitation from the vacuum ({Wµ} ↔ {(|n〉〈0|)µ}Nµ=1), while the latter provides those entries such that excitations are
annihilated into the vacuum ({Vµ} ↔ {(|0〉〈n|)µ}Nµ=1). Notice that we do not allow for more than one excitation in
the lattice during the transport and thus the role of the {Wµ} vectors in the dynamics is to increase at each time step
of the evolution the probability of having the excitation somewhere in the chain. Nonetheless, the two sets of vectors
are in a broad sense representative of dissipation and excitation effects when hypothesizing a physical realization of
a QCA quantum state transport device.
Given the Kraus operators of the single excitation sector, K
(s)
µ , Eqs.(24) leave one with a certain freedom in the
choice of the Wµ. In other words, for each noisy QCA dynamics in the SES, we are left with a whole class of dynamics
in the extended Hilbert space. We notice that one can take advantage of the peculiar block structure of the QCA
dynamics [Eq.(14)] in order to characterize the vectors Wµ. For closed chains with N even, each of the two QCA
partitions are formed of N/2 blocks of local (2 × 2) Kraus operators lying on the diagonal of the global operator.
Looking back at the set of constraints (Eq.(24)), the aforementioned block structure implies that
∑
µK
(s)
µ
† ·Wµ = 0
can be regarded as a local condition, as it can be rewritten in the form:∑
µ
K(l)µ
† ·wµ(Ni) = 0, ∀i, (25)
where the vectors wµ(Ni) are N/2 2-dimensional local vectors defined at each neighborhood {Ni}N/2i=1 . These vectors
can in principle be different from each other, but since we want to preserve translational invariance (see Appendix
B), we set them to be the same (for a given superoperator µ) in every neighborhood, thus dropping the neighborhood
5 Assuming the operators in Eq.(21) refer to the even partition of the lattice, the odd partition’s ones will simply be:
K˜µ =
[
zµ V
†
µ
Wµ σK
(s)
µ σ
†
]
, µ = (0, 1, 2), (20)
where σ is the one site shift operator. Some extra care must be taken when applying the shift to chains with no periodic boundary
conditions (see later on).
8index dependence Ni: Wµ =
⊕
wµ, with wµ = (w
0
µ, w
1
µ), ∀µ. This way this source of noise represents another
homogeneous property of the dynamics.
The introduction of a global vacuum, though, implies that our extended interactions may not fulfill the stringent
causality definition of Eq.(3), which is a crucial property for a QCA evolution. Indeed, it turns out that additional
constraints need to be added to the dynamics. The question of which of our extended CP-maps are still causal is
settled by the following statement:
Proposition 3 The class of proper - i.e. causal and translational invariant - noisy quantum cellular automata on a
1-dimensional qubit lattice, when the dynamics is restricted to the 0 ⊕ 1 sector of the Hilbert space, is defined by the
set of constraints: 
Wµ =
⊕N/2
wµ , ∀µ
Vµ = 0 , ∀µ∑
µ(|zµ|2 + N2 ||wµ||22) = 1∑
µK
(l)
µ
† ·wµ = 0∑
µ zµw
i
µ =
∑
µ w
i
µ = 0 , i = 0, 1
(26)
Proof: See Appendix C.
As a concluding remark for this section, we note that the fact that {Vµ} (Eqs.(26)) are null means that the
probability of having no excitations in the chain cannot increase during the evolution. Hence, the system is not
subject to dissipation-like effects.
Of course one can in principle obtain other CP-maps in the enlarged Hilbert space, possibly with Vµ 6= 0, by
rescaling the SES process (e.g. K
(s)
µ → cK(s)µ , ∀µ, with |c| < 1). However, we are interested in preserving the SES
dynamics introduced in the previous subsection, so we will only deal with the case characterized by Eqs.(24).
IV. QUANTUM STATE TRANSFER
We will consider two different settings: an open linear chain6 and a ring composed of an even number N of qubits.
In both cases we will assume the transfer of the quantum state to take place from left to right (p ≥ q), from the
first site to the antipodal one, i.e. site N for a chain and N/2 + 1 for a ring. To quantify the transport, we will be
employing the Uhlman fidelity between quantum states σ an ρ: F (σ, ρ) = Tr(
√
σρ
√
σ). Since the initial state to be
trasfer will be pure, in our case the fidelity is reduced to the form F (t) = 〈ψ(0)|TrL/x(ρ(t))|ψ(0)〉, where the reduced
state of the target x qubit is obtained by tracing the global state ρ over the entire lattice L but the qubit itself (see
Appendix A). For any given setting, we will be considering as our figure of merit the average of the fidelities obtained
by simulating the transfer of an ensamble of initial states drawn at random according to the Haar measure.
By observing the form of the local Kraus operators composing the channel, Eqs.(17,18,19), the first thing we note
is that the closest the dynamics to unitarity, the more it is driven by the action of K
(l)
0 ; when the dynamics is
purely unitary (ξ = 0, η = 0) K
(l)
1 and K
(l)
2 vanish. Since we are investigating a quantum dynamics, we are mostly
interested in both the unitary and an “almost unitary”regimes, the study of the latter being relevant when envisaging
a physical device which would naturally be exposed to some noise due to unavoidable coupling with the environment.
Thus, when in this two regimes, it seems appropriate to priviledge a tuple of the form {cµ} = (a, b, c), a  b ' c,
for the relative weights of the global channel’s {zµ} of Eq.(21). Moreover, it is reasonable to expect that with such
{cµ} the transfer fidelity will be higher. The same reasoning can be applied to the single excitation sector of the
dynamics when dealing with the odd partition of an open chain. In that case, the N/2 − 1 local operators do not
act on the first and last qubits, so that the first and last entries of the global operators of the odd partition are just
scalars which have to be set such that they sum up to one to meet the identity condition for the Kraus operators. In
this case we decide to set K˜110 = K˜
NN
0 = 1; K˜
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i = K˜
NN
i = 0, for i 6= 0; for the global dynamics we set {cµ} = (1, 0, 0).
Let us start analysing our numerical results by focusing on a linear open chain. In Fig.3 we show the average
fidelity of transfer on a chain of N = 8 qubits for a fully unitary dynamics (i.e. η = 0, ξ = 0 and Wµ = 0, ∀µ) with
6 Notice that in the absence of periodic boundary conditions one drops global translational invariance.
9p = q = 0.5. The three lines plotted correspond to three different choices for the two free phases appearing in the
general parametrization of U (l) (Eq.(8)). As it can be clearly seen, these phases do play a role in the transferring
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Figure 3: Average fidelity 〈F (t)〉 over a sample of 1000 evolutions starting from initial states drawn at random from the Haar
measure, for p = q = 0.5 and three different choices of (φ1, φ2) on a linear chain of N = 8 qubits. No noise applied. The
straight horizontal line at F = 2/3 shows the highest fidelity for classical transmission of a quantum state.
process, in that for both phases set to zero 〈F (t)〉 fluctuates around ∼ 0.5 (which is merely the average fidelity between
two random Haar distributed states), whereas when either (φ1, φ2) = (0, pi) or (φ1, φ2) = (pi, 0) the amplitude of the
average fidelity fluctuations in time are much wider and there are several times at which the fidelity is considerably
higher than 2/3 [38], which is the maximum value attainable using only classical transmission of information (measure
and prepare strategies).
This phase dependence could be related to an analogue effect observed when dealing with the single excitation
transport dynamics. By tuning the sum of the two phases, in the SES an interesting localization phenomenon takes
place for which the probability of finding the excitation can be highly concentrated between the first two sites of
the chain at all times of the evolution (Fig.4(a)). This of course affects negatively the transport performance, as
shown in Fig.4(b). A detailed analysis of a similar localisation effect, possibly related to ours, in a modelization
of some biological systems, can be found in [39]. The analogy is strenghtened by the fact that in [39], like in
our model, there is a phase parameter that plays the same role in transport suppression. In the rest of the ar-
ticle we will be showing results obtained with the optimized choice of phases (φ1, φ2) = (0, pi), unless explicitely stated.
An even more dramatic effect on the transport performance is evident when comparing settings in which the main
two dynamical parameters p and q take equal or different values. As Fig.5 shows, when p = q the wide oscillations
allow for high fidelity peaks, whereas for p 6= q these oscillations are quickly damped to a steady state close to 1/2.
This is ascribable to the fact that turning on the amplitude damping component (η 6= 0) of the channel means that
coherences in the SES get suppressed by a factor
√
1− η at each time step and that should affect the transport of
initial coherences with the vacuum state as well. In the limit of maximum amplitude damping (p = 1, q = ,  ' 0),
the channel does not allow for coherences to build up in time in the SES. However, here comes the science bit: in
such a limit the transfer is almost perfect and the excitation is locked at the end of the chain, as it can be easily
understood by recalling that for vanishingly small values of q the excitation cannot travel back along the chain. The
steady classical maximum value of 〈F (t)〉 in Fig.5(b) is due to the fact that initial vacuum coherences are perfectly
transported at the beginning till the end of the chain and then progressively absorbed, as one can realize by directly
computing the action of the channel in this particular case.
At the opposite extremum, when p = q = 1 (and ξ = 0), the channel is reduced to the sole action of K
(l)
0 , which
for φ1 = φ2 = 0 is a swap channel. The peak structure that can be observed in Fig. 5(b) is obtained because the
swap channel makes the entries ρ˜11 bounce back and forth along the diagonal and similarly moves back and forth the
two coherences along their row(column), as we can see by directly computing the first time step evolution on a three
qubit QCA (with Wµ = 0, ∀µ):
ρ˜(0) =

ρ00 ρ10 0 0
ρ01 ρ11 0 0
0 0 0 0
0 0 0 0
⇒ ρ˜(1) =

ρ00 0 0 |c0|2ρ10
0 0 0 0
0 0 0 0
|c0|2ρ01 0 0 ρ11
 , (27)
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Figure 4: (a) Mean excitation position in time along a chain of N = 6 qubits and p = q = 0.5 for a dynamics in the sigle
excitation sector. When φ1 + φ2 = 0 a localization effect between the first two sites of the chain takes place. (b) Excitation
transport performance measured by the channel’s conductivity C(tend) = (1/tend)
∑tend
t=1 ρNN (t) to the last site at the end of
the evolution (tend = 160) vs φ1 +φ2 (same setting as in (a)). When no dephasing is present (blue squares), by tuning the sum
of the two phases φ1 + φ2 the transport can be highly suppressed due to the observed localization effect. Interestingly enough,
the introduction of some dephasing relaxes the localization, thus enhancing the transfer performance when φ1 + φ2 is not close
to the optimal value of pi. When total dephasing ξ = 1 is applied, the system undergoes a classical stochastic dynamics and
the two phases cease to play any role (black diamonds)
The result above is obtained without specifying a priori any values for the tuple {cµ}. As already anticipated at the
beginning of this section, when the dynamics is fully unitary (K
(l)
1 = K
(l)
2 = 0) only terms proportional to c0 will
survive in the first row(column) of the global density matrix ρ˜(t), hence choosing {cµ} = (1, 0, 0) is crucial in order
to have perfect state transfer.
Let us now add periodic boundary condition to the chain. Numerics show that two considerations can be made
about the differences in quantum state transfer performance between this ring-like configuration and the previous one.
The first one is specific to the case of maximum amplitude damping η ' 1 where, as opposed to what happened in an
open chain, now we find that vacuum coherences are not absorbed after a transient time but are perfectly periodically
transported back and forth along the chain together with the excitation, giving rise to exactly the same maximum
peaks structure resulting from a “swap”dynamics (Fig.5(d)). Secondly, we note that in general, when equal settings
are compared, introducing periodic boundary conditions considerably improoves the state transfer’s fidelity. As an
example of this general trend, compare Fig.5(c) and 5(a).
A. The noise
Finally, let us conclude this section by discussing the role of noise in our system. In our dynamics the system-
environment coupling is modeled through the action of three different general kinds of noise: amplitude damping,
phase damping and “excitation pumping”-like noise. When transferring excitations only (SES), the former two could
represent an advantage over a pure unitary dynamics. In fact, the amplitude damping is needed in order to introduce
an asymmetry between the two direction of propagation, acting as a driving force to draw the excitation towards the
end of the chain, whereas the introduction of some dephasing may smooth the localization effect previously discussed
(Fig.4(a),(b)), allowing for a better transfer [28]. For quantum state transfer though, coherences play a fundamental
role and, as expected, all the sources of noise we considered are always (apart from the very specific case of Fig.5(d))
detrimental. More specifically, amplitude damping and dephasing result in a damping of the coherent oscillations
of 〈F (t)〉 (see Fig. 5(a) and 6), whereas the restrictions imposed by the causality condition on {wµ} and {zµ} (last
two lines of Eqs.(26)) make a quantum state transfer dynamics with {wµ} 6= 0 strongly unfavourable. Assuming
either {zµ} ∈ R or {wµ} ∈ R (the case where both belong to C only complicates the picture without changing the
results), we have that the only solutions to Eq.(26) where {wµ} 6= 0 are such that zµ = z, ∀µ, and we find that this
condition, whatever the other parameters of the dynamics may be, always translates into very poor quantum state
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Figure 5: Average fidelity in time for a chain of N = 8 qubits, with ξ = 0,{wµ} = 0, for (a) a linear chain for different values
of p and q; (c) a ring for p = q = (0.5, 0.7, 0.9); the two extreme cases of a dynamics driven by an almost maximum amplitude
damping strenght parameter (p = 1, q = ; in the plots  = 5 · 10−3) and a swap channel (p = q = 1) for a linear chain (b) and
a ring (d) (where the two resulting trends in 〈F (t)〉 are perfectly superimposed).
transfer performance.
For the sake of the argument, one can think of relaxing the causality requirement. In that case, as the first line in
Eqs.(26) is just a matter of normalization, one can build the vectors by satisfying
∑
µK
(l)
µ
† · wµ = 0, which, upon
substituting Eqs.(17,18,19), reads:
√
1− ξ2
√
1− ηw00 +
√
ξ
2
√
1− ηw01 +
√
ηw12 = 0√
1− ξ2w10 −
√
ξ
2w
1
1 = 0
. (28)
where we introduced a notation such that waµ stands for the component a, a = (0, 1) of each local vector pertaining
to the Kraus operator µ. Of course, a whole set of solutions for Eqs.(28) is possible. In order not to give too big
a bias among the different K˜µ driving the dynamics, it is reasonable to privilege the most “balanced”solutions, the
ones where |waµ − wbν | ≤ d,∀µ, ν, a, b, with the smallest possible d. To this aim, it is thus necessary to avoid solutions
proportional to (ξ/2)−1/2, (1− η)−1/2 or η−1/2, where for some regimes of the dynamics some components waµ could
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be arbitrarily big. One such solution reads:
w00 = w
1
0 = − T√3N
√
ξ/2
1−ξ/2
w01 =
T√
3N
(1−√η); w11 = − T√3N
w02 = w
1
2 =
T√
3N
√
ξ/2
√
1− η
(29)
Above, we assumed {wµ} ∈ R and we arbitrarily chose a normalization proportional to T/
√
N , where the free
parameter T tunes the strength of the noise. Notice that Eqs.(29) assure that {waµ} ∈
[
±T/√3N
]
. As a result of
relaxing causality, the components of {wµ} and {zµ} are now “decoupled”and a tuple {zµ} = (c, 0, 0) - which allows
for the best quantum state transfer performance - can be selected. However, as it can be appreciated in Fig.6, the
effect of this kind of noise is very similar to that of the dephasing.
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Figure 6: Noisy dynamics for a ring of N = 8 qubits and p = q = 1. In the depicted case T > 0 corresponds to the value
T = 0.1 (see Eq.(29)). However, the magnitude chosen for the two parameters ξ and T does not acquire any particular meaning
here, as the figure is intended to be only a representative example of the damping in 〈F (t)〉 resulting from introducing noise
(cfr. Fig.5(d)).
V. CONCLUSION
We have defined a quantum cellular automaton dynamics to model quantum state transfer on a chain of qubits.
We began by limiting the dynamics to the first excitation sector, where we established a framework in which classical
stochastic processes are embedded within the formalism of quantum operations. We then enlarged the Hilbert space
to allow for transport of initial coherences as well, finding the conditions selecting the class of proper - causal and
translational invariant - noisy QCA out of all possible dynamics in the 0 ⊕ 1 sector. The extension of the automata
to the vacuum state allows for the possibility to consider the effect of the quantum to classical transition on on-site
coherences. As shown through numerical simulations, there are instances of the dynamics in which a transfer fidelity
larger than the classical threshold is achievable. We have then discussed the role played by the different parameters
characterizing the dynamics. In particular we show the existence of an optimal choice of the free phases (φ1, φ2)
parametrizing the local evolution, that allows for perfect state transfer. We then highlighted the different impact of
the sources of noise taken into account, in particular amplitude damping and dephasing, on excitation transfer and
quantum state transfer: while in the first case, as described in [28], noise can sometimes be beneficial, for the latter
it proves always detrimental. Note that the capability of transferring a quantum state with high fidelity mirrors the
ability to transmit quantum entanglement, so that the possibility to distribute entanglement between different lattice
sites is implied in our study. From a more general perspective, our results suggest that QCA are a new and potentially
interesting alternative scheme to model relevant processes for quantum communication.
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Appendix A: Partial trace in the 0⊕ 1 sector.
Here we show how to calculate a partial trace in the H0 ⊕H1 sector of the Hilbert space, assuming that no other
sectors are populated. The Hilbert space is spanned by the basis {|n〉, 0 ≤ n ≤ N}, where |0〉 is the global vacuum
and |n > 0〉 represents the state with the nth qubit in the excited state and all the other qubits in the ground state.
In order to obtain the reduced state of qubit x, a generic state of the global system ρ˜ =
∑N
j,k=0 ψjψ
∗
k|j〉〈k| can be
rewritten in a convenient way bearing in mind that whenever the excitation is at site x it cannot be anywhere else
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(L/x), and vice versa:
N∑
j,k=0
ψjψ
∗
k|j〉〈k| =
∑
j,k=1
(j,k 6=x)
ψjψ
∗
k|j〉〈k|L/x ⊗ |0〉〈0|x + ψ0ψ∗k|0〉〈k|L/x ⊗ |1〉〈0|x + ψjψ∗0 |j〉〈0|L/x ⊗ |0〉〈1|x (A1)
+ |ψx|2|0〉〈0|L/x ⊗ |1〉〈1|x + ψxψ∗0 |0〉〈0|L/x ⊗ |1〉〈0|x + ψ0ψ∗x|0〉〈0|L/x ⊗ |0〉〈1|x .
It is now easy to see that a partial trace over the lattice L/x gives:
ρx =
∑
l 6=x
|ψl|2|0〉〈0|+ |ψx|2|1〉〈1|+ ψxψ∗0 |1〉〈0|+ ψ0ψ∗x|0〉〈1| , (A2)
which is a well defined, trace-one reduced state.
Appendix B: QCA translational invariance in the 0⊕ 1 sector.
The 2-site block translational invariance condition can be checked by directly computing the sum of the commutators
between the squared lattice shift operator σ2 and the operators defining the QCA map:
∑
µ
[
σ˜2, K˜µ
]
=
∑
µ
{[
1 0
0 σ2
] [
zµ 0
Wµ K
(s)
µ
]
−
[
zµ 0
Wµ K
(s)
µ
] [
1 0
0 σ2
]}
=
[
0 0∑
µ
(
σ2 ·Wµ −Wµ
) ∑
µ
[
σ2,K
(s)
µ
]]
. (B1)
In the SES with periodic boundary conditions, the block diagonal structure of K
(s)
µ ensures that
∑
µ
[
σ2,K
(s)
µ
]
= 0.
The translational invariance of the extended QCA dynamics is thus retained when the Wµ vectors are translationally
invariant, as in that case the order with which a squared shift of the lattice and the QCA map are applied does not
matter: ∑
µν
σ˜2
(
σ˜K˜µσ˜
†K˜ν ρ˜K˜ν
†
σ˜K˜µ
†
σ˜†
)
σ˜2† =
∑
µν
σ˜K˜µσ˜
†K˜ν
(
σ˜2ρ˜σ˜2†
)
K˜ν
†
σ˜K˜µ
†
σ˜†σ˜2† . (B2)
Appendix C: QCA causality in the 0⊕ 1 sector.
Given a global density matrix ρ˜ =
∑N
j,k=0 ρjk|j〉〈k|, we have (See Appendix A) that the reduced state of a qubit at
any site x and the reduced state of the neighborhood Nx (Nx = {x, y ≡ x+ 1}) are, respectively:
ρx =
[∑
l 6=x ρll ρ0x
ρ∗0x ρxx
]
, ρNx =
∑l 6=(x,y) ρll ρ0x ρ0yρ∗0x ρxx ρxy
ρ∗0y ρxy∗ ρyy
 . (C1)
In order to check the causality condition Eq.(3), it is sufficient to directly calculate the reduced state of qubit x after
an application of half step of the QCA, the step where the lattice partition is such that the the two qubits in Nx
interact through one of the local maps composing the global dynamics of Eq.(14). After a straightforward calculation,
we find that the new state of qubit x can be expressed in the form:
ρ(new)x =
[
1− fx|2(ρ0x, ρ0y, ρxx, ρyy, ρxy)− ρ00
∑
µ w
x|2
µ gx(ρ0x, ρ0y) + ρ00
∑
µ zµw
x|2
µ
c.c fx|2(ρ0x, ρ0y, ρxx, ρyy, ρxy) + ρ00
∑
µ w
x|2
µ
]
, (C2)
where •|2 means • modulo 2. The value of functions f and g is determined only by the parameters of the dynamics
(through {Kµ}, {Wµ} and {zµ}) and the components of the reduced state of the neighborhood before the evolution
(Eq.(C1)). Two global states ρ˜ and ρ˜′ having ρNx = ρ
′
Nx before the evolution will thus give new reduced states on x
such that:
ρ(new)x − ρ
′(new)
x =
[
(ρ′00 − ρ00)
∑
µ w
x|2
µ (ρ00 − ρ′00)
∑
µ zµw
x|2
µ
c.c (ρ00 − ρ′00)
∑
µ w
x|2
µ
]
(C3)
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In order to have causality, the above difference must be zero for all ρ00 and ρ
′
00.
We thus find that, when preserving the dynamics Eq.(14) in the single excitation sector, the class of causal QCA
is selected by the following constraints: { ∑
µ zµw
0
µ =
∑
µ zµw
1
µ = 0∑
µ w
0
µ =
∑
µ w
1
µ = 0
(C4)
