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Eff ects of Global Liquidity on Commodity and Food Prices
According to Trostle (2008) , Krugman (2008) , Hamilton (2009) , Kilian (2009) and others, the rapid growth of emerging market economies, not least China, has increased world demand for all kinds of food and commodities and led to rapid price increases before the summer of 2008.
5 Prices plunged when demand contracted with the outbreak of the global financial crisis. A second line of explanation argues that these price developments in food and commodity markets have been due to a "financialisation of commodities" (Tang and Xiong 2010, UNCTAD 2011) , which has led to a large flow of investment into commodity markets, especially into index investments. 6 According to this view, the rising volumes of financial investments in commodity derivatives markets have led to a synchronised boom and bust of seemingly unrelated commodity prices, driving commodity prices "away from levels justified by market fundamentals, with negative effects both on producers and consumers" (UNCTAD, 2011: vii) .
Commodity and food price inflation and volatility has become a major concern for central banks in developing and advanced countries alike. Much of the analysis has focused on the question how monetary policy should respond to such price shocks. For instance, the IMF's World Economic Outlook from September 2011 dedicated a chapter to commodity price swings and monetary policy, finding that commodity prices tend to have stronger and longerͲlasting effects on inflation in economies with high food shares in the consumption basket and in economies with less firmly anchored inflation expectations (IMF, 2011) .
Instead of investigating monetary authorities' policy responses to commodity and food price shocks, this paper seeks to analyse the effects that monetary policy itself has on commodity and food price movements. In particular, we seek to understand the effects of "global liquidity" -the liquidity created by the world's major central banks -on food and commodity prices. As pointed out in a recent report by the Committee on the Global 5 Financial System (2011: 1), " [g] lobal liquidity has become a key focus of international policy debates", and a potential source of instability. The extremely expansionary monetary policies pursued by the world's major central banks in response to the global financial crisis and the ensuing recession in advanced countries have led to a surge of global liquidity. In this paper we investigate whether such policies, which are certainly warranted from a shortͲ term policy perspective to stabilise financial markets and stimulate output, create unintended negative side effects in terms of longͲterm inflationary pressures in food and commodity prices.
Figure 1: Development of commodity and food prices, 1980Ͳ2011
Source: Compiled by authors with data from CRB and Thomson Reuters. Note: CP: CRB Spot Index (broad index comprising metals, textiles and fibres, fats and oils); CP_FOOD: CRB Foodstuffs (hogs, steers, lard, butter, soybean oil, cocoa, corn, Kansas City wheat, Minneapolis wheat, sugar); CP_Livestock: CRB Livestock and Products (hides, hogs, lard, steers, tallow); CP_Raw_Industrials: CRB Raw Industrials (hides, tallow, copper scrap, lead scrap, steel scrap, zinc, tin, burlap, cotton, print cloth, wool tops, rosin, rubber).
We use different measures of global liquidity and various indices of commodity and food prices for the period 1980Ͳ2011 to investigate the interactions between global liquidity and commodity and food prices on a global level. For our analysis we use a global cointegrated vectorͲautoregressive (CVAR) model. Our results support the hypothesis that there is a positive longͲrun relation between global liquidity and the development of food and commodity prices, and that food and commodity prices adjust significantly to this 6 cointegrating relation. Global liquidity, in contrast, does not adjust, it drives the relationship.
Our findings highlight the dilemma between shortͲ and longͲterm policy effects that arises when the central banks of virtually all major economies engage in expansionary monetary policies at the same time, causing a large global liquidity shock that feeds into commodity and food price inflation.
The remainder of this paper is structured as follows. The next section provides a brief overview of previous studies concerned with the link between monetary policy and asset price inflation. Section 3 outlines our empirical analysis, including descriptions of our econometric framework, the construction of the global liquidity and output measures, identification of the longͲrun structure and hypothesis testing. Section 4 concludes.
Literature review
Before turning to the empirical analysis, we briefly review previous theoretical and empirical contributions regarding the linkages between money growth (and thus, liquidity) and asset prices. Research by Fisher (1932) , Kindleberger (1978) , Borio and Lowe (2002 ), Congdon (2006 ), Gerdesmeier, Reimers and Roffia (2009 and others suggests that, historically, boom and bust cycles in asset markets have been closely associated with large movements in money and credit aggregates. 7 The different measures of "excessive credit creation" (i.e., the deviation of the global creditͲtoͲGDP ratio from its trend level and global credit growth) used in these studies appear to be good indicators of the buildͲup of financial imbalances and asset price busts. Congdon (2006) , for instance, investigates the relationship between money supply (specified as broad money) and asset price booms. He analyses the portfolio management of financial institutions like pension funds, finding evidence in favour of a longͲrun stability of the money/asset ratio (percentage of money in their portfolios) and argues -similar to Meltzer (1995) -that increases in the money supply lead to "too much money chasing too few assets" (Congdon, 2007) , suggesting that asset prices rise in order to restore the money/asset ratio.
Several studies investigating the impact of monetary policy and liquidity on asset prices find a special role for housing in the monetary transmission process (Giese and Tuxen, 2007; 7 Adalid and Detken, 2007; Cecchetti et al., 2000) . From a theoretical point of view, one can argue that it is a characteristic feature of housing markets that the supply of real estate cannot be easily expanded Gros, 2007, OECD, 2005; and Shiller, 2005) . Therefore, housing markets should exhibit a lower price elasticity of supply than, for instance, stock markets, which means that additional demand (caused by global excess liquidity) will be reflected to a higher degree in house price increases than on stock markets. Similarly, consumer goods are -not least due to lowͲcost producers from the emerging marketsnowadays supposed to be largely priceͲelastic on the supply side, so that additional demand has mainly materialised as additional quantity and not in price increases in recent years.
The role of commodity prices in setting monetary policy has been debated among economists (e.g., Frankel, 1986; Angell, 1992; IMF, 2010) over the last three decades. 8 We would like to highlight some important strands of this literature which also play a major role for our investigations. Drawing on Dornbusch's (1976) theory of exchange rate overshooting, Frankel (1986) pointed to the overshooting in commodity prices. Commodities are exchanged on fastͲmoving auction markets and, accordingly, are able to respond instantaneously to any pressure impacting on these markets. Following a change in monetary policy, their price reacts more than proportionately, i.e., they overshoot their new longͲrun equilibrium, because the prices of other goods are sticky.
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Hence, there is some doubt that commodity prices can be used effectively in formulating monetary policy because they tend to be subject to large and marketͲspecific shocks which may not have macroeconomic implications (Marquis and Cunningham, 1990; Cody and Mills, 1991) . More importantly in our context and according to a more monetarist view, other researchers argue that commodity price movements are at least to some extent the result of monetary factors and, hence, the causality should run from monetary variables to commodity prices (Bessler, 1984; Pindyck and Rotemberg, 1990; and Hua, 1998) .
We believe that this controversy can only be settled as a matter of empirical testing. To do so, we build on Belke, Bordon and Hendricks (2010) , who apply a CVAR framework to 8 Recently, the IMF's Global Financial Stability Report from April 2010 investigated the effects of global liquidity expansion, finding strong links between global liquidity expansion and asset prices, such as equity returns, in "liquidityͲreceiving" economies, as well as official reserve accumulation and portfolio inflows (IMF, 2010) . 9 Other studies checking for the potential theoretical and empirical importance of monetary conditions for the relationship between commodity prices and consumer goods prices are, for instance, Surrey (1989) , Boughton and Branson (1990) and Fuhrer and Moore (1992 In our analysis, we take a global perspective on monetary liquidity. The concept of "global liquidity" has attracted considerable attention in recent years. One of the first studies is Baks and Kramer (1999) , who apply different indices of liquidity in seven industrial countries to investigate the direction of the relationship between liquidity and asset returns more deeply. They find evidence in favour of important common components in G7 money growth. Moreover, their results indicate that an increase in G7 money growth is consistent with higher G7 real stock returns. Rüffer and Stracca (2006) estimate that for the G7 countries around 50% of the variance of a narrow monetary aggregate can be traced back to one common global factor. For instance, the Bank of Japan's extremely expansionary monetary policy stance over the last years is a prominent example of such a global factor. It has been characterised by a significant accumulation of foreign reserves and by extremely low interest rates. By means of carry trades, financial investors took out loans in Japan which they invested in currencies with higher interest rates which in turn should have had an impact on the development of monetary aggregates beyond Japan (Belke and Gros, 2010 ).
An additional argument in favour of focusing on global instead of national liquidity is that national monetary aggregates have become more difficult to interpret due to the huge increase of international capital flows (Papademos, 2007) . Sousa and Zaghini (2006) argue that global aggregates are likely to internalise crossͲcountry movements in monetary aggregates that may make the link between money and inflation and output more difficult to disentangle in the single country case. Giese and Tuxen (2007) further argue that in today's linked financial markets shifts in the money supply in one country may be absorbed by 9 demand elsewhere, but simultaneous shifts in major economies may have significant effects on worldwide goods price inflation. Not only with respect to global liquidity but also as far as the global inflation performance is concerned, available evidence becomes increasingly stronger that the global instead of the national perspective is more important when monetary transmission mechanisms have to be identified and interpreted. For instance, Ciccarelli und Mojon (2005) apply a factor analysis to macroeconomic data of 22 OECD countries and establish that 70% of the variance of the inflation rates of these countries can be traced back to a common factor. The same authors find some empirical evidence in favour of a robust errorͲcorrection mechanism, meaning that deviations of national inflation from global inflation are corrected over time. They finally conclude that inflation is to a large degree a global phenomenon. Borio and Filardo (2007) corroborate these results and find that the importance of global factors has increased significantly in recent years. They hence argue that the traditional way of modelling inflation is too countryͲcentred, and that a global approach is more adequate.
10 3. Empirical analysis
Data description and aggregation of the international liquidity and output measures
As pointed out by Carney (2011: 2) , global liquidity is "an amorphous concept", which "has no agreed definition and, as a consequence, there has been no coherent policy approach to tame its more violent tendencies." In order to make our analysis not dependent on one single way of measuring global liquidity, we apply different indicators. For our baseline analysis we use the aggregate of nominal money for major economies (details of calculation are provided below). We also use two alternative measures for global liquidity: US M0
(seasonally adjusted) plus total foreign exchange reserves excluding gold (Chinn, 2011; Matsumoto, 2011) Further variables included in the empirical analysis are nominal GDP (Y_G) and the consumer price index CPI (CPI_G) on a global level. We also include the nominal effective exchange rate of the US dollar (USD_EER) to account for dollar valuation effects, and data on exports of emerging and developing economies (EX_EC) 12 to the rest of the world as proxies for demand driven impulses for the development of commodity and food prices, which are represented by indices of the Commodity Research Bureau (CRB). Our main results are reported for the CRB's food prices index (CRB Foodstuffs, CP_FOOD) and the price development of a broad commodity prices index (CRB Spot Index, CP). 13 An advantage of using indices of commodity groups rather than individual commodity prices is that idiosyncratic factors impacting on individual commodity markets should have far less influence at the level of a multiͲcommodity, broadlyͲbased index.
When aggregating the countryͲspecific time series we follow the approach suggested by Beyer et al. (2000) and applied by Giese and Tuxen (2007) 
Econometric framework and time series properties of the data
The econometric framework we apply is a cointegrated vectorͲautoregressive (CVAR) model.
A pertinent problem in timeͲseries econometrics is that of nonͲstationarity adversely affecting inference. The most common solution to this issue is differencing the data until it becomes stationary but at the same time this implies losing information on the levels of the data generating process. The CVAR framework allows avoiding the loss of information by modelling nonͲstationary data through linear combinations of the levels of the variables under consideration. Thus the dynamic system of timeͲseries variables of the CVAR approach enables us to model short and longͲrun dependencies. The basic representation is a ‫Ͳ‬ dimensional vector autoregressive model with Gaussian errors (߳ ௧ ‫‬ ݅݅݀ܰሺͲǡ ɏሻ):
where ܺ ௧ are the variables of interest and ‫ܦ‬ ௧ is a vector of deterministic components, containing the constant of the model and dummy variables. Reformulating the model in an aggregate. Using alternative measures, e.g. global aggregates including data on BRIC countries as far as their availability is given, yields comparable outcomes. The results are available from the authors upon request. We do not regard employing proxy measures in a variable system as checking for robustness, but are aware that an altered information set could as well represent a different theory underlying the data.
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error correction form allows distinguishing between stationarity that is created by linear combinations of the variables and stationarity created by first differencing:
The error correction model (ECM) representation of the VAR model provides a favourable transformation. Combining levels and differences, the multicollinearity often present in macroeconomic data is reduced. In addition the ECM form of the model gives an intuitive explanation of the data, categorising the effects in longͲ (Ʌ) and shortͲ (ȳ) run information.
The logical inconsistency with ܺ ௧ ‫‬ ‫ܫ‬ሺͳሻ is resolved by transforming the multivariate model and reducing the rank of Ʌ to ‫ݎ‬ ൏ ‫,‬ with ‫‬ being the number of variables. The reduced rank matrix can be factorised into two ‫‬ ൈ ‫ݎ‬ matrices ߙ and ߚ (Ʌ ൌ ɲɴƍ). The factorisation provides ‫ݎ‬ stationary linear combinations of the variables (cointegrating vectors) and ‫‬ െ ‫ݎ‬ common stochastic trends that are creating the nonstationary property in the data system.
Formulating the cointegration hypothesis as a reduced rank condition on the matrix Ʌ ൌ ɲɴƍ implies that the processes οܺ ௧ and ߚƍܺ ௧ are stationary, while the levels of the variables ܺ ௧
are nonstationary. Therefore the ECM model allows for the variables contained in ܺ ௧ to be integrated of order 1 (I (1)). For the discussion of the deterministic components in ‫ܦ‬ ௧ and their specification the error correction model (2) can be rewritten in a more concentrated notation as
with
where Ɏ ൌ ሾȳ ଵ ǡ ȳ ଶ ǡ ǥ ǡ ȳ ିଵ ǡ Ɍሿ and ‫ܦ‬ ௧ିଵ ோ is a ݀ ோ Ͳdimensional vector of variables restricted to the cointegrated space and ‫ܦ‬ ௧ are ݀ unrestricted deterministic terms. 
Lag length selection and diagnostic testing on the unrestricted VAR model
The asymptotic results depend on the adequate specification and the appropriateness of the choice of the cointegrating rank specification of the underlying model. Specifying the lag length of the VAR has strong implications for the subsequent modelling choices. Choosing too few lags could lead to systematic variation in the residuals whereas choosing too many lags comes with the penalty of fewer degrees of freedom (as adding another lag, adds ‫‬ ൈ ‫‬ parameters). With regards to the formal testing based on the maximum of the likelihood function, the choice of a lag length of two is supported for our data by the "Schwarz" and "HannanͲQuinn" information criteria and lag reduction tests (see Tables 2 and 3) . Estimation of the VAR model is based on the assumption that the residuals display Gaussian properties. Extraordinarily large shocks corresponding to economic reforms or intervention and by those possibly marking structural breakpoints in the data series tend to cause a violation of the normality assumption. The deviation from the normality assumption leads to distorted statistical inferences. Hence, it is important to identify the dates of such shocks and to correct them with intervention dummies (Juselius, 2006) . We correct for innovational outliers indicated by large residuals due to shocks to the innovation term that are diffused in the autoregressive structure of the dataͲgenerating process, which in terms of distorting inference on the cointegration rank are less problematic than additive outliers (Nielsen, 2004) . Incorporating dummy variables (‫Ͳܦ‬ͺͲͶ‫‬ǡ ‫)ͳͲͻͲܦ‬ we account for unconventional (2002) show that the cointegration rank testing is still robust in this case.
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Our formal misspecification tests indicate rejection of multivariate normality and ARCH effects due to the above mentioned features of the commodity and food price series. Overall the VAR(2) model seems to provide a reasonable description of the information contained in the data. The following estimation of our global CVAR is based on modelling the data process with two lags and the specified deterministic terms for outlier correction and linear trends in the variables that are restricted to the cointegrating relations as well. 
Estimation and rank determination of the global CVAR
The complex determination of the cointegration rank of the Ʌ-matrix, i.e. the cointegration space of the model, is subject to empirical evidence from various preͲtesting indicators. The principal formal testing procedure is the Johansen LR trace test (Johansen, 1988 (Johansen, , 1991 (Johansen, , 1994 with the results being presented in Tables 6 and 7 . The trace test statistic rejects the hypotheses of ‫‬ െ ‫ݎ‬ ൌ Ͷ ሺ‫‬ െ ‫ݎ‬ ൌ ͷ respectively) common stochastic trends and ‫ݎ‬ ൌ ͳ cointegrating relations but fails to reject the hypotheses of ‫‬ െ ‫ݎ‬ ൌ ͵ ሺ‫‬ െ ‫ݎ‬ ൌ Ͷ respectively) common trends and ‫ݎ‬ ൌ ʹ cointegrating relations on a 1% significance level. As there are cases for hypotheses that are close to the unit circle, the size of the test and the power of the alternative can be of almost the same magnitude. The recursive estimation results for constancy of the betaͲcoefficients, the logͲlikelihood and the simulation of the trace statistics suggest for both of the information sets the choice of a rank of two. The inspection of the system's eigenvalues and roots of the companion matrix supports this specification. 
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Identification of the longͲrun structure and adjustment to the stationary relations
We approach the identification of the interaction between the global aggregates and the price variables as well as the respective system dynamics by separately accounting for food ‫ݔ(‬ ௧ భ ƍ ) and commodity prices ‫ݔ(‬ ௧ మ ƍ ). The identification of the systems is conducted by imposing restrictions on the longͲrun and shortͲrun coefficients and thus characterising the equilibrium relations and the underlying errorͲcorrecting adjustment behaviour. The information set is defined by the variable vectors
The system comprising food price data is restricted and specified following the above reasoning and formal testing to a cointegration rank of r=2 and a lag length of k=2 with the imposed restrictions on the longͲrun structure being not rejected with a pͲvalue of 0.281 Having identified the longͲrun stationary relations, the characteristics of the adjustment behaviour and the common driving trends as the cumulated sum of empirical shocks to the respective variable can be examined by imposing restrictions on the adjustment coefficients, e.g. exogeneity relative to the information set under consideration. Restrictions on the ɲͲ coefficients have implications for the common stochastic trends of the system as their orthogonal component multiplies the unit root components. The hypothesis that the cumulated residuals from a specific equation indicate a common driving trend can be specified as a zero row in the adjustment coefficients, implying that the respective variable is weakly exogenous for the aforeͲidentified longͲrun relation. The opposite hypothesis, i.e. Focusing on the impact of global liquidity on commodity prices on a broader level and aggregated consumer prices, Table 9 shows the results of the longͲrun relationships ( (6) 
Conclusion
In this paper we sought to investigate the relationship between global liquidity and commodity and food prices using a global CVAR model. We use different measures of global liquidity and various indices of commodity and food prices. In order to understand the interactions between monetary aggregates, inflation and commodity prices on a global level, we primarily focus on longͲrun equilibrium relations and emphasise the role of monetary factors in explaining food and commodity price movements. Our results provide noteworthy insight into the links between monetary policy and commodity and food price inflation and support the hypothesis that there is a positive longͲrun relation between global liquidity and the development of food and commodity prices. Food and commodity prices significantly adjust to the cointegrating relations and exhibit a longͲterm coͲmovement with liquidity on an international level.
Our findings highlight the dilemma that arises when the central banks of virtually all major economies engage in expansionary monetary policies at the same time in order to stabilise their domestic economies and financial sectors, causing a large global liquidity shock that feeds into commodity and food price inflation. While such expansionary monetary policies may be warranted to adequately respond to financial crisis, economic contraction, high unemployment and deflationary tendencies, our analysis suggests that there are pronounced negative sideͲeffects in terms of commodity and food price inflation.
Price increases in foodstuff and commodities can have serious implications for public and private budgets in developing, emerging and advanced countries alike. Whereas exporters of foodstuff and commodities benefit from rising prices, which should also boost the government's revenue position in commodity exporting countries (provided the state's ability tax these export earnings), the effects for households that do not derive their income from commodity producing sectors are negative in both exporting and importing countries.
Especially poorer households usually suffer most from food price inflation and rising energy prices (which we did not analyse in this paper), since they tend to spend a larger proportion of their income on these items. Even though we are not forecasting food and commodity price developments in this study, our analysis suggests that further price hikes may be in store given current expansionary monetary conditions.
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Over the period that we observed, 1980Ͳ2011, food and commodity price inflation were apparently driven by monetary expansion in the world's major economies. Our results can be seen as supporting the view of a "financialisation of commodities", where food and commodity prices are driven to a large extend by flows of portfolio investment seeking return in commodity markets and not merely by demand from the real economy.
Policymakers should take into account the negative sideͲeffects of loose monetary policy and consider stricter regulation of food and commodity markets -such as the imposition of tighter limits on speculative positions in food commodities -to prevent a further flow of liquidity into these markets.
