We study the problem of computing Stackelberg equilibria Stackelberg games whose underlying structure is in congestion games, focusing on the case where each player can choose a single resource (a.k.a. singleton congestion games) and one of them acts as leader. In particular, we address the cases where the players either have the same action spaces (i.e., the set of resources they can choose is the same for all of them) or different ones, and where their costs are either monotonic functions of the resource congestion or not.
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Introduction
In Stackelberg Games (SGs), a player, acting as leader, has the ability to commit to a (possibly) mixed strategy beforehand, while the other players, acting as followers, observe the leader's commitment and, then, decide how to play [2] . Over the last years, Stackelberg games and the corresponding Stackelberg Equilibria (SEs) have received a lot of attention in the artificial intelligence literature. The vast majority of the works related to the topic has focused on the problem of finding an SE when mixed-strategy commitments are allowed-a problem often referred to as computing the optimal strategy to commit to [3] .
The recent surge of interest in SGs is mainly motivated by their many successful real-world applications. A prominent one is that of security games, which model situations where a defender, acting as leader, has to allocate scarce resources to protect valuable targets from an attacker, acting as follower [4, 5, 6, 7] . Other interesting application are found in toll-setting games, where the leader is a central authority collecting tolls from the users of a network who, acting as followers, decide on how to best travel through the network so to minimize their cost after observing the pricing strategy chosen by the authority [8, 9] . Besides the security domain and toll-setting games, applications of SGs can be found in, among others, interdiction games [10, 11] , network routing [12] , and mechanism design [13] .
State of the Art on Stackelberg Equilibrium Computation
When studying SGs, two crucial aspects need to be considered: how the followers break ties among the multiple equilibria that could arise after observing the leader's commitment, and the structure of the underlying followers' game.
As to the first aspect, two extreme cases are usually taken into account: the optimistic and the pessimistic one. In an Optimistic Stackelberg Equilibrium (OSE), the followers are assumed to break ties in favor of the leader. In a Pessimistic Stackelberg Equilibrium (PSE), they are assumed to do it against her [2] . 1 As to the second aspect, Table 1 summarizes most of the known computational results for the problem of computing an O/PSE according to the structure of the underlying game. The problem is known to be easy in 2-player normal-form games in both the optimistic and pessimistic setting, as shown in, respectively, [3] and [2] . In particular, [15] shows that the problem of computing an OSE can be formulated as a single Linear Program (LP), while [2] illustrates that a PSE can be computed by solving a polynomial number of LPs.
When one considers the case of n-player normal-form games with n ≥ 3, many cases are possible, depending on how the followers behave after observing the leader's commitment. A reasonable choice, which has been widely investigated in the literature, is to assume that they play simultaneously and noncooperatively, reaching a Nash Equilibrium (NE). In this case, it is known that finding an O/PSE is not in Poly-APX unless P= NP, even when there are only two followers (i.e., with n = 3) [16] . Computing an OSE becomes easy for any n if we restrict the followers to only play pure strategies, as it requires the solution of an LP for each outcome of the followers' game, whose number is polynomial in the size of the game representation [17] . On the other hand, computing a PSE is still NP-hard even with only two followers playing pure strategies [18] and it is not in Poly-APX unless P= NP with at least three followers (i.e., with n ≥ 4) [17] .
As for algorithms, the authors of [19] show how to formulate the problem of finding an OSE in n-player normal-form games as a nonlinear and nonconvex mathematical program, which they solve via spatial branch-and-bound techniques. As shown in [18] , when the followers are restricted to play pure strategies a PSE can be found by employing an algorithm that solves multiple lexicographic Mixed-Integer Linear Programs (lex-MILPs), which, as the authors show, can be further enhanced by embedding it in a branch-and-bound scheme.
As to works on n-player normal-form games where the followers do not play an NE, [15] shows that finding an OSE is easy when the followers can play correlated strategies, while [3] proves that the problem becomes NP-hard if the followers play in a hierarchical fashion.
Besides normal-form games, the literature has devoted considerable attention to Bayesian 2-player normal-form games where the follower can be of different types, mainly due to their relevance in security games. In this setting, it is known that finding an OSE is Poly-APX-complete [20] , and that an equilibrium can be found by solving a Mixed-Integer Linear Program (MILP) [4] . As recently shown in [21] , the same hardness result also holds for the problem of computing a PSE. [21] also provides an algorithm for computing an equilibrium via the solution of exponentially many LPs, without resorting to the normal-form representation.
Over the last years, the Stackelberg paradigm has also been applied to 2-player extensive-form games. In particular, the authors of [22] prove that finding an OSE is NP-hard even in games without nature. The results are extended by the authors of [23] , who prove that computing a PSE is also NP-hard. Works such as [24, 25] address the problem of computing an OSE in extensive-form games, providing worst-case exponential time algorithms based on MILPs. In the context of extensive-form games, attempts have also been made towards the refinement of SEs. In particular, the authors of [26] introduce the idea of a robust SEs, where an optimal commitment is found against a worst-case follower's utility model. Pursuing a different approach, the authors of [23] show how to guarantee an optimal commitment off the equilibrium path by adopting the idea of trembling-hand perfection to the Stackelberg setting.
Other works attempted to relax the general structure of normal-form games, trying to identify games with many players where SEs can be efficiently com-puted. Along this line of research, the authors of [21] analyze polymatrix games, which are games where the players interact pairwise and each player takes part to a 2-player normal-form game with each of the other players. For these games, [16] shows that, when the followers play mixed strategies, finding an O/PSE is not in Poly-APX unless P= NP. The result is extended in [21] , where the authors show it to hold even when the followers are restricted to pure strategies. While, for fixed n, finding an OSE with the followers playing pure strategies is easy, the same does not hold for PSEs, as the problem is hard even with only three followers (i.e., with n = 4) [27] .
For works applying the Stackelberg paradigm to other game models, such as stochastic games and Bayesian signaling games, we refer the reader to [28, 29, 30 ].
The Stackelberg Paradigm in Congestion Games
We focus, in this work, on Congestion Games (CGs), which model situations in which the players compete for the use of a finite set of shared resources. The players' actions are subsets of the resources and the costs the players incur depend (monotonically or not) on the level of resource utilization, typically referred to as resource congestion. Crucially, CGs always admit pure-strategy NEs [31] . Such equilibria are always achievable by best-response dynamics, i.e., by applying an iterative procedure by which, at each iteration, a player changes her action and switches to playing a best-response to the actions currently played by the other players [32] .
Many classes of CGs have been introduced in the literature. These games can be characterized according to the combinatorial structure of the players' action spaces. In this work, we focus on Singleton CGs (SCGs) [33] , i.e., on CGs where each player cannot use more than a single resource. Computing NEs in SCGs is easy [34] and, for the case in which all the players have the same action space (we will refer to these games as symmetric), finding an NE minimizing the social cost is also easy [33] .
Other classes of CGs have been studied in the literature. For instance, the authors of [34] propose a generalization of SCGs where a player's action space is expressed as a matroid defined over the set of resources. Many works have also addressed CGs played on a network, e.g., games where the players' actions are paths connecting a source to a destination [35] , or spanning trees [36] .
In this work, we apply a Stackelberg paradigm to SCGs, assuming the presence of a special player acting as leader. The leader commits to a (possibly) mixed strategy, while all the other players, acting as followers, observe the leader's commitment and then decide how to play, reaching an NE in the resulting SCGs. In particular, we study the case in which the followers play pure strategies after observing the leader's commitment, which is reasonable as this followers' game always admits at least a pure-strategy NE reachable by bestresponse dynamics. For the sake of generality, we assume that the leader's cost may differ from the followers'. Practical scenarios where Stackelberg SCGs are relevant are those where the set of players contains a higher-priority player who can decide which resource to use before the other ones do.
While the Stackelberg paradigm has already been applied to CGs, the only works which, to our knowledge, pursue this line of research are [37] and its extensions [38, 39, 40] . We remark, though, that the author of [37] considers a different Stackelberg paradigm where the leader is an authority whose objective is to minimize the social cost of the NE reached by the followers. Differently, in this work we assume that the leader is a special player who has the ability to commit to a strategy beforehand with the aim of minimizing her own cost.
Original Contributions
We provide, in this work, an extensive study of the problem of computing SEs in SCGs with leadership. In particular, we identify four possible cases, according to two orthogonal features of SCGs. The first one concerns the relationship among the action spaces of the players. We analyze two possibilities: the one where the players share the same set of resources, and the one where the sets of resources available to them may differ. The second feature we address is related to the shape of the players' cost functions. We consider two cases: the one where these functions are monotonically increasing in the resource congestion, and the one in which they are not. Table 2 summarizes the original results that we provide with this work. In particular, we show that, in SCGs where the players' action spaces can be different, computing an O/PSE is not in Poly-APX unless P= NP, even when the players' cost functions are monotonic, the leader has only one available action, and her costs are equal to the followers'. This also shows that, as we will better explain in the following, the same inapproximability result also holds for the problem of computing, in the same game setting, an NE which minimizes/maximizes the cost incurred by any given player.
For the symmetric case where the players have access to the same set of resources, we show that the complexity of computing an O/PSE depends on the nature of the players' cost functions. We prove that the problem is not in Poly-APX unless P= NP for the case where the players' costs are nonmonotonic functions of the resource congestion. On the other hand, we show that, in the symmetric case where the players have access to the same set of resources, the problem of computing an O/PSE can be solved in polynomial time when the cost functions are monotonic. While proving the correctness of the algorithm is straightforward when the leader's commitment is a pure strategy, the analysis is more involved with mixed-strategy commitments. Our result follows, as we will show, from the fact that mixed-strategy commitments do not allow the leader to incur a cost smaller than the one she incurs with a pure-strategy. We also consider the case where the leader is restricted to pure-strategy commitments, providing a polynomial-time algorithm for its solution.
Finally, we provide two mathematical programming formulations to compute an OSE for games with different action spaces in, at most, exponential time, Complexity NP-hard, / ∈ Poly-APX NP-hard, / ∈ Poly-APX Algorithm --
Non-monotonic costs
Complexity NP-hard, / ∈ Poly-APX NP-hard, / ∈ Poly-APX Algorithm --and a more compact one for the symmetric case. We also evaluate, experimentally, the scalability of the two formulations when fed to a state-of-the-art MILP solver and compare their performance-in terms of computing time and solution efficiency-to simple algorithms based on the repetition of best response dynamics.
Structure of the Work
The remainder of the paper is organized as follows. Section 2 introduces basic concepts and the notation we use, including the formal definitions of the game models we consider. Section 3 provides the main hardness results for the problem of computing an O/PSE in games where the players' action spaces are different. Section 4 does the same in games where the players' action spaces are all equal but the cost functions are nonmonotonic. Section 5 establishes which problems can be solved efficiently, providing the corresponding polynomial-time algorithms. Section 6 proposes mathematical programming formulations for computing an OSE in the intractable cases and assesses their scalability via computational experiments. Finally, Section 7 concludes the work summarizing the results and pointing out directions for future research.
Preliminaries
In this work, we analyze SCGs in which a leader commits to a strategy beforehand, and, then, the followers simultaneously decide how to play, reaching an NE in the game that results from observing the leader's commitment. Adopting the notation introduced in [41] , we provide the following formal definition of the class of games we study:
Definition 1 (Stackelberg SCG (SSCG)). A Stackelberg SCG (SSCG) is a tuple (N, R, A, c , c f ), where:
• N = F ∪ { } is a finite set of players, being the leader and F the set of followers;
• R is a finite set of resources;
• A = {A p } p∈N is the set of all players' actions, with A p , for each p ∈ N , being the set of actions of player p;
• c = {c i, } i∈R and c f = {c i,f } i∈R are, respectively, the leader's and followers' cost functions, with c i, , c i,f : N → Q being the costs of resource i as a function of its congestion for, respectively, the leader and the followers.
We denote by n and r the number of players and of resources (i.e., n := |N | and r := |R|. As usual, we assume c i, (0) = c i,f (0) = 0 for every i ∈ R.
We call the players' cost functions weakly monotonic if, for every resource i ∈ R, c i, (x) ≤ c i, (x + 1) and c i,f (x) ≤ c i,f (x + 1) for all x ∈ N, and strictly monotonic if all the inequalities are strict.
We call strategy of player p ∈ N a probability distribution σ p over A p , where σ p (a p ) denotes the probability that a p ∈ A p is played. Let ∆ p be the set of player p's strategies. A strategy σ p ∈ ∆ p is said pure if it prescribes player p to always play some action a p ∈ A p , i.e., if σ p (a p ) = 1 and σ p (a p ) = 0 for all a p ∈ A p \ {a p }. Otherwise, σ p is said mixed. A collection of strategies is called strategy profile in general, and action profile if all the strategies it contains are pure. In this work, we collectively denote by σ = (σ , a) a strategy profile in which the leader plays a (possibly) mixed strategy σ ∈ ∆ and the followers play the pure strategies contained in the action profile a = (a p ) p∈F ∈ × p∈F A p .
Let a = (a p ) p∈F ∈ × p∈F A p be a followers' action profile. We let ν a i = |{p ∈ F | a p = i}| be the number of followers selecting resource i ∈ R in a. This quantity is equal to the resource congestion caused by the followers' presence only. We call followers' configuration (induced by action profile a) the vector ν a ∈ N r whose i-th component is ν a i for all i ∈ R. For any σ ∈ ∆ , we define the followers' expected cost for resource i ∈ R given σ as the function c 
Note that, given a leader's strategy σ and a followers' congestion x, all the followers who select resource i ∈ R experience a congestion that may (with probability σ (i)) or may not (with probability 1 − σ (i)) be incremented by one w.r.t. x, depending on whether the leader chooses resource i or not. Given the strategy profile σ = (σ , a), the leader's cost is:
After observing a leader's committment σ , the followers play an SCG where the resource costs are specified by the functions c σ i,f , for i ∈ R. We assume that, after witnessing the leader's committment, the followers play a pure-strategy NE, which is always possible as, being a CG, the new SCG always admits one [31] .
Given a strategy profile σ = (σ , a), a is an NE for σ if, for every p ∈ F and a p ∈ A p , c + 1), i.e., if no follower has an incentive to unilaterally deviate from a p by selecting another resource a p . For any given σ ∈ ∆ , let E σ be the set of NEs in the followers' game resulting from σ . We also consider symmetric SSCGs (SSSCGs), a subclass of SSCGs in which every player can select every resource, i.e., where A p = R for all p ∈ N : Definition 2 (Symmetric SSCG (SSSCG)). We call an SSCG defined by a tuple (N, R, A, c , c f ) symmetric if A = × p∈F R.
Note that, in an SSSCG, all the followers are identical due to being allowed to choose the same resources. Thus, only the number of followers selecting each resource is significant, and a followers' action profile a can be equivalently represented by the followers' configuration ν a it induces. As a consequence, when studying SSSCGs we do not explicitly refer to the followers' action profiles but, rather, to their configurations ν ∈ N r , with i∈R ν i = n − 1. When working, rather than with action profiles, with followers' configurations, we have that ν is an NE for a given leader's strategy σ ∈ ∆ if, for every i ∈ R : ν i > 0 and j ∈ R, c σ i,f (ν i ) ≤ c σ j,f (ν j + 1). Given a leader's strategy, the followers' SCG may admit multiple NEs. As customary in the literature, we consider two extreme cases, which lead to the definition of Optimistic SE (OSE) and Pessimistic SE (PSE) [2] . In the first one, we assume that the followers act in favor of the leader, playing an NE minimizing her cost. In the second one, we assume that the followers act against the leader, always playing an NE which results in the maximum leader's cost. As a result, OSEs and PSEs define the range of possible leader's costs over the set of SEs in the game. Formally: Definition 3. A strategy profile σ = (σ , a) is an OSE if it solves the following bilevel programming problem:
As it is clear, an OSE always exists in SSCGs and, since the same objective function is minimized in both levels, the problem can be equivalently rewritten as: min σ ∈∆ a∈E σ c (σ ,a) .
SSCGs NP-Hardness and Inapproximability
Let us start our analysis with a negative result, showing that the problem of computing an O/PSE in SSCGs with different action spaces is computationally intractable even if the leader can only select a single resource and all the costs are monotonic functions of the resource congestion. This also shows that computing an equilibrium in an SCG which either maximizes or minimizes the usage of a resource (or the cost incurred by a player) is hard, which may be of independent interest.
First, we prove that finding an OSE is not in Poly-APX unless P= NP, using a reduction from 3SAT. Then, we show that the same intractability result holds for computing a PSE in SSCGs by means of a different reduction still based on 3SAT.
Computational Complexity of Finding an OSE in SSCGs
First, we analyze the problem of computing an OSE in SSCGs in the general case with different action spaces. The hardness and inapproximability results that we present are based on a reduction from 3SAT (see [42] for its NP-completeness), which is defined as follows:
Definition 5 (3SAT). Given a finite set C of 3-literal clauses defined over a finite set V of Boolean variables, is there a truth assignment to the variables which satisfies all the clauses?
In the following, let l ∈ φ denote a literal (i.e., a variable or its negation) appearing in clause φ ∈ C and v(l) ∈ V denote the variable corresponding to that literal. Moreover, given a 3SAT instance (C, V ), let m and s be, respectively, the number of clauses and variables, i.e., m := |C| and s := |V |.
We introduce our reduction in the proof of the following theorem.
Theorem 1.
Computing an OSE in SSCGs with different action spaces is NPhard.
Proof. We provide a reduction from 3SAT showing that the existence of a polynomial-time algorithm for computing an OSE in SSCGs would allow us to solve any 3SAT instance in polynomial time. Specifically, given a 3SAT instance (C, V ) and a real number 0 < < 4, we build an instance Γ (C, V ) of an SSCG admitting an OSE in which the leader's cost is if and only if (C, V ) is satisfiable; if not, the leader's cost is 4 in any OSE.
Mapping. Γ (C, V ) is defined as follows:
• N = F ∪ { }, with F = {p φ , p φ,t | φ ∈ C} ∪ {p v | v ∈ V } ∪ {p v,k , pv ,k | v ∈ V, k ∈ {1, . . . , m}} ∪ {p φ,v , p φ,v | φ ∈ C, v ∈ V };
• R = {r t } ∪ {r φ | φ ∈ C} ∪ {r v , r v,t , rv, rv ,t | v ∈ V } ∪ {r φ,v , r φ,v | φ ∈ C, v ∈ V };
• A p φ = {r φ } ∪ {r φ,l | l ∈ φ}, A p φ,t = {r φ , r t } ∀ φ ∈ C;
• A p v,k = {r v,t , r v }, A pv ,k = {rv ,t , rv} ∀ v ∈ V, k ∈ {1, . . . , m};
• A pv = {r t , r v,t , rv ,t } ∀ v ∈ V ;
• A p φ,v = {r v , r φ,v }, A p φ,v = {rv, r φ,v } ∀ φ ∈ C, v ∈ V ;
• A = {r t }.
The cost functions take values according to the following table, and satisfy c rv,f = c rv,f , c r φ,v ,f = c r φ,v ,f , c rv,t,f = c rv,t,f , and c rt,f = c rt, (let us remark that they are all monotonic functions of the resource congestion): Given a 3SAT instance (C, V ), Γ (C, V ) can be constructed in polynomial time, as it features n = 2m + s + 4ms + 1 players and r = m + 4s + 2ms + 1 resources. Since, in Γ (C, V ), the leader can only select a single resource, r t , the only leader's commitment is σ (r t ) = 1. As a result, the leader's cost is if and only if no follower selects resource r t ; otherwise, it is 4. 
L l a y S Z r X i u R X v r lX W Z 1 5 d E J O k X n y E N X q I Z u U R 0 1 E E E j 9 I J e 0 Z v z 7 L w 7 H 8 7 n f D X n Z D f H a A H O 1 y 8 N 7 5 z K < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " C 8 r p u H w w m S z i v C S z D h p q a n H s y s U = " 
V f e 2 V q p f Z H X l 0 Q k 6 R e f I R Z e o j m 5 Q A z U R Q Q K 9 o F f 0 Z j 1 b 7 9 a H 9 T l f z V n Z z T F a g P X 1 C 2 P c n X 4 = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " S 5 m Q B 8 B P U n r v W B v u
V f e 2 V q p f Z H X l 0 Q k 6 R e f I R Z e o j m 5 Q A z U R Q Q K 9 o F f 0 Z j 1 b 7 9 a H 9 T l f z V n Z z T F a g P X 1 C 2 P c n X 4 = < / l a t e x i t > rx,t 
V f e 2 V q p f Z H X l 0 Q k 6 R e f I R Z e o j m 5 Q A z U R Q Q K 9 o F f 0 Z j 1 b 7 9 a H 9 T l f z V n Z z T F a g P X 1 C 2 c s n Y A = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " D f I C 6 e B E d y
V f e 2 V q p f Z H X l 0 Q k 6 R e f I R Z e o j m 5 Q A z U R Q Q K 9 o F f 0 Z j 1 b 7 9 a H 9 T l f z V n Z z T F a g P X 1 C 2 c s n Y A = < / l a t e x i t > ry,t 
A l e c u V r J J W r e q 5 V e + 2 V q p f Z H X l w Q k 4 B e f A A 5 e g D m 5 A A z Q B B h y 8 g F f w 5 j w 7 7 8 6 H 8 z l f z T n Z z T F Y g P P 1 C / b 7 n T w = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = "
A l e c u V r J J W r e q 5 V e + 2 V q p f Z H X l w Q k 4 B e f A A 5 e g D m 5 A A z Q B B h y 8 g F f w 5 j w 7 7 8 6 H 8 z l f z T n Z z T F Y g P P 1 C / b 7 n T w = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " 
e o g Z q I o A S 9 o F f 0 Z j 1 b 7 9 a H 9 b k Y z V n Z T h E t w f r 6 B R n Q o X s = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = "
e o g Z q I o A S 9 o F f 0 Z j 1 b 7 9 a H 9 b k Y z V n Z T h E t w f r 6 B R n Q o X s = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " If. Assume that (C, V ) is satisfiable, and let τ : V → {T, F} be a truth assignment satisfying all the clauses in C. Using τ , we show how to recover a followers' action profile a = (a p ) p∈F ∈ × p∈F A p such that a ∈ E σ , with σ = (σ , a) providing the leader with a cost of . Note that, since is the minimum cost the leader can achieve and the followers behave optimistically, σ is an OSE. In particular, let a p φ,t = r φ , for all φ ∈ C. Moreover, if τ (v) = T, let a pv = rv ,t and a p φ,v = r v , a p φ,v = r φ,v for all φ ∈ C, while, for all k ∈ {1, . . . , m}, let a p v,k = r v,t and a pv ,k = rv. Instead, if τ (v) = F, let a pv = r v,t and a p φ,v = rv, a p φ,v = r φ,v for all φ ∈ C, while, for all k ∈ {1, . . . , m}, let a pv ,k = rv ,t and a follower p v ) . Assume, w.l.o.g., τ (v) = T, as the other case is analogous. First, no follower p φ,v would deviate from r v to r φ,v , as, otherwise, she would incur a cost of at least 1, rather than 0. The same holds for followers p φ,v , as their cost is at most 6 while, if any of them switched to rv, she would incur a cost of 7. Similarly, followers p v,k would not deviate from r v,t (as 6 < 7) and followers pv ,k would not deviate from rv (as 0 < 6). Since ν a rv,t = 1, follower p v would not deviate from rv ,t , (as 0 < 6 and 0 < 4 ). Furthermore, since τ is a truth assignment satisfying (C, V ), at least one literal l ∈ φ evaluates to true under τ for every φ ∈ C. Let a p φ = r φ,l for every φ ∈ C. Since l evaluates to true, it must be a p φ,l = r l , thus p φ is the only follower who selects r φ,l . As a result, p φ incurs a cost of 1, and she has no incentive to deviate. Finally, p φ,t does not deviate from r φ to r t as 2 < 4. Thus, we can conclude that a is an NE and that, since no follower chose r t , the leader's cost is .
Only if. Suppose there exists an OSE σ = (σ , a) in which the leader's cost is . We show that, in polynomial time, one can recover a truth assignment τ that satisfies all the clauses in C from a = (a p ) p∈F ∈ × p∈F A p . First, let us note that no follower selects r t in a as, otherwise, the leader's cost would be 4 > . As a consequence, all followers p φ,t and p v must select one of the other resources available to them, i.e, a p φ,t = r φ and a pv ∈ {r v,t ,rv ,t }. Moreover, there cannot be two followers using resource r φ for every φ ∈ C as, otherwise, p φ,t would have an incentive to deviate from r φ to r t (as 5 > 4). Thus, a p φ = r φ , and, for all φ ∈ C, there must be a literal l ∈ φ such that a p φ = r φ,l . In addition, there cannot be two followers selecting r φ,l as, otherwise, p φ would have an incentive to deviate to r φ (as 5 < 6). Thus, it must be the case that a p φ,l = r l . This implies that ν a r l ≤ m as, otherwise, the cost of p φ,l would be 7 > 6, and that follower would change resource, switching to r φ,l . Thus, at least one of the followers p l,k must select r l,t as, otherwise, ν a r l > m. As a consequence, if l is positive and v(l) = v, p v selects rv ,t as, if she selected r v,t , she would have an incentive to deviate (as 6 > 4). Moreover, no other follower would select rv ,t as, otherwise, p v would deviate to r t (as 6 > 4). This implies that ν a rv,t = 1 (follower p v ) and all the followers pv ,k select resource rv, while the followers p φ,v choose resources r φ,v . On the other hand, if l is negative and v(l) = v, similar arguments allow us to conclude that ν a rv,t = 1 (follower p v ) and all the followers p v,k select resource r v , while the followers p φ,v choose resources r φ,v . As a result, either ν a rv,t = 1 or ν a rv,t = 1. In conclusion, we can define a truth assignment τ such that τ (v) = T if a pv = rv ,t and τ (v) = F if a pv = r v,t . Clearly, τ is well-defined. Moreover, as previously shown, for every φ ∈ C there exists a literal l ∈ φ such that a p φ,l = r l , which, letting v = v(l), implies that ν a rv,t = 1. Thus, τ (v(l)) = T if l is positive, while ν a rv,t = 1 and τ (v(l)) = F if l is negative. Hence, τ satisfies all the clauses.
The proof of Theorem 1 also shows the following: Corollary 1. In general SCGs without leadership and different action spaces, computing an NE minimizing the cost of a given player is NP-hard.
Proof. The result is easily proved by noticing that, in the Γ (C, V ) games defined in the proof of Theorem 1, since the leader can only use a single resource any OSE is also an NE. Thus, given that the followers behave optimistically, such games admit an optimal NE with leader's cost if and only if the corresponding 3SAT instance is satisfiable.
Theorem 1 also implies that the leader's cost in an OSE cannot be efficiently approximated up to within any factor which depends polynomially on the size of the input:
Corollary 2. The problem of computing an OSE in SSCGs with different action spaces is not in Poly-APX unless P = NP.
Proof. Given a 3SAT instance (C, V ), let us build an SSCG Γ (C, V ) as in the proof of Theorem 1. We have already proven that Γ (C, V ) admits an OSE in which the leader's cost is if and only if (C, V ) is satisfiable and that, otherwise, the leader's cost is 4. Let = 4 2 n+r . Assume that there exists a polynomialtime approximation algorithm A with approximation factor poly(n, r), i.e., a polynomial function of n and r. Assume (C, V ) is satisfiable. A applied to Γ (C, V ) would return a solution with leader's cost at most 4 2 n+r poly(n, r). Since, for n and r large enough, 4 2 n+r poly(n, r) < 4, A would allows us to decide in polynomial time whether (C, V ) is satisfiable, a contradiction unless P = NP.
Since the followers break ties in favor of the leader in the reduction, the results in Theorem 1 and Corollary 2 do not apply to the problem of finding a PSE. We consider this case in the next subsection.
Computational Complexity of Finding a PSE in SSCGs
The hardness and inapproximability results that we are about to present for the problem of computing a PSE in SSSCGs are still based on 3SAT, but rely on a different reduction.
Theorem 2. Computing a PSE in general SSCGs with different action spaces is NP-hard.
Proof. We provide a reduction from 3SAT showing that the existence of a polynomial-time algorithm for computing a PSE in SSCGs would allow us to solve any 3SAT instance in polynomial time. Specifically, given a 3SAT instance (C, V ) and a real number 0 < < 4, we build an SSCG instance Γ (C, V ) such that it admits a PSE where the leader's cost is if and only if the 3SAT instance admits a no answer, i.e., if and only if (C, V ) is not satisfiable. Instead, if the 3SAT instance has answer yes, i.e., if (C, V ) is satisfiable, then the leader's cost is 4 in any PSE.
Mapping. Γ (C, V ) is defined as follows:
• A p φ,t = {r φ , r t } ∀ φ ∈ C;
The cost functions take values according to the following table, and satisfy c rv,f = c rv,f , c r φ,v ,f = c r φ,v ,f , and c rt,f = c rt, (let us remark that they are all monotonic functions of the resource congestion):
Figure 2 shows an example of game Γ (C, V ). Given (C, V ), Γ (C, V ) can be constructed in polynomial time, as it features n = 3m + m + 3s + 2ms + 1 players and r = m + 3s + 2ms + 1 resources.
Observe that, in Γ (C, V ), the leader can only select a single resource r t and, hence, the only leader's commitment is σ (r t ) = 1. As a result, the leader's cost is 4 if and only if all followers p π,t and p v,t select resource r t ; otherwise, it is .
If. Suppose that the 3SAT instance has answer no, i.e., there is no truth assignment to the variables in V that satisfies all the clauses in C. We prove that, in that case, Γ (C, V ) admits a PSE with leader's cost equal to . By contradiction, let us assume there exists a PSE σ = (σ , a) in which the leader's cost is 4 > . We show that a = (a p ) p∈F ∈ × p∈F A p can be employed to recover, in polynomial time, a truth assignment τ that satisfies all the clauses in C, which is a contradiction. First, let us note that all the followers p π,t and p v,t select r t in a as, otherwise, the leader's cost would be < 4. As a result, a p φ = r t for every φ ∈ C, and a pv = r t for all v ∈ V . Thus, there is at least one follower using resource r φ for every φ ∈ C as, otherwise, p φ,t would have an incentive to deviate from r t to r φ (as 4 > 2). Thus, for each φ ∈ C there 
V f e 2 V q p f Z H X l 0 Q k 6 R e f I R Z e o j m 5 Q A z U R Q Q K 9 o F f 0 Z j 1 b 7 9 a H 9 T l f z V n Z z T F a g P X 1 C 2 P c n X 4 = < / l a t e x i t > must be a literal l ∈ φ such that a p l,φ = r φ . This implies that a p φ ,l = r φ,l as, otherwise, follower p l,φ would deviate from r φ to r φ,l (as 2 > 0). Thus, we can conclude that ν a r l < m. As a consequence, a p l = r l as, if she selected r v(l),t , her cost would be 2 or more, and she would deviate to resource r l (to incur a smaller cost equal to 1). Furthermore, at least one between p v and pv must select r v,t as, otherwise, player p v,t would deviate from r t (as 2 < 4). Assume, w.l.o.g., a pv = r v,t , as the other case is analogous. All the followers p φ,v select rv as, otherwise, pv would have an incentive to deviate from r v,t (as 1 < 2). Thus, all the followers pv ,φ select r φ,v . Let us define a truth assignment τ such that τ (v) = T if a pv = r v , τ (v) = F if a pv = rv and τ (v) is either T or F whenever a pv = a pv = r v,t . Clearly, τ is well-defined. Moreover, as previously shown, for every φ ∈ C there exists a literal l ∈ φ such that a p l,φ = r φ . This implies a p φ,l = r φ,l and a p l = r l , and, thus, τ (v(l)) = T if l is positive or τ (v(l)) = F if it is negative. Therefore, τ satisfies all the clauses, which is a contradiction.
Only if. Suppose that the 3SAT instance admits answer yes, i.e., there exists a truth assignment to the variables which satisfies all the clauses in C. We prove that in any PSE of Γ (C, V ) the leader's cost is 4 > . Let τ : V → {T, F} be one such truth assignment. We show how to recover from τ a followers' action profile a = (a p ) p∈F ∈ × p∈F A p such that a ∈ E σ , with σ = (σ , a) providing the leader with a cost of 4. Since 4 is the maximum cost the leader can achieve and the followers behave pessimistically, σ is clearly a PSE. In particular, let a p φ,t = r t , for all φ ∈ C, and a pv,t = r t , for all v ∈ V . Moreover, if τ (v) = T, let a pv = r v , a pv = r v,t , and, for all φ ∈ C, a p φ,v = r φ,v and a p φ,v = rv. Additionally, for every clause φ ∈ C and l ∈ φ such that v(l) = v, let a p l,φ = r φ if l is positive, while a p l,φ = r φ,l if it is negative. Conversely, if τ (v) = F, let a pv = rv, a pv = r v,t , and, for all φ ∈ C, a p φ,v = r φ,v and a p φ,v = r v . Furthermore, for every clause φ ∈ C and l ∈ φ such that v(l) = v, let a p l,φ = r φ if l is negative, and a p l,φ = r φ,l if it is positive. Notice that, since either τ (v) = T or τ (v) = F, one between p v and pv selects r v,t . Assume, w.l.o.g., a pv = r v,t and a pv = r v (as the other case is analogous). First, no follower p φ,v would deviate from r φ,v to r v , as, otherwise, she would incur a cost of at least 1, rather than 0. The same holds for followers p φ,v , as their cost is 1 while, if any of them switched to r φ,v , she would incur a cost of 7, because a pv ,φ = r φ,v . Similarly, since there is one follower selecting r v,t , follower p v,t would not deviate from r t (as 4 < 5), while follower p v would not deviate from r v because her cost is 1 < 5 and pv would not switch from r v,t (as she would get 6 rather than 1). Furthermore, since τ is a truth assignment satisfying (C, V ), for each clause φ ∈ C there exists at least one literal l ∈ φ that evaluates to true under τ . Thus, p l,φ would not deviate from r φ (as she pays either 2 or 5 instead of 7). Thus all the followers p φ,t would not deviate from r t (as 4 < 5) and we can conclude that a is an NE. Since m + s follower use r t , the leader's cost is 4.
Theorem 2 also implies the following:
Corollary 3. In SCGs without leadership and different action spaces, computing an NE maximizing the cost of a given player is NP-hard.
Proof. In games Γ (C, V ) such as those used in the proof of Theorem 2, any PSE is also an NE (since the leader can choose a single action). Moreover, Γ (C, V ) admits a PSE where the leader's cost is 4 if and only if the given 3SAT instance has answer no, which proves the result.
Furthermore, from Theorem 2 it directly follows that the leader's cost in a PSE cannot be efficiently approximated up to within any approximation factor which depends polynomially on the size of the input:
Corollary 4. The problem of computing a PSE in SSCGs with different action spaces is not in Poly-APX unless P = NP.
Proof. Given a 3SAT instance (C, V ), let us build an instance Γ (C, V ) of an SSCG as in the proof of Theorem 2. We have already proven that Γ (C, V ) admits a PSE in which the leader's cost is if and only if the 3SAT instance has answer no; otherwise, the leader's cost is 4 in any PSE. Let = 4 2 n+r . Assume that there exists a polynomial-time approximation algorithm A with approximation factor poly(n, r), i.e., a polynomial function of n and r. Assume the answer to the 3SAT instance is no. A applied to Γ (C, V ) would return a solution with leader's cost at most 4 2 n+r poly(n, r). Since, for n and r large enough, 4 2 n+r poly(n, r) < 4, A would allows us to decide in polynomial time whether the answer to the 3SAT instance is yes or no, a contradiction unless P = NP.
SSSCGs NP-Hardness and Inapproximability
We focus, in this section, on SSSCGs (the subset of SSCGs in which the players have the same action spaces), showing that the problem of finding an O/PSE in such games is NP-hard and not in Poly-APX unless P= NP. For the problem of computing an OSE, we rely on K-PARTITION, a variant of PARTITION with an additional size constraint, whereas we adopt the classical version of PARTITION for the problem of computing a PSE. The two problems are defined as follows:
Definition 6 (PARTITION). Given a finite set S = {x 1 , . . . , x |S| } of positive integers x i ∈ Z + with both |S| and i∈S x i even, is there a partition (S , S \ S ) of S, with S ⊆ S, such that xi∈S x i = xi∈S\S x i ? Definition 7 (K-PARTITION). Given a finite set S = {x 1 , . . . , x |S| } of positive integers x i ∈ Z + with both |S| and i∈S x i even and a positive integer K ≤ |S| 2 , is there a partition (S , S \ S ) of S, with S ⊆ S and |S | = K, such that xi∈S x i = xi∈S\S x i ?
Letting s = 1 2 xi∈S x i , we assume for both problems that x i ≤ s for all i ∈ S. Indeed, if some x i > s, then xi∈S x i > s for every S ⊆ S and, thus, the answer to both PARTITION and K-PARTITION is trivially no.
PARTITION is well-known to be NP-complete [42] . To see that K-PARTITION is also NP-complete (its membership to NP is clear), it suffices to observe that PARTITION has answer yes if and only if K-PARTITION has answer yes for some K ∈ 1, . . . , |S| 2 . This gives us a simple Cook reduction from PARTI-TION to K-PARTITION: after solving K-PARTITION |S| 2 times, once per value of K ∈ 1, . . . , |S| 2 , if answer yes is found for some K, PARTITION has answer yes; if, conversely, answer yes is never found, PARTITION has answer no.
Computational Complexity of Finding an OSE in SSSCGs
We start our analysis with the problem of computing an OSE in SSSCGs. We introduce our main reduction in the proof of the following theorem. Proof. We prove the theorem using a reduction from K-PARTITION, showing that the existence of a polynomial-time algorithm for computing an OSE in SSSCGs would allow us to solve K-PARTITION in polynomial time. Let us recall that s is defined as s = 1 2 xi∈S x i . Clearly, any solution (S, S ) to K-PARTITION is uniquely defined by a subset S ⊆ S such that xi∈S x i = s and |S | = K. Let w i = xi s for all x i ∈ S. Due to having x i ≤ s for all x i ∈ S, we also have w i ≤ 1. Given a K-PARTITION instance defined by a pair (S, K), we build an instance Γ (S, K) of an SSSCG with 0 < < 1 such that the leader's cost in an OSE is if and only if (S, K) admits answer yes.
Mapping. Γ (S, K) is defined as follows:
• N = F ∪ { }, with |F | = 4|S| + 2;
• R = {r t1 } ∪ {r t2 } ∪ {r i | x i ∈ S};
The players' cost functions are specified in the following table:
Overall, the leader's cost is: Only if. Suppose that Γ (S, K) has an OSE σ = (σ , ν) in which the leader's cost is . Then, σ (r t1 ) = σ (r t2 ) = 0 must hold. Moreover, the leader must place positive probability only on resources r i with ν ri = 2. Clearly, there is always a resource r i with ν ri = 2 and σ (r i ) > 0. Next, we prove that ν rt 1 = 4|S| − 2K + 1. By contradiction, assume that ν rt 1 = 4|S| − 2K + 1. Three cases are possible.
• ν rt 1 = 0 implies that either there exists at least one resource r i with ν ri ≥ 5 or ν rt 2 = 2, but, then, the followers who chose r i or, respectively, r t2 , would deviate by choosing r t1 , decreasing their cost from 4s 2 to 3s 2 .
• 1 ≤ ν rt 1 ≤ 4|S| − 2K implies that the followers who selected r t1 incur a cost of 3s 2 . Thus, they would deviate to some resource r i with ν ri = 2, since their cost would be at most • ν rt 1 ≥ 4|S| − 2K + 2 implies that the followers' cost when they deviate by playing resource r t is 0. Thus, the followers who selected a resource r i with ν ri = 2 and σ (r i ) > 0 would change resource, since their current cost is strictly greater than 0.
The only remaining option for ν to be an NE for σ is ν rt 1 = 4|S| − 2K + 1. Then, ν rt 2 = 1 must hold as, if ν rt 2 = 0, a follower would switch form resource r t1 to resource r t2 (incurring a cost of 1 instead of one of 2s > 1), while, if ν rt 2 ≥ 2, the followers who selected resource r t2 would deviate to resource r t1 (incurring a cost of 1 instead of one of 4s 2 > 1). Let us now consider a resource r i with ν ri = 2. We prove that σ (r i ) = w i by contradiction. Two cases are possible.
• If σ (r i ) < w i , the followers' cost by switching to resource r i satisfies 1 w i
(1 − σ (r i )) + 2s − , its maximum for σ (r i ) ≤ w i is attained at σ (r i ) = w i . Thus, we deduce that a follower would deviate from resource r t1 to resource r i (as her cost is 2s > 1), contradicting the fact that ν is an NE for σ .
• If σ (r i ) > w i , we reach a contradiction since the cost incurred by the followers who are using resource r i would be 1 wi σ (r i ) > 1 and they would deviate playing resource r t1 , decreasing their cost to 1.
We have shown that σ (r i ) = w i for every resource r i with ν ri = 2. Finally, let r i be a resource with ν ri = 2. Clearly, it must be the case that σ (r i ) = 0 since the leader's cost is . Moreover, it cannot be the case that ν ri = 1, as, if it were the case, the follower would deviate to resource r t1 with a cost of 1, instead of 2s. Similarly, ν ri ≥ 3 cannot hold, as one of the followers who are selecting resource r i would deviate playing r t1 , since her current cost is greater than 1. Thus, either ν ri = 2 or ν ri = 0. As a consequence, there are K resources r i with ν ri = 2 and σ (r i ) = w i , and |S| − K resources r i with ν ri = 0 and σ (r i ) = 0. Let us define S as the set of integers x i ∈ S such that the corresponding resources r i satisfy ν ri = 2. Since xi∈S σ (r i ) = 1 and σ (r i ) = w i for all such resources r i , we can conclude that xi∈S w i = xi∈S xi s = 1, and, thus, xi∈S x i = s. As a result, (S , S \ S ) is solution to K-PARTITION.
Next, we show that even approximating the leader's cost in an OSE to within any polynomial factor of the input size is computationally hard, obtaining the same inapproximability result that we established for the problem of computing an OSE in the more general class of SSCGs. For SSSCGs, the inapproximability result relies on the nonmonotonicity of the players' cost functions. This must necessarily be the case since, as we will show in Section 5, the problem is easy when all the action spaces are equal and the costs functions are monotonic. Proof. In order to prove the result, we rely on the reduction introduced in the proof of Theorem 3. We have already shown that in an OSE of Γ (S, K) the leader's cost is if and only if the corresponding instance of K-PARTITION (S, K) admits a yes answer. Now, we prove that, when the K-PARTITION instance admits a no answer, the leader's cost in any OSE is greater than or equal to 1. By contradiction, assume that there exists an OSE σ = (σ , ν) in which the leader's cost is smaller than 1. Let S ⊆ S be the set of integers corresponding to a group of resources r i with ν ri = 2 (at least one must exist since the leader's cost is smaller than 1). Then, xi∈S σ (r i ) > s−1 s since xi∈S\S σ (r i ) + σ (r t1 ) + σ (r t2 ) must be smaller than 1 s in order to have a leader's cost smaller than 1. Moreover, σ (r t1 ) ≤ 1 s 4 and σ (r t1 ) ≤ 1 s 4 must both hold as, if not, the leader's cost would be larger than 1. We prove, now, that ν(r t1 ) = 4|S| − 2K + 2 by contradiction. We identify three cases:
• ν rt 1 = 0 implies that either there exists at least one resource r i with ν ri ≥ 5 or ν rt 2 = 2, and, thus, either a follower who selected resource r i or one who selected resource r t2 would have an incentive to deviate to resource r t1 (as 4s 2 > 3s 2 ).
• 1 ≤ ν rt 1 ≤ 4|S| − 2K − 1 implies that one of the followers who selected r t1 would have an incentive to deviate to resource r i with ν ri = 2, as she would incur a cost smaller than or equal to 2s− 1 w i +1 wi < 3s 2 .
• ν rt 1 = 4|S| − 2K implies that the cost incurred by the followers who selected resource r t1 is greater or equal than 3s 2 (1 − 1/s 4 ) + 2/s 3 , as σ (r t1 ) ≤ 
+1
wi < 2s 2 < 3s 2 − 3/s 2 + 2/s 3 , these followers would have an incentive to deviate from r t1 to a resource r i with ν ri = 2.
• ν rt 1 ≥ 4|S| − 2K + 2 implies that the followers' cost after deviating to resource r t1 would be 0 and, since there exists at least one resource r i with ν(r i ) = 2 and σ(r i ) > 0, one of the followers who selected such resource would switch from it in favor of r t1 .
Thus, ν(r t1 ) = 4|S| − 2K + 1. Let us consider resource r tt 2 . If ν rt 2 = 0, the followers' cost incurred when deviating to resource r t2 would be smaller or equal than (1 − 1/s 4 ) + 4/s 2 (as σ (r t2 ) ≤ 1/s 4 ), while the cost incurred by choosing resource r t1 is at least 2s(1 − 1/s 4 ) + 1/s 4 > (1 − 1/s 4 ) + 4/s 2 . Instead, if ν rt 2 ≥ 2, the followers' cost for resource r t2 is 4s 2 and they would have an incentive to deviate to r t1 to decrease their cost to 1 or less. Thus, ν rt 2 = 1. We deduce σ (r t1 ) = 0 as, otherwise (i.e., with σ (r t1 ) > 0), a follower would deviate from resource r t2 to r t1 , decreasing her cost to 1 or less. Let us focus on resources r i with ν ri = 2. If σ (r i ) < w i , the followers' cost of deviating to r i is 1 w i
(1 − σ (r i )) + 2s − and they would deviate from r t1 to r i , as their current cost is 2s. Instead, if σ (r i ) > w i the cost of any follower who selected r i is greater than 1 and she would deviate to resource r t1 to decrease her cost to 1. Thus, σ (r i ) = w i for all resources r i with ν ri = 2. Now, let us consider a resource r i with ν(r i ) = 2. σ (r i ) ≤ 1 s must hold, since the leader's cost is smaller than or equal to 1. If ν(r i ) = 1, the followers' cost for resource r i is at least 2s 1 s > 1 while, if ν(r i ) ≥ 3, the followers' cost for resource r i is at least 1 wi > 1. In both cases, the followers who selected resource r i would have an incentive to deviate to r t1 (as they would pay 1). Thus, either ν ri = 2 or ν ri = 0. As a consequence, there are K resources r i with ν ri = 2 and σ (r i ) = w i and |S| − K resources r i with ν ri = 0. If the leader's cost for σ is smaller than 1, there must be a subset S with xi∈S σ (r i ) = xi∈S w i > and xi∈S x i > s − 1. Note that x i ∈ N and xi∈S x i = s xi∈S w i = s xi∈S σ (r i ) ≤ s. Thus, xi∈S x i = s and (S , S \ S ) is solution to K-PARTITION. So far, we have proven that Γ (S, K) admits an OSE in which the leader's cost is if and only if (S, K) has answer yes and that, otherwise, the leader's cost is greater than or equal 1. Let = 1 2 n+r . Assume that there exists a polynomial-time approximation algorithm A with approximation factor poly(n, r), i.e., a polynomial function of n and r. Assume (S, K) has answer yes. A applied to Γ (S, K) would return a solution with leader's cost at most 1 2 n+r poly(n, r). Since, for n and r large enough, 1 2 n+r poly(n, r) < 1, A would allows us to decide in polynomial time whether (S, K) has a yes or no answer, a contradiction unless P= NP.
Computational Complexity of Finding a PSE in SSSCGs
We focus now on the problem of computing a PSE in SSSCGs.
Theorem 5. Computing a PSE in SSSCGs is NP-hard.
Proof. We provide a reduction from PARTITION showing that the existence of a polynomial-time algorithm for computing a PSE in SSSCGs would allow us to solve PARTITION in polynomial time.
Let, as in the previous proof, s = 1 2 xi∈S x i and w i = xi s for all x i ∈ S. W.l.o.g., let us assume that x i ≤ s for all x i ∈ S, and, thus, w i ≤ 1. Given a PARTITION instance with a set S, we build an instance Γ (S) of an SSSCG with 0 < < 1 such that the leader's cost in a PSE is if and only if the PARTITION instance admits answer yes.
Mapping. Γ (S) is defined as follows:
the followers' cost is (1 − w i ) > 1 and any of them would deviate to resource r t . In both cases, this contradicts the fact that ν is an NE, and, thus, it must be that ν(r i ) = 1 and ν(r i ) = 3 for all x i ∈ S . As a result, the leader's cost must be in any NE ν.
Only if. Suppose that Γ (S) admits a PSE σ = (σ , ν) in which the leader's cost is . Then, σ (r t ) = 0 and σ (r i ) > 0 only if resource r i is such that ν ri = 1 and ν ri = 3. Let us define R ⊆ R as the set of resources r i with σ (r i ) ≤ w i − r be a followers' configuration such that ν ri = 1 for all r i ∈ R , ν ri = 0 for all r i ∈ R , ν ri = 3 for all r i ∈ R , and ν rt = 3|S| − ri∈R\{rt} ν ri . First, we show that ν is an NE for σ . Indeed, all the followers who selected resource r t incurs a cost of 1, all those who selected a resource r i ∈ R incur a cost of (1 − σ (r i )) < 1.
If any follower deviated, she would incur a cost greater or equal than 1. In particular, no follower would deviate to a resource r i ∈ R , as she would incur a cost that is a convex combination of values greater than 1. Similarly, no follower would deviate to a resource r i ∈ R or r i ∈ R , as she would incur a cost of, respectively,
σ(r i ) > 1 or sσ (r i ) > 1. Finally, no follower has an incentive to switch to resource r t , as her cost would not increase. This shows that, in the followers' game resulting from σ , there exists an NE such that, whenever the leader selects a resource r i in R ∪ R , she incurs a cost of s 4 . Thus, given that the leader's cost in σ is , R = R = ∅ must hold. Let us define S ⊆ S as the set of integers x i ∈ S whose corresponding resource r i is such that w i − which implies s − 1 < xi∈S x i < s + 1. Since xi∈S x i is an integer quantity, we deduce xi∈S x i = s, which implies that S is a solution to PARTITION.
Finally, we show that the same inapproximability result that we have established for OSEs also holds for PSEs.
Theorem 6. The problem of computing an PSE in SSCGs is not in Poly-APX unless P= NP.
Proof. In order to prove the result, we rely on the reduction introduced in the proof of Theorem 5. We have already shown that in a PSE of Γ (S) the leader's cost is if and only if the corresponding instance of PARTITION admits a yes answer. Now, we show that, if the partition problem has no answer, then the leader's cost in any PSE is greater than or equal to 1. Suppose, by contradiction, that there is a leader's strategy σ such that all NEs of the resulting followers' game provide the leader with a cost smaller than 1. Then, σ (r i ) < 1 s 4 for all resources r i such that ν ri = 3, σ (r i ) < 1 s 4 for all resources r i such that ν ri = 1, and σ (r t ) < 1 s 4 . If there is a resource r i with σ (r i ) > w i + 1 s 4 , we have already proven that there is an NE with ν ri = 3 providing the leader with a cost greater than s 4 σ (r i ) > 1. Consider the set S ⊆ S of integers x i corresponding to resources r i with σ (r i ) ≤ w i − 1 s 4 . We have already shown that there is an NE with ν ri = 1 for all x i ∈ S . Since the leader can select these resources with, at most, probability s . Thus, s − 1 < xi∈S x i < s + 1 and, since xi∈S x i is an integer quantity, we have that xi∈S x i = s, showing that S is a solution to PARTITION. We have proven that Γ (S) admits a PSE in which the leader's cost is if and only if the PARTITION instance has a yes answer, while, otherwise, the leader's cost is greater than or equal to 1. Let = 1 2 n+r . Assume that there exists a polynomial-time approximation algorithm A with approximation factor poly(n, r), i.e., a polynomial function of n and r. Assume the PARTITION instance has a answer yes. A applied to Γ (S) would return a solution with leader's cost at most 1 2 n+r poly(n, r). Since, for n and r large enough, 1 2 n+r poly(n, r) < 1, A would allow us to decide in polynomial time whether the PARTITION instance has a yes or no answer, a contradiction unless P = NP.
Polynomial-Time Algorithms for SSSCGs
In the previous sections, we have shown that the problem of computing an O/PSE in SSCGs is, both in the general case and when restricting ourselves to SSSCGs, computationally intractable. We provide, here, two positive results for SSSCGs, showing that, under certain conditions, the computation of an O/PSE in these games can be carried out in polynomial time.
First, we design a polynomial-time algorithm for finding an O/PSE in SSSCGs where the players' costs are monotonic functions of the resource congestion. The algorithm relies on the fact that, as we will show, in such games the leader cannot decrease her cost by playing mixed strategies and, thus, pure-strategy commitments are sufficient. We also exhibit a few examples showing that our algorithm cannot be easily extended to more general settings as, if the players have either nonidentical action spaces or nonmonotonic cost functions, the leader could be better off playing mixed strategies, thus violating the fundamental assumption of our algorithm.
Finally, we show that, if we restrict our attention to pure-strategy commitments in SSSCGs, an O/PSE can be found in polynomial time by means of a dynamic programming (DP) algorithm, even when the players' cost functions are nonmonotonic.
Let us defineσ such thatσ (i ) = 1. We now show that suchσ is part of an OSE. Notice that cσ i,f (x) = c i,f (x) ∀x ∈ N for every i ∈ R \ {i } (as the leader does not select these resources), while cσ i ,f (x) = c i ,f (x + 1) ∀x ∈ N (as the leader selects that resource). Since the followers behave optimistically, it is sufficient to exhibit aν ∈ Eσ such thatσ = (σ ,ν) satisfies cσ ≤ c σ . We construct a sequence of followers configurations reaching suchν. Given σ , let us consider the sequence (ν(0) = ν, ν(1), . . . , ν(T ) =ν) such that each configuration differs from the previous one in that a single follower has changed resource, strictly decreasing her cost. Formally, this corresponds to showing that, for all 0 ≤ t < T , there is a pair i, j ∈ R such that ν(t) i > 0, ν(t + 1) i = ν(t) i − 1, ν(t + 1) j = ν(t) j + 1, and cσ i,f (ν(t) i ) > cσ j,f (ν(t + 1) j ). Moreover, let us assume that a follower deviates to resource i , i.e., ν(t + 1) i > ν(t) i , only if this is the only way of strictly decreasing some follower's cost. This is w.l.o.g., as it is consistent with the assumption of optimism. Let us now prove the following:
By contradiction, assume there exists 0 ≤ t < T such that ν(t + 1) i > ν(t) i . Then, there is a follower in ν(t) who can strictly decrease her cost by choosing i instead of some resource j = i ∈ R : ν(t) j > 0. Thus:
where the first inequality holds since ν(t) i = ν i . Two cases are possible. In the first one, ν(t) j ≤ ν j , implying c j,f (ν(t) j ) ≤ c j,f (ν j ) ≤ c σ j,f (ν j ), which, together with Equations (3) and (5), leads to a contradiction. In the second case, ν(t) j > ν j implies that there exists k = i ∈ R such that ν(t) k < ν k (and ν k > 0), otherwise i∈R ν(t) i > n − 1. It follows that c j,f (ν(t) j ) ≤ c k,f (ν(t) k + 1) ≤ c σ k,f (ν k ), where the first inequality holds since, due to our assumptions on the sequence, it cannot be c j,f (ν(t) j ) > c k,f (ν(t) k +1) as ν(t+1) i > ν(t) i , and the second inequality follows from ν(t) k < ν k . Thus, Equations (3) and (5) give a contradiction. As a result, Equation (4) holds, and, thus,ν i ≤ ν i . Given the monotonicity of the costs,σ is an OSE.
We prove, now, that a similar result holds for the pessimistic case, i.e., for computing a PSE. The result is weaker though, as it requires the stronger assumption that the followers' cost functions be strictly monotonic.
Theorem 8. Every SSSCG in which the leader's and followers' cost functions are, respectively, weakly and strictly monotonic, admits a PSE σ = (σ , ν) in which σ is pure.
Proof. Assume there exists a PSE σ = (σ , ν) in which σ is mixed. We show that there must be another PSEσ = (σ ,ν) such thatσ is pure. Let us define i ∈ R as in the proof of Theorem 7, so that c σ ≥ c i , (ν i + 1) and Equation (3) holds. Given that the followers behave pessimistically, we need to show that, for everyν ∈ Eσ ,σ = (σ ,ν) satisfies cσ ≤ c σ . By contradiction, assume cσ > c σ , which implies c i , (ν i + 1) > c i , (ν i + 1). It easily follows from the n steps. Using efficient data structures, each step takes time O(log r). Thus, the overall running time is O(nr log r).
Next, we provide a characterization of O/PSEs in SSSCGs with monotonic costs under the additional assumption that leader's and followers' costs be equal, which may be of independent interest besides the computation of such equilibria:
Theorem 10. Given an SSSCG with monotonic costs and c = c f = {c i } i∈R , any O/PSE σ = (σ , a) with σ pure is an NE.
Proof. Let σ = (σ , ν) be an O/PSE with σ (i ) = 1 for some i ∈ R. Clearly, given that ν ∈ E σ , c σ i (ν i ) ≤ c σ j (ν j + 1) holds for every i ∈ R : ν i > 0 and for every j ∈ R. Therefore, no follower has an incentive to change resource. Thus, it is sufficient to prove that the leader has no incentive to deviate from resource i unilaterally, i.e., without assuming that the followers would react to her deviation (which is the case in the Stackelberg setting). If ν i > 0, we have c i (ν i + 1) = c σ i (ν i ) ≤ c σ j (ν j + 1) = c j (ν j + 1) for every j = i ∈ R, and it immediately follows that the leader does not deviate and σ is an NE. The case in which ν i = 0 is more involved. By contradiction, assume that σ is not an NE. As a consequence, the leader must have an incentive to deviate to some resource j = i ∈ R, i.e., c i (ν i + 1) = c i (1) > c j (ν j + 1). Letσ witĥ σ (j) = 1 be the strategy the leader commits to. We prove (by contradiction) that, for everyν ∈ Eσ ,σ = (σ ,ν) provides the leader with a cost strictly smaller than c i (1). Assume c j (ν j + 1) ≥ c i (1). Three cases are possible. In the first one,ν j < ν j and c i (1) > c j (ν j + 1) ≥ c j (ν j + 1) ≥ c i (1). In the second one,ν j = ν j and c j (ν j + 1) ≥ c i (1) > c j (ν j + 1). In the third case,ν j > ν j , which implies that there must be a resource k = i ∈ R such thatν k < ν k , and c i (1) > c j (ν j + 1) ≥ c k (ν k ) ≥ c k (ν k + 1) ≥ c j (ν j + 1) ≥ c i (1) . As all the cases lead to a contradiction, it must be c j (ν j + 1) < c i (1). The proof is complete as, inσ, the leader's cost is c j (ν j + 1) < c i (1), contradicting the fact that σ is an O/PSE.
On the Necessity of the Assumptions We Made
We provide some examples showing why Algorithm 1 cannot be easily extended to more general settings-the reason being that Theorems 7 and 8 do not hold if the assumption of monotonicity is dropped.
First, let us analyze the general case of SSSCGs in which the costs need not be monotonic functions of the resource congestion: Proposition 4. There are SSSCGs in which, even if the cost functions of one player only are nonmonotonic, be it the leader or one of the followers, any O/PSE prescribes the leader to play a mixed strategy.
Proof. Consider the following SSSCG with R = {r 1 , r 2 } and a single follower (|F | = 1) with nonmonotonic cost functions:
x c r1, c r1,f c r2, c r2, f  1 1  2  1  2  2 2  1  2  1 O/PSE in r iterations, fixing, at each iteration, the action the leader would choose and calling the previous algorithm to compute a NE which either minimizes or maximizes the leader's cost. This takes, overall, O(n 6 r 6 ). We show, in the following, how to improve the lower the complexity of the original algorithm to O(n 4 r 3 ), which allows for computing an O/PSE for the restricted case in O(n 4 r 4 ). The algorithm is based on the same recursive formula shown in [33] , which we reintroduce, here, in a different and, possibly, clearer way.
Let A(h, B, M, V ) be the cost of an optimal NE for a symmetric SCG without leadership restricted to h resources {1, 2, ..., h} ⊆ R and B players, where M is the largest cost incurred by a player and V is the smallest cost a player would incur if she were to switch to another resource. 
Proof. We show that all the constraints are necessary for the definition of A(h, B, M, V ) to be respected. If Constraint (8) were not satisfied, m > M would imply that there is at least a resource among those in {1, . . . , h − 1} costing strictly more than M . If Constraint (9) were not satisfied, v < V would imply that the cost to deviate to a resource among those in {1, . . . , h − 1} is strictly smaller than V . If Constraint (10) were not satisfied, c h (B − p) > M would imply that M is smaller than the cost of the most expensive chosen resource. If Constraint (11) were not satisfied, c h (B − p + 1) < V would imply that V is larger than the cheapest cost a player would incur upon deviating to another resource. If Constraint (12) were not satisfied, c h (B − p) > v would imply that each of the B − p players who chose resource h would have an incentive to deviate to any of the resources in {1, . . . , h − 1}. If Constraint (13) were not satisfied, c h (B − p + 1) < m would imply that at least one of the p players who selected a resource in {1, . . . , h − 1} (i.e., all those incurring a cost of m) would have an incentive to deviate to resource h.
We show to simplify the recursive formula for A(h, B, M, V ): 
where m(p) * = min{M, c h (B − p + 1)} and v(p) * = max{V, c h (B − p)}.
Proof. Constraints (8)- (13) and (9)- (12) (11), computing an entry of the table requires O(n). Overall, an optimal NE is computed in O(n 4 r 3 ). For the case with leadership restricted to pure strategies, it suffices to run the algorithm for each resource the leader may choose, i.e., O(r) times, obtaining a complexity of O(n 4 r 4 ).
Mixed-Integer Linear Programming Formulations for Computing OSEs in Intractable SSCGs and SSSCGs
In this section, we provide two MILP formulations for the problem of computing an OSE (in, in the worst case, exponential time) in SSCGs and SSSCGs for which the problem is intractable (see Sections 3 and 4). Our goal is to provide methods which work suitably well in practice, even though their worst-case running time is exponential. 2 We start from SSSCGs, for which the MILP formulation is simpler, and then extend the result to the more general case of SSCGs.
Computing an OSE in SSSCGs (with arbitrary costs)
For the ease of notation, let V = {1, . . . , n − 1} be the set of possible congestion levels induced by the followers on a resource. Let, for every resource i ∈ R and value v ∈ V , the binary variable y iv be equal to 1 if and only if ν i = v, i.e., if and only if v followers select resource i ∈ R. We use these variables to achieve a binarized representation of the followers' configuration ν ∈ N r , namely, ν i = v∈V v y iv for all i ∈ R. Let, for each i ∈ R, α i ∈ [0, 1] be equal to σ (i). Let also, for each i ∈ R and v ∈ V , the auxiliary variable z iv be equal to the bilinear term y iv α i . The complete MILP formulation reads: z iv ≤ α i ∀i ∈ R, ∀v ∈ V (17e) z iv ≤ y iv ∀i ∈ R, ∀v ∈ V (17f) z iv ≥ α i + y iv − 1 ∀i ∈ R, ∀v ∈ V (17g) z iv ≥ 0 ∀i ∈ R, ∀v ∈ V (17h)
∀i ∈ R, ∀v ∈ V.
Function (17a) represents the leader's expected cost (to be minimized). Constraints (17b) ensure that at most one variable y iv be equal to 1 for each resource i ∈ R, thus guaranteeing that the congestion level of each resource be uniquely determined (note that v∈V y iv = 0 if no followers select resource i ∈ R). Constraints (17c) guarantee that the followers' configuration be well-defined, i.e., that i∈R ν i be equal to n − 1 (the number of followers). Constraints (17d) force the followers' configuration defined by the y iv variables to be an NE for the leader's strategy identified by the α i variables. This follows from the fact that is equal to the cost they would incur after deviating to resource j ∈ R. Let us remark that Constraints (17d) are trivially satisfied if y iv = 0 for all v ∈ V . This is correct as, if no followers choose resource i ∈ R, no equilibrium conditions need to be enforced. Constraints (17e)-(17h) are McCormick envelope constraints [43] which guarantee z iv = y iv α i whenever y iv ∈ {0, 1}. We remark that Formulation (17) features r(2n + 1) variables, nr of which ν i = v∈V v y iv be equal to p∈F x pi , i.e., to the number of followers who select resource i. Notice that, differently from the previous formulation, Constraints (18e) are enforced for each follower p ∈ F here, and only for pairs of resources i, j ∈ R follower p has access to. Note also that, via Constraints (18l), α i is forced to be equal to 0 for all the resources i ∈ R the leader has no access to.
We observe that Formulation (18) features p∈F |A p | + 2 i∈Rv i + r = O(r(3n + 1)) variables, p∈F |A p | + i∈Rv i = O(2rn) of which binary, and n+2r+3 i∈Rv i + p∈F |A p | (|A p | − 1) = O(n+2r+3nr+nr(r−1)) constraints.
Experimental Evaluation
While the scalability of all the efficient algorithms we proposed in Section 5 is clear due to their polynomiality, it is of interest to assess, experimentally, how state-of-the-art branch-and-bound methods behave when solving our formulations for the intractable cases on game instances of increasing size.
For the purpose, we experiment with two MILP formulations we proposed on a testbed of randomly generated game instances of two classes:
• SSSCG instances: we assume a number of followers in {20, 40, 60, 80, 100}, with r resources in the range {10, 20, 30, 40, 50} and players' costs randomly generated by sampling from {1, . . . , (n − 1) r} with a uniform probability.
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• SSCG instances: we assume a number of followers in {20, 40, 60, 80, 100}, with r = 30 resources and a number of actions |A p | per player in the range {7, 15, 22}, generated by sampling without replacement; the players' costs are sampled from {1, . . . , (n − 1) r} with uniform probability.
We generate 15 instances per combination of the parameters. All the experiments are run on a UNIX machine with a total of 32 cores working at 2.3 GHz, equipped with 128 GB of RAM. Each game instance is solved on a single core within a time limit of 7200 seconds. We use Python 2.7, solving the MILP formulations with GUROBI 7.0. We use, as baseline for the comparisons, a simple algorithm which, starting from a randomly generated assignment of players to the resources, simulates a best-response dynamics, halting after a time limit of 10 minutes. When ties arise, i.e., whenever the are more than a single player who are not playing their best response, we select a player lexicographically and make her switch to playing her (currently) best response. We refer to this algorithm as a best response dynamics heuristic as the method is not exact when applied to the intractable cases of SSCGs and SSSCGs. On average, within the time limit of 10 minutes we observe a number of deviations to a best response of the order of 10
5 . Let us recall that the method always produces, by design, pure-strategy NEs. Figure 3 (a) and (b) report the results for SSSCGs with arbitrary costs with 30 resources. Figure 3 (a) displays the average computing time required by MILP Formulation (17) , as a function of the number of followers and for a different number of actions available to each player. One can see that, with Formulation (17) , an optimal solution is always found within the time limit of 7200 seconds in all the instances. This suggests that, even if the problem is hard in the worst case, an optimal solution can be found in a reasonable amount of time on randomly generated instances. Figure 3 (b) reports, as a function of the number of followers, the average leaders' cost of the solutions obtained with MILP Formulation (17) , compared to the average cost obtained with the best response dynamics heuristic. As the figure shows, the difference in leader's utility between solutions found with the two methods can be quite large as the number of followers increases, up to a factor of 6 with n = 100, showing a clearly growing trend. (18) to find an OSE, as a function of the number of followers and for a different number of actions available to each player. Similarly to the case of SSSCGs, the chart shows that with Formulation (18) we can find an optimal solution within the time limit of 7200 seconds in all the instances. This suggests that, even if the problem is hard in the worst case, also for SSGGs one can find an optimal solution in a reasonable amount of computing time on randomly generated instances. The chart also shows, though, that the time required to solve this class of problems is much larger than the time required to solve their SSSCGs counterparts. Figure 4 (b) reports, for games with 15 actions per player, the average leader's cost of the solutions obtained with the MILP Formulation (18) and with the best response dynamics heuristic, as a function of the number of followers. Differently from the case of SSSCGs, we observe that for SSCGs the heuristic returns solutions which, empirically, appear to be within a constant approximation factor of the optimal ones, never larger than 5.
Overall, the results suggest the practical viability of our MILP formulations for finding provably optimal solutions also for games where a simple best response heuristic provide poor-quality solutions. 
Conclusions and Future Works
We have analyzed Stackelberg games where the underlying structure is a congestion game, focusing on the case in which the players' actions are singletons.
We have shown that the problem of computing a Stackelberg Equilibrium (SE) in such games is hard, except for the case in which all the players share the same resources and the cost functions are monotonically increasing in the congestion level. More precisely, we have shown that, for games where either the players have different action spaces and their cost functions are monotonic, or their action spaces are the same but their cost functions are nonmonotonic, it is not possible to approximate in polynomial time the leader's cost at an either optimistic SE (OSE) or pessimistic SE (PSE) up to within any factor polynomial in the size of the game, unless P = NP.
We have proposed a polynomial-time algorithm for finding an O/PSE for the case where the players have the same action spaces and their cost functions are monotonic, and we have shown that games in this class always admit a pure-strategy SE. We have also shown how to improve the complexity of the state-of-the-art algorithm for the computation of an optimal NE in singleton congestion games, which has allowed us to compute an O/PSE in polynomial time for the case where the leader is restricted to pure strategies. For the intractable cases with different action spaces and generic cost functions, we have proposed a mixed-integer linear programming formulation for finding an OSE, and a more compact one for the case in which the space of actions are the same. We have shown that state-of-the-art solvers scale well in practice when solving our formulations on random game instances, allowing for tackling games with up to 40 resources and 100 followers. The experiments have also revealed that a simple heuristic algorithm based on the repetition of best-response dynamics returns high-quality solutions.
In the future, we will investigate whether congestion games with a special structure allow for efficient solution algorithms. We will also investigate whether the introduction of more than a single leader makes the problem harder and, finally, we will study practical applications of the methods we developed to, e.g., routing and queuing problems.
