Introduction. In [3] Nirenberg has proved maximum principles, both weak and strong, for parabolic equations. In § 1 of this paper we give a generalization of his strong maximum principle (Theorem 1). Hopf [2] and Olainik [4] have proved that if Lu^O and I is a linear elliptic operator of the second order, if the coefficient of u in L is nonpositive, and if u (^ const.) assumes its positive maximum at a point P
1. Consider the operator n c\2 Ί , n p\ Ί , fa.
(1) Lu^ Σ a tJ (x, t)-°^-+ Σ a % {x 9 1)™^ +a (x, t) 1) varies in the closure ϋ of a given (w+l)-dimensional domain D. Assume that L is parabolic in D, that is, for every real vector λΦO and for every (x, t) eD we have All the coefficients of L are assumed to be continuous in D and u is assumed to be continuous in Ύ) and to have a continuous ^-derivative and continuous second ^-derivatives in D. From [3 Th. 5 ] it follows that, under the above assumptions, if Lu^O and if u assumes its positive maximum at an interior point P°, then u -const. in S(P°) . Here, S(P°) denotes the set of all points Q in D which can be connected to P° by a simple continuous curve in D along which the coordinate t is non-decreasing from Q to P\ In the following theorem we consider the case in which P° is a boundary point of D. We may assume that P° is the origin. Let t = φ(x) be the equation of the boundary of D near P°. Assume that £=0 is the tangent hyperplane to the boundary of D at P°. Therefore dφldXi\ P o~0. Let D be on the side t<φ(x). and if
ίAe^ u~M in S(P°). REMARK 1. Without making any use of (3) one can deduce the following :
Put μΞΞlim sup u^ r (Peΰ), then μ^O since μ<0 will contradict
u(P°)^u(P).
Letting P->P° in Lιι(P)^0 and using (2), we obtain λ + a(P°)M-μ>0, from which it follows that Λ^O. Since, by (2) , ^0, we conclude that Λ = 0. Hence a(P d )M-/;Ξ>0, from which it follows that μ^O and, therefore, (since μ^O) μ~0. We also get α(P 3 ) = 0.
REMARK 2. The assumptions (2) and (3) can be verified if we assume that φ(x)=o(\x\ 2 ) and that u belongs to C" in the closure of the domain Fn {£<0}, where V is some neighborhood of P°. Indeed, by making an appropriate orthogonal transformation we can assume that a ij (P°)=δ ij . By the mean value theorem we have -u(x, t) + t-u(x, t) .
dx i dt
Taking (x, t) e Dn Fπ {t<0} such that 11 \ =o(\x\) and noting that u(x, ί)ŵ (0, 0), one can show that du(P°)ldXi=:Q. Noting that φ(x)-o(\x\ 2 ) and expanding [u(x, t)-u(0, 0) ] in terms of the first and second derivatives of u, one can show that dhί(P 0 )ldx t 2 <Ξ,0 9 and (2) is thereby proved. The proof of (3) On the other hand, letting in (4) P -> P° in an appropriate way and using (2) and the inequality Lu(P)^0, we get
We have thus obtained
This is however a contradiction (since
for an appropriate sequence {£&}), and the proof is completed.
REMARK (a) Consider the following example: n = l, P° = (0, 0) and D defined by
The function u(x, ί) = (ί -Γi^K^^-0 satisfies the following properties: w<0 in DjU = Q at P°, and 9ί provided R is sufficiently small. Consequently, (3) and the second assumption in (2) are not satisfied and also the assertion of Theorem 1 is false. REMARK (b) . Consider now the case in which the tangent hyperplane at P° is not of the form t -const.. We shall prove that in this case Theorem 1 is false. Take n -\ and consider first the case in which D is defined by
Consider next the case in which D is defined by
x>at, and take Lu -θ 2 uldx 2~a duldx-duldt.
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The transformation t r -t,x''-x-at carries the present case into the previous one.
Note that if the tangent hyperplane H at P° is not the plane t -0 and the axes are rotated so as to give H the equation £' = 0 (in new x\ t ! coordinate), then Lu loses the form (1), for u x , t , and u vt , will appear in it.
REMARK (C). If in Theorem 1 the domain D is on the side t>φ(x), then the theorem is false. Indeed, as a counter-example take u=-t, and D bounded from below by t -0. (Here we used x>δ>0, If ε is sufficiently small, then the function v-u + eh is smaller than M at all points of the boundary of C with the exception of P°, where v(P°) = M. Since Uv-Uu + εUhyQ, v cannot assume its positive maximum in C at the interior of C (since, otherwise, at such interior points L'v would be non-positive). Hence, v assumes its maximum at P° and, consequently, 9v/9r=lim inf (ΔvjΔτ)<L §. Since along the normal v (i.e., along the radius through P°) dh/dv>0 and since along the tangential direction σ dhldσ - §, it follows that dhldτ>0. Using the definition of v, we conclude that dujdτ=:dvldτ-εdhldτ<O f and the proof is completed. (ii) u<M at all points (a?, £) in VnD with £>£ 0 and w=M at all points (x,t) in VnD with /,Ξ>£ 0 . We then consider only those directions r along which u<M. We claim that Theorem 2 is not true for the present situation. To prove this, consider the following simple counterexample :
Consider the linear operator
L'u^ Σ a υ (x, t)-^- + Σ b i} (x, t) -?>--+ Σ <x, t) du - (6) + Σ &. O> ί) ~+a(x, t)u a(x, ί)^0,
Added in proof.
w satisfies Lu^O and assumes its maximum 0 for ί^O. But, the derivative du\dτ at P° = (0, 0), along any direction τ, is zero.
As another counter-example (with Lu -0) one can take a fundamental solution of the heat equation.
Note that the preceding counter-examples are valid without any assumptions on the behavior of the boundary of D near P°.
We shall now consider the case x^x 0 which was excluded by the assumptions of Theorem 2. We shall assume that at P° = (0, 0) there passes a tangent hyperplane t -0. If D is above this hyperplane, then the preceding counter-examples show that Theorem 2 is not true. It remains to consider the case in which D is "essentially" below t = 0, that is, if we denote by t = φ(x) the equation of the boundary of D near P°, then D is on the side t<φ(x). In this case, however, Theorem 1 tells us that in general we cannot assume both ^(P 0 )=max u(P)>0 (PeD) and u<u(P°) in VnD.
The example in § 1 Remark (a) can also serve as a counter-example to Theorem 2 in case P° is a vertex-point. Indeed, along the ^-direction
By a small modification of this counter-example one can get a counter-example to the analogue of Theorem 2 for elliptic operators [2] [4] in case P° is a vertex. 
S(P°) contains interior points of A, then the Neumann problem has at most one solution.
Clearly, this uniqueness property holds also for the more general problem where du\dv is replaced by du\dτ and τ is a nontangential direction which varies on B.
As another application to Theorem 2, one can deduce the positivity of dGldv, where G is the Green's function of Lu = 0.
Let flbea domain bounded by ί = 0, t = T(0<T£^)
and surfaces ΓjoO^k^m, Γ o being the outer boundary. Suppose further that the intersection of each Γ k with t -t 0 (O^t o <T) is a simple closed curve γ k (t d ) which belongs to C (3) and does not reduce to a single point. Write u Xt =dulθx t ,u t = duldt. We shall consider the following problem P: (x, t, u, pu) (where ψu denotes the vector
We make the following assumptions :
(a) a tJ (x, t) is continuous in D c (x, t, u, yu) and using (9), (10) and (11), we obtain for w the following system : 
Substituting ιυ(x f t)=z(x f t)exj)(Kt+Mζ(x)), where ζ(x)
is the function constructed in the lemma and K, M are constant to be determined later, we get for z the following system : on r*(£), O^t^T'.
Having fixed M, we now choose K sufficiently large so that the coefficient of z on the right side of (13') becomes positive in the domain D τ ,^Du {0<t<T'}.
We claim that z=0 in D τ ,. Indeed, if this is not the case then, using (15') and the weak maximum principle [3 Th. 2] we conclude that z assumes either its positive maximum or its negative minimum on the boundary Σ7*(ί)> O^ί^T", of D τ ,. It will be enough to consider the case in which z assumes its positive maximum at a point P° on γ k (t). If 0<^k^q, then dz/dr^O since τ is outwardly directed. On the other hand, using (14') and (16) we get dzldτ<0, which is a contradiction. If g+lgά^m, then dz/dr^O since τ is inwardly directed. On the other hand, using (14') and (17) we get dzldτ>0 which is a contradiction. We have thus proved that z=w~Q in D T r. We can now apply a classical procedure of continuation and thus complete the proof of the theorem for the case n>l.
In the case n=l, Γ~Γ 0 is composed of two curves Γ Q1 aud Γ 02 . Suppose Γ Qk intersects £ = 0 at a kf a L <a. z . The function
£( X )-(x-a>ι)(x-<h)
can be used in the preceding proof. Note that it is not necessary to make any assumptions on the smoothness of the curves F Ok .
