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ABSTRACT 
Energy and zero crossing rate of the speech signal 
have been the two most widely used features for 
detecting the endpoints of an utterance. This paper 
proposed a new approach for locating the endpoint 
for isolated speech, which significantly improve the 
endpoint detector performance. The proposed 
algorithm relies on multiple speech features: root 
mean square energy (rmse), zero crossing rate (zcr) 
and cepstral coefficient (cepstrum) where the 
Euclidean distance measure is adopted to accurately 
detect the endpoint of an isolated utterance. This 
algorithm offers better performance than 
conventional algorithm which using energy only. The 
vocabulary for the experiment includes English digit 
from 1 to 9. These experimental results were 
conducted by 360 utterances from a male speaker. 
Experimental results show that the accuracy of the 
algorithm is quite acceptable.  
1. INTRODUCTION 
A major cause in isolated speech recognition system 
is the inaccurate detection of the beginning and 
ending boundaries of test and reference patterns. 
Thus, it is essential for automatic speech recognition 
algorithms that speech segments be reliably separated 
from silence [1]. Recently, a real-world evaluation of 
a discourse system using isolated speech recognition 
showed that more than half of the recognition errors 
were due to the incorrect detection of speech endpoint 
detector [2]. According to Savoji, the required 
characteristics of an ideal speech endpoint detector 
are reliability, robustness, accuracy, adaptation, 
simplicity, real-time processing and no a priori 
knowledge of the noise [5]. 
   For the detection of the endpoints of speech 
signals in speech recognition systems several 
algorithms have been proposed during the last few 
years. The algorithms include [3]: 1) Energy-based 
algorithms with automatic threshold adjustment. 2) 
Use of pitch information. 3) Noise adaptive 
algorithms. 4) Voice activation algorithms.  
   The proposed algorithm for endpoint detection in 
this paper is based on time and frequency features. 
Time features are rms energy and zero crossing. 
Frequency feature is cepstral coefficients (cepstrum). 
The proposed algorithm has the advantage of low 
computation overhead. 
2. DESCRIPTION OF PROPOSED 
ALGORITHM 
The algorithm consists of three basic steps: the 
background noise estimation, initial endpoint 
detection, and actual endpoint detection.  
2.1. Background Noise Estimation 
Before estimating background noise, the speech data 
is normalized with respect to the maximum of the 
speech data and then preemphasized with first order 
low-pass filter. The speech data will also be 
smoothed by Hamming window. The background 
noise is estimated which is used to decide the 
threshold values of the following steps. From the 
samples taken at the beginning and the ending of the 
input signal, the background noise is estimated. rmse 
is computed as (2). 
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in which, i=1, 2, …, W-1, W. W is the length of a 
frame (we use W=256), n is the number of frame 1, 2, 
… N-1, N (N = Total Frame). 
   The noise level at the front-end of the signal, 
fE is estimated using the first 5 energy frames where 
the energy values in these 5 frames are consistent 
between each others. 
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   The noise level at the back-end of the signal, 
bE is estimated in the same way, using the last 5 
frames where their energy values are consistent 
between each others. 
     
?
??
?
N
Ni
ib EE
45
1
                         (4) 
   Finally, the background noise level of the input 
signal, N
E
 is estimated using the noise levels at the 
front and back ends at the following: 
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   However, the rms energy of background noise 
obtained should lie within two limit thresholds; 
otherwise the speech signal is not acceptable as being 
either too noisy or under-amplified. 
   Another parameter zero crossing of the 
background noise is also been estimated in the similar 
way as that of the parameter rms energy. The 
following equations (6) – (9) are the estimation of 
background noise of zero crossing: 
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   However, the zero crossing of background noise 
obtained should lie within two limit thresholds; 
otherwise the speech signal is not acceptable as being 
either too noisy or under-amplified. 
2.2. Initial Endpoint Detection 
The starting point of the first voiced speech of the 
input utterance and the ending point of the last one 
are located to be used as the reference points for the 
detection of the actual endpoints of the speech signal. 
This part begins with the searching the rms energy 
function from frame with highest rmse to left with a 
frame in shifting step. The first frame whose rms 
energy is below an energy threshold e
T
 is assumed 
to lie at the beginning of the first voiced speech. 
Thus, the starting point, 1F
P
 of the front voiced 
speech is obtained by 
   ? ?0,...,1,,maxarg1 ???? mmnTEP ennF    (10) 
in which n
E
is defined by equation (1) and m is the 
index for frame with highest rms energy. 
   The e
T
 is experimentally derived from the 
background noise N
E
, using the relation 
   Nee ECT ??                            (11) 
which e
C
 is an experimentally derived constant. 
   In the same way, the ending point, 1B
P
 of the 
last voiced speech is obtained by searching the energy 
function backwards from right to the left. 
? ?NmmnTEP ennB ,...,1,,minarg1 ????   (12) 
   If the equations (10) and (12) cannot be satisfied 
or if the distance between the points 1F
P
 and 1B
P
is below a certain threshold, the algorithm recognizes 
absence of speech in the input signal and the 
procedure terminated. Otherwise, the speech signal 
between these two reference points is assumed to be 
voiced speech segment. 
   Next, we utilize the parameter zero crossing to 
relax the endpoints. It begins with searching the zero 
crossing function from point 1F
P
 backwards. The 
reference starting point, 2F
P
 is obtained by 
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in which n
Z
is defined by equation (6), ZF
T
 is the 
zero crossing threshold for front-end defined by 
   NZFZF ZCT ??                           (14) 
in which ZF
C
 is obtained experimentally. 
   In the same way, the reference ending point, 2B
P
is obtained by searching the zero crossing function 
from 1B
P
forwards: 
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where ZB
T
 is the zero crossing threshold for 
back-end defined by 
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which ZB
C
 is obtained experimentally. 
   Due to the different characteristic of starting and 
ending phonemes of an isolated speech, different zero 
crossing thresholds are utilized for determining the 
starting-point and ending-point respectively. 
2.3. Actual Endpoint Detection 
In this part, the implementation is based on the 
discrimination between current frame and the last 
retained frame j and compare this distance with a 
distance threshold. The simplest discrimination 
measure we used which was also proved to be 
successful is the weighted Euclidean distance. 
   This method emphasizes the transient regions, 
which are more relevant for speech recognition. The 
boundary between voiced speech signal and silence 
can be determined by adopting the principle of this 
method. The decision criterion then becomes the 
following: leave the current frame out if ? ? DTjiD ?, .
   Since the changes of speech signal can be better 
embodied in the frequency domain and cepstrum can 
be measured by Euclidean distance, cepstrum is 
adopted to determine the actual endpoints [4, 6, 7]. 
   Let ? ?jiD ,  be the Euclidean distance between the 
cepstrum vectors of frame i and j. If ? ?jiD ,  is great 
than threshold D
T
 in the searching procedure, the 
transient of voiced and unvoiced speech segment is 
assumed to occur. In order to avoid the sudden 
high-energy noise, three frames are detected.  
   Searching from frame 2F
P
 forwards until 
frame 2B
P
, the actual starting point 3F
P
 is 
determined by 
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   Searching from frame 2B
P
 backwards until 
frame 2F
P
, the actual ending point 3B
P
 is 
determined by 
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   The final result or actual endpoint for the 
proposed algorithm are the starting point , 3F
P
 and  
the ending point, 3B
P
3. EXPERIMENTAL RESULTS 
The proposed algorithm is evaluated with isolated 
English digit utterances ranging from 1 to 9. The 
database consists of 360 utterances where each digit 
words is repeated for 40 times in laboratory 
environment. 
   The accuracy of the results obtained from the 
implementation of the proposed algorithm was 
evaluated both acoustically and optically by skill 
personal and speech analysis software. The acoustic 
evaluation is based on listening to locate the 
boundary of speech. The optical evaluation is based 
on the inspection to manually locate the boundary 
point. Both tests showed that the accuracy achieved 
by the proposed algorithm is quite acceptable. The 
results of these tests are shown in Table 1. 
Table 1: Results of the proposed endpoint 
detection algorithm 
Start point End point 
Digit Errors
/Tests
Accuracy 
(%) 
Errors
/Tests
Accuracy
(%) 
One 0/40 100.0 2/40 95.0 
Two 0/40 100.0 0/40 100.0 
Three 1/40 97.5 4/40 90.0 
Four 2/40 95.0 8/40 80.0 
Five 1/40 97.5 6/40 85.0 
Six 4/40 90.0 10/40 75.0 
Seven 2/40 95.0 9/40 77.5 
Eight 0/40 100.0 2/40 95.0 
Nine 0/40 100.0 1/40 97.5 
Figure 1(a): The initial boundaries of two15.wav 
using rms energy in initial endpoint detection. 
Figure 1(b): The initial boundaries of two15.wav 
using zero crossing rate in initial endpoint detection. 
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Figure 1(c): The actual boundaries of two15.wav 
using Euclidean distance of cepstrum in actual 
endpoint detection. 
   Figure 1a, 1b and 1c show the endpoint results of 
word two15. These figures show the endpoints 
obtained by utilizing rms energy, zero-crossing and 
Euclidean distance of cepstrum, respectively. Figure 
1c shows that the effectiveness of the utilization of 
Euclidean distance measurement to the 
frequency-based feature, cepstrum. So, this method is 
quite effective, acceptable and encouraging in a noisy 
environment.   
4. CONCLUSION 
A 3-level adaptive endpoint detection algorithm for 
isolated speech based on time and frequency 
parameters are introduced in this paper. The concept 
of Euclidean distance adopted in this algorithm can 
determine the segment boundaries between silence 
and voiced speech as well as unvoiced speech. The 
proposed algorithm was evaluated on a vocabulary of 
360 isolated utterances. The results showed that this 
endpoint detection algorithm is effective in noisy 
environment. 
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