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Abstract
We characterize the Euclidean space n2 among n-dimensional normed spaces by means of
the behavior of the operators I − P − PT, where P is a projection.
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Throughout this paper, we consider normed spaces X = (Rn, ‖ · ‖), where
‖ · ‖ is a norm on Rn under which X is n-dimensional and the natural unit vector
basis elements {ui}ni=1 are all of norm ‖ui‖ = 1. For all x = (α1, α2, . . . , αn) and
y = (β1, β2, . . . , βn) in Rn, 〈x, y〉 =∑ni=1 αiβi = the usual inner product. We will
identify an operator S on Rn with its representing matrix (si,j ) with respect to the
natural basis {ui}ni=1, i.e., si,j = 〈ui, Suj 〉. If S = (si,j ) is an operator on the normed
space X = (Rn, ‖ · ‖), then ST will denote the operator (on X) whose representing
matrix is the transposed matrix of S, i.e., ST = (s˜i,j ), where s˜i,j = sj,i . A projection
P is a linear operator on X for which P 2 = P .
The main purpose of this paper is to prove the following characterization of the
Euclidean space n2.
Theorem 1. Let X = (Rn, ‖ · ‖) be an n-dimensional normed space, let {ui}ni=1
denote the natural basis of Rn and assume that ‖ui‖ = 1 for all 1  i  n. Then the
following two assertions are equivalent:
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(a) ‖x‖2 = 〈x, x〉 for all x ∈ X.
(b) For every projection P on X
∥∥(I − P − P T)−1∥∥  1.
Proof. (a) ⇒ (b). Let x /= 0. Then
∥∥(I − P − P T)x∥∥2 = 〈(I − P − P T)x, (I − P − P T)x〉
= 〈(I − P − P T)2x, x〉
= 〈(I − P − P T + PP T + P TP )x, x〉
= 〈x, x〉 − 〈(P − P T)2x, x〉
= 〈x, x〉 + 〈(P − P T)x, (P − P T)x〉
= ‖x‖2 + ∥∥(P − P T)x∥∥2  ‖x‖2,
where equality holds if and only if Px = P Tx. It follows that ‖(I − P − P T)−1‖ 
1. This proves (a) ⇒ (b). To prove (b) ⇒ (a), suppose that (b) holds, let E be any
subspace of X and let E⊥ denote its orthogonal complement. Pick u ∈ E and v ∈ E⊥
so that 〈u, u〉 = 1 = 〈v, v〉. For any x, y ∈ Rn we will use the notation y ⊗ x for
the operator S defined by Sz = 〈y, z〉x for every z ∈ Rn. Given a number c, de-
fine P = (v + cu)⊗ v. Then P is a projection and P T = v ⊗ (cu+ v). Moreover,
Pu = cv and P Tu = 0; hence, by condition (b), we obtain the inequality
‖u‖  ∥∥(I − P − P T)u∥∥ = ‖u− cv‖. (1)
It follows that the orthogonal projection Q of X onto E has norm ‖Q‖ = 1. By Kaku-
tani’s characterization of inner product spaces [1] the normed space X = (Rn, ‖ · ‖)
is a Euclidean space. Now, since a projection of norm 1 in a Euclidean space must be
an orthogonal projection, we have thus established the fact that, for every v and w in
Rn, if v is orthogonal to w in (Rn, 〈, 〉), then they are orthogonal in X = (Rn, ‖ · ‖).
Hence, {ui}ni=1 forms an orthogonal basis of X, and, since we assumed that ‖ui‖ = 1,
we get that {ui}ni=1 is an orthonormal basis of X. It follows that ‖x‖2 = 〈x, x〉. This
proves (b) ⇒ (a). 
Remark 1. The operators (I − P − P T)−1 on Rn deserve a thorough investigation
under various norms on Rn. Indeed, given any projection P of X = (Rn, ‖ · ‖) onto
a subspace E with ‖P ‖  λ and ‖P T‖  λ we are sometimes interested in upper
estimates of the norm ‖Q‖ of the orthogonal projection Q of Rn onto E in terms of
λ. The following proposition suggests a solution.
Proposition 1. Let P be a projection of the space X = (Rn, ‖ · ‖) onto a subspace
E and let Q denote the orthogonal projection of Rn onto E. Then
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Q = P (P + P T − I)−1P T, (2)
If ‖P ‖  λ, ∥∥P T∥∥  λ and ∥∥(I − P − P T)−1∥∥ = M,
then ‖Q‖  Mλ2. (3)
Proof. In order to prove condition (2) let L = P(P + P T − I )−1P T. We first claim
that Ly = 0 if and only if y ∈ (I − P T)(X). Clearly, Ly = 0 for every y ∈
(I − P T)(X). Conversely, suppose that Ly = 0, then (I − P − P T)−1P Ty ∈ (I −
P)(X) and therefore (I − P − P T)−1P Ty = (I − P)(I − P − P T)−1P Ty. Apply-
ing (I − P − P T) to both sides we get that P Ty = (I − P − P T)(I − P)(I − P −
P T)−1P Ty = (I − P T)(I − P)(I − P − P T)−1P Ty. Hence, P Ty ∈ (I − P T)(X)
which implies that P Ty = 0 and therefore y ∈ (I − P T)(X). Since dim P(X) =
dimP T(X) and the restriction L|P T(X) is one-to-one we get that L maps P T(X) onto
P(X) = E. We will show that L is a projection. Indeed, since (P + P T − I )P =
P TP we have that L2 = P(P + P T − I )−1P TP(P + P T−I )−1P T=P(P+P T−
I )−1(P + P T − I )P (P + P T − I )−1P T = P(P + P T − I )−1P T = L. Since L
is a projection onto E which annihilates (I − P T)(X), we get that L = Q = the
orthogonal projection onto E. This proves (2). Assertion (3) is an immediate conse-
quence of (2). 
Remark 2. The proof of Theorem 1 actually yields the following isomorphic char-
acterization of n2.
Theorem 2. Let X = (Rn, ‖ · ‖) be an n-dimensional normed space and assume
that ‖ui‖ = 1 for 1  i  n.
(i) Suppose that, for every x ∈ X, 〈x, x〉  ‖x‖2  λ2〈x, x〉. Then
∥∥(I − P − P T)−1∥∥  λ for every projection P on X. (∗)
(ii) Conversely, there is a constant ϕ(λ) such that, for every λ  1, if (∗) holds, then
ϕ(λ)−2〈x, x〉  ‖x‖2  ϕ(λ)2〈x, x〉.
Proof. Statement (a) ⇒ (b) of Theorem 1 trivially yields (∗). To prove (ii), one
proceeds as in the proof of (b) ⇒ (a) and shows that if E is a subspace of X, u ∈ E
and v ∈ E⊥, where 〈u, u〉 = 1 = 〈v, v〉, then, with the same definition of P, one gets
(instead of (1)) the inequality
λ−1‖u‖  ∥∥(I − P − P T)u∥∥ = ‖u− cv‖. (4)
It follows from (4) that the orthogonal projection Q onto a subspace E of X is bounded
by λ. Hence, by the Lindenstrauss–Tzafriri characterization theorem [2] there is an
invertible operator T : n2 → X such that ‖x‖  ‖T x‖  λ429‖x‖ for every x ∈ n2.
The fact that any orthogonal projection in X is bounded by λ implies, in particular,
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that for every subset A ⊂ (1, 2, . . . , n) and any numbers {ai}ni=1, ‖
∑
i∈A aiui‖ 
λ‖∑ni=1 aiui‖. Hence, the basis {ui}ni=1 is an unconditional basis of X. As is well
known (see, e.g., [3, pp. 66, 71]), there is a constant ϕ(λ) independent of n such that
ϕ(λ)−2
n∑
i=1
|ai |2 
∥∥∥∥∥
n∑
i=1
aiui
∥∥∥∥∥
2
 ϕ(λ)2
n∑
i=1
|ai |2.
This proves (ii). 
Remark 3. Observe that the constant ϕ(λ) in (ii) is independent of the dimension n.
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