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Abstract
In this article we prove an important inequality regarding the Ruelle
operator in hyperbolic flows. This was already proven briefly by Mark Pol-
licott and Richard Sharp in a low dimensional case [PS1], but we present
a clearer proof of the inequality, filling in gaps and explaining the ideas
in more detail, and extend the inequality to higher dimensional flows.
This inequality is necessary to prove a proposition about the analyticity
of Ruelle zeta functions.1
1 Introduction
This article gives a comprehensive and rigourous proof of a lemma by Mark
Pollicott and Richard Sharp (called “Lemma 2” in [PS1]). They claim that the
result was essentially proved in a paper by David Ruelle [Ru], but Ruelle’s paper
does not state or prove the lemma explicitly. Another proof of the lemma can
be found in a paper by Fre´de´ric Naud [Na], which clarifies some issues with the
proof in [PS1] but contains a new error. A similar but weaker result was also
proven in [PS2]. The three papers [Na, PS1, PS2] each prove the lemma briefly
for low dimensional flows but each proof has significant gaps and even errors.
In this article the proof follows Naud’s approach more closely than the original
Pollicott-Sharp proof. We recover the original result from [PS1], but fill in gaps
in the proof and extend the result to higher dimensional flows.
Let M be a compact smooth manifold and let φt : M →M be an Axiom A
flow [PP1]. Then M contains a non-wandering set that can be decomposed into
basic sets Λi ⊂ M on which φt is hyperbolic and transitive, its periodic points
are dense and there exists a neighbourhood U ⊃ Λi with Λi =
∞⋂
n=−∞
fn(U). See
[PP1] for full definitions. We use the fact that the periodic points are dense in
Λ near the end of the paper. We focus on a single basic set Λ.
For any x ∈M let W sε (x),Wuε (x) be the local stable and unstable manifolds
through x respectively, as defined in [PP1]. We call a subset A of a stable or
unstable manifold admissible if A = Int A, where the closure and interior are in
the induced topology of the local stable or unstable manifold intersected with Λ.
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A Markov rectangle Ri can be constructed from a point zi ∈ Λ and admissible
subsets Ui ⊂ Wuε (zi) ∩ Λ and Si ⊂ W sε (zi) ∩ Λ using a local product structure
on Λ [Do1, PP1]. The interior of a rectangle Int Ri can be similarly constructed
from Int Ui and Int Si. A Markov family of rectangles R1, . . . , Rk ⊂ Λ can be
constructed as described in [Do1, PP1], and we let R =
⋃k
i=1Ri.
In [PS1], the stable and unstable leaves are always one-dimensional and each
Ui is called an interval. We are working with higher dimensional flows, so the
unstable leaves could in general have a higher dimension. We call each Ui a
Markov leaf. The set of Markov leaves is disjoint. We denote U =
⋃k
i=1 Ui and
Int U =
⋃k
i=1 Int Ui.
Define the Poincare´ map H : R→ R by H(x) = φr(x)(x) ∈ R, where r(x) >
0 is the first return time, the smallest positive time such that φr(x)(x) ∈ R.
Define a k × k matrix A by
A(i, j) =
{
1 : H(Int Ri) ∩ Int Rj 6= ∅
0 : otherwise.
We use this matrix to define the symbol spaces XA and X
+
A
XA = {ξ = {ξn}∞n=−∞ : ξn ∈ {1, . . . , k}, A(ξn, ξn+1) = 1,∀n ∈ Z}
X+A = {x = {ξn}∞n=0 : ξn ∈ {1, . . . , k}, A(ξn, ξn+1) = 1,∀n ≥ 0}.
It is always possible to construct the Markov family such that the matrix A
is irreducible and aperiodic [PP1].
Define the stable holonomy map piu : R→ U by piu(x) = W sε (x)∩Ui. Define
the expanding map f : U → U by f = piu ◦H|U . This map is expanding in the
sense that there exist constants 0 < γ < 1 and C1 > 0 such that, if f
j(x) and
f j(y) are on the same Markov leaf Uij for every 0 ≤ j ≤ m, we have
d(x, y) ≤ C1γmd(fmx, fmy). (1)
2 Preliminaries
2.1 Cylinders
Definition 2.1. For each n ≥ 0, consider all strings of length n of symbols
1, 2, . . . , k. We call a string α = (α0, . . . , αn−1) a word if it is admissible under
A, that is, if A(αj , αj+1) = 1 for all 0 ≤ j ≤ n − 2. For any word α we write
|α| = n and define a subset of one of the Markov leaves
Uα = Uα0 ∩ f−1Uα1 ∩ . . . ∩ f−(n−1)Uαn−1 .
Here f−1 denotes the preimage. We call this subset a cylinder of length n in the
leaf Uα0 . Each Ui is a cylinder of length 1 and is always a compact set, but other
cylinders can be open, closed, or neither. If |α| = |β| > 1 then either α = β or
Uα ∩Uβ = ∅. This is not true in general for the closures Uα and Uβ . A cylinder
Uα is always nonempty, and as the length of a string approaches infinity, the
corresponding cylinder approaches a single point. Thus a single point in U can
be represented by an infinite string of symbols, i.e. an element of X+A .
2
Definitions 2.2. Let α = (α0, . . . , αn−1) be a word of length n and let i =
1, . . . , k. Then if A(αn−1, i) = 1 and A(i, α0) = 1, we define
αi = (α0, . . . , αn−1, i), iα = (i, α0, . . . , αn−1), and α = (α0, . . . , αn−2).
In general the expanding map fn is not always injective for n ≥ 1. For each
permissible word α we define an inverse that follows the word backwards. This
is always possible for points on the interior of a leaf. Let α be a word of length
n and let x ∈ f(Uαn−1) ∩ Int Ui for any i with A(αn−1, i) = 1. Define f−1α (x)
to be the unique point y such that fn(y) = x and y ∈ Uα. For a single symbol
i we can write ix = f−1i (x).
2.2 Ho¨lder functions
Definition 2.3. For any A ⊆ U , denote by C(A) the set of all continuous
functions w : A → C, and let w ∈ C(A). For any 0 < µ ≤ 1, we say that w
is µ-Ho¨lder on A, or Ho¨lder continuous on A with exponent µ, if there exists
C2 > 0 such that |w(x)− w(y)| ≤ C2d(x, y)µ for all x, y ∈ A ∩ Ui, i = 1, . . . , k.
We define the µ norm of w on A by
|w|µ = sup
{ |w(x)− w(y)|
d(x, y)µ
: x, y ∈ A ∩ Ui, i ∈ {1, . . . , k}, x 6= y
}
.
When µ = 1 we say w is Lipschitz or Lipschitz continuous. For any admis-
sible set A, we denote by Hµ(A) the set of all functions that are µ-Ho¨lder on
A. That is,
Hµ(A) = {w ∈ C(U) : |w|µ <∞ on A}.
We also define the infinity norm |w|∞ = sup
x∈U
|w(x)| and a total norm
‖w‖µ = |w|µ + |w|∞.
For an operator L : C(U)→ C(U) we use the operator norm
‖L‖µ = sup{‖Lw‖µ‖w‖µ : w ∈ C(U), w 6= 0}.
Pollicott and Sharp use a different (C1) norm in their paper [PS1].
If f : A→ C is µ-Ho¨lder on some set A in any metric space, then there exists
a unique extension ext(f) : A→ C of f to the closure of A, such that ext(f) is
µ-Ho¨lder on A [WW]. We call ext(f) the Ho¨lder extension of f .
Lemma 2.4. If w is µ-Ho¨lder on a set containing x and y, then
|ew(x)−w(y) − 1| ≤ |w(x)− w(y)|e|w(x)−w(y)|
≤ |w|µe|w|µ|U |µd(x, y)µ.
3
2.3 Characteristic Function
For a word α of length n we let χα denote the characteristic function
χα(x) = χUα(x) =
{
1 if x ∈ Uα,
0 otherwise.
Observe that for any word α of length n, χα(x) is not Lipschitz on all Ui,
but it is piecewise Lipschitz. In particular, it is Lipschitz (and hence µ-Ho¨lder)
on Uβ for any word β with |β| ≥ |α|, with Lipschitz and Ho¨lder constants
|χα(x)|Lip = |χα(x)|µ = 0. We write
χα ∈
⊕
|β|=n
Hµ(Uβ).
2.4 First Return Map
For x ∈ U , we write rn(x) = r(x)+r(fx)+. . .+r(fn−1x). In a three dimensional
flow, the first return map r is always Lipschitz continuous on 2-cylinders Ui,j
for any i, j ∈ 1, . . . , k with A(i, j) = 1. However in higher dimensions r is not
Lipschitz continuous in general, but it is always Ho¨lder continuous on each Ui,j
[Ha]. Henceforth µ refers to the largest exponent such that r is µ-Ho¨lder on
every Ui,j . Then |r(x)| ≤ |r|∞ and |r(x) − r(y)| ≤ |r|µd(x, y)µ for any x, y in
the same 2-cylinder.
Lemma 2.5. Whenever x and y are on the same cylinder Uα with |α| = m,
there exists a constant B1 depending only on r, C1, γ and µ such that
|rm(x)− rm(y)| ≤ B1d(fm−1x, fm−1y)µ.
Proof.
|rm(x)− rm(y)| ≤
m−1∑
j=0
|r(f jx)− r(f jy)| ≤
m−1∑
j=0
|r|µd(f jx, f jy)µ
≤
m−1∑
j=0
|r|µ(γm−j−1C1d(fm−1x, fm−1y))µ
≤ |r|µCµ1 d(fm−1x, fm−1y)µ
m−1∑
i=0
(γµ)i
≤ |r|µCµ1
1
1− γµ d(f
m−1x, fm−1y)µ
= B1d(f
m−1x, fm−1y)µ
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2.5 The transfer operator and zeta function
Let s = a + ib ∈ C, with |a| ≤ a0 and |b| ≥ b0 for some constants a0, b0. Let h
denote the entropy of the flow φt, and for any continuous w : U → R let P (w)
denote the pressure of w. Definitions of these can be found in [W]. We have
P (0) = h.
Let Uˆ ⊂ U be the set of points x ∈ Int U such that f jx ∈ Int U for any
integer j ≥ 0. We define the Ruelle transfer operator L−sr : C(Uˆ)→ C(Uˆ) by
L−srw(x) =
∑
fy=x
e−sr(y)w(y).
When x /∈ Uˆ , r may not be continuous at y for fy = x, and hence L−srw
may not be continuous at x. When L−srw is Ho¨lder continuous on Uˆ , we
extend this function to points in U using the Ho¨lder extension, by defining
L−srw(x) = ext(L−srw)(x).
Define the zeta function ζ(s) for the flow φt by
ζ(s) =
∏
τ
(1− e−sl(τ))−1,
where the product is over prime periodic orbits τ , i.e. fn(x) = x, ∀x ∈ τ for
some n, and l(τ) = rn(x) for some x ∈ τ is the length of the orbit. This zeta
function converges to a nonzero analytic function for <(s) > h, where h is the
entropy of the flow φt [PS1]. It is important to choose a0 large enough that the
compact interval I = [−a0, a0] contains h.
For all s ∈ C, we define a weighted sum on the periodic points
Zn(−sr) =
∑
fn(x)=x
e−sr
n(x).
We can use the fact that
ζ(s) = exp
∞∑
n=1
1
n
Zn(−sr)
(see [PS1]) to relate the zeta function to the Ruelle transfer operator L−sr, using
Ruelle’s Lemma, which relates Zn(−sr) to the Ruelle operator L−sr.
3 Ruelle’s Lemma
Theorem 3.1. (Ruelle’s Lemma) For each Markov leaf Ui, fix an arbitrary
point xi ∈ Ui. For all ε > 0, a0 > 0 and b0 > 0, there exists Cε > 0 such that∣∣∣∣∣Zn(−sr)−
k∑
i=1
Ln−srχi(xi)
∣∣∣∣∣ ≤ Cε|=(s)|
n∑
m=2
(
‖Ln−m−sr ‖µ(γµ)mem(ε+P (−ar))
)
,
for all s = a + ib ∈ C with |a| ≤ a0 and |b| ≥ b0. Here µ denotes the Ho¨lder
exponent of r and P (−ar) denotes the pressure of −ar.
Our aim in this article is to give a rigorous proof of this lemma.
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3.1 Proof
Fix an arbitrary point xi ∈ Ui for each Markov leaf Ui. Let ε > 0, a0 > 0 and
b0 > 0.
Proposition 3.2. Let m ≥ 1. Given a function w that is µ-Ho¨lder on all
cylinders of length m + 1, the transfer operator of w is always µ-Ho¨lder on all
m-cylinders. That is,
L−sr :
⊕
|α|=m+1
Hµ(Uα)→
⊕
|α|=m
Hµ(Uα).
Proof. It suffices to show that for any particular α, if w is µ-Ho¨lder on Uiα for all
i with A(i, α0) = 1, then L−srw must be µ-Ho¨lder on Int Uα. Let w ∈ Hµ(Uiα)
and let x, y ∈ Int Uα. Then using Lemma 2.4, we have
|L−srw(x)− L−srw(y)| =
∣∣∣∣∣∣
∑
A(i,α0)=1
e−sr(ix)w(ix)−
∑
A(i,α0)=1
e−sr(iy)w(iy)
∣∣∣∣∣∣
≤
∑
A(i,α0)=1
|e−sr(iy)|
(
|esr(iy)−sr(ix) − 1||w(ix)|+ |w(iy)− w(ix)|
)
.
≤
∑
A(i,α0)=1
|e−sr(iy)|(|s||r|µea0|r|µ|U |µd(ix, iy)µ|w(ix)|+ |w|µd(ix, iy)µ)
≤ kea0|r|∞(|s||r|µea0|r|µ|U |µ |w|∞ + |w|µ)Cµ1 γµd(x, y)µ
≤ C4‖w‖µd(x, y)µ,
for some constant C4. So L−srw is µ-Ho¨lder on Int Uα. Using the Ho¨lder
extension, L−srw is µ-Ho¨lder on every Uα.
Corollary 3.3. In particular, if |α| = m and n ≥ m then Ln−srχα ∈ Hµ(Ui)
for all i = 1, . . . , k.
Since the map f is expanding, any cylinder Uα can only contain zero or one
n-periodic points, that is, a point x ∈ Uα such that fnx = x where n = |α|.
For each string α, we have to choose a point xα ∈ Uα in a particular way. We
choose a point from the cylinder as follows:
(1) if Uα has an n-periodic point, then let xα ∈ Uα be such that fnxα = xα;
(2) if Uα has no n-periodic point and n > 1, then choose xα ∈ Uα arbitrarily
such that xα /∈ f(Uαn−1);
(3) if |α| = n = 1, then Uα has no n-periodic point. Choose xα = xi (where
i = α0 and xi ∈ Ui is one of the points we fixed from the start).
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Part of the second condition was introduced by Naud [Na]. Both [Na] and
[PS1] leave out the last condition for |α| = 1, but [PS2] includes it. The need for
this condition becomes clear in (2). Note that this is consistent with the other
two, that is if n = 1 and we choose xα = xi, we still have that xα /∈ f(Uαn−1)
and xα is not a 1-periodic point (i.e. a fixed point). This is because A(i, i) = 0
for all i, so there are no fixed points.
Lemma 3.4. By choosing xα in this way, we have
(Ln−srχα)(xα) =
{
e−sr
n(xα) if xα is a periodic point,
0 otherwise.
Proof. We have
(Ln−srχα)(xα) =
∑
fny=xα
e−sr
n(y)χα(y),
so we are looking for points y such that fny = xα and y ∈ Uα.
Suppose Uα has an n-periodic point. Then there is exactly one point y sat-
isfying both fny = xα and χα(y) = 1. Only xα satisfies both of these, so we
have y = xα. Thus (L
n
−srχα)(xα) = e
−srn(xα) when Uα has an n-periodic point.
Suppose Uα has no n-periodic point. Then xα ∈ Uα but xα /∈ f(Uαn−1).
Suppose for a contradiction that there is some y ∈ Uα s.t. fny = xα. Then
y ∈ Uα ⇒ y ∈ f−(n−1)Uαn−1 ⇒ fny ∈ f(Uαn−1)⇒ x ∈ f(Uαn−1).
This is a contradiction, so the sum is empty. Thus (Ln−srχα)(xα) = 0 when Uα
has no periodic point.
Lemma 3.5.
Zn(−sr) =
∑
|α|=n
(Ln−srχα)(xα)
Proof. Recall that Zn(−sr) is a sum over all period n points of U . Since U =⋃
|α|=n
Uα, we can break up this sum as follows
Zn(−sr) =
∑
fnx=x
e−sr
n(x) =
∑
|α|=n
∑
fnx=x
e−sr
n(x)χα(x).
Suppose Uα has an n-periodic point. Then it is equal to xα, so we have∑
fnx=x
e−sr
n(x)χα(x) = e
−srn(xα) = (Ln−srχα)(xα).
Suppose Uα has no n-periodic points. Then we have∑
fnx=x
e−sr
n(x)χα(x) = 0 = (L
n
−srχα)(xα).
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Then,
Zn(−sr) =
∑
|α|=n
(Ln−srχα)(xα).
Note that, with the third condition we placed on xα, it is trivial to show
that
k∑
i=1
(Ln−srχUi)(xi) =
∑
|α|=1
(Ln−srχα)(xα). (2)
Proposition 3.6.
Zn(−sr)−
k∑
i=1
Ln−srχi(xi) =
n∑
m=2
 ∑
|α|=m
Ln−srχα(xα)−
∑
|β|=m−1
Ln−srχβ(xβ)

Proof. Expand the sum on the RHS and notice that almost all the terms cancel
out, leaving only ∑
|α|=n
(Ln−srχα)(xα)−
∑
|α|=1
(Ln−srχUα)(xα).
Using Lemma 3.5 and (2), this is equal to
Zn(−sr)−
k∑
i=1
Ln−srχi(xi).
Note that for any word β of length m− 1, we have Uβ =
⋃
A(βm−2,i)=1 Uβi,
so for any x ∈M we can write
χβ(x) =
∑
A(βm−2,i)=1
χβi(x).
So we have, for m ≤ n,∑
|β|=m−1
Ln−srχβ(xβ) =
∑
|β|=m−1
∑
A(βm−2,i)=1
Ln−srχβi(xβ) =
∑
|α|=m
Ln−srχα(xα),
and therefore
Zn(−sr)−
k∑
i=1
Ln−srχi(xi) =
n∑
m=2
∑
|α|=m
[
Ln−srχα(xα)− Ln−srχα(xα)
]
.
By Corollary 3.3, Ln−srχα is µ-Ho¨lder everywhere on U . So we have, for all
n ≥ 2,
8
∣∣Ln−srχα(xα)− Ln−srχα(xα)∣∣ ≤ ‖Ln−srχα‖µ d(xα, xα)µ
≤ ‖Ln−m−sr ‖µ.‖Lm−srχα‖µ d(xα, xα)µ,
where ‖ ‖µ is the operator norm derived from the µ-Ho¨lder norm.
So we have the following estimate for all n ≥ 2:∣∣∣∣∣Zn(−sr)−
k∑
i=1
Ln−srχi(xi)
∣∣∣∣∣ ≤
n∑
m=2
∑
|α|=m
‖Ln−m−sr ‖µ.‖Lm−srχα‖µ d(xα, xα). (3)
3.2 Particular estimates
The last part of the proof is to find particular estimates for the three parts in
the RHS of equation 3.
1. In the low dimensional case, µ = 1, so ‖Ln−m−sr ‖1 can sometimes be es-
timated using an important theorem of Dolgopyat [PS1]. In this proof
we leave it as ‖Ln−m−sr ‖µ. Later we will show an example of how Dolgo-
pyat’s theorem can be used in some cases along with the lemma, to get
an extension of the zeta function.
2. ‖Lm−srχα‖µ is simply estimated by ‖Lm−srχα‖µ ≤ C|=(s)| in the Pollicott-
Sharp paper [PS1]. Naud produces a more detailed estimate that we cover
in detail in the next section.
3. Since xα, xα are in the same cylinder Uα, (1) gives us
d(xα, xα)
µ ≤ Cµ1 γµ(m−2)d(fm−2xα, fm−2xα)µ ≤ C5(γµ)m, (4)
for some constant C5 > 0.
We now fix m ≥ 1 and attempt to estimate ‖Lm−sr(χβ)‖µ.
Lemma 3.7.
(Lm−srχβ)(x) =
{
e−r
m(f−1β x) if x ∈ f(Uβm−1),
0 otherwise.
Proof. We have (Lm−srχβ)(x) =
∑
fmy=x
e−sr
m(y)χβ(y).
Suppose x ∈ f(Uβm−1). Then fmy = x and χβ(y) = 1 implies y = f−1β (x).
So there is only one non-zero term in this sum, which is e−r
m(f−1β x).
Now suppose x /∈ f(Uβm−1). Then if fmy = x and χβ(y) = 1, then fm−1y ∈
Uβm−1 , so x = f
m(y) ∈ f(Uβm−1), which is a contradiction. So the sum is zero.
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For each admissible word β with |β| = m, we fix a point yβ ∈ f(Uβm−1). We
will see later how to choose yβ . Set zβ = f
−1
β (yβ).
Lemma 3.8.
‖Lm−sr(χβ)‖µ ≤ (ea0|U |
µB1 +B1|s|ea0|U |µ(1+γµ)B1)e−arm(zβ).
Proof. Let |U | = max
i
diam(Ui) be the largest diameter possible for a Markov
leaf. Let x, y be in the same Markov leaf. If x, y /∈ f(Uβm−1), then clearly
|Lm−sr(χβ)(x)| = |Lm−sr(χβ)(x)−Lm−sr(χβ)(y)| = 0. Otherwise, both x and y are
in f(Uβm−1).
x and yβ may not be on the same leaf, but f
−1
β x and f
−1
β yβ are on the same
cylinder Uβ . So using Lemmas 3.7 and 2.5, we have
|Lm−srχβ(x)| = |e−(a+ib)r
m(f−1β x)| = e−arm(f−1β x)
≤ e|a||rm(f−1β x)−rm(f−1β yβ)| e−arm(f−1β yβ)
≤ ea0B1d(fm−1f−1β x,fm−1f−1β yβ)µ e−arm(zβ) ≤ ea0|U |µB1 e−arm(zβ).
Since f−1β x and f
−1
β y are on the same cylinder Uβ , and x, y are on the same
leaf, we have |rm(f−1β x)− rm(f−1β y)| ≤ γµB1d(x, y). Using Lemma 2.4, we get
|Lm−sr(χβ)(x)− Lm−sr(χβ)(y)| ≤ |e−sr
m(f−1β x)+sr
m(f−1β y) − 1||e−srm(f−1β y)|
≤
(
|s|B1γµd(x, y)µe|a|B1γµ|U |µ
)(
ea0B1|U |
µ
e−ar
m(zβ)
)
≤ B1γµ|s|ea0B1(γµ+1)|U |µe−arm(zβ)d(x, y)µ.
Combining these results we get
‖Lm−sr(χβ)‖µ = |Lm−sr(χβ)|∞ + |Lm−sr(χβ)|µ
≤ ea0|U |µB1e−arm(zβ) +B1γµ|s|ea0|U |µ(1+γµ)B1e−arm(zβ)
≤ (ea0|U |µB1 +B1γµ|s|ea0|U |µ(1+γµ)B1)e−arm(zβ).
Now |s| = |a+ bi| ≤ |a|+ |b|, where |a| ≤ a0 and |b| = |=(s)| ≥ b0. So there
exists a constant B2 such that∑
|β|=m
‖Lm−sr(χβ)‖µ ≤ B2|=(s)|
∑
|β|=m
e−ar
m(zβ).
We now estimate the sum on the right. Naud estimates it directly, using a
well known theorem [PP2, Bo]. However in [PP2] this theorem does not involve
a sum over words |β| = m, but a sum over m-periodic points fmz = z. In [Bo],
it’s not clear that the theorem holds in the way that Naud claims either, so we
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show how to recover the estimate another way using the theorem as stated in
[PP2]. Define a function
ϕm(a) =
 ∑
fmz=z
e−ar
m(z)
 1m .
Theorem 3.9. ([PP2]) Let r : U → R be the first return map corresponding to
the flow φt, let f : U → U be the expanding map corresponding to the flow and
let a ∈ I ⊂ R where I is a closed, bounded set in R containing h, the entropy of
the flow. Let P (−ar) be the pressure of −ar. Then we have ϕm(a) → eP (−ar)
uniformly in a ∈ I as m→∞. Hence,
lnϕm(a) =
1
m
ln
∑
fmz=z
e−ar
m(z) → P (−ar) as m→∞,
uniformly in a ∈ I.
Therefore for all ε > 0 there exists N such that for all m ≥ N and a ∈ I, we
have | lnϕm(a)− P (−ar)| < ε. This gives us
lnϕm(a) ≤ | lnϕm(a)− P (−ar)|+ P (−ar) < ε+ P (−ar),
which implies that ϕm(a) ≤ eε+P (−ar) for all m ≥ N and a ∈ I.
Theorem 3.10. For all ε > 0 there exists Bε > 0 such that for any real a in
I, and for all m ≥ 1 we have ∑
fmz=z
e−ar
m(z)
 ≤ Bεem(ε+P (−ar)).
Proof. Let bε = max{ϕm(a)m : 0 < m < N, a ∈ A}, and let Bε = max{bε, 1}.
Then the inequality holds.
Recall that we can choose yβ , and hence zβ ∈ Uβ however we like. Since Uβ
may not have an m-periodic point, we cannot simply choose fmzβ = zβ and
use the above theorem. However, Uβ must have a periodic point of some higher
order, because the periodic points of f are dense in U . We need a much larger
constant to get the required inequality.
Definition 3.11. Let p(β) be the smallest integer such that Uβ has a p(β)
periodic point zβ i.e. f
p(β)zβ = zβ . Define p(m) for any m to be the smallest
integer such that for all words β of lengthm, there exists zβ ∈ Uβ with fp(m)zβ =
zβ . Equivalently, we define
p(m) = lcm{p(β) : |β| = m},
where lcm is the lowest common multiple of the set.
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Now if we choose zβ so that f
p(m)zβ = zβ , then we have∑
|β|=m
e−ar
p(m)(zβ) =
∑
fp(m)z=z
e−ar
p(m)(z).
Finally we write e−ar
m(zβ) in terms of e−ar
p(m)(zβ) to get the estimate we
need. For any m ≥ 1, we have p(m) ≤ m + d for some integer constant d that
depends only on the matrix A. This clearly follows from the irreducibility of A.
We have
rp(m)(zβ) ≤ rm+d(zβ) = r(zβ) + . . .+ r(fm+d−1zβ)
≤ rm(zβ) + r(fmzβ) + . . .+ r(fm+d−1zβ),
|rp(m)(zβ)− rm(zβ)| ≤ rd(fmzβ) ≤ d|r|∞.
So, ∑
|β|=m
e−ar
m(zβ) ≤
∑
|β|=m
e−ar
p(m)(zβ)|e−a(rm(zβ)−rp(m)(zβ))|
≤
∑
|β|=m
e−ar
p(m)(zβ)e|a|d|r|∞
≤ ed|a||r|∞
∑
fp(m)z=z
e−ar
p(m)(zβ).
Now we can finally use Theorem 3.10. For all ε > 0, there exists Bε > 0
such that ∑
|β|=m
e−ar
m(zβ) ≤ ed|a||r|∞Bεe(m+d)(ε+P (−ar)).
We can group the constants together by defining Cε = C5B2Bεe
d|a||r|∞ed(ε+P (−ar)).
Then we get ∑
|β|=m
‖Lm−sr(χβ)‖µ ≤ C−15 Cε|=(s)|em(ε+P (−ar)).
Combining this with the third particular estimate, and the inequality (3),
we get the following:
For any set of points x1, . . . , xk ∈ U1, . . . , Uk, and for all ε > 0, there exists
a constant Cε > 0 such that,
∣∣∣∣∣Zn(−sr)−
k∑
i=1
Ln−srχi(xi)
∣∣∣∣∣ ≤ Cε|=(s)|
n∑
m=2
(
‖Ln−m−sr ‖µ(γµ)mem(ε+P (−ar))
)
.
and this proves Ruelle’s Lemma.
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4 Applying Ruelle’s Lemma
Here we explain some of the context of Ruelle’s Lemma, and show how it can
be used in some cases to estimate the Ruelle zeta function. This was done by
Pollicott and Sharp in [PS1, PS2] and later by Naud [Na] in different cases.
Both estimates apply in less general cases than the conditions for Theorem 3.1.
In particular they only apply when the stable and unstable manifolds are one-
dimensional. Both estimates also depend on special cases of a very important
result of Dolgopyat [Do1, Do2]. As an example of how Theorem 3.1 can be used,
we show an estimate of the zeta function in the case considered by Naud [Na],
which uses the following version of Dolgopyat’s theorem.
Theorem 4.1. (Dolgopyat) Let φt be a smooth transitive Anosov flow on a
compact Riemannian manifold such that φt is non-integrable and has entropy
h, and the local stable and unstable foliations are C1. Then there exists C6 >
0, ε2 > 0, b0 > 0 and 0 < ρ < 1 such that whenever h − ε2 ≤ <(s) ≤ h and
|=(s)| ≥ b0,
‖Ln−sr‖Lip ≤ C6|=(s)|ρn, ∀n ≥ 0.
A similar estimate for open billiard flows was proved in [St1], and more
general results were proved in [St2]. Since W sε (x) and W
u
ε (x) are C
1, the first
return map is Lipschitz so we have µ = 1.
Let a = <(s) ∈ [h − ε2, h] and let |=(s)| ≥ b0 as in the above theorem. By
applying theorems 3.1 and 4.1, we get
|Zn(s)| ≤ |Zn(s)−
k∑
i=1
Ln−sr(χi)(xi)|+ |
k∑
i=1
Ln−sr(χi)(xi)|
≤ Cε|=(s)|
n∑
m=2
(
‖Ln−m−sr ‖Lipγmem(ε+P (−ar))
)
+
k∑
i=1
‖Ln−sr‖Lip
≤ Cε|=(s)|
n∑
m=2
(
C6|=(s)|ρn−mγmem(ε+P (−ar))
)
+ kC6|=(s)|ρn
≤ C6Cε|=(s)|2ρn
n∑
m=2
(
γ
ρ
eε+P (−ar)
)m
+ kC6|=(s)|ρn.
Although the ρ in Theorem 4.1 is fixed, the inequality in the theorem still
holds for larger ρ, as long as ρ < 1. Thus we can choose ρ so that 1 > ρ > γ.
Note that P (−hr) = 0, so by taking ε small enough, a = <(s) sufficiently close
to h, say |a− h| < δ for some δ > 0, and γρ sufficiently small, we can have
γ
ρ
eε+P (−ar) < 1.
This simplifies the inequality to
|Zn(s)| ≤ C6Cε|=(s)|2ρn + kC6|=(s)|ρn ≤ C7|=(s)|2ρn,
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where C7 = C6Cε + kC6b
−1
0 is simply another constant. Now we can obtain an
estimate for ζ(s). The Ruelle zeta function [PS1] is given by
ζ(s) = exp
( ∞∑
n=1
1
n
Zn(−sr)
)
.
So we can continue this zeta function analytically to the domain
{s : |<(s)− h| < min{ε2, δ} and |=(s)| ≥ b0},
for some ε2, b0 > 0. In this region we have
exp
(
−
∞∑
n=1
1
n
|Zn(−sr)|
)
≤ |ζ(s)| ≤ exp
( ∞∑
n=1
1
n
|Zn(−sr)|
)
exp
(
−C7|=(s)|2
∞∑
n=1
1
n
ρn
)
≤ |ζ(s)| ≤ exp
(
C7|=(s)|2
∞∑
n=1
1
n
ρn
)
exp
(
−C7|=(s)|2 ln
(
1
1− ρ
))
≤ |ζ(s)| ≤ exp
(
C7|=(s)|2 ln
(
1
1− ρ
))
.
This demonstrates the application of Ruelle’s Lemma to estimating the zeta
function.
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