Abstract-The ability of a robot team to reconfigure itself is useful in many applications: for metamorphic robots to change shape, for swarm motion towards a goal, for biological systems to avoid predators, or for mobile buoys to clean up oil spills. In many situations, auxiliary constraints, such as connectivity between team members and limits on the maximum hop-count, must be satisfied during reconfiguration. In this paper, we show that both the estimation and control of the graph connectivity can be accomplished in a decentralized manner. We describe a decentralized estimation procedure that allows each agent to track the algebraic connectivity of a time-varying graph. Based on this estimator, we further propose a decentralized gradient controller for each agent to maintain global connectivity during motion.
I. INTRODUCTION
In this paper we consider the problem of maintaining connectivity in mobile sensor networks. Here, each sensor plans its own motion and communicates with other sensors within a limited range.
Recent advances in wireless communications and electronics have enabled the development of low-cost sensor networks [1] . In mobile sensor network systems, current research areas include target tracking [14] , [22] , [11] , formation and coverage control [2] - [4] , [6] , environmental monitoring [10] , [16] , [18] , and several others. To accomplish these tasks, it is often desirable to maintain a connected information flow during agent motions. So far this connectivity maintenance problem in mobile sensor networks has been addressed using two different approaches, based on local and global connectivity.
The first approach focuses on devising decentralized controllers for each agent to maintain local connectivity. For discrete-time second-order agents, a feasible control space is computed in [13] for each agent to maintain all existing pairwise connections. In comparison, in [17] each agent tries to maintain its two-hop communication neighbors. The use of local connectivity measures allows each agent to compute a feasible motion controller with only local information, yet the resulting controls may be too restrictive to allow the agents to accomplish any other task.
The second approach in [20] , [21] uses global connectivity measures such as algebraic connectivity [5] . Given a graph, k-connectivity matrix 1 is computed in [20] . To maintain graph connectivity, gradient controllers are designed such that each off-diagonal entry of the n-connectivity matrix remains positive over time (where n is the total number of agents). In comparison, the gradient controller designed in [21] uses the fact that a graph being connected is equivalent to the determinant of the deflated Laplacian matrix being positive. However, computing the k-connectivity matrix and the determinant of a deflated Laplacian matrix are both centralized procedures.
In this paper we approach the problem in a different way. The key component in our solution is a decentralized power iteration algorithm that estimates the eigenvector corresponding to the second smallest eigenvalue of a weighted Laplacian matrix. This eigenvector estimation procedure is then used to estimate the algebraic connectivity of a graph. We use this estimate in a decentralized controller that maintains the global connectivity of the graph over time.
The rest of the paper is organized as follows. We summarize the necessary graph theoretical background in the Preliminaries. In Section III, we first review the centralized discrete-time power iteration algorithm and then describe two continuous versions. In Section IV, we describe a decentralized continuous-time power iteration procedure and use it to estimate the connectivity of a graph. A controller to maintain connectivity is proposed in Section V. Finally in the Appendix we analyze the convergence of the centralized power iteration algorithm.
II. PRELIMINARIES
Given n mobile agents, their communication graph G and edge set E, the adjacency matrix A ∈ R n×n is defined as
where p i , p j ∈ R m are the positions of node i and j and we restrict f (p i , p j ) > 0 to be a positive weighting function symmetric in its arguments. The degree of each node is 
The spectral properties of L have been shown to be critical in many multiagent applications, such as formation control [4] , [6] , consensus seeking [15] and direction alignment [8] .
For the weighted Laplacian L, we make the common assumption that the weights A ij are positive [12] , in which case the spectral properties of L are similar to those of L. Specifically, we know 1) L1 = 0.
2) The spectrum of L satisfies 0 = λ 1 ≥ λ 2 ≥ · · · ≥ λ n , and λ 2 > 0 iff the graph is connected. (Here the definition of connectedness is the same as the unweighted case.) As in the unweighted case, we call λ 2 the algebraic connectivity of the graph.
III. CENTRALIZED POWER ITERATION
We want to build an algorithm to estimate the graph connectivity measure λ 2 . To do this, we first estimate the corresponding eigenvector v 2 (Lv 2 = λ 2 v 2 ), which is then used to determine λ 2 .
Throughout the rest of the paper, we use superscripts to index the agents and components of a vector, and subscripts to index eigenvalues, eigenvectors, and their estimates. For example, a Laplacian L has n eigenvalues λ 1 , . . . , λ n and n eigenvectors v 1 , . . . , v n . The components of an eigenvector
T . In addition, if x ∈ R n is the network's estimate of the eigenvector v 2 , then x i ∈ R is the ith component of the estimate x, stored by agent i. We also write λ i 2 ∈ R for agent i's estimate of λ 2 .
A. Discrete-time Power Iteration
Given a square matrix Q and its spectrum μ 1 > μ 2 · · · > μ n , power iteration is an established iterative method to compute its leading eigenvalue μ 1 and its associated eigenvector [19] . Now assume instead of μ 1 , we are interested in its second largest eigenvalue μ 2 . If we already know μ 1 and its associated eigenvector v 1 , we can estimate μ 2 by running the power iteration on the deflated matrix
Specifically this iterative power iteration procedure is carried out in three steps. For a random initial vector w,
. Then go to step 3. This power iteration method converges linearly in the ratio μ 2 /μ 3 . Once it converges, w is the eigenvector corresponding to the second largest eigenvalue μ 2 of Q. In the case of repeated eigenvalues where μ 2 = . . . = μ k−1 > μ k , the iteration converges in the ratio of μ 2 /μ k . If μ 2 = . . . = μ n , then any unit vector w is a solution.
B. Continuous-time Power Iteration
To get the second smallest eigenvalue λ 2 , the basic idea here is to run the power iteration on a deflated matrix of −L where −λ 2 becomes the leading eigenvalue. However, because |λ 2 | ≤ |λ n |, running the discrete-time iteration will cause the state w to converge to the eigenvector v n associated with λ n . Here we construct a continuous-time power iteration to instead converge to v 2 . Let
be the estimate of the eigenvector v 2 . The continuous-time algorithm has three parts:
where the function Ave({q i })
In the next section, we will substitute each Ave(·) operation with a decentralized consensus estimation process.) Step 1 drives x to the null space of 1. The power iteration in step 2 drives x toward the direction of v 2 .
Step 3 drives x toward the unit sphere.
Now we combine the three pieces in a linearly weighted fashion:
To investigate the gain conditions of k 1 , k 2 and k 3 that guarantee correct convergence of system (3), first we look at a simplified version of this system.
C. Modified Continuous-time Power Iteration
We begin by showing that S 1 = {x | 1 T x = 0} is an invariant manifold for system (3). For any initial estimate x ∈ S 1 , system (3) in forward time satisfies
We can force the estimate x into the manifold S 1 by doing a reinitialization step. Starting with an arbitrary initial condition x(0), the system does one discrete-time power iteration step and resets its state to x(0 + ) = −Lx(0). It is easy to verify that x(0 + ) ∈ S 1 . With this new initial condition x(0 + ), system (3) evolves within S 1 and its dynamics simplifies tȯ
Based on the following theorem we know system (5) converges to a desired eigenvector v 2 (not necessarily normalized) for proper choices of k 2 and k 3 . Theorem 1: When the gain condition
is satisfied, for almost all initial conditions system (5) converges to an eigenvectorṽ 2 corresponding to the eigenvalue −λ 2 of the weighted Laplacian matrix −L satisfying ṽ 2 = n(
k3−k2λ2 k3
). Proof: See the Appendix.
Each agent can satisfy this condition without knowing the graph topology. First we know
Additionally, in our exponentially-decaying edge weighting scheme introduced in Section V, we have A ij ≤ 1. Therefore in this paper, each agent can satisfy (6) by choosing k 3 > n(n − 1)k 2 (assuming n is known to every agent), although the simulation in Example 2 shows this is a rather conservative bound.
Based on Theorem 1, the heuristic gain conditions we use for tuning system (3) are
By perturbation analysis [9] , system (3) first converges close to S 1 , and then the evolution of its dynamics is similar to the dynamics of system (5).
Although both estimation procedures (3) and (5) apply to time-varying graphs, in practice procedure (3) is numerically superior. This is because (5) requires the system state to iterate within a reduced-dimensional manifold, and in our MATLAB implementation numerical error causes the state to deviate from the manifold. Numerical error accumulates and causes incorrect convergence.
Next we modify the continuous-time power iteration (3) and (5) so that these algorithms can be decentralized over the graph. We can use the PI average consensus estimator [7] to decentralize this averaging operation. We need two consensus estimators to decentralize the dynamics (3), and only one for the dynamics (5). Consensus estimators allow n agents, each of which measures some time-varying scalar α i (t), to compute an approximation of α(t) = 1 n i α i (t) using only local communication. The PI estimator has the form (see [7] for details):ẏ
Here y i is the average estimate, γ > 0 is the rate new information replaces old information, N i contains all onehop neighbors of agent i in the communication network, and K P , K I are estimator gains. When the network is connected, the estimator error e i (t) = y
for each agent i approaches to an arbitrarily small ball around zero for slowly time-varying inputs α i (t) [7] . (10)).
In the decentralized implementation of (3) . Therefore agent i can compute its estimate as λ
Note that no single agent maintains an estimate of the entire eigenvector v 2 ; instead, agent i maintains the single component x i of the network's estimate x of v 2 . This is sufficient to maintain an estimate λ i 2 of λ 2 . Example 1: We simulate these two eigenvalue estimation algorithms over the 5-node constant graph (Fig. 1) , where the weights are set as f (p i , p j ) = 1. The eigenvalue spectrum of its Laplacian matrix is {0, 0.83, 2, 69, 4.00, 4.48}.
The gains for the two PI average consensus estimators are γ = 25, K P = 50, K I = 10 and the gains for the eigenvector estimator are k 1 = 6, k 2 = 1, k 3 = 20. Fig. 1 and Fig. 2 show the estimated λ i 2 for each node i. With both methods each node's estimate converges to the correct eigenvalue λ 2 = 0.83. However, in the first method the trajectory of some node i will be nonsmooth whenṽ i 2 is close to zero. Therefore, method 2 is preferred in practice.
V. CONTROL TO Eigenvalue estimation with the first method (equation (9)). Nonsmooth behavior arises when individualṽ j 2 is close to 0.
Based on this property, we can design a position-dependent weight function that is monotonically decreasing with respect to the inter-agent distance. Then we can design connectivitymaintaining motion controllers by bringing agents closer to each other.
If the maximal inter-agent communication distance is r, one simple weighting choice is
otherwise.
The weight decreases as the inter-agent distance gets larger. We choose the parameter σ to satisfy a threshold condition e −r 2 /2σ 2 = , with being a small predefined threshold.
We know λ 2 > 0 for connected graphs, and based on Lemma 2, λ 2 increases as the graph adds more links or as individual link weights increase as two agents come closer. We can design a gradient controller where each node moves to maximize λ 2 , and this will in effect maintain the connectivity of a graph. The gradient controller in [21] was designed based on a similar idea. In that paper, each node moves to maximize the determinant of the deflated Laplacian matrix of a graph, in effect guaranteeing the algebraic connectivity μ 2 is bounded away from 0.
Next we derive the analytical form of the gradient controller for fully-actuated first-order agents. Given a normalized eigenvectorv 2 ( v 2 = 1) of λ 2 , the differential of λ 2 is
Because L T = L, we know that
Based on (12) and (13), the gradient controller for agent k is
Next we replace thev 2 in (14) with theṽ 2 in Theorem 1, which scales the control effort but not its direction:
Since we have defined A ij = e
∂A ii
Plugging (16)- (19) into (15), we get
Compared to the eigenvector estimators (9) and (10), the implementation of (20) requires agent k to additionally obtain its neighbors' positions {p j , j ∈ N i } through communication. Then agent k can approximate the desiredṽ 
Example 2: We simulate the connectivity-maintaining algorithm over a randomly-generated 6-node network. The communication radius is r = 20 and we set the threshold = 0.01. In this network, the 3 big nodes are leaders. They all follow the same sinusoidal motion modelṗ (21) to move along with the leaders and maintain graph connectivity.
The gains for the two average consensus estimators are γ = 100, K P = 50, K I = 200 and the gains for the eigenvector estimator are k 1 = 18, k 2 = 3, k 3 = 60. We choose the consensus and eigenvector estimator gains to approximately achieve a time-scale separation: The time constant of consensus estimation is significantly less than the time constant of eigenvector estimation, which is significantly less than the time constant of the motion controller. Fig. 3 shows four snapshots of these nodes during the motion and Fig. 4 shows the estimated λ Each agent's estimate of the the graph connectivity λ 2 over time (Method 2). All agents's estimates converge to the true algebraic connectivity of the graph within a few seconds.
VI. FUTURE WORK
We are interested in extending algorithm (3) in two possible ways. First, we would like to use certain local renormalization schemes other than the consensus scheme Ave({(x i ) 2 }) that can lessen the communication requirement and still guarantee correct convergence. Second, we would like to incorporate the information of the change of agent positions into either the eigenvector estimator or the consensus estimator, so that a rigorous small-gain type stability condition can be derived.
APPENDIX
We first show several stability properties of system (5) through three propositions, and at the end use these stability properties to prove Theorem 1.
Proposition 3: System (5) has an equilibrium point x = 0, and it is unstable when −k 2 L + k 3 I > 0.
Proof: It is easy to verify that x = 0 is an equilibrium state of system (5) . Linearizing the system around the point x =x we geṫ
For the point x = 0, we can choose the gain condition
to make it an unstable equilibrium point. Now we proceed to investigate the other equilibrium points of system (5) .
The weighted Laplacian matrix L is real symmetric, so it has an eigenvalue decomposition
. We denote y = T x and change the variable of system (5) to y = (
Taking out the first row of equation (24), which isẏ 1 = 0 (because x ∈ null{1}), we get a reduced (n−1)-dimensional system ⎛ ⎜ ⎝ẏ 2 . . .
with L * = diag{λ 2 , · · · , λ n }. To simplify the analysis, in the following two propositions we only deal with the case when the eigenvalue spectrum of L has no repeated eigenvalues. The repeated eigenvalue case is discussed in the remark after Theorem 1.
Proposition 4: System (25) has n − 1 distinct equilibrium points {y i | 2 ≤ i ≤ n} where y i is
Of all the n−1 equilibriums, only y 2 is stable when the gain condition (23) 
The linearized model of system (25) iṡ
Then for the equilibrium point y i , its eigenvalue spectrum {μ
Because 0 < λ 2 ≤ · · · ≤ λ n , y i is unstable for any i > 2 (at least in some directions), and y 2 is stable when (23) is satisfied. Next we show system (5) will not converge to any limit cycle. We denote x = √ x T x as the Euclidean norm of the estimate.
Proposition 5: Given system (5) and the gain condition (6), for almost all initial conditions y ∈ S 1 /{0}, y converges to one of the two equilibria of y 2 .
Proof: Given V 1 = x T x, we havė
The first entry of T x is 0 because x ∈ S 1 . Now given 0 < λ 2 ≤ · · · ≤ λ n , we knowV 1 < 0 if
and similarlyV 1 > 0 if
From (31) and (32) we conclude x must converge into the bounded region n(
k3−k2λn k3
), n(
k3−k2λ2 k3
) . Now assume there exists a limit cycle on which x is bounded away from the upper bound n( k3−k2λ2 k3
) by > 0. Then the first line in equation (25) giveṡ
Therefore
as long as system (25) doesn't start from the measure zero manifold y 2 = 0 (all the n − 2 unstable equilibrium points in Theorem 4 are on this plane). This contradicts the finite upper bound of x and therefore each trajectory must converge to the sphere y| y = n(
On this sphere, the other y-coordinates have dynamicṡ
for i > 2. In the case of distinct eigenvalues y i → 0, system (25) eventually converges to the stable equilibrium y 2 .
Based on previous discussions, now we can prove Theorem 1. Proof: When the spectrum of L has no repeated eigenvalues, the result follows from Proposition 3, 4 and 5. ) , y i = 0, ∀i > k} and it can be verified every point on that manifold is an equilibrium. The results are also verified through simulations.
