ABSTRACT. We associate to each normal operator N an algebra B N that contains the commutant of N. For a subclass of normal operators we demonstrate that B N has a nontrivial invariant subspace. Further, we show that B N properly contains the commutant of N so that the invariant subspace result is stronger then the existence of a hyperinvariant subspace.
INTRODUCTION AND PRELIMINARIES
Let H be a complex, separable Hilbert space and let L(H ) denote the algebra of all bounded linear operators on H . If T is an operator in L(H ), then a subspace M ⊂ H is invariant for T if T M ⊂ M and it is hyperinvariant for T if it is invariant for every operator in the commutant {T } of T . A nontrivial invariant subspace (n.i.s.) is one that is neither H nor the zero subspace. One knows that if N is a normal operator in L(H ) that is not a scalar multiple of identity, then {N} has a n.i.s. Thus, it is natural to ask whether there is a larger algebra associated to N that also has a n.i.s.
A similar question was raised and answered in [9] for compact operators. The algebras in question were introduced and studied under the name spectral algebras. As we will present in Section 2, such an algebra depends, more precisely, on the spectral radius r (A) of the operator A, so we will henceforth refer to it as a spectral radius algebra or SRA, and denote it by B A . One of the properties of B A that is essential for our study is that it contains {A} . Therefore, any subspace that is invariant for B A is automatically hyperinvariant for A. It was shown in [9] that such a situation arises when A is a compact operator, thus generalizing a famous result of V. Lomonosov [11] .
In this paper we concentrate on the case when N is a normal operator and we give a complete description of B N . It follows directly from the definition of a SRA that, if N is a scalar operator (i.e., a scalar multiple of identity), then B N = L(H ), an algebra with no n.i.s. In fact, as we will show in Theorem 2.7, B A = L(H ) precisely when A is similar to a constant multiple of an isometry. A normal operator of this type must be unitary so B N = L(H ) when N is a constant multiple of a unitary operator. It is fairly easy to establish that B N contains infinitely many compact operators and it is well known (see [14] ) that an algebra that contains a nonzero compact operator is either weakly dense or has a n.i.s. Therefore, it is of interest to find out when B N is weakly dense.
In order to answer this question we consider the canonical decomposition of the contraction N/ N (cf., [12, p. 9] ) given by N/ N = U ⊕ T , where U is a unitary operator and T is a completely nonunitary (c.n.u.) contraction. Of course, either of the two direct summands can be absent. Our main result (Theorem 3.1) is that, when both are present, B N has a n.i.s. and, if U is absent, then B N is a proper, weakly dense subalgebra of L(H ). As mentioned before, if T is absent,
While it is not hard to show that, for any A ∈ L(H ), the algebra B A contains {A} , it is much more challenging to establish that the inclusion is proper. (Of course, if B A = {A} , then any n.i.s. for B A is merely hyperinvariant.) Once again, if A is a scalar operator, then {A} = B A = L(H ). Our second result (Theorem 3.12) shows that this is the only obstruction and, if N is a normal operator that is not scalar, then B N = {N} . In order to establish the existence of an operator T ∈ B N \ {N} we will study an operator equation (in T ) of the form (1.1)
and determine condition(s) which guarantee the existence of nonzero solutions to this equation. This is motivated by the fact that if an operator T satisfies (1.1) with C a power bounded operator (i.e., there exists M > 0 such that C n ≤ M for all n ∈ N), then T belongs to B N (Theorem 2.1 below). Moreover, if C and N both have trivial kernels, then such an operator T cannot commute with N. Special cases of (1.1), namely equations of the form NT = λT N where λ ∈ C and N is not necessarily normal, were previously studied by various authors (cf., [3] , [4] , [10] , [13] ). This equation was also investigated in [1] when N is the Volterra operator on L 2 (0, 1) and in [2] , in case N is an arbitrary C 0 contraction. In these two articles, a complex number λ for which the equation NT = λT N has a nonzero solution T was referred to as an extended eigenvalue of N. Clearly, if |λ| ≤ 1 is an extended eigenvalue of N, then λI is power bounded and T ∈ B N . Moreover, if λ = 1, then provided N has a trivial kernel, such a (nonzero) T belongs to B N \ {N} as well. Unfortunately, an extended eigenvalue λ ≠ 1 need not always exist even when N is normal. This necessitates our study of equation (1.1). We will show that for a normal operator N, there exist a contraction C with the property that Ker(C − I) = (0) and a nonzero operator T satisfying (1.1). Furthermore, such T can be chosen so that it does not commute with N. As a consequence, when N/ N is neither unitary nor completely nonunitary, the invariant subspace supplied by Theorem 3.1 is "more than hyperinvariant."
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THE SPECTRAL RADIUS ALGEBRA
In this section we will briefly review some basic facts about spectral radius algebras. Interested readers can find more details in [9] . The name comes from the fact that was proved in [8] 
The following proposition illuminates the relationship between spectral radius algebras of operators that are similar. 
Since X ∈ B A , Proposition 2.3 shows that there is M > 0 such that
Another application of (2.1) and
Combining (2.3) and (2.4) we get that
and the result now follows from Proposition 2.3.
Ë
We will also need the following facts regarding the asymptotic behavior of the sequence R m .
Proposition 2.5 ([9, Proposition 3.11]). If
A = 0, the operators R m satisfy lim m→∞ R m = ∞.
Proposition 2.6 ([9, Proposition 3.8]). For A ∈ L(H ), we have B A = L(H ) if and only if
In this paper we present a considerable improvement of Proposition 2.6.
Theorem 2.7. Let A ∈ L(H ). Then B A = L(H ) if and only if the operator A is similar to a constant multiple of an isometry.
Proof. If A = αV where α ∈ C and V is an isometry, then for each m ∈ N, the operator R m (A) is scalar. Consequently, B A = L(H ). The proof of the direct implication in the statement of the theorem now follows from Theorem 2.4.
In order to prove the converse we assume that B A = L(H ) and note that it follows from the definition of R m in (2.1) that To complete the proof it suffices to show that Q is invertible since this implies
Moreover, since Q is non-negative, it is enough to show that Q is bounded below. By Proposition 2.6 there exists M > 0 such that for all y ∈ H and m ∈ N, R m R −1 m y ≤ M y . In particular, for y = R m x, we obtain 1
The result now follows by an application of the weak limit. 
SPECTRAL RADIUS ALGEBRA OF A NORMAL OPERATOR
In this section we will present the main results of this paper. First, in Theorem 3.1 we will give a complete description of B N for a normal operator N. In particular, when N is neither unitary nor a completely nonunitary contraction, the algebra B N has a n.i.s. Second, we will show in Theorem 3.12 that the inclusion {N} ⊂ B N , established by Theorem 2.1, is proper. In order to accomplish both of these goals we will use the spectral representation of a normal operator. Namely, we will 
As usual, when a property holds for all x ∈ X with a possible exception of a set of µ measure 0 we will say that the property holds almost everywhere and write a.e. [µ] Now we give a description of B N when N is a normal operator. As mentioned in the introduction, we distinguish between three basic types of normal operators depending whether N/ N is unitary, completely nonunitary, or a direct sum of the first 2 types. Proof. Assertion (a) follows from Theorem 2.7. We will prove assertions (b) and (c) for the case when A = N, i.e., N = 1. The general case can be proved along the same lines. As mentioned before, we represent A as the multiplication operator M a acting on L 2 (X, B, µ) . Let E = {x ∈ X : |a(x)| = 1} and G = {x ∈ X : |a(x)| < 1}. Also, let B E = {F ∩ E : F ∈ B} and µ E = µ | B E , with analogous definitions for B G and µ G . Then, as it is easy to see, the unitary part of A is the restriction of A to L 2 (G, B G , µ G ) . Since the remainder of the proof deals with the situation when U is not unitary, we will have that µ(G) > 0.
First we show that B N = L(H ). Let f be an arbitrary function in L 2 (X). Since A is a normal operator of norm 1, its spectral radius is also 1 and, hence, 
and the integrals on the left side of (3.2) form a bounded sequence so it would follow that 1/(1 − |a| 2 ) u ∈ L 2 (X), contradicting our previous conclusion. Thus,
Next, we prove assertion (b). Here, µ(E) = 0, and it follows that χ G = 1 a.e. . If δ n is a positive increasing sequence that converges to 1 and X δ = {x ∈ X : |a(x)| ≤ δ}, then χ X δn converges a.e. to χ G = 1. Let u and v be any functions in L 2 (X). It is easy to see that (χ X δn u) ⊗ v ∈ B A , n ∈ N, and that the sequence (χ X δn u ) ⊗ v converges in operator norm to u ⊗ v. Therefore, the norm closure (and, hence, the weak closure) of B A contains all finite rank operators. Since the set of finite rank operators is weakly dense in L(H ), the assertion (b) follows.
Finally, we prove (c). Again, χ X δn converges a.e. to χ G = 0 so there exists
From this, we deduce that sup m R m u < ∞, for any u ∈ L 2 (X δ ). Ë Theorem 3.1 shows that, unless a normal operator N is a scalar multiple of a unitary or a completely nonunitary operator, the algebra B N has an invariant subspace. We will show that this algebra properly contains {N} so that the invariant subspace in question is "more than hyperinvariant." To that end, we consider the operator equation (in T ) (3.3)
where N is normal and C belongs to {N} . The relevance of this equation in the study of B N was pointed out in the introduction where it was noted that if T is a solution to (3.3) and C is power bounded (in particular, a contraction), then T ∈ B N . To study (3.3), we will need the following result which is essentially 
The following example shows that condition (3.4) is not sufficient to guarantee that M has an extended eigenvalue. on L 2 (0, 1) ) which has the entire set of positive numbers as its set of extended eigenvalues. The latter fact is another easy consequence of Theorem 3.2.
Remark 3.7. Sometimes one can infer that an operator has no extended eigenvalues on the basis of Rosenblum's theorem [15] . Namely, if σ (A)∩σ (λA) = ∅, then 0 is the only operator that intertwines A and λA. This is not the case here since, for example, with λ = (7 + 2i)/8, σ (M z ) and σ (λM z ) intersect at i + We now return to the study of the operator equation (3.3). As before, we take N = M a on L 2 (X, B, µ). Furthermore, we will take C to be of the form M γ for some bounded function γ on X. In case the function a is nonzero a.e., {N} is a maximal Abelian von Neumann algebra. Thus, in this case, there is no loss of generality in assuming C to be a multiplication operator as well. Therefore, we will consider the question as to when there exists a nonzero operator T :
In order to apply Theorem 3.2 it would be convenient to have M γ invertible. The following lemma shows how to reduce the general case to this particular one.
then there exists a nonzero operator T satisfying (3.5).
Proof. Define the operator
⊥ by the matrix T = T 0 and use the fact that L 2 (X 0 ) is reducing for M γ and M a .
Ë
We now address the question whether, given a, there exists at least one contractive function γ such that equation (3.5) has a nontrivial solution T . We would then use this to establish the fact that for a normal operator N that is not a scalar multiple of the identity, the algebra B N is strictly larger than {N} . We recall (cf., [16, p. 407 Now we turn our attention to the discrete case, i.e., when Z is of type (ii). We will identify Z with the set N, with the assumption that m{n} ≥ m{n + 1}, n ∈ N. We further assume that there are at least 3 atoms (with nonzero mass). 
) and let γ : X → C be defined as 
Next we show that γ(x) = 1 a.e. . Let F denote the set {x ∈ X : γ(x) = 1}. If x ∈ F , then x ∈ A and a(x) = ρ(a(x)). From the definition of ρ and the fact that |a(x)| ≤ r a.e., we see that, for a.e.
a.e. [µ] and, using part Thus it remains to show that equation (3.5) has a nonzero solution. Let Let ε > 0 be such that µ(A ∩ A ε ) = 0. By (3.8),
Since E = Ψ • α(V ), we get the desired estimate. Proof. Once again we identify N with M a acting on L 2 (X, B, µ). Since N = 0, µ cannot be the zero measure. Also, µ cannot have only one atom, since that would make N a scalar multiple of the identity. When µ is 2-atomic N can be identified with a diagonal operator diag(αI Thus we concentrate on the case when the assumptions of Proposition 3.11 are satisfied. Moreover, we may assume that Ker N = {0}. Indeed, one knows that Ker N is a reducing subspace for N and, if Ker N = {0}, then N can be written as 
