We provide a general framework for constructing digital dynamical decoupling sequences based on Walsh modulation -applicable to arbitrary qubit decoherence scenarios. By establishing equivalence between decoupling design based on Walsh functions and on concatenated projections, we identify a family of optimal Walsh sequences, which can be exponentially more efficient, in terms of the required total pulse number, for fixed cancellation order, than known digital sequences based on concatenated design. Optimal sequences for a given cancellation order are highly non-uniquetheir performance depending sensitively on the control path. We provide an analytic upper bound to the achievable decoupling error, and show how sequences within the optimal Walsh family can substantially outperform concatenated decoupling, while respecting realistic timing constraints. We validate these conclusions by numerically computing the average fidelity in a toy model capturing the essential feature of hyperfine-induced decoherence in a quantum dot.
We provide a general framework for constructing digital dynamical decoupling sequences based on Walsh modulation -applicable to arbitrary qubit decoherence scenarios. By establishing equivalence between decoupling design based on Walsh functions and on concatenated projections, we identify a family of optimal Walsh sequences, which can be exponentially more efficient, in terms of the required total pulse number, for fixed cancellation order, than known digital sequences based on concatenated design. Optimal sequences for a given cancellation order are highly non-uniquetheir performance depending sensitively on the control path. We provide an analytic upper bound to the achievable decoupling error, and show how sequences within the optimal Walsh family can substantially outperform concatenated decoupling, while respecting realistic timing constraints. We validate these conclusions by numerically computing the average fidelity in a toy model capturing the essential feature of hyperfine-induced decoherence in a quantum dot. Dynamical decoupling (DD) techniques, based on open-loop quantum control, provide an effective strategy to reduce decoherence from temporally correlated noise processes in realistic quantum information processing platforms [1, 2] . In its simplest form, DD coherently averages out the unwanted system-environment interaction through the application of tailored sequences of (ideally, instantaneous) pulses, whose net action on the system translates, in the frequency domain, into a high-pass noise filter [3] [4] [5] [6] . To date, the most efficient DD schemes known for generic error models -notably, Uhrig DD [7] and quadratic DD [8] for pure dephasing and general decoherence on a single qubit -involve pulse sequences with irrational pulse timing [9] . However, consideration of practical constraints highlights crucial advantages of digital DD, whereby all pulse separations are integer multiples of an experimentally restricted minimum time interval. Irrationally-timed DD sequences have been found to be more sensitive to both the form of the spectral cutoff and to inevitable pulse errors [10] [11] [12] , while being less amenable to the additional compensation steps (e.g., via phase-shifts or composite pulses) that are needed to mitigate these errors for arbitrary input states [13] [14] [15] [16] . Even in situations where pulse imperfections are unimportant, digital DD sequences are highly compatible with hardware constraints stemming from digital sequencing circuitry and clocking, which makes them attractive in terms of minimizing sequencing complexity, as ultimately demanded for large-scale implementations.
Control modulation based on Walsh functions [17] , has been proposed as a unifying approach for generating digital-efficient protocols, for both dynamically corrected quantum storage and gates [18] [19] [20] [21] . Walsh DD (WDD) has been shown to naturally incorporate existing digital sequences as special instances (including concatenated DD for both single-and multi-axis decoherence [22] ), and to provide a restricted search space for numerical sequence optimization and analytic performance analysis under finite timing resources. For dephasing noise on a qubit, concatenated DD sequences based on single-axis control are provably optimal, among the Walsh suite, in the sense of guaranteeing a desired order of error suppression with minimum total pulse number [18] .
In this work, we identify optimal single-qubit WDD sequences capable of canceling out the simultaneous dephasing and relaxation effects that arise from arbitrary environmental couplings. The key step is to generalize existing sequence constructions of WDD based on multiaxis control, and establish formal equivalence of the resulting general WDD formalism with the concatenatedprojection DD (CPDD) approach proposed in Ref. [23] . By leveraging this equivalence, we explicitly characterize the error-suppression capabilities of any general WDD sequence, along with its complexity in terms of the required control time slots. We show that, unlike in the dephasing scenario, concatenated DD is no longer optimal, and identify a large family of optimal WDD (OWDD) schemes, whose complexity is exponentially smaller for the same order of suppression. While the performance of different OWDD sequences depends additionally on the specific control path, our analysis indicates that OWDD can substantially improve over existing digital schemes in relevant parameter regimes.
Control-theoretic setting.-We consider a single-qubit system S coupled to an uncontrollable quantum environment (bath) B via an arbitrary interaction, that is, we let the joint evolution in the absence of control to be generated by a Hamiltonian of the form H ≡ H S ⊗1 1 B +H SB + 1 1 S ⊗H B , with H SB = σ x ⊗B x +σ y ⊗B y +σ z ⊗B z . Here, H S and H B ≡ B 0 are, respectively, the internal Hamiltonian for S and B alone, and σ u , u ∈ {x, y, z}, denote qubit Pauli matrices. The bath operators B 0 , B u are assumed to be bounded but otherwise arbitrary (possibly unknown). In what follows, we shall use β ≡ ||B 0 || and J ≡ max u∈{x,y,z} {||B u ||} to quantify the strength of the internal-bath dynamics vs. the system-bath interaction, with || · || being the operator norm.
DD is implemented via a control action on S alone, generated by a control Hamiltonian of the form H c (t) ⊗ 1 1 B . In this work, we consider digital DD sequences consisting of ideal instantaneous π-pulses along any of the three coordinate axes. Thus, for a sequence specified by pulse timings and control operations {t j , σ j }, involving a total of N pulses over a running time T , the control Hamiltonian H c (t) = π 2 N j=1 σ j δ(t − t j ), where we let t 0 ≡ 0, t N ≡ T , and σ j ∈ {σ u }, ∀j. Crucially, the digital constraint mandates that all inter-pulse separations obey t j − t j−1 ≡ n j τ 0 , with n j ∈ N, with the minimum pulse interval τ 0 > 0 determined by hardware limitations. Another convenient representation we shall use for the above sequence is P N f n N τ0 . . . P 2 f n2τ0 P 1 f n1τ0 , where the P j ∈ {X, Y, Z} represent different π pulses and f nj τ0 denotes free evolution between P j−1 and P j .
Since the DD objective is to achieve an identity gate on S, all the evolution induced by H contributes to unwanted error dynamics [24] , whereby
H c (t )dt ] be the control propagator, with = 1 and T denoting time-ordering. The effect of H e may be isolated by expressing the propagator U (T ), for evolution under H(t) ≡ H e + H c (t) over time T , as
, where
H e U c (t) describes evolution in the toggling frame associated to H c (t), and Ω e (T ) defines the error action operator [24] . The norm of Ω e (T ), up to pure-bath terms that do not enter the reduced dynamics, quantifies the achievable error per gate (EPG). Specifically, Ω e (T ) and the associate effective Hamiltonian may be obtained via a perturbative
e (T ) is a time-ordered integral involving m th -order nested commutators, and ||H||T < π suffices for (absolute) convergence [25] . The DD performance in the time domain is then characterized by the order of error suppression (cancellation order, CO), determined by the leading correction mixing S and B in Ω e (T ) [1, 5] . That is, EPG ≡ ||mod
) for a protocol with CO = α.
Walsh vs. concatenated-projection DD formalism.-The Walsh functions are a well-known family of binaryvalued piecewise-constant functions orthonormal over [0, 1] , which may be naturally employed to describe digital DD sequences [17, 18] . For dephasing noise, singleaxis control via π-pulses around (say) the x-axis suffices in the ideal case, resulting in a control propagator of the form
, where the control switching function x(t) toggles between the values ±1 at instants corresponding to the applied pulse timings. Let the Walsh function of Paley order n be defined as
where {b j } is the binary representation of n, namely n = m j=1 b j 2 j−1 , and R j (x) ≡ sgn[sin(2 j πx)] is the Rademacher function, which switches between ±1 with frequency 2 j−1 . A WDD n sequence is then defined as the pulse sequence with switching function
is the Hamming weight of n (hence the number of Rademacher functions used to construct W n (x)), the corresponding WDD n protocol achieves CO = r [18] .
For a single qubit exposed to multi-axis decoherence, Ref. [18] also defines two-axis WDD protocols by allowing for the control propagator U c (t) to involve two switching functions, say, for π-pulses along the x and y directions, with the form x(t) = R j1 R j3 . . . R j2r−1 , y(t) = R j2 R j4 . . . R j2r . In this way, for n = 4 r − 1, the resulting WDD n protocol reproduces concatenated DD (CDD) of level r, again achieving CO = r for this general error model [22] .
A different approach to digital DD design is provided by CPDD [23] , whereby pulse sequences are built by concatenating projection sequences. There are four such sequences, p 0 ≡ If τ0 If τ0 , p x ≡ Xf τ0 Xf τ0 , and similarly for p y and p z . Applying p u , with u ∈ {x, y, z}, suppresses the interaction along perpendicular directions, to the first order, that is, with corresponding EPG = O(τ 2 0 ||H||
2 ) [26] . Given two pulse sequences A and B, their concatenation may be defined as
The new pulse sequence constructed in this way inherits the suppression capabilities from each of the original pulse sequences. Concatenating a pulse sequence with p 0 corresponds to simply repeating the sequence twice. A CPDD s sequence is then specified by an ordered string s ≡ s m s m−1 . . . s 1 , with s j ∈ {0, x, y, z}, with each symbol labeling a projection sequence. To construct the corresponding pulse sequence, projection sequences are concatenated according to the specified string, namely,
General WDD.-Our first result is a generalization of multi-axis WDD beyond the existing one. Unlike the construction in [18] , we start by expressing the control propagator in terms of three distinct switching functions:
We define general WDD (GWDD) sequences as follows: Definition. A GWDD n sequence is specified by an integer vector consisting of three Paley orders, n ≡ (n x , n y , n z ), subject to the constraint u=x,y,z b (2) with m ≡ max{m x , m y , m z } and b
Since any π-pulse can be obtained as the product of two π-pulses along orthogonal directions, the con- straint on the coefficients b u j is necessary to avoid redundant sequences, by allowing at most one non-zero digit among all three digits at each binary location. Clearly, the above definition recovers the one in Refs. [18, 20] , where a single integer suffices to specify a twoaxis WDD n , due to the assumed particular structure. For instance, r th -order CDD corresponds to a GWDD n , with n = (2(4 r − 1)/(4 − 1), (4 r − 1)/(4 − 1), 0), with the single above-mentioned Paley order n = 4 r − 1 being the sum of three Paley orders in our definition.
Crucially, the above GWDD definition is instrumental to both establish equivalence with the CPDD formalism, and uncover optimal GWDD sequences not accounted for otherwise. To demonstrate the equivalence, note that each non-zero digit b u j , in the binary representation of n u in a GWDD sequence, may be associated to a projection p u in the equivalent CPDD sequence. When b u j = 0 for all u ∈ {x, y, z}, we have an identity projection p 0 in CPDD. Explicitly, the following conversion rules hold: The resulting correspondence is illustrated in Table I for single-axis sequences. For multi-axis control, we use the so-called GA 8r sequences as an example. The latter is obtained from concatenation of a basic six-pulse, 2 nd -order GA 8 sequence, IfXfY fXfIfXfY fXf, found by a genetic search algorithm in Ref. [27] . In the CPDD framework, GA 8r = CPDD (zyx) r . By using the above rules, we have n x = (100 . . . 100) 2 , n y = (010 . . . 010) 2 , n z = (001 . . . 001) 2 . Accordingly, the corresponding GWDD sequence is GWDD n , where n is given by n = (4(1−2
). The equivalence with the CPDD formalism makes it possible to easily obtain the CO of an arbitrary GWDD sequence. As shown in Ref. [23] , the CO of CPDD is given by α = min{r y +r z , r x +r z , r x +r y }, where r u is the number of projections along the u-axis. From the above rules, we see that each such projection implies a non-zero bit in the binary representation of the corresponding Paley order. Therefore, the CO of GWDD is still given by the above equation, but with {r u = j b u j } now being Hamming weights. It follows that GWDD/CPDD sequences with the same CO are highly non-unique: permuting the order of projections will produce a different GWDD sequence, but leave the CO unchanged. Accordingly, we may think of GWDD sequences specified by (r P(x) , r P(y) , r P(z) ), where P ∈ S 3 is any permutation, as forming an equivalence class with respect to CO.
Optimal Walsh DD.-In the presence of a realistic constraint, τ 0 > 0, achieving higher CO comes at the price of either increasing the total number of pulses N for fixed storage time T -until the maximum CO compatible with the constraints is accommodated; or of increasing both N and T -until perturbative error suppression breaks down and, again, a maximum CO is reached beyond which no further improvement occur [21] . This motivates defining optimal WDD (OWDD) sequences by demanding that they guarantee a desired CO with minimum pulse number or, equivalently, minimum number of time slots, N T , each slot having duration τ 0 . Within single-axis WDD, CDD sequences are provably optimal [18] . However, this is no longer true for multi-axis GWDD. The optimal GWDD can be inferred from the CPDD framework. For CO = α, let α = ±1 denote the parity of α. Then, all GWDD n satisfying the following two conditions are optimal and define an equivalence class referred to as OWDD α :
(r P(x) , r P(y) , r P(z) ) = 1 2 (α − α, α + α, α + α) .
Eq. (3) ensures that the pulse sequence does not expend any pulse on repetition, whilst Eq. (4) gives the Hamming weights (number of projections) needed to suppress decoherence up to the required CO. From the equivalence between CPDD and GWDD, and the analysis in Ref. [23] , it follows that OWDD α uses a number of time slots given by log 2 (N T ) = 1 2 (3α + α) . A comparison between OWDD α and CDD α is included in Table II . If the CO is sufficiently large, OWDD α is exponentially more efficient Number of control slots, N T
FIG. 1: (Color online) Fidelity loss vs.
NT for two choices of OWDDα protocols with same CO and CDD. The shaded area marks the performance spread expected for all OWDDα protocols in the same equivalence class. A toy model consisting of three bath spins is used, with an initial joint state of the form |Ψ SB ≡ |ψ ⊗ |z1z2z3 , where |ψ is a random qubit state and each bath spin is randomly chosen over zi ∈ {0, 1}. Results are averaged over 500 realizations. We choose parameters β = 10kHz, J = 1MHz, and τ0 = 0.1µs, suitable for qualitatively describing GaAs quantum dots [30] . 
upper bound to the EPG may be derived by leveraging the geometrical picture afforded by CPDD. The basic idea is to observe that, if the error action operator for a sequence CPDD s0 with running time T s0 has the form
0 ], concatenation with a projection sequence, say, p x [CPDD s0 ] ≡ CPDD s0x , has a simple effect in terms of renormalizing bath operators in the orthogonal directions. Specifically, one finds [29] that the resulting error action, Ω e (2T s0 ), has the same structure as Ω e (T s0 ), only with new bath operators:
as long as β J or J, and max{β, J}τ 0 1. Similar inequalities hold when we concatenate CPDD s with p y or p z . Therefore, given an arbitrary GWDD sequence, the desired upper bound may be obtained by first translating it into the equivalent CPDD s , and then by repeatedly using Eqs. (5) according to the "projection path" specified by s = s m . . . s 1 , leading to EPG ≤ T s u=x,y,z ||B s u ||. Since, in each use of Eqs. (5), the duration of the sequence before concatenation enters explicitly, the EPG of two GWDD sequences with the same number of projections along each direction will still differ depending on the order in which the projections are taken -resulting in different fidelities for the same CO. (3) and (4) for the same (r x , r y , r z ). As detailed in Ref. [29] , OWDD l (h) α sequences result in comparatively high (low) EPG due to their larger (smaller) prefactor: e.g., at CO = 3, one finds EPG
5 τ 0 , and the difference further increasing for higher CO. Geometrically, if one visualizes the implemented sequence of projections in terms of a lattice path starting at the origin in N 3 , OWDD h maximizes the number of switches in direction as compared to OWDD l . That avoiding control path repetitions is generally useful in slowing down coherent error build-up, has been emphasized in the context of randomized DD design [31] , and we conjecture that a similar intuition may be key for further optimizing OWDD against path variations.
We conclude by comparing in Fig. 1 the performance of OWDD and CDD directly in terms of average fidelity loss, by resorting to an exact numerical simulation of a low-dimensional spin-bath model, which mimics the basic features of hyperfine-induced decoherence of an electron spin qubit in a quantum dot [30, 32] . The bath operators are
, where i, j index the bath qubits, µ, α, β ∈ {0, x, y, z}, and c µ αβ are uniformly random coupling constants in [0, 1] . We assume a fixed minimum pulse interval τ 0 = 0.1µs. At large N T , the performance tends to plateau (or even deteriorate) due to the fact that convergence breaks down for long T (see also Ref. [33] ). Remarkably, if OWDD h α is used, comparable performance to CDD α is found for smaller N T , whereas for same N T , the fidelity of OWDD can be higher than the one of CDD by up to two orders of magnitude.
In a realistic scenario, pulse imperfections are an additional important factor in limiting achievable operational fidelities. While we leave the study of realistic control errors to a future separate investigation, it is worth noting that the robust RGA 8 family identified in [27] is built by suitably incorporating phase alternation into the even orders of OWDD h , pointing to an interesting venue for generalization. A characterization of OWDD in terms of control symmetry properties (including "displacement anti-symmetry" as in [34] ) and a more rigorous understanding of path sensitivity are also well worth pursuing, along with extensions to multi-qubit DD settings.
It is a pleasure to thank Gregory Quiroz, Gerardo Paz-Silva, Kaveh Khodjasteh, Leigh Norris, and Manish Gupta for helpful discussions. LV gratefully acknowledges support from the US Army Research Office under contract No. W911NF-14-1-0682. HQ and JPD are sup-ported by the Air Force Office of Scientific Research, the Army Research Office, the National Science Foundation and the Northrop Grumman Corporation.
A. Bath renormalization by a single projection
Consider first the effect of a single projection sequence, say p x . The resulting toggling-frame error Hamiltonian is
SinceH e (t) is a piece-wise constant function, the first three orders of the Magnus series expansion may be easily computed as
By using the explicit form of H = µ=0,x,y,z σ µ ⊗ B µ given in the main text, together with Eq. (6) above, the first two contributions become
with a corresponding norm
e || = O(τ
Although the Magnus expansion converges as long as ||H||T < π, care is needed in discarding higher-order terms.
The norm of the third-order term is found to be
Accordingly, it is not possible in general to ignore this contribution as it is not clear which term in Eq. (9) 
2 || = O(τ 0 βJ) and ||Ω
e || ||Ω
as long as the condition βτ 0 1 is obeyed.
• When J β, we have ||Ω
Thus, the same relation given in Eq. (10) holds, as long as Jτ 0 1. In summary, when J β or J β, provided that τ 0 ||H|| 1, it suffices to retain the first two orders of the Magnus expansion, giving an approximate expression for the error action operator as
where in the last equality we have defined the average Hamilton associated with p x and the relevant renormalized bath operators. From Eqs. (7) and (8), we can read them off as
Similar equations hold for projections along the y or z directions. When the strength of the system-bath interaction and the pure bath dynamics are of the same order of magnitude, J ∼ β, the calculation depends on the specific value of J and β, and no general analytic error bound may be established. From now on, we thus assume that the system is in either of the two regimes mentioned above.
B. Bath renormalization in an arbitrary CPDD sequence
Consider a CPDD sequence specified by an ordered string s 0 , with total running time T s0 . Let the relevant effective Hamiltonian be denoted byH s0 . We now construct a new CPDD sequence by concatenating it with a projection sequence, say, p x , obtaining a CPDD s0x , whose renormalized effective HamiltonianH s0x we wish to determine. The evolution propagator of the system under the control of CPDD s0x is X(e Therefore, the toggling-frame error HamiltonianH s0x (t) is still a piece-wise constant function,
which makes it possible to use the same analysis used in the previous section. Accordingly, in the two regimes where J β or J β, the renormalized bath operators are given by
where B 
II. CONTROL PATH SENSITIVITY
As remarked in the main text, any permutation of the order of concatenation in building CPDD sequences will leave the CO invariant. We expect that pulse sequence with a different control path will give different performance, since the EPG (or fidelity) do not solely depends on the CO. In the context of GWDD, control path sensitivity may be understood by comparing the upper bounds of the EPG generated by different control paths. As shown by Eq. (5) in the main text, the EPG of CPDD sequences generated by permutations of a sequence s, have the same scaling behavior on τ 0 , but produce different prefactors. In this section, we first present a concrete example to demonstrate how the information about the control path is "encoded" into the prefactors of the relevant EPG. We then provide a more convenient way to calculate the prefactor for any GWDD/CPDD sequences, whereby we also derive the relevant prefactors for the OWDD l (h) sequences analyzed in the main text.
A. Switches in the control path are good for error suppression
The simplest non-trivial example we may consider is to compare CDD 2 = CPDD xyxy with the CPDD sequence generated by a permutation of xyxy, denoted by CDD 2 = CPDD xxyy . To simplify the calculation and to focus on prefactor, we assume the regime β J. Applying the renormalization given in Eq. (5) repeatedly, we have for CDD 2
where at each step we only keep the leading-order terms. The bound for ||B z || is always higher order than the other two directions since both p x and p y suppress B z . In the above equations we also see explicitly how the prefactors are accumulated. Similarly, for CDD 2 , we apply Eq. (5) As we can see, the upper bounds of CDD 2 and CDD 2 have the same scaling over τ 0 , consistent with the fact that both of them achieve CO = 2. However, CDD 2 has a smaller prefactor than CDD 2 : This can be qualitatively explained as follows. When p x is applied, the upper bound for ||B y || will start to accumulate a prefactor. If we continue applying p x , like in CDD, the prefactor for ||B y || will grow exponentially since the length of the sequence is exponentially increasing. However, if the direction of the projection sequence is changed at a certain point, say to p y , then the prefactor for ||B y || will stop increasing. Therefore, CPDD sequences, with a large number of switches in the direction of the corresponding projections, tend to have lower error and better performance. For sufficiently large CO we may write
The above conclusions remain unchanged if we work in the opposite regime, β J, since the prefactor only depends on the order of concatenations.
B. Calculating prefactors for GWDD/CPDD sequences
The method we described above to calculate the prefactors for GWDD sequences relies upon the geometric picture of CPDD. However, the calculation is tedious, especially for long pulse sequences. Here, we present an alternative method to directly calculate the prefactor for any GWDD/CPDD sequence.
Consider a pulse sequence CPDD s . Then:
1. Define s to be the sequence of letters in the reverse order of s, namely, s ≡ s 1 . . . s m . Construct a 3 × |s| matrix, denoted by L, according to the following rule:
where we use µ ∈ {x, y, z} to label the 1 st , the 2 nd and the 3 rd row of L. 
where the matrixL is the logical negation of L.
3. If we assume β J and ignore higher-order contributions, we have the following upper bound 
