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The aim of this paper is twofold: namely, to show how to use permutation coding for voice 
and to show how permutation coding helps parallel computation. Besides that mutants will play 
an important role in this paper. 
1. Permutation coding 
Permutation coding will be defined as follows: Given a source S (e.g., output of 
an A/D converter) and a,, a*, . . . , a, are consecutive binary code words from S 
which form a message kf. M’ will be the message which consists of the code words 
of M in increasing order. 
M’ = (a,,, uiz, . . ) aJ such that aim ~a,+,, j = 1,2, . . . , n - 1. 
The coding procedure is that 
1 2.e. n 
M-+P= ; 
[ I . 11 l*“‘Z,, 
Permutation coding has been introduced by Slepian and its applications, mainly 
modulation and source coding, have been studied by some others, for a survey see 
[l]. Permutation coding of precedence relations has been used in [5] as to 
evaluate the fidelity criterion. 
In our case permutation coding has been applied to voice coding. In 
our experiments we used microcomputers to encode and to decode the message. 
We used A/D and D/A converters with 5000 samples per second. In our case we 
used n = 128 and -128 6 ai s 128. 
Some of our results are displayed in Table 1 and Figs. 1 and 2. Clearly the 
mapping M+P is not a one to one mapping therefore the decoded voice has 
some distortion. The evaluation of the quality of the decoded voice has been done 
by objective and subjective ways. The comparison of the values of the integrals (in 
our example 6 614 and 5 130) served as objective evaluation of the quality of the 
decoded voice. A more detailed paper on our experiments will be published 
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Fig. 1. Original speech wave form. Sum of the absolute values of speech samples = 6 614. 
Fig. 2. Decoded speech wave form. Sum of the absolute values of decoded samples = 5 130. 
elsewhere. The image elements of the permutation P are transmitted over a wide 
band (32 kH) binary channel. Additional informations (min a, max ai) are also 
transmitted to help the decoding procedure with minimum distortion. (In our 
example min ai = -83, max ai = 76.) 
Permutation coding makes it easy to use parallel computation. For a survey of 
this subject see [4, lo]. The present author suggested parallel computation with 
the aid of modular arithmetic, see [21]. 
2. The connection between mutants and MAC 
One might go further and suppose that there are more than one, say two 
sources S1 and Sz, bot of them with permutation coder and the messages are first 
mapped into suitable prime mutants (see later), and then transmitted through a 
two-user multiple access channel (MAC). (MAC has applications to satellite 
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communication and to concentrators of computer communication. For a survey of 
known results on MAC see [2].) 
In the later part of the paper we suppose, that the sources emit elements of 
mutants. In the next part of our paper we shall make use of sum-free sets of 
permutations for coding of two sources each of them with a permutation code r. We 
shall need some definitions. 
Suppose that we have an additive semigroup S, and that R, T are subsets of S. 
The set R + T = {r + t 1 r E R, t E T} will be called the sum of R and T. S is said to 
be a sum-free set if and only if S n (S + S) = fl, where fl denotes the empty set. 
In [9] one can find how sum-free sets are connected with the classical works of 
Dickson, Schur and Ramsey in number theory and graph theory respectively. 
(Dickson’s result has been applied by Varshamov to the construction of error 
correcting codes for asymmetric channels see [7, 8, 111.) Mullin generalized 
sum-free sets for non-commutative semigroups he called them, mutants. 
A subset M of a semigroup is called an (m, n) mutant if and only if M” fl M” = 
8. (By mutant we shall mean (2, 1) mutant.) 
Let M be a mutant, it is called prime mutant if for x EM* there exist exactly 
one pair of elements y, z EM such that x = yz holds. 
An (m, n) prime mutant can be defined in the following way: A subset P of a 
semigroup S in an (m, n) prime mutant if and only if P is an (m, n) mutant and 
cY1(Y*‘. . a, = PIP2. . * Pm implies that q = pi for all i = 1,2, . . , , m where 
ai, pi E P. (By prime mutant we shall mean (2,l) prime mutant.) 
In [6] the connection between prime mutants and coding theory has been 
studied. Using some of the results of [6] we shall study the connection between 
prime mutants and MAC. 
Prime mutants can be applied to the construction of superimposed codes (see 
[3]). (For a recent survey on superimposed codes see [20].) In [6] one can find that 
the symmetric group of degree 5 (S,) has a (2, 1) prime mutant with 9 elements. 
Szentes determined all (2,l) prime mutants of S5 which have nine elements. 
(Their number is 94.) We shall use one of these prime mutants to give an example 
how to use them for coding. 
We shall suppose that we have two users both of them use the same code C. Let 
C be a prime mutant of S,. 
We shall give an example how to use C for MAC. We have two users U1. U2 both 
of them using C, 
U1 sends U2 sends 
On some connections between permutations and coding 145 
Fig. 3 
the message is m = rn1rn2, obviously M = (i::$) will be sent over the channel. The 
multiplication rn1m2 will be carried out by a concentrator. At the destination 
there is a deconcentator, which will decompose m into m, and rn2. m, will be sent 
to the first receiver (ri), and nr2 to the second receiver (rJ. 
Our coding and decoding procedure can be displayed by the scheme in Fig. 3. 
The encoding and decoding procedures can be made fast since the multiplication 
of two permutations can be carried out in parallel. This procedure can be 
generalized if one would use transformations instead of permutations and a prime 
mutant of a semigroup rather than a group. Even Boolean matrices can be 
considered as elements of a mutant set. It has the advantage that MAC might be 
used for picture transmission. This problem has been studied by Kim and Roush, 
see [12]. 
The present author introduced a generalized inverse which has been called 
quasi-inverse, see [13]. The application of quasi-inverse to picture transmission 
will be the subject of another paper. The reader who is interested to know some 
properties of the quasi-inverse might see some results in [ 14-181. 
The author would like to call the reader’s attention to the similarity of the 
‘knap-sack’ problem and prime mutant. Really, the knap-sack problem is to find a 
maximum size prime mutant in the ring of integers. 
This fact means that the field of application of our procedure is not necessarily 
restricted to MAC, but might be other applications of the knap-sack problem. A 
particular application is described in [19]. 
We would like to point out that a prime mutant of a group can be characterized 
by its Cayley colour graph. (Let G be a given nontrivial finite group of order n 
with A={h,,h,,..., hk} a generating set of G. We associate a digraph with G 
and called the Cayley colour graph of G with respect to A and denoted by 
D,(G). The vertex set of D,(G) is the set of group elements of G, therefore 
D,(G) has n vertices. Each generator hi is now regarded as a colour. For 
g,g,E G, there exists a directed edge from g, to g, coloured by hi in D,(G) if and 
only if g, = g,h,.) 
Let us consider the Cayley graph D,(G) this will be a complete directed graph. 
A maximum size prime mutant of G corresponds to a complete subgraph of 
D,(G) with the property each of its edge is labelled by different colour and the 
colours which correspond to its vertices are different from the ones which 
correspond to its edges. 
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