Abstract. Dynamic Bayesian Networks (DBNs) have been proposed [16] as an efficient abstraction formalism of biochemical models. They have been shown to approximate well the dynamics of biochemical models, while offering improved efficiency for their analysis [17, 18] . In this paper, we compare different representations and simulation schemes on these DBNs, testing their efficiency and accuracy as abstractions of biological pathways. When generating these DBNs, many configurations are never explored by the underlying dynamics of the biological systems. This can be used to obtain sparse representations to store and analyze DBNs in a compact way. On the other hand, when simulating these DBNs, singular configurations may be encountered, that is configurations from where no transition probability is defined. This makes simulation more complex. We initially evaluate two simple strategies for dealing with singularities: First, re-sampling simulations visiting singular configurations; second filling up uniformly these singular transition probabilities. We show that both these approaches are error prone. Next, we propose a new algorithm which samples only those configurations that avoid singularities by using a look-ahead strategy. Experiments show that this approach is the most accurate while having a reasonable run time.
Introduction
Biological pathway systems are usually modeled by a network of reactions. Their dynamics is governed by mathematical formalisms that are usually either ordinary differential equations (in case of deterministic systems) or some stochastic processes (for non-deterministic systems). Usually, owing to non-linearity and high dimensionality of the system, it is almost always impossible to obtain closed form solutions. Instead, large scale numerical simulations are performed, which are computationally resource intensive. Additionally, there is an inherent limitation of working with biological systems in that usually there is a limited amount of noisy observations of the system. Guided by these considerations, Liu et al., [16] proposed a class of probabilistic graphical models called Dynamic Bayesian Networks (DBNs) as efficient abstractions of the dynamics defined by the numerical simulations. DBNs have been used to model and study biological systems leading to novel finding in immune system regulation [18] .
The basic procedure for abstracting the dynamics of these pathway models as DBNs first consists of discretizing the time and value domain of all the biological species in the model. The state of every biological species of the model corresponds to a discretevalued random variable in the DBN which represents the discretized concentrations of the associated species. Additionally, it is assumed that each of these random variables are locally dependent on a small subset of other random variables between adjacent time points. This local dependency is dictated by the network structure defined by the underlying mathematical formalism. Having fixed the structure of the DBN, next, assuming a set of initial configurations of the system, a large number of representative numerical simulations are drawn. They are used to then fill the Conditional Probability Tables (CPTs) of the DBN by a simple counting strategy. This can be made efficiently using the power of GPUs [15] . More details of this abstraction are described in Section 2.2. Once we have constructed the abstraction, instead of analyzing the complex mathematical model, one can study the properties of the biochemical model by analyzing the much simpler DBN model. This significantly reduces the computational burden of repetitive analysis tasks on the original system as shown in [17, 18] . Probabilistic verification methods can also be applied [11, 15] to further augment the framework.
Analysis on the DBN often transform to the task of computing the probability distributions of the random variables at the different time points. There are two ways of getting these distributions, one by computing the probabilities using a class of approximate inference algorithms [2, 12, 19, 21] , and the other by drawing numerous simulations from the underlying DBN and averaging to evaluate the probability distributions. We focus on the latter in this paper. The process of simulation involves starting from a configuration according to the initial distributions of the DBN and drawing a configuration for the next time point according to the conditional probabilities. Contrary to inference, simulations can also be useful when modeling say a tissue of thousands of DBNs, where individual DBNs can have different constraints and cannot be abstracted as a population.
In this paper, we first analyze the specificities of DBNs obtained as abstraction of biological pathways with the method of [16] . We observe that many configurations are never explored by the system, and thus the corresponding entries of the CPTs are not filled. Using case studies, we show that the CPTs are actually very sparse, and we can use this sparsity to encode CPTs in a very efficient way.
However, the fact that many configurations are not explored produces singularities, which makes simulation on such DBNs more complex. Typically, drawing a simulation from the DBN involves starting from an initial value assignment over all variables of the DBN (drawn from the initial distribution). Next, for each variable, independently, we pick its value assignment at the next time point according to the distribution dictated by the CPT entries corresponding to its current value assignment. We continue this procedure for all time points of the DBN. In this simulation procedure, singularities appear when a CPT entry for the current value assignment is undefined. This happens when the current value assignment has never been explored, which is possible as values of variables are generated independently (see Section 2.3). In the most simple case, one discards these simulations and reruns the simulation procedure until a complete simulation trace is obtained. We show that using such a simulation strategy, which we call simple simulation, results in many simulation traces visiting singular configurations. Moreover, it is not very accurate, and quite slow. One way to circumvent the concern of singularities in the DBN is to consider that when the CPT is undefined, all possible future configurations are equally likely. We call this procedure uniform simulation. We show that it is fast but also inaccurate.
Our main contribution in this paper is to propose a new simulation strategy, namely look-ahead simulation, which generates at every time point tuples of values instead of independently generating these values. The probability transitions are conditioned in such a way to never generate singularities. For efficiency reasons, this is used only when singularities are first encountered, i.e, we follow the simple simulation unless the configuration reached is singular, in which case look-ahead simulation is used. This strategy will be called adaptive look-ahead simulation. We show that simulating DBNs using this adaptive strategy is more accurate than the other two. It is also faster than simple simulation when there are lots of singularities. We experimentally evaluate the accuracy and efficiency of these algorithms on three DBN models, two of whom arise from Ordinary Differential Equations (ODE) models of enzyme kinetics and EGF-NGF pathway and one from a hybrid stochastic deterministic model of apoptosis.
Related work: Probabilistic dynamical models arise in many other settings in the study of biochemical networks. In particular, there is considerable work based on Continuous Time Markov Chains (CTMC) [4, 5, 10, 11, 13, 14, 17, 22] . Typically, in these studies, every single reaction changing the configuration is executed individually, leading to extremely small time steps. Analysis methods based on Monte Carlo simulations [7] [8] [9] 11] , probabilistic model checking [14] as well as numerically solving the Chemical Master Equation describing a CTMC [6, 10] are used to study these continuous time systems. In contrast, we are using DBNs in this paper, which is a discrete time stochastic model, abstracting biological systems using a fixed (larger) time step.
Structure of the paper: The next section discusses DBN models of biological pathways as presented in [16] and also describes the issue of singularities arising in these DBNs with a simple example. Section 3 describes the simple method of simulating the DBN, and the other alternate strategies to circumvent the singularities in the DBN including our improved simulation procedure. Section 4 describes the DBNs produced automatically from pathways that we consider for experiments in this paper. Section 5 reports our results followed by a conclusion.
DBN Models of Biological Systems
We begin by introducing notations to present DBNs. The notations are largely adapted from those introduced in [21] .
Dynamic Bayesian Networks (DBNs)
Throughout the sections we fix an ordered set of n random variables {X 1 , . . . , X n } and let i, j range over {1, 2, . . . , n}. We denote by X the tuple (X 1 , . . . , X n ). The random variables take values from the discrete set V of cardinality K < ∞. We use x i and v i to denote a value taken by X i . We consider DBNs that are time dependent but with a time invariant structure [19] . The underlying structure is unrolled over a finite number of time points, using the same restrictions as in [17] .
We will adopt the following notations. x I will denote a vector of values over the index set I ⊆ {1, 2, . . . , n}. It will be viewed as a map x I : I → V . We will often denote x I (i) as x I,i or just x i if I is clear from the context. If I = {i} is singleton, and x I (i) = x i , we will identify x I with x i . If I is the full index set {1, 2, . . . , n}, we will simply write x. We call such a tuple x a configuration.
A Dynamic Bayesian Network (DBN) is a structure D = (X , T, Pa, {C t i }) where: -T is a positive integer with t ranging over the set of time points {0, 1, . . . , T }.
is the set of random variables. These variables will be associated with the nodes of the DBN. X t i is the instance of X i at time point t.
-Pa assigns a set of parents to each node and satisfies:
for every t ∈ {1, 2, . . . , T }. Thus nodes at the t − 1 time point are connected to nodes at the t th time point remains invariant as t ranges over {1, 2, . . . , n}. -C t i is the Conditional Probability Table ( CPT) associated with the node X t i specifying the probabilities P (X
The regular structure of the DBNs induces the function PA given by:
). Thus C t i (x i | uî) = p specifies p to be the probability of
The semantics of a DBN is the following: from a configuration y at time t − 1, the probability to move to configuration x at time t is
DBN Models as abstraction of biological systems
The dynamics of a pathway are often modeled by a system of equations. For instance, with ODE systems, there is one equation of the form dy dt = f (y, k) for each molecular species y, with f describing the kinetics of the reactions that produce and consume y, y being the molecules taking part in these reactions and k denoting the rate constants associated with these reactions.
Liu et al. developed a dynamic Bayesian network approximation from a system of ODEs [16, 17] describing pathway dynamics to compactly store and analyze the dynamics of the original system. Its main features are illustrated by a simple enzyme kinetics system shown in Fig. 1 . In the original work, aspects of parameter uncertainty were considered, however, for simplicity, we will not deal with them in this study as it is not the focus of discussion in this paper.
The dynamics of the system is assumed to be of interest only for discrete time points up to a maximal time point. Let us assume that they are denoted as {0, 1, . . . , T }. There is random variable Y i corresponding to every molecular species y i . The range of each variable Y i is quantized into a set of intervals
with K the number of intervals for variable Y i . The quantized dynamics is intrinsically stochastic, as even for deterministic dynamics (e.g. of an ODE system), it is possible that two distinct deterministic configurations correspond to the same quantized configuration, but their deterministic successors are in distinct quantized configurations. Initial values of the system are assumed to follow a distribution. Initial configurations are sampled according to this distribution, and trajectories are generated by simulating the system from these samples. These trajectories are then compactly approximated as a DBN, treated as an approximation of the dynamics of the system. For this, the reaction network is used to define the structure (local dependency relation). As discussed before, there is one random variable Y CPT entries are of the form C t i (v | l) = p, which says that p is the probability of the value of Y i falling in the interval I i v at time t, given that for each Y t−1 j ∈ P a(Y t i ), the value of Y j was in I j lj . We evaluate this probability p through simple counting. For instance, among the generated trajectories, the number of simulations where the value of Y j falls in the interval I j lj at time t − 1 simultaneously for each j ∈î is recorded, say J l . Next, among these J l trajectories, the number of these where the value of Y i falls in the interval I i v at time t is recorded. If this number is J v then the empirical probability p is set to be Jv J l . We refer interested readers to Liu et al.'s work [16] for the details. We thus have v∈V C t i (v | l) = 1. There is a special case when J l = 0 where we set p = 0. This implies that v∈V C t i (v | l) = 0, since all these entries will be null. In this case, we will say that the DBN has singularities. This happens when the tuple of intervals corresponding to l has not been visited at time point t − 1 by simulating the original system. This is actually the case for a majority of the entries of the DBNs generated from all the biological pathways we tested on (see Section 4 and experimental results in Table 1 ).
Singularities in DBNs
In this section, we will illustrate how a DBN is generated from a simple system with two variables. We will explain how singularities appear in DBN obtained in such a way, and potential problems arising from these singularities.
Consider a system with 2 variables X 1 and X 2 each of whom take values from the discrete set {0, 1}. value assignments of the variables. For instance, the rectangle corresponding to (0, 0) means that the system is at configuration defined by X 1 = 0 and X 2 = 0 and so on. Figure 2 (a) also shows that the original dynamics of the system forbids it from reaching the configuration (1, 1) i.e., the system cannot reach the configuration with both X 1 = 1 and X 2 = 1. More precisely, if the system is in configuration (0, 0) at time t, at time t + 1, it can stay in the same configuration (0, 0), or go to configuration (0, 1) or (1, 0). However, it cannot go to configuration (1, 1). taking value 0 (resp. 1) has probability 75% (resp. 25%) of happening. This CPT is stochastic:
Notice that owing to the system dynamics, there is no value in the CPT corresponding to (X t 1 , X t 2 ) taking value (1, 1), which is a source of singularity in the CPT. Two problems arise from singularities, as shown in Fig. 2 (c) . First, from configuration (X t 1 , X t 2 ) = (0, 0), there is a (small but non null) probability to sample 1 for variable X configuration (1, 1) . This is a problem because configuration (1, 1) does not correspond to a behavior of the original system. An additional problem is that from this singular configuration (1, 1), there is no defined outgoing probability distribution.
Simulation Algorithms
In this section we will first discuss the usual simple algorithm for simulating DBNs. These simulations can potentially encounter singular configurations. In the simple algorithm, such simulations, called unsuccessful, are discarded since they may lead to inefficiencies and inaccuracies. We will propose two algorithms to circumvent this issue. The first algorithm simulates CPT entries which are singular by choosing successor configurations uniformly at random. It can be very efficient, although it can be more error prone than simple simulations. Our main contribution is the design of the look-ahead simulation algorithm, which samples configurations of the DBNs in such a way to avoid singularities. It thus produces lower unsuccessful simulations, but could be slower.
Simple Simulation Algorithm
The simple simulation, as shown in Alg. 1, samples every variable independently. It draws a value w i for each variable (the for loop at line 2) according to the distribution described by C t i (. | vî) for v the value assignment which has been sampled at the previous time point (recall that vî restricts v to the subset of parents of i). For t = 0, w i is initialized according to the distribution P (X 0 i ). The for loop at line 10 checks if the new configuration is singular, in which case the simulation is discarded (Abort at line 15). Such a simulation is termed unsuccessful. We consider for each variable i the set P re t i (line 11) of tuples l of values at time t over the set of parentsî of node i, and which have been seen in the simulations (that is k∈K C t i (k | l) = 1). For instance, with the DBN in Fig. 2 (b) , from configuration (0, 0), there is a small chance to sample w 1 = 1 (e.g. x = rand([0, 1]) = 0.9 which will enter the while loop once and set y at 1) and w 2 = 1 (for the same reason), in which case the test w1 = (1, 1) / ∈ P re 
while x > z do 7:
wi ← y 9:
if t > 0 then 10:
for i = 1, ..., n do 11:
P re
Set of possible value assignments forî 12:
if wî ∈ P re t i then 13:
vi ← wi 14: else 15: Abort
Uniform Simulation Algorithm
A naive solution to avoid unsuccessful simulations is to assume a predetermined CPT entry C t i (y | vî) for singular cases where y∈V C t i (y | vî) = 0. For simplicity and compactness of the representation, we assume uniform probabilities: C t i (y | vî) = 1/K (with K the number of values in V ) for all y ∈ V for singular vî at time t. In this case, for every t, i and every vî, we have y∈V C t i (y | vî) = 1. The uniform stimulation algorithm thus uses the simple simulation of Fig. 1 , however with fully defined CPTs. As a result of this, we no longer have the issue of drawing unsuccessful samples. The for loop from line 10 to 15 is unnecessary and hence removed. Although this results in speed-up of drawing effective simulations (all samples are effective), the underlying dynamics can be less accurate, as the information that l has not been sampled is lost with this uniform simulation.
For instance, with the DBN in Fig. 2 (b) , from configuration (0, 0), there is a small chance to draw configuration (1, 1) (same as with the simple simulation). Now, using the uniform algorithm, simulations from (1, 1) are not discarded, and instead the system can go to any configuration of {(0, 0), (1, 0), (0, 1), (1, 1)}, with a 25% of chance for each.
Look-ahead Simulation Algorithm
In this section we propose a more involved simulation, called look-ahead simulation. The main idea is to sample tuples of values v representing the configuration at time t, according to the configuration y at time t − 1 and the corresponding CPTs, but conditioned to the fact that v has been seen at time t at least once during the original simulations of the system. Computing exactly this conditional probability is however not possible in general as that would require to recompute on the fly the probability for each of the many possible tuples v.
Instead, for efficiency reasons, we over-approximate this set of configurations. We fill up iteratively a partial value assignment W remembering the values of variables which have been already set (W [i] = −1 if i has not yet been set). The i-th iteration, focused on the variable i, assigns values for parents of i, that is for variables inî. For this, we consider the set P re t i (W ) which only retains value assignments vî forî at time t which have been seen in the simulations and which are consistent with W .
Notice that by (inductive) construction of vĵ, C t i (l[j] | vĵ) is well defined at line 8. In order to justify Algorithm 2, we prove that it is equivalent to Algorithm 1 in an ideal case where Algorithm 1 is correct. In particular, in that case, the distribution does not depend upon the order in which variables are considered in Algorithm 2. Theorem 1. In the case where there is no singular configurations, Algorithm 2 generates the same distribution over configurations W than Algorithm 1.
Proof (Sketch of.). The probability of choosing W for Algorithm 1 is the product
We show by induction on the number of variables that W is also generated with this probability by Algorithm 2. If there are no variables, this is trivial.
Since there are no singular configurations, P re P re
for all l ∈ P re t i (W ) do Compute the probabilities for value assignments in P re
for all j ∈î do Compute probabilities of l 8:
s ← s + p Sum of probabilities in P re
if s = 0 then Abort No configurations are consistent with W 12:
x ← rand([0, s]) 13:
for all l ∈ P re t i (W ) do Pick a l according to P rob 15:
if x ≥ z then The current l has been chosen for variables inî 17:
for all j ∈î do 18: The set of value assignments vî forî which have been explored is small (< 1000, see Table 1 in Section 5.1), compared to the set of visited value assignments v for all variables. In order to set a value assignment vî for variables inî, we draw one value assignment in P re t i (W ), according to its probability w.r.t. the sum of probabilities of all value assignments in P re t i (W ) (that is the probability of drawing a value assignment in P re t i (W ) is the same as for the simple simulation, but conditioned to the fact that a value assignment of P re t i (W ) is drawn). If all variables of W can be set in this way, then by definition we have that W is not a singular configuration.
This look-ahead algorithm can however be quite slow because of the overhead of recomputing probabilities conditioned to sampling only non singular configurations. To speed up the process, we use an adaptive procedure, which first uses the simple simulation, and only at the time point when a singularity is encountered uses the lookahead algorithm to compute a new value assignment at this time point.
Notice that it may still be the case that the look-ahead algorithm Abort (line 11), in case where there is no value assignments in P re t i (W ) (that is s = 0). For instance, in the example from Section 2.3, P re t=1 1 (W ) = P re t=1 1 ({−1, −1}) = {(0, 0), (1, 0) , (0, 1)}. Starting from configuration (0, 0) at time t = 0, we compute P rob[(0, 0)] = 60%, P rob[(0, 1)] = 15%, and P rob[(1, 0)] = 20%. We have s = 95%, and we sample (0, 0) with probability 60/95. Notice that (1, 1) will never be generated. Assume that (0, 0) is drawn (e.g. x = rand([0, 1]) = 0.5). Now, W = {0, 0}, and we have P re t=1 2 ({0, 0}) = {(0, 0)}. It gives P rob[(0, 0)] = 60%, s = 60% and thus (0, 0) is sampled with probability 60/60 = 1. On this simple example, there is no unsuccessful trajectory using the look-ahead simulation.
DBN models considered in the experiments
In this section, we will introduce the case-studies that we use to construct DBNs and test the different DBN simulation algorithms we discussed in the previous section.
Enzyme catalytic kinetics
The enzyme catalytic system is shown in Fig. 1 . It describes a typical mass action based kinetics of the binding (ES) of enzyme (E) with substrate(S) and its subsequent catalysis to convert the substrate into product (P). The value space of each variable is divided into 5 equal intervals. The time scale of the system is 10 minutes which was divided into 100 time points. To fill up the conditional probability tables, 5 · 10 5 trajectories were generated from the ODE model.
EGF-NGF pathway
The EGF-NGF pathway describes the behavior of PC12 cell to EGF or NGF stimulation [3] . The ODE model of this pathway is available in the BioModels database [20] . It consists of 32 differential equations (one for each molecular species). As before, the value domains of the 32 variables were divided into 5 equal intervals. The time horizon of each model was set at 10 minutes which was divided into 100 time points. To fill up the conditional probability tables, 5 · 10 5 trajectories were generated by simulating the ODE model.
Apoptosis pathway
TNF-related apoptosis-inducing ligand (TRAIL) is a protein that is known to induce apoptosis in cancer cells and hence has been considered as a target for anti-cancer therapeutic strategies. However, biological observations suggest that in a population of cells, application of TRAIL leads to only fractional killing of cells (for instance, 70% of deaths after 8 hours for 250ng/ml of TRAIL) and also a time dependent evolution of cell resistance to TRAIL. Several models have been proposed to understand this mechanism, specifically an Hybrid Stochastic Deterministic (HSD) model [1] which combines a deterministic signal transduction model (modeled as ordinary differential equations (ODEs)), and a stochastic model for protein synthesis fluctuations (factoring cell-to cell variability). The model consists of 58 protein variables, the time horizon of the model was studied over an 8 hour period which was divided into 45 time points. To fill up the conditional probability tables, 5·10 5 trajectories were generated by simulating the HSD model.
Experiments
We now evaluate the different DBN simulation algorithms on the DBNs generated for the systems described before. We measure the % of effective samples, mean error, and time taken per effective sample to assess the different approaches. We also discuss the aspect of sparsity in CPTs for all of these DBNs.
Sparse CPTs.
For each of the DBNs that we constructed, Table 1 shows the base statistics in terms of the number of variables and time-points considered for them. For a DBN, the maximal number of CPT entries corresponding to any variable of the DBN is given by
where N the maximal number of parents any node of the DBN can have and K is the cardinality of that node. For instance, in the enzyme kinetics system, N = 3 (see Fig.1) . Similarly, N = 5 for EGF-NGF pathway and N = 8 for apoptosis pathway. In all our case studies K = 5 for all variables, the number of discrete intervals we assume. If represented explicitly, these entries potentially make for a large CPT table, whose size is reported in MB. These numbers are shown in Table 1 .
As explained in Section 2.3, some of these entries may be 0 since they have not been visited by system simulations used to build the DBN. Actually, we notice that most of the entries are in fact null: only at most 10 (resp. 28 and 851) out of the K N +1 entries are non null (reported in the last but one column). This simple observation leads to a sparse representation for DBNs which is very compact (last column). All analysis on DBNs can be adapted to this sparse representation, which was not exploited in e.g. [16, 17] .
Over all the systems we tested, ranging from very simple to more complex ones, we found that all of them exhibit very sparse CPTs. The main reason for this can be attributed to the fact that parents of nodes are usually very correlated and capture the underlying dynamics well, and while they can individually take all of the 5 values, only very few of the combinations are observed in the systems, which explain why the sparse representation is so efficient.
Notice that although CPT entries are sparse (because parents of nodes are highly correlated), it is not the case for the joint distributions over all the variables. For instance, in the apoptosis pathway, out of 200000 simulations, 95% of the simulations resulted in distinct joints, that is very few end up having the same joints (at most 5% reach the same joints). This implies that explicitly keeping every non null joints over all variables is not feasible, although it is a practical once restricted to parents of a variable (which is what the DBN encodes well with a sparse encoding).
Evaluation of simulation algorithms
We designed tests to compare the different simulation algorithms presented in Section 3 (called simple, uniform and adaptive (for the adaptive look-ahead algorithm) in the Tables 2 and 3). We evaluated them on the different DBNs generated from the biological systems described in Section 4. For all case studies reported here we perform experiments by drawing 10000 samples from the underlying DBN and analyzing them.
We mainly measure and compare a) the % of effective runs for the algorithms (not reported for uniform simulation as it is always 100%), b) the time needed for each effective simulation, and c) the difference between outputs of these three algorithms All results are summarized in Table 2 . For the enzyme kinetics system, almost all simple simulations are effective (98%), and so all the three algorithms show no tangible difference, with a very good agreement with the dynamics of the original biological pathway.
For the EGF-NGF case, there was a clear percentage of unsuccessful simple simulations (64%), and the three algorithms give considerably different results. The adaptive look-ahead algorithm is overall more faithful than the simple simulation while being as fast, however, the uniform algorithm is faster but less accurate (70% more errors than the adaptive look-ahead algorithm). The mean error may seem small because for most proteins, there is a very low error (e.g. ERK active in Fig. 4 top left) , although tangible difference could be seen (especially using the uniform simulation) on few proteins (e.g. Mek active in Fig. 4 top right) .
For Apoptosis, the number of effective simple simulations was very low (3.1%), and the errors of our algorithms w.r.t. the biological system were larger, as shown in Fig. 4 (bottom). The simple algorithm was the slowest and quite inaccurate, due to very few effective samples. The uniform algorithm was very fast, while being very inaccurate, with very large errors on some proteins, as shown in Fig. 4 (bottom Overall, the adaptive look-ahead algorithm succeeds in bringing up to 24 times (Apoptosis in Table 2 ) more effective samples compared with the simple simulation. It fails to reach 100% only in the extreme case where most simple simulations fail. The adaptive look-ahead simulation clearly improves the accuracy of the simulation. Last, runtime is not impacted by choosing adaptive look-ahead over simple simulation. Instead, in extreme case, adaptive look-ahead simulation can outperform simple simulations in the number of effective samples being simulated per unit of time (Table 2 ).
There might be specific cases where the performance of simulation algorithms can become very important, for instance, when the simulations can have different lengths (e.g. a simulation is truncated when a cell dies in the apoptosis pathway). In this case, a DBN simulation can lead to configurations of the system representing cell death. If the simulation reached some of these configurations, then the cell is declared dead and no further simulation is performed. This also means that an alive cell will have simulation traces equal to the number of time points considered. Consequentially, owing to the limitations of the simple simulation, generating alive cells is considerably harder. This is evident in Table 3 , where the simple and uniform strategy produce > 99% cell death, while the original system dynamics [1] predicts a 70% death rate.
The simple strategy also has an extremely low efficiency (3.1%): almost all effective simple simulations of the apoptosis pathway end up dead (99.7%). Uniform simulations give very inaccurate results as well (99.4% vs 70% of dead cells). On the other hand, using the look-ahead simulation, most of the simulations are effective (83%). We also obtain a death rate close to the one of HSD model (73% instead of 70%).
Conclusions
In this paper, we have highlighted and systematically characterized singularities observed in DBNs obtained as abstractions of biological pathway dynamics [17] following the method of [16] . The main characteristic of these DBNs is that many entries of the CPTs are null. We show that this can be used to vastly improve the representation of DBNs using sparse encoding. However, it is also a source of inaccuracy when simulating these DBNs. Compared with the usual algorithm which is used to simulate DBNs, we propose two different simulation algorithms. First, a uniform simulation procedure which is faster but also less accurate. This should be preferred when time as a resource is limited and a crude evaluation is sufficient. More importantly, we developed a new adaptive look-ahead simulation which is comparable in run time or faster than simple simulation and also is the most accurate, as it produces very limited number of unsuccessful simulations compared to simple simulations (up to 24 times less). In terms of future work, we plan to develop a class of models more accurate than DBNs, that would encode probabilities of tuples of variables in CPTs rather than over single variables.
