Historically, the study of tight immersions of manifolds had its origins in the study of immersions with minimal total absolute curvature. The most significant result in the study of minimal total absolute curvature immersions is the theorem of Chern and Lashof, which completely characterizes minimal total absolute curvature immersions (and tight immersions) of spheres into a Euclidean space. An essential ingredient in this characterization was a reformulation of the problem in terms of the Morse theory of linear height functions and the topological characteristics of the manifold being immersed. In this sense, the theorem of Chern and Lashof characterizes tight immersions of the topologically simplest compact manifold. It is very natural to try and characterize tight immersions of other manifolds with topological restrictions.
§0. Introduction
An immersion f : M → E N is called tight if and only if for almost all unit vectors ξ the linear height functions h ξ : M → R given by h ξ (p) = ξ, f (p) are perfect Morse functions with respect to Z 2 (perfect meaning that the Morse inequalities are equalities). An immersion is said to be substantial if its image does not lie in any hyperplane of E N . The connection between tight immersions and immersions into Euclidean space with minimal total absolute curvature is explained in [CL1] , [CL2] and also [K4] , [CR] .
The tightness of an immersion is invariant under real projective transformations. In fact, only the underlying affine space A N is needed in the definition of a tight immersion, and not the space E N endowed with a Euclidean metric. Let H be a hyperplane in the real projective space RP N and let A N = RP N \ H be its complement. Suppose that
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f : M → A N is a tight immersion and Γ : RP N → RP N is a projective transformation such that Γ • f (M ) ⊂ A N . Then Γ • f : M → A N is also tight.
The projective plane KP 2 , where K denotes the real numbers R, the complex numbers C, the quaternions H or the octonions (Cayley numbers) O, is 2k-dimensional and (k − 1)-connected, but not k-connected, where k = dim R K. Notice that k = 1, 2, 4 or 8 for K = R, C, H or O respectively. The projective plane KP 2 can be identified with the set of 3 × 3 matrices A over K satisfying A =Ā t , A 2 = A and trace(A) = 1. We have thus embedded KP 2 as a differentiable submanifold of the linear space of 3×3 matrices over K. It turns out that the image is substantial in an affine subspace with real dimension 3k + 2. This embedding into A 3k+2 or the real projective space RP 3k+2 that we get by adding a hyperplane at infinity is called the standard embedding of KP 2 . If K = R we get the well known real Veronese in RP 5 . See [K4] for a thorough discussion of these examples.
Another way to introduce the standard embeddings of the projective planes is to look at the isotropy representations of the rank two symmetric spaces of either compact or non-compact type with Weyl group of type A 2 . In the compact type case these spaces are SU(3)/SO(3), SU(3), SU(6)/Sp(3) and E 6 /F 4 . The exceptional orbits of the isotropy representation of these symmetric spaces are diffeomorphic to the projective planes KP 2 where K = R, C, H and O respectively. In each case these orbits are up to a homothety congruent to the standard embeddings of the projective planes. The principal orbits of the isotropy representation of these symmetric spaces are diffeomorphic to the flag manifolds of the corresponding projective planes. Bott and Samelson proved in [BS] , using a different terminology, that an orbit of the isotropy representation of a symmetric space is tight. This was reproved by Kobayashi and Takeuchi in [KT] . The special case of the standard embeddings of projective planes was apparently first explicitly considered by Tai in [T] , who gave a direct proof of their tightness.
Tight immersions of 2k-dimensional (k − 1)-connected manifolds were studied extensively by Kuiper. In fact, our theorem above was proved by Kuiper in the case k = 1 in [K2] in 1962, although in this case M is just a closed surface, as the topological conditions simply mean the manifold is connected. In 1970 in [K3] he proved that k must be equal to 1, 2, 4 or 8 if the codimension is at least three, and that k + 2 is the highest codimension in which a manifold satisfying the conditions of the theorem admits a tight substantial immersion, see also [K1] . In [K4] , Kuiper continues studying immersions of these manifolds, although here he makes the stronger assumption that M admits a Morse function with exactly three critical points, or in his terminology, that M is 'like a projective plane'. Under this additional assumption, he is able to prove our above theorem for k = 2. He also proves that when k = 4 or 8 the immersed submanifold is a smooth algebraic subvariety that carries a differentiable incidence structure satisfying the axioms of a projective plane. These investigations of Kuiper were continued in [Th] .
We use local projective differential geometry via the method of moving frames to prove the theorem. Our approach follows the paper [GH] of Griffiths and Harris closely. They prove a local version of a theorem of Severi [S] saying that a piece of a substantial complex two-dimensional surface in CP 5 with degenerate secant variety and nondegenerate tangential variety is projectively equivalent to a piece of the Veronese. Important in their proof is that a refinement III of the third fundamental form vanishes. This is somewhat stronger than the property of tight immersions proved by Little and Pohl in [LP] that a hyperplane supporting the image of the immersion to the second order also supports it to the third order. We prove that III vanishes for a tight immersion as in the theorem if the codimension is k + 2. The proof uses a normal form for the second fundamental form of such tight immersions that is due to Kuiper, see [K3] and [K1] , together with a result from [Th] on so-called top sets. Once this is done we can then work strictly in the framework of local projective differential geometry; there is no further use for the assumption that the immersion is tight. In fact we characterize a piece of a substantial 2k-dimensional submanifold of RP 3k+2 with vanishing III and second fundamental form satisfying Kuiper's normal form up to projective equivalence as a piece of a standard embedding of one of the projective planes. The topological properties of the underlying manifold only enter in the proofs of Kuiper's normal form and the vanishing of III. The strategy of our proof is similar to the approach of Little and Pohl in [LP] or even more to that of Sasaki in [Sa] which was also inspired by [GH] . The essential difference between our situation and the one in the papers [GH] , [LP] , and [Sa] is that the second fundamental form in their case is the simplest possible, but in our case it has an intricate structure that makes the proof much more complicated if k > 1. The proof of the theorem in [GH] that we use as a model does not use anything about the complex numbers and can therefore be used to prove the corresponding statement about real surfaces in RP 5 , but it does use that the variety is two dimensional, i.e. k = 1. The essential part of our proof will consist in giving a partial generalization of the real case of the theorem of Griffiths and Harris to the cases k = 2, 4 and 8.
In Section 1 we review some basic material on local projective differential geometry from [GH] to fix the notation and make the paper more readable. In Section 2 we introduce Kuiper's normal form and prove the vanishing of III. In Section 3 we prove the local theorem which immediately implies the main result of the paper. §1. Local Differential Geometry
In this section we will present the necessary details concerning the local differential geometry of submanifolds in projective space and moving frames. Our treatment will follow very closely that of Griffiths and Harris [GH] . Although our discussion will concern differentiable submanifolds of real projective space, and theirs concerned complex varieties of complex projective space, the details will be very similar.
Throughout this section, we will use P N to denote the real projective space
The set of all such frames form a manifold F (P N ) that may be identified with GL N+1 . If we take 0 ≤ i, j, k ≤ N , then the structure equations for a moving frame are
where theω ij are 1-forms on F (P N ). There is a fibering
For any point p ∈ P N the fibre π −1 (p) consists of all frames {A 0 , A 1 , . . . , A N } whose first vectors are in the equivalence class of p, i.e., p = [A 0 ]. If we set ω i =ω 0i , then the formsω 1 ,ω 2 , . . . ,ω N are horizontal for this fibering meaning that they vanish on the fibres π −1 (p). Let us fix a frame {A 0 , A 1 , . . . , A N }. Then the 1-formsω 1 , . . .ω N at {A 0 , A 1 , . . . , A N } are lifts under π of uniquely defined 1-formsω 1 , . . . ,ω N on P N at p where p = [A 0 ]. In fact, let U be a neighborhood of p in P N and let f : U → F (P N ) be a local section with 
Similarly there are unique 1-formsω ij that lift toω ij . Suppose we are given a submanifold M n ⊂ P N . LetM ⊂ R N+1 \ {0} denote the preimage of M under the projection R N+1 \ {0} → P N . Let A 0 ∈M be a point lying over p. We will view T A 0M as a linear subspace of R N+1 . Notice that A 0 ∈ T A 0M . We then have
where A 0 ∈ R N+1 − {0} is any point lying over p and T p M is the linear tangent space of M , i.e., T p M ⊂ T p P N . We can also define the projective normal space of M at p ∈ M by
We shall use the following ranges of indices 
By the Cartan Lemma it follows that there exist real valued functions q αβµ = q βαµ such that
We define
Then the projective second fundamental form is the map
given in coordinates by
Similarly we can reformulate the data contained in the second fundamental form as follows. First one calculates that
Hence we have
The second osculating space of M at p, denoted T 2 p M , is defined to be the vector space
and the first normal space of M at p is then
The first normal space is the image of the second fundamental form II. Notice that its dimension is not necessarily constant. The third fundamental form can then be described as a generalization of equation (1.4) for the second fundamental form. We set
This defines a map
The following refinement of the third fundamental form will be very important in the proof of the main result of this paper:
The proof of our main theorem, given in Section 3, relies on our ability to compute the Maurer-Cartan form matrix for the immersions in which we are interested. The reason why this is important is revealed in the following elementary lemma concerning equivalence of mappings of a connected manifold M into a Lie group G. We view the Maurer-Cartan forms on G collectively as a 1-form ϕ with values in the Lie algebra G of G. Given a mapping f : M → G, the pullback form ϕ f = f * ϕ determines f up to a left transformation as follows:
Lemma. Given a pair of maps f,f : M → G there exists a fixed g ∈ G such that f = g ·f , if and only if ϕ f = ϕf . §2. Kuiper's normal form and the vanishing of III §2.1 Kuiper's normal form In this section we will describe a normal form for the second fundamental form due to Kuiper [K3] . Let M be a manifold as described in the main theorem of this paper, then the normal form exists at a point p ∈ M that is a nondegenerate minimum of a height function. More precisely, we will assume that M is a 2k-dimensional compact differentiable manifold which is (k − 1)-connected, but not k-connected. We assume furthermore that f : M → E 3k+2 is a substantial tight immersion. Notice that it is only in the proof of Kuiper's normal form and in the proof of the vanishing of III that the topological conditions on the manifold M enter. Let p ∈ M be a nondegenerate minimum of a height function. Kuiper's normal form allows us to find a Darboux frame {A 0 ; A 1 , . . . , A 2k ; A 2k+1 , . . . , A 3k+2 } with very special coefficients q αβµ of the second fundamental form. When we apply this in the next section to a submanifold in P 3k+2 we will consider E 3k+2 to be the hyperplane in R 3k+3 such that the last coordinate of the points is equal to 1, i.e., P 3k+2 is E 3k+2 with a plane at infinity. We therefore have to add 1 as last coordinate to A 0 and 0 as a last coordinate in A 1 , . . . , A 3k+2 . Notice that Kuiper's normal form will hold in a whole neighborhood of p since the condition of being a nondegenerate minimum of a height function is open.
We now give a precise statement of the normal form.
There is a frame
, then the matrix of the shape operator S ξ :
with respect to the basis A 1 , . . . , A 2k is
where t B is the transpose of a matrix B which is a scalar multiple of an orthogonal k × k matrix.
It follows from the theorem of Hurwitz [H] on the dimensions of normed algebras that a k dimensional linear family of multiples of k × k orthogonal matrices exist if and only if k = 1, 2, 4 or 8. Using normal forms for such linear families ( [H] , [K3] ), one can choose the Darboux frame such that B is the k × k submatrix in the upper left hand corner of the following matrix  
Remark. Notice that the restriction that k be 1, 2, 4 or 8 follows from the rather elementary theorem of Hurwitz on the dimensions of normed algebras. It is not necessary to use deep theorems in topology due to Adams as in [K3] . The reason is that we are in the maximal codimension k + 2. If the codimension is ℓ + 2, then the argument in the proof of Kuiper's normal form implies that we have an ℓ dimensional linear family of multiples of k × k orthogonal matrices. It follows that ℓ cannot be bigger than k. If ℓ < k, then some restriction on k follow, but algebraic arguments alone do not suffice to prove that k is one of the numbers 1, 2, 4 or 8. §2.2 The vanishing of III Little and Pohl [LP] proved that if f : M → E N is a tight immersion and H a hyperplane that supports f (M ) to the second order at a point p ∈ M that is a nondegenerate maximum of a height function, then H supports f (M ) to the third order at that point. We will need a refinement of this result in terms of the refined third fundamental form, defined in Section 1, for tight immersions as in the main theorem of the paper. More precisely we will prove:
is a substantial tight immersion of a (k − 1)-connected, but not k-connected manifold and assume that p ∈ M is a nondegenerate minimum of a height function. Then
Proof. Let v, w ∈ T p M . We will then show that the following holds: There is a map g : U → M , where (0, 0) ∈ U ⊂ R 2 , such that the partial derivatives of g satisfy g x (0, 0) = v and g y (0, 0) = w and the partial derivative G xxy (0, 0) lies in the space spanned by T p M and II(v, T p M ), where G = f • g. This implies the claim in the lemma. It follows from Kuiper's normal form that II(v, T p M ) is a (k+1)-dimensional subspace of the (Euclidean) normal space. Hence it follows that the span H of T p M and II(v, T p M ) is a hyperplane. It follows furthermore from the normal form that II(v, T p M ) supports the image {II(w, w) | w ∈ T p M } of the second fundamental form in a ray. By [Th, p.111] it follows that H) ). We will only use properties (i) and (v) above. The other properties should make it easier for the reader to use the reference [Th] . One can continue this study and show that the set Q is actually a quadric. This was done by Kuiper in [K4] , but we will not need such detailed information here.
We can now find a map g : U → M satisfying the condition that g(x, 0) ∈ V ∩ f −1 (H) for all (x, 0) ∈ U and g x (0, 0) = v and g y (0, 0) = w. Let ξ be perpendicular to H and such that the height function h ξ : M → R; q → ξ, f (q) has a minimum in p. Set k = h ξ • g. Then k : U → R satisfies k ≥ 0, k(x, 0) = 0 for all (x, 0) ∈ U and k xx (0, 0) = 0. Clearly k xy (0, 0) = 0 and k xxx (0, 0) = 0. We look at the Taylor expansion
. This in turns implies that R xxy (0, 0) = −k xxy (0, 0). But R xxy (0, 0) = 0 so we have proved that k xxy (0, 0) = 0. It follows that G xxy (0, 0) lies in the hyperplane H which coincides with the linear span of T p M and II(v, T p M ) as we have already observed. This finishes the proof of the proposition. ⊓ ⊔ §3. Proof of the Theorem
In this section we complete the proof of the theorem described at the beginning of the paper. We know from Section 2 that if f : M 2k → E 3k+2 ⊂ P 3k+2 is a tight substantial immersion of a manifold as described in the main theorem, then k = 1, 2, 4 or 8, and at a points in M that are a nondegenerate minima of some height function we are provided with Kuiper's normal form and the refined third fundamental form III vanishes. The part of our theorem that remains unproven is that for each of the cases k = 1, 2, 4, and 8 the embedding is one of the standard embeddings of the projective planes up to a projective transformation. The proof is done separately for each of the four values of k.
In [GH] Griffiths and Harris prove that if M is a piece of a complex surface immersed in CP 5 and has degenerate secant variety and nondegenerate tangential variety, then it must be projectively equivalent to a piece of the Veronese embedding of the complex projective plane. Although their proof is for a complex surface in complex projective space the calculations do not depend on the field of complex numbers, and can be used to prove our k = 1 case of a real surface in RP 5 . The important point in the proof of Griffiths and Harris is that a surface with degenerate secant variety and nondegenerate tangential variety has a vanishing refined third fundamental form III. That, along with a normal form for the second fundamental form is sufficient to prove their theorem. Hence a tight surface in five space is projectively equivalent to a piece of the real Veronese in a neighborhood of a point p that is a nondegenerate minimum of a height function. It is now easy to show that all points are nondegenerate minima of height functions and thus finish the proof for k = 1, see Section 3.10 below.
Although the proofs of each of the other cases share similarities with the proof of Griffiths and Harris there are also significant differences, not in the least of ways by the increase in magnitude and complexity of the calculations involved. The primary goal of the proofs in each of the cases is the same, and that is to make changes of frame that make the matrix of Maurer-Cartan forms equivalent to the matrix corresponding to one of the standard embeddings, and then apply the Lemma at the end of Section 1. For values of k > 1, we will see that the matrix of Maurer-Cartan forms has additional structure not present in the k = 1 case. This results in the need for additional changes of frame, and caution must be observed with regards to the order in which these changes of frame are made. Since the calculations for the three remaining cases are very similar, we will describe the proof for the k = 2 case in detail and make comments at the end of this section concerning the cases k = 4 and k = 8.
We will divide the proof in this case into several steps. We first describe the standard embedding of CP 2 in P 8 and the matrix of Maurer-Cartan forms associated with that embedding. Then let M 4 ⊂ P 8 be an arbitrary tightly immersed substantial 1-connected submanifold. In Section 2 we gave a precise description of Kuiper's normal form for such an immersion that is valid in a neighborhood of a point p that is a nondegenerate minimum of a height function. The normal form gives us detailed information concerning the Maurer-Cartan forms for this immersion. By carefully analyzing this information, making repeated use of Cartan's Lemma, and making use of the vanishing of III proven in the Proposition in Section 2, we are able to determine significant information concerning the matrix of Maurer-Cartan forms. We are then able to make several changes of frame, solving several systems of linear equations, until finally the matrix of Maurer-Cartan forms for this arbitrary tight submanifold agrees with that of the standard embedding CP 2 ⊂ P 8 . † Then by the Lemma in Section 1 we know that a neighborhood around p of our tight substantially immersed manifold M 4 ⊂ P 8 is equivalent to a piece of the standard embedding of CP 3 ⊂ R 8 up to a projective transformation. §3.1 The standard embedding of CP 2 in P
8
We first describe the standard embedding of CP 2 in P 8 . This description is projectively equivalent to the description given previously. Let {X 0 , X 1 , X 2 } be a basis for C 3 . If we write X j = C j + iD j , where i = √ −1 then we can define the map F :
where
2 . † The calculations necessary to make the frame changes are rather formidable; even in the k=2 case there are several systems of hundreds of linear equations to be solved. We used a computer algebra system to assist in solving these equations.
We can then define the Maurer-Cartan forms for this embedding as follows. Let θ jk = α jk + iβ jk , then
Since dX j = dC j + idD j , then
Then the Maurer-Cartan form matrix is given by [dA 0 , dA 1 , . . . , dA 8 ] T . This can be calculated explicitly to obtain 
where the (j, k)-th entry is the A k -th component of dA j . Notice that 0 ≤ j, k ≤ 8.
Remark. It will often be necessary for us to refer to specific locations and rectangles of entries of this matrix. We will use the convention that the rows and columns of the matrix are numbered from 0 to 8, and we will denote the entry in the j-th row and k-th column by (j, k). §3.2. The second fundamental form of a tight 1-connected manifold M 4 in P
Now we will use the information that we have concerning a tight substantial immersion of a 1-connected manifold M 4 ⊂ P 8 to show that after several changes of frame, it has the same Maurer-Cartan form matrix as (3.1). We will use the formalism established in Section 1. Let {A 0 ; A 1 , . . . , A 4 ; A 5 , . . . , A 8 } be any Darboux frame for the immersion, with position vector A 0 . We denote the matrix of Maurer-Cartan forms for this immersion by Ω = (ω jk ) where we write ω j = ω 0j . It follows that ω j = 0 for j = 5, . . . , 8. We let p be a point that is a nondegenerate minimum of a height function. Then p has a neighborhood U on which the same property holds. We will assume that our frames are defined on such a neighborhood. The initial piece of information that we have concerning the immersion restricted to U is Kuiper's normal form for the second fundamental form, given in Section 2.1. In the case of k = 2, the matrix of this form is
If we choose the Darboux frame to be compatible with this normal form, then in the notation of Section 1 we have
T from equation (1.3). For j = 1, 2, we compute:
for s 2 = 1, s 1 = 0, w j = 0 :
Let 1 ≤ α, β ≤ 4 and 5 ≤ µ ≤ 8. By (1.2) we know that ω αµ = β q αβµ ω β , where the q αβµ are given by the equation Q µ = α,β q αβµ ω α ω β . These relations allow us to relate several of the forms in our matrix. These calculations then show that the matrix Ω has a form identical to that of (3.1) (by scaling by a factor of 2) along the top row and in the rectangle with corners at (0, 5) and (4, 8). Hence, the information that we now have concerning our matrix Ω results in the following.  
. Setting up the frame
We can now begin the work of trying to exploit the information contained in equations (3.3). The forms ω 1 , ω 2 , ω 3 , and ω 4 form a basis for the 1-forms of M . Thus for each value of j, k in the range 1 ≤ j ≤ 8 and 0 ≤ k ≤ 8 and also for j = k = 0 there are functions b Recall the set of equations (3.3). By taking the exterior derivative of each of these equations, we arrive at additional relationships between the forms of the matrix Ω. For example since
then the first of equations (3.3), ω 15 = 1 2 ω 1 could be written as
By replacing each of the non-basis forms ω jk with its expansion in terms of basis forms as in (3.4), we can rewrite equation (3.5) completely in terms of wedges of basis forms, ω j ∧ ω k . Now by collecting the coefficients of each of these terms, and equating them to zero, we get linear equations in terms of the coefficients b It should be noted that the information obtained in this way from the equations (3.3) is independent of the particular frame chosen, in the sense that any frame that results in Kuiper's normal form will suffice. It should also be noted that the information that we obtain from equation (3.3) in this way is not sufficient to characterize any of the forms in the matrix Ω completely. Still, it does provide relationships between different forms of the matrix. §3.4. Consequences of the vanishing of III In the Proposition in Section 2 we saw that III(v, v, w) = 0 for all v, w ∈ T A 0M . Therefore
But using (3.2) we can also calculate that
Therefore ω 58 (v 1 ) = 0. Performing a similar calculation using the fact that
we can calculate that ω 58 (v 2 ) = 0. By performing similar calculations for v 3 and v 4 we see that ω 58 = 0. Nearly identical equations also show that ω 85 = 0. Next, let w = v 1 + v 3 . Then
and
Then, we compute that
where II(w, T A 0M ) is given by the set of vectors While (3.10) above gives us immediate information concerning the matrix Ω, the equations (3.11) contain more subtle information. By expanding the forms in (3.11) in terms of the basis forms using (3.4), and then equating the coefficients of each of the basis forms we obtain a set of twelve linear equations involving the coefficients b k ij . Once again, we can solve equations in this collection as in Section 3.3. §3.
First and Second Changes of Frame
Since we are trying to show that our Maurer-Cartan forms matrix Ω can be put into the same form as (3.1) it is useful to closely examine (3.1) and identify features that our matrix Ω must have. One of the first things that should be noticed about the matrix (3.1) is that certain square minors in this matrix have an anti-symmetric structure. By that we mean that the minor is a linear combination of the identity and a skew-symmetric matrix. In particular, the square minors with corners at (1,3) and (2,4), and also at (3,1) and (4,2) both have this anti-symmetric structure. (There are other location where this structure occurs, but for now we will only address these two locations.) The linear systems of equations in Sections 3.3 and 3.4 do not imply that our matrix Ω has this anti-symmetric structure. It does however give us sufficient information to make a change of frame that achieves this.
As noted, the frames {A 0 , . . . , A 8 } are not uniquely determined by (3.3), (3.10) and (3.11). A change of frame of the form
(3.12) for a j : U → R defined on an open neighborhood U of p preserves the restrictions on the Darboux frames with respect to Kuiper's normal form. The collection of equations (3.3), (3.10) and (3.11) remain unaltered by such a change of frame. The goal is then to make a change of frame of the form (3.12) which will result in a new Darboux frame {A 0 ,Ã 1 , . . . ,Ã 4 , A 5 , . . . , A 8 }, such that the matrix of Maurer-Cartan forms associated with this frame has the anti-symmetric form in the minors with corners at (1, 3) and (2, 4) as well as (3, 1) and (4, 2). Although a change of frame of this type will alter the forms in the matrix Ω, it will preserve the relations in Ω provided by Kuiper's normal form. Within the rectangle with corners at (1,1) and (4,4) the forms will be transformed as
Hence, to obtain the anti-symmetric form in the minors cornered at locations (1, 3) and (2, 4), and also at (3, 1) and (4, 2) we need to havẽ ω 13 =ω 24
(3.13)
In fact, it follows from the linear equations determined in Sections 3.3 and 3.4, that it is possible to make a change of frame which satisfies (3.13). This change of frame is given by (3.12) with the coefficients a j given by This can only be obtained following lengthy calculations involving several choices in solving the linear equations generated by taking the exterior derivative of equations (3.3). We will continue working with this new Darboux frame {A 0 ;Ã 1 , . . . ,Ã 4 ; A 5 , . . . , A 8 }. To simplify the notation and since we no longer have any need for our original frame, we will denote this new frame by {A 0 ; A 1 , . . . , A 4 ; A 5 , . . . , A 8 }. Following this change of frame the matrix Ω will have the form  
We note that in this matrix we have also included the fact from (3.10) that ω 85 = ω 58 = 0. We again note that from the linear equations (3.10) and (3.11), and from taking the exterior derivative of the equations in (3.3) we do have other information concerning relations between the forms in matrix (3.14) but, at this point we are not able to determine any other forms in terms of the basis forms. To be more precise, only some of the information contained in the equations (3.10) and (3.11) is displayed in the equation (3.14). There are other relations between the forms, but we do not know that any forms can be written in terms of others.
We also notice that we would like to have the anti-symmetric structure in the rectangle with corners (6,6) and (7,7). Similar to (3.12) it is possible to make a change of frame of the formÃ
It is not possible to make a change of frame only involving A 6 and A 7 that respects Kuiper's normal form. Therefore we perform the change of frame given in (3.15) for j = 5, 6, 7, 8. We then look for values of l jk which will result inω 66 =ω 77 , as well as preserve (3.10) and (3.11). A solution for the l jk that satisfy this requirement exist, and we will henceforth assume that we are working with this adjusted frame.
Once we have made these pair of changes of frame, it is possible to return to equations (3.3) and their exterior derivatives, taking into account these new frames. From this we have the following immediate consequences: the anti-symmetric structure exists in minors cornered at (1,1) and (2,2) as well as (3,3) and (4,4). Further, it is possible to determine that 
By equations (3.10) we know that ω 58 = ω 85 = 0. We can take the exterior derivatives of these equations to obtain 0 = ω 81 ∧ ω 1 + ω 82 ∧ ω 2 + 2ω 86 ∧ ω 65 + 2ω 87 ∧ ω 75 0 = ω 85 ∧ ω 3 + ω 54 ∧ ω 4 + ω 54 ∧ ω 4 + 2ω 56 ∧ ω 68 + 2ω 57 ∧ ω 78 .
(3.16) By expanding (3.16) in terms of the basis forms using (3.4), and collecting the terms which are coefficients of wedges of basis forms ω l ∧ ω k we arrive at a system of equations in b l jk . Now, using the equations (3.3) and (3.16) we can gather additional information concerning the forms in Ω without making any more changes of frame. The following can be verified:
ω 65 = ω 31 , ω 68 = ω 13 ω 75 = ω 41 = −ω 32 , ω 78 = ω 14 ω 56 = 2ω 13 , ω 57 = 2ω 14 ω 86 = 2ω 31 , ω 87 = 2ω 41 = −2ω 32 .
Consequently, the information that we have concerning our matrix Ω is the following: 
Next, we know that with the current choice of frame ω 14 + ω 23 = 0 and ω 41 + ω 32 = 0, see (3.13). We can take the exterior derivative of these equations to get 0 = dω 14 + dω 23 0 = dω 41 + dω 32 .
After solving this system of equations we are ready to make another change of frame.
The next change of frame is necessary to get zeros in the location ω 53 , ω 54 and ω 81 , ω 82 . LetÃ
This change of frame will alter the forms only in the top and bottom rows of the minor cornered at (5,0) and (8, 5) . Once again, if we letω 5j andω 8j for j = 1, . . . 5 denote the Maurer-Cartan forms associated with this new frame, we see that by choosing a 5 = 2b Following this change of frame the matrix Ω now has the appearance 
We will henceforth assume that we are working with this frame. §3.8. Fourth change of frame At this point it is also possible to check that from the equations already solved, relationships exist between forms that have not yet been discussed. For example, individual forms can be checked to verify that the anti-symmetric form discussed previously exists in other blocks of the matrix as well. For example, we previously determined that Ω has the anti-symmetric structure in the minors with corners at (1,1) and (2,2), and also at (3,3) and (4,4), and finally at (6,6) and (7,7). Taking the exterior derivative of this collection of equations results in
If these are expanded using (3.4), and we once again collect coefficients of wedges of basis forms, we obtain a system of linear equations in terms of the b l jk . The major region of the matrix that we have not yet examined are the minor with corners at (6, 1) and (7, 2) and the minor with corners (6, 3) and (7, 4). While the latter of these has the anti-symmetric structure discussed previously, the former does not.
Remark. In the case k = 2 that we are discussing here, the minor with corners (6, 1) and (7, 2) appears to have an "inverted" anti-symmetric structure. In fact, this does not follow through in higher dimensions. Examining the matrix for the k = 4 case will display this clearly. See Appendix A for the Maurer-Cartan matrix in the case k = 4.
We will now make a change of frame to get the minor with corners (6, 3) and (7, 4) into the form of the matrix (3.1). The change of frame that achieves this is
A change of frame of this type will only alter forms in the minor with corners at (6,0) and (7,4). We can solve for appropriate choices for a 6 and a 7 , and see that a 6 = 2b Following this change of frame, the matrix Ω has the appearance 
Determining the matrix Ω At this point, all of the necessary changes of frame have been made, and what remains is to check that all the information that we have gathered so far is sufficient to completely characterize Ω. The changes of frame that we have performed have given us several new relations between forms in the matrix, and if we take the exterior derivative of these equations, we will obtain relations concerning other forms. In particular we have the following relations: By taking the exterior derivative of this set of equations and expanding this set of equations in terms of the basis forms (3.4), and equating the coefficients of wedges of basis forms ω j to zero, we get a collection of approximately 150 equations involving the b l jk . Solving the equations in the order given makes the calculations convenient in solving the entire set. Once this entire set is solved, one can then examine Ω entry by entry and verify the the matrix Ω has the same form as (3.1). To finish the proof one has to show that the whole submanifold M is projectively equivalent to the standard embedding of CP 2 . Let W be the set of interior points of the connected component containing p of the subset of M on which the tight immersion of M agrees with the standard embedding of CP 2 after f has been composed with a projective transformation that brings a neighborhood of p into the standard embedding. We want to show that W = M . Assume the boundary of W is nonempty and let q be a boundary point. By continuity, the second fundamental form of f coincides with the one of the standard embedding in q. Let ξ be a normal vector of the standard embedding at q such that the corresponding height function of the standard embedding has a nondegenerate minimum in q. Then the corresponding height function of f has a nondegenerate minimum in q since its Hessian at q is Hess(X, Y ) = II(X, Y ), ξ and hence the same as the Hessian of the corresponding height function of the standard embedding at q.
Hence there is a neighborhood of q on which f coincides with a standard immersion up to a projective transformation. It follows that f is analytic around q. Hence q is in the interior of W , a contradiction. It follows that W = M and we have finished the proof. §3.11. Some remarks about k = 4 and k = 8
For the most part, the method used in the case k = 2 also works for the cases k = 4 and k = 8, and in fact it can also be used in the case k = 1 in place of the method of [GH] . We first compute the matrix of Maurer-Cartan forms for the standard embedding of KP 2 in P 3k+2 , as was done in (3.1). Next we proceed as in §3.2 to set up a matrix of Maurer-Cartan forms for a tight substantial immersion of highly connected manifold M 2k in P 3k+2 . In all of the cases we make use of Kuiper's normal form to determine the upper right hand block in our of Maurer-Cartan forms as in §3.2. The primary difficulty as for larger values of k is the magnitude and complexity of the calculations. In the case when k = 8 we have a 27×27 matrix Ω of Maurer-Cartan forms, and the normal form allows us to describe the 160 forms in the rectangle in the upper right hand corner with corners (1, 17) and (16, 26) . This is analogous to the calculations resulting in (3.3). Proceeding as in §3.3 we can then take the exterior derivative of these equations. Collecting the coefficients of wedges of the basis forms as in (3.6) results in approximately 19200 linear equations. The calculations in all cases then proceed similarly. There is effectively no difference between the algorithms used in the different cases other than limits on sizes of certain arrays, the sizes of matrices and the complexity of the calculations.
To give some indication of the degree of similarity between the cases, we have included the final desired matrix in the quaternion case in the Appendix. Once again, the normal form described by Kuiper completely describes the upper right hand corner of the matrix. Also, the anti-symmetric structure that occurs in the k = 2 case extends quite predictably to the k = 4 case. The only region of the matrix where anything unpredictable occurs in the case k = 4 is the minor cornered at (10,1) and (13,4). Fortunately, we determine the frame by determining the forms in the minor (10,5) and (13, 8) as in (3.17) and the structure of the minor cornered at (10,1) and (13,4) is a consequence.
