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Resumo
Neste trabalho, nos preocupamos em fazer uma revisão da literatura que aborda a
chamada fase geométrica de Berry. Um assunto relativamente recente, que vem sendo em-
pregada em várias áreas da física. Para isso, nós utilizamos uma série de referências, das
quais, muitas foram essenciais para a fundamentação teórica desta dissertação.
Em um primeiro momento, nos concentramos no estudo da evolução temporal de
sistemas quânticos governados por operadores Hamiltonianos cuja dependência temporal
manifesta-se por meio de um conjunto de parâmetros chamados de campos clássicos. A
aproximação adiabática é justificada matematicamente quando demonstrado o teorema adi-
abático. Sob essas condições, reobtemos as fases geométricas - fase de Berry - associadas a
esses sistemas em diferentes representações, cada uma delas exibindo sua particularidade.
Por fim, como um caso particular de fase geométrica, estudamos do ponto de vista das
transformações de dualidade das equações de Maxwell, o efeito Aharonov-Bohm dual, ex-
traindo a fase geométrica de Berry associada a dinâmica do monopolo magnético na presença
do potencial vetor elétrico.
Palavras-chave: Fase geométrica de Berry; Aproximação adiabática; Campos de calibre;
Efeito Aharonov-Bohm dual.
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Abstract
In this work, we make a review of the literature that the so-called Berry’s geometric
phase. A recent issue, which has been employed in various areas of physics. For this, we
use, in a number of references, in which many were critical to the theoretical foundation of
this work.
At first, we focus on the study of the time evolution of quantum systems governed by
Hamiltonians operators whose time dependence is manifested by a set of parameters called
classical fields. The adiabatic approximation, is justified mathematically when demonstrated
the adiabatic theorem. Under these conditions, we obtain geometric phases - Berry’s phase
- associated with these systems in different representations, each displaying its particularity.
Finally, as a particular case of geometric phase, we studi from the viewpoint of duality
transformations of Maxwell’s equations, the dual Aharonov-Bohm effect, extracting the
geometric Berry’s phase associated with the dynamics of the magnetic monopole in the
presence of the electric vector potential.
Keywords: Berry’s geometric phase; Adiabatic approximation; Gauge fields; Dual
Aharonov-Bohm effect.
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Capítulo 1
INTRODUÇÃO
Por décadas, pouca ou nenhuma importância foi atribuida as fases geométricas ad-
quiridas por sistemas quânticos governados por operadores Hamiltonianos dependentes
do tempo. Porém, em 1959, Yakir Aharonov e David Bohm, em coautoria no artigo [1]
"Significance of electromagnetic potentials in the quantum theory", investigaram a influência dos
potenciais eletromagnéticos em regiões livres de campos ao analisar o padrão de interfe-
rência de partículas carregadas na presença de um solenóide (com fluxo de campo em seu
interior, região inacessível a partícula) e demonstraram que, em virtude disso, a função de
onda das partículas adquiriam uma fase topológica quântica diretamente associada ao po-
tencial vetor. Após essa descoberta, físicos e outros pesquisadores em geral, passaram a crer
que a fase (topológica quântica) é um parâmetro essencial para a completa descrição de um
sistema quântico.
Em 1984, Michel V. Berry [2] empregando a aproximação adiabática para descrever a
evolução temporal de sistemas quânticos, escritos como autoestados do operador Hamilto-
niano parametricamente dependente do tempo, demonstrou o surgimento da chamada fase
geométrica ou fase de Berry. Originalmente, M.V. Berry se utiliza da formulação diferencial
ao adotar a representação de Schrödinger na abordagem dessa teoria.
A partir da publicação do trabalho de Berry [2], o conceito de fases geométricas se
popularizou enormemente. E baseado nisto, caracterizamos esse trabalho por ser um com-
pêndio da teoria que trata a chamada fase geométrica de Berry. Selecionamos uma série de
artigos e outros trabalhos, dos quais, muitos foram essenciais para elaboração da proposta
dessa pesquisa, bem como situar o leitor sobre o que foi feito e o que está sendo feito atual-
mente a respeito do assunto.
A dissertação está organizada em seis capítulos, este primeiro consiste em uma rápida
introdução, discorrendo sobre o que é tratado nos demais capítulos. É bom frisar que a
introdução da primeira seção de cada capítulo é dedicada a uma contextualização, situando
o leitor em relação ao que será discutido.
O capítulo (2) está organizado em três seções. Em (2.1) foi discutida a formulação
matemática da fase de Berry. Para isso, partiu-se do pressuposto de que o operador Hamil-
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toniano que descreve o sistema se modificava em uma escala de tempo comparativamente
muito maior do que aquela associada a fenômenos quânticos como transições eletrônicas. E
disso, resultou a aproximação adiabática.
A fase geométrica é então determinada. E da linearidade da Equação de Schrödinger,
o vetor de estado é escrito como uma superposição linear de autoestados do Hamiltoniano o
que nos permitiu mostrar sua influência, induzida pela diferença entre as fases geométricas,
no cálculo de grandezas como a densidade de probabilidade e o valor médio de um operador
Hermitiano. Foram discutidos também os conceitos de conexão de Berry, baseado na ideia
de transporte paralelo, de curvatura de Berry e de número de Chern.
Em (2.2) foi investigado o comportamento da fase de Berry mediante uma mudança
de base de autoestados, escolhida para representar um sistema quântico. Observou-se en-
tão, como consequência desse processo, o surgimento de uma estrutura de calibre Abeliana
clássica.
Em (2.3) expusemos um operador de evolução temporal cujo os termos de fase, re-
presentados de forma matricial e discutidos na Ref. [3], que discriminava as contribuições:
adiabática, dinâmica e não adiabática.
O capítulo (3) é constituido apenas de uma única seção. Em (3.1) foi feita a demonstração
do teorema adiabático, originalmente abordada na Ref. [4], empregando para este fim, a
identidade de Riemann-Lebesgue.
O capítulo (4) caracteriza-se por ser um estudo das Refs. [4,5], onde abordamos a fase
geométrica em representações alternativas. Este capítulo se divide em duas seções. Em (4.1)
atacamos a fase geométrica de sistemas quânticos com espectro de energia degenerado e
não-degenerado na formulação das integrais de trajetória. Exploramos a lei da composição
aplicada ao operador de evolução temporal, subdividindo-o em uma sequência de evoluções
temporais, tornando a formulação aplicável. Analisamos ainda o comportamento da fase
geométrica, ao realizarmos uma mudança de base mediante uma transformação unitária, de
um sistema com espectro de energia degenerado.
Em (4.2) estabelecemos as relações entre as representações de Schrödinger e Heisenberg.
Com isso, partindo do caso mais geral em que o sistema possui espectro de energia degene-
rado, encontramos a fase geométrica associada a dinâmica do operador nessa representação.
O capítulo (5), uma adaptação da Ref. [6], dedica-se a investigação da dinâmica quân-
tica de um monopolo magnético na presença de um solenóide linear com fluxo de campo
elétrico confinado em seu interior. Que por sua vez, está organizado em quatro seções. Em
(5.1) trabalhamos com as transformações de dualidade das equações de Maxwell, e na ausên-
cia de cargas elétricas, encontramos o potencial vetor elétrico dentro e fora do solenóide. Em
(5.2) partimos de uma abordagem clássica, empregando o conceito de força e encontrando
a Lagrangiana clássica dual para que em seguida fosse determinada a função Hamiltoni-
ana do sistema. Seguimos com a versão quântica desta função, escrevendo a equação de
Schrödinger por meio do operador Hamiltoniano. Ao resolver a equação de Schrödinger,
encontramos uma solução com o termo de fase de Dirac. O efeito Aharonov-Bohm dual em
sua versão de estados ligados também foi abordado.
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Em (5.3) empregamos o método das integrais de caminho (não relativístico) para ava-
liar a distribuição da densidade de probabilidade quando analisados os padrões de difração
gerados pelo mecanismo de fenda dupla. Foi considerada também uma analogia ao experi-
mento de fenda dupla de Young. Por fim, em (5.4) obteve-se a fase Berry tal como predito
na Ref. [7] e abordado na Ref. [6].
No capítulo (6) foram discutidos os resultados mais relevantes, do ponto de vista
teórico, dos conteúdos pertinentes aos capítulos anteriores.
Capítulo 2
FASE GEOMÉTRICA DE BERRY
2.1 Fases geométricas
A fase de Berry, ou fase geométrica de Berry, foi inicialmente proposta por Michel V.
Berry em seu trabalho "Quantal phase factors accompanying adiabatic changes" [2]. Ele mostrou,
por meio da Equação de Schrödinger que, se o sistema é preparado em um autoestado não
degenerado do Hamiltoniano após uma evolução adiabática cíclica, ele retornará ao seu
estado original acompanhado por um fator de fase formado por duas parcelas: uma contri-
buição dinâmica associada a energia do sistema e uma contribuição geométrica associada ao
caminho traçado no espaço de parâmetros.
Barry Simon publica o artigo intitulado "Holonomy, the Quantum Adiabatic Theorem, and
Berry’s Phase" [8], onde fornece uma interpretação geométrica da fase de Berry. No mesmo
ano, Frank Wilczek e A. Zee [9] generalizaram a construção de Berry e Simon ao aplicarem a
teoria a sistemas quânticos com espectro de energia degenerado. Partindo dessa abordagem,
eles demonstram o surgimento de uma estrutura de calibre não-Abeliana. Na Ref. [10] A.
Zee analisa a estrutura de calibre não-Abeliana em ressonância nuclear quadrupolar.
Y. Aharonov e J. Anandan [11] propuseram uma forma mais geral para a fase geomé-
trica de Berry chamada de fase Aharonov-Anandan, removendo a condição adiabática de
qualquer evolução cíclica de um sistema quântico. Joseph Samuel e Rajendra Bhandari [12]
deram outro passo importante na teoria aplicando a fase geométrica de Berry a evoluções não
cíclicas e não unitárias de sistemas quânticos, baseados no trabalho de Pancharatman [13]
sobre interferência de luz polarizada. Na Ref. [14] J. Anandan estende a teoria à fases geo-
métricas não-adiabáticas e não-Abelianas.
Uma interessante abordagem pedagógica da fase de Berry é feita por Barry R. Hols-
tein [15]. Nesta referência Holstein trata o clássico exemplo de uma partícula de spin 1/2
sujeita a um campo magnético externo. Ele também faz um comentário a respeito dos efeitos
de interferência produzidos pela diferença entre fases geométricas bem como a interessante
consequência da fase de Berry permitir de forma simples a compreensão do argumento
de P.A.M. Dirac [16] da quantização da carga elétrica em função da carga do monopolo
4
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magnético. Estudos das fases geométricas em sistemas quânticos dados como uma mistura
estatística de estados quando abordados via matriz densidade, podem ser encontradas nas
Ref. [17–22].
De acordo com os autores L.G. Yang et al [23], "fases geométricas foram propostas como
mecanismos típicos de sistemas quânticos para preservar a memória de suas evoluções no espaço de
Hilbert". A proposta deste capítulo é fazer uma breve revisão da teoria usualmente empre-
gada no tratamento da fase geométrica de Berry, expondo algumas de suas propriedades tal
como fez M.V. Berry ao empregar o formalismo diferencial por meio da representação de
Schrödinger, ao tratá-la em seu artigo [2].
2.1.1 Formulação matemática
Considere inicialmente dois subsistemas que interagem entre si de forma fenomeno-
lógica via um conjunto de parâmetros chamados de campos clássicos ~R(t). Esses parâmetros
são funções reais, vistos como coordenadas tridimensionais do espaço de parâmetros M,
que traduzem uma espécie de acoplamento entre o subsistema em estudo e, nas palavras do
próprio M.V.Berry, o "resto do universo" [2] (o outro subsistema). Dessa forma, ao sujeitar o
sistema estudado a uma evolução adiabática cíclica, o operador Hamiltoniano H(~R(t)) que
depende parametricamente dos campos clássicos, se modificará numa escala de tempo com
período característico T. Fenômenos quânticos associados a transições eletrônicas ocorrerão
num intervalo de tempo comparativamente muito menor, com um período característico τ,
isto é τ  T. Em sistemas verdadeiramente isolados, a fase de Berry não se manifesta e
portanto, efeitos observáveis surgirão apenas na forma familiar, como valores próprios de
algum operador Hermitiano.
Dessa forma, supondo que o espectro de H(~R(t)) seja discreto para todo ~R(t) ∈ M, com
autovalores de energia En(~R(t)) não degenerados, a dinâmica do sistema quântico é dada
pela equação de Schrödinger:
i~
∂
∂t
|ψ(t)〉 = H(~R(t)) |ψ(t)〉 , (2.1)
em que o vetor |ψ(t)〉 representa o estado do sistema. Devido à dependência temporal
do operador Hamiltoniano H(~R(t)), para cada instante existirá um conjunto completo de
autoestados {|ϕn; ~R(t)〉}, sendo válidas as seguintes relações,
• Relação de completeza ∑
n
|ϕn; ~R(t)〉 〈ϕn; ~R(t)| = 1 , (2.2)
sendo 1 o operador unitário, e o operador de projeção sobre cada autosubespaço-n sendo
definido por:
Pn(~R(t)) ≡ |ϕn; ~R(t)〉 〈ϕn; ~R(t)| . (2.3)
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• Relação de ortonormalidade
〈ϕn; ~R(t)|ϕm; ~R(t)〉 = δn,m , (2.4)
onde a delta de Kroneker δn,m é definida por,
δn,m ≡
1 se n = m0 se n , m . (2.5)
Para cada instante, o operador Hamiltoniano revela um espectro de energia (não
degenerado), tal como pode ser verificado por meio da equação de autovalor
H(~R(t)) |ϕn; ~R(t)〉 = En(~R(t)) |ϕn; ~R(t)〉 . (2.6)
A solução geral da Eq. (2.1), em um instante qualquer, pode ser expressa por
|ψ(t)〉 =
∑
n
an(t)eiθn(t) |ϕn; ~R(t)〉 , (2.7)
com a condição de normalização dada por:
∑
n
|an(t)|2 = 1, para n > 1. O fator de fase
dinâmico é definido por
θn(t) ≡ −1
~
∫ t
0
En(~R(t′)) dt′ , (2.8)
usualmente conhecido por acompanhar a evolução temporal de qualquer estado estacionário
e claramente dependente do intervalo de tempo necessário a esta evolução. Durante o
processo de demonstração da fase geométrica, alguns autores [24–26], por questões didáticas,
preferem explicitar o fator de fase dinâmica na solução geral. Porém, isso não afeta sua
dedução, de tal modo que a solução geral também pode ser dada sob uma forma condensada,
omitindo a dependência com o fator de fase dinâmica no próprio coeficiente, isto é
bn(t) = an(t)eiθn(t) , (2.9)
em que bn(0) = an(0) e assim, a Eq. (2.7) fica
|ψ(t)〉 =
∑
n
bn(t) |ϕn; ~R(t)〉 . (2.10)
Neste trabalho, empregaremos ambas as representações. Ao tomar a forma (2.10),
encontraremos a representação matricial dada na Ref. [3], usada no tratamento das fases
dinâmica, adiabática e não-adiabática de um sistema expresso como uma superposição de
autoestados. Com a forma (2.7), seguiremos incrementando de maneira sequencial os passos
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dados nas Refs. [24–26]. Partindo dessa condição, substitui-se a Eq. (2.7) na Eq. (2.1) obtendo
i~
∑
n
[
a˙n(t) |ϕn; ~R(t)〉 + iθ˙n(t)an(t) |ϕn; ~R(t)〉 + an(t) ddt |ϕn; ~R(t)〉
]
eiθn(t) =∑
n
En(~R(t))an(t)eiθn(t) |ϕn; ~R(t)〉 , (2.11)
identificando o valor da derivada temporal do fator de fase dinâmica θn(t) por
θ˙n(t) = −1
~
En(~R(t)) , (2.12)
e empregando-o na Eq. (2.11), com as devidas simplificações matemáticas, encontra-se∑
n
a˙n(t)eiθn(t) |ϕn; ~R(t)〉 = −
∑
n
an(t)eiθn(t)
d
dt
|ϕn; ~R(t)〉 . (2.13)
Fazendo o produto interno dos dois lados da Eq. (2.13) com o vetor 〈ϕm; ~R(t)|,∑
n
a˙n(t)eiθn(t) 〈ϕm; ~R(t)|ϕn; ~R(t)〉 = −
∑
n
an(t) 〈ϕm; ~R(t)|( ddt |ϕn; ~R(t)〉) , (2.14)
observa-se no somatório que existem termos para os quais m = n e também m , n, dessa
forma, com o auxílio da definição (2.5), a equação que rege a dinâmica dos coeficientes an(t)
fica,
a˙m(t) = −am(t) 〈ϕm; ~R(t)|( ddt |ϕm; ~R(t)〉) −
∑
n,
n,m
an(t) 〈ϕm; ~R(t)|( ddt |ϕn; ~R(t)〉) e
i(θn(t)−θm(t)) . (2.15)
As variações no tempo dos autoestados de energia estão associados à mudanças adiabáti-
cas do operador Hamiltoniano, que é governada pelo conjunto de campos clássicos ~R(t).
Portanto, os coeficientes 〈ϕm; ~R(t)|( ddt |ϕn; ~R(t)〉) do lado direito da equação (2.15) serão rees-
critos em termos da taxa de variação temporal do operador Hamiltoniano. Essa relação é
encontrada tomando a derivada temporal da equação de autovalor (2.6),
d
dt
(
H(~R(t)) |ϕn; ~R(t)〉
)
=
d
dt
(
En(~R(t)) |ϕn; ~R(t)〉
)
, (2.16)
levando a (
H˙(~R(t)) |ϕn; ~R(t)〉 + H(~R(t)) ( ddt |ϕn; ~R(t)〉)
)
=(
E˙n(~R(t)) |ϕn; ~R〉 (t) + En(~R(t)) ( ddt |ϕn; ~R(t)〉)
)
. (2.17)
Projetando ambos os lados da equação (2.17) sobre o vetor 〈ϕm; ~R(t)|, como também, utili-
zando a definição (2.5) e explorando a condição de hermiticidade do operador Hamiltoniano,
2. FASE GEOMÉTRICA DE BERRY 8
H†(~R(t)) = H(~R(t)), verificamos que
〈ϕm; ~R(t)|( ddt |ϕn; ~R(t)〉) =
〈ϕm; ~R(t)|H˙(~R(t))|ϕn; ~R(t)〉(
En(~R(t)) − Em(~R(t))
) (m , n) . (2.18)
Reescrevendo a equação (2.15) em função desse resultado, encontra-se um conjunto de
equações diferenciais acopladas para os coeficientes am(t),
a˙m(t) = −am(t)〈ϕm; ~R(t)|( ddt |ϕm; ~R(t)〉) −
−
∑
n,
n,m
an(t)
〈ϕm; ~R(t)|H˙(~R(t))|ϕn; ~R(t)〉(
En(~R(t) − Em(~R(t)
) e−i(θm(t)−θn(t)) . (2.19)
A segunda parcela da Eq. (2.19) demonstra que, com o passar do tempo, estados com m , n se
acoplarão devido a dependência temporal de H(~R(t)). De acordo com o Teorema Adiabático
(ver capítulo (3), seção (3.1)), no limite T→∞ os termos do somatório para os quais (n , m),
podem ser desprezados em relação aos termos 〈ϕm; ~R(t)|( ddt |ϕm; ~R(t)〉), reduzindo a Eq. (2.19)
a uma equação diferencial desacoplada:
a˙m(t) = −am(t)〈ϕm; ~R(t)|( ddt |ϕm; ~R(t)〉) , (2.20)
cuja solução geral é
am(t) = am(0)eiγm(t) , (2.21)
com os coeficientes am(0) sendo determinados por condições iniciais. O fator de fase γm(t) é
então definido por
γm(t) ≡ i
∫ t
0
〈ϕm; ~R(t′)|( ddt′ |ϕm; ~R(t
′)〉)dt′ , (2.22)
e designado por fase geométrica adiabática. Dessa forma, o vetor de estado que descreve o
sistema em (2.7) pode agora ser reescrito de forma mais conveniente (para m = n),
|ψ(t)〉 =
∑
n
an(0) ei(γn(t)+θn(t)) |ϕn; ~R(t)〉 . (2.23)
Ao projetar o vetor de estado |ψ(t)〉 sobre o vetor 〈~x| do espaço das coordenadas de posição,
o sistema será representado por uma função de onda,
ψ(~x, t) =
∑
n
an(0) ei(γn(t)+θn(t)) ϕn(~x, t) . (2.24)
Em 1988, Samuel e Bhandari [12] generalizaram o conceito de fases geométricas a
evoluções não-cíclicas, despertando o interesse de muitos autores teóricos [27–32] e experi-
mentais [33] na investigação dessa nova abordagem.
Na Ref. [32], os autores mostram que a diferença entre fases geométricas adiabáticas
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devem ser levadas em consideração uma vez que, efeitos de interferências são produzi-
dos quando calculados os valores médios de certas quantidades físicas em estados que são
uma superposição de autoestados instantâneos de energia. A linearidade da equação de
Schrödinger permite escrever a evolução de um estado arbitrário como uma superposição
linear dos autoestados com amplitudes cujas magnitudes e fases são como prescritas até
o momento. Em geral, diferentes autoestados de energia adquirem diferentes fases geo-
métricas e durante o cálculo dessas quantidades físicas, efeitos de interferência podem ser
experimentalmente medidos, demosntrando uma importante forma de checar a linearidade
de sistemas quânticos [4]. Uma dessas quantidades físicas é a densidade de probabilidade
de encontrar uma partícula entre as posições ~x e ~x + d~x em um instante qualquer:∣∣∣ψ(~x; t)∣∣∣2 = ∑
n
|an|2
∣∣∣ϕn(~x; t)∣∣∣2 + ∑
n,l
n,l
ana∗l e
i[γn(t)−γl(t)] eit[〈En(t)〉−〈El(t)〉]ϕn(~x; t)ϕ∗l (~x; t) , (2.25)
em que ψ(~x; t) = 〈~x|ψ(t)〉 e ϕn(~x; t) = 〈~x|ϕn(t)〉, e sendo 〈En(t)〉 a energia média durante o
intervalo de tempo t definida por:
〈En(t)〉 ≡ − 1t~
∫ t
0
En(t′)dt′ . (2.26)
Outra quantidade física relevante é o valor esperado de um operador Hermitiano O
associado a um observável o,
〈O〉t = 〈ψ(t)|O|ψ(t)〉
=
∑
n
|an|2 〈ϕn; t|O|ϕn; t〉 +
∑
n,l
n,l
ana∗l e
i[γn(t)−γl(t)] eit[〈En(t)〉−〈El(t)〉] 〈ϕn; t|O|ϕl; t〉 . (2.27)
Os efeitos de interferência são produzidos entre os termos da segunda parcela do lado
direito de ambas equações, (2.25) e (2.27), e claramente dependem da diferença entre as fases
geométricas.
Na Ref. [32] os autores também comentam que esses efeitos de interferência se mostram
como uma característica fundamental da linearidade da mecânica quântica.
No instante inicial, t = 0, o vetor de estado fica
|ψ(0)〉 =
∑
n
an(0) |ϕn; ~R(0)〉 ; (2.28)
ao impor a condição an(0) = δn,m, este mesmo vetor de estado passa a ser
|ψ(0)〉 = |ϕm; ~R(0)〉 , (2.29)
e sua respectiva evolução temporal, dadas as condições adiabáticas, torna-se
|ψ(t)〉 = eiγm(t)eiθm(t) |ϕm; ~R(t)〉 . (2.30)
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O vetor de estado |ψ(t)〉, na Eq. (2.30), é um dos resutados encontrados por Berry na
Ref. [2]. Isso vem do fato de que quando um sistema quântico é preparado inicialmente no
m-ésimo autoestado do Hamiltoniano H(0), isto é, |ϕm; ~R(0)〉, após evoluir adiabaticamente,
o sistema será encontrado no m-ésimo autoestado do Hamiltoniano H(t), |ϕm; ~R(t)〉, acom-
panhado por um fator de fase extra, um registro de sua evolução no espaço de parâmetros.
A natureza do integrando da fase de Berry pode ser investigada, uma vez considerada a
condição de norma unitária dos autoestados instantâneos,
〈ϕn; ~R(t)|ϕn; ~R(t)〉) = 1 .
De sua derivada total em relação ao tempo,
d
dt
(
〈ϕn; ~R(t)|ϕn; ~R(t)〉
)
= 0 ,
fica,
(
d
dt
〈ϕn; ~R(t)|) |ϕn; ~R(t)〉 = − 〈ϕn; ~R(t)| ( ddt |ϕn; ~R(t)〉) . (2.31)
Observando que (
(
d
dt
〈ϕn; ~R(t)|)|ϕn; ~R(t)〉
)
=
(
〈ϕn; ~R(t)( ddt |ϕn; ~R(t)〉
)∗
, (2.32)
nota-se que,
<e
(
〈ϕn; ~R|( ddt |ϕn; ~R〉)
)
= 0 . (2.33)
Verifica-se desse modo que o integrando da Eq.(2.22) é um número imaginário puro, e assim,
conclui-se que γm(t) é uma função real.
Como a dependência temporal dos autoestados instantaneos |ϕn; ~R(t)〉 se faz através dos
campos clássicos, isso nos permite fazer
d
dt
|ϕm; ~R(t)〉 =
∑
i
∂
∂Ri
|ϕm; ~R〉 dRidt , (2.34)
=
(
∇~R |ϕm; ~R〉
)
· d~R
dt
, (2.35)
e o integrando da fase γm(t), na equação (2.22), pode agora ser expresso como:
〈ϕm; ~R(t′)|( ddt′ |ϕm; ~R(t
′)〉)dt′ = 〈ϕm; ~R|(~∇~R|ϕm; ~R〉) · d~R , (2.36)
e assim, γm(t) pode ser escrita como uma integral de linha ao longo de uma curva suave C
no espaçoM,
γm(C) = i
∫
C
〈ϕm; ~R|(~∇~R|ϕm; ~R〉) · d~R , (2.37)
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com C representando o caminho percorrido pelos campos clássicos desde o instante t0 = 0
até o instante t qualquer. Para ~R(t) ∈ M, tem-se para o operador diferencial nabla ~∇~R a
seguinte definição:
~∇~R ≡
[
∂
∂X
eˆi +
∂
∂Y
eˆ j +
∂
∂Z
eˆk
]
, (2.38)
onde foi empregada a convenção: ~R(t) = X(t) eˆi + Y(t) eˆ j + Z(t) eˆk.
No caso particular de uma evolução cíclica C → C, em que ~R(0) = ~R(T) e que no
domínio ao qual ~R(t) pertence não exista nenhuma singularidade, a fase (2.22) passa a ser
chamada de fase geométrica de Berry ou fase de Berry1 manifestando-se tanto em sistemas
fermiônicos quanto bosônicos [2], assumindo a forma
γm(C) = i
∮
C
〈ϕm; ~R|(~∇~R|ϕm; ~R〉) · d~R . (2.39)
Apesar de retornar ao ponto de partida, ao longo de um circuito fechado C no espaçoM,
geralmente a fase de Berry é diferente de zero (γm(0) , γm(T)) [24].
Desde a publicação da Ref. [2], o estudo da fase de Berry tem sido abordada em
muitos campos da física [34–43]. Numerosas verificações experimentais também foram
realizadas [44–47] logo após a descoberta de sua importância. Em estudos recentes, foi
proposta como um protótipo para o bit quântico (qubit) [48–52]. Na Ref. [53], os autores Gu
Zhi-Yu e QIAN Shang-Wu discutem a definição e a relação entre a fase de Berry e outros
tipos de fase como a Aharonov-Anandan.
Como feito anteriormente em (2.32), a normalização de |ϕm; ~R〉 implica que 〈ϕm; ~R|(~∇~R|ϕm; ~R〉)
seja imaginário puro garantindo que γm(C) permaneça uma função real. Como o vetor de
estado descreve um circuito fechado C no espaço de parâmetrosM, a integral de linha pode
ser escrita como uma integral de superfície S com o uso do Teorema de Stokes ,2.
γm(C) =
"
S
~∇~R ×
[
i 〈ϕm; ~R|(∇~R|ϕm; ~R〉)
]
· eˆn(~R(t)) ds , (2.40)
sendoS uma superfície aberta com elemento de área d~S(~R(t)) = eˆn(~R(t)) ds , delimitada pela
curva C, com vetor unitário eˆn(~R(t)) perpendicular a S com sentido dado pela regra da mão
direita [54].
Definindo agora a chamada conexão de Berry como3
~Am(~R) ≡ i 〈ϕm; ~R|(∇~R|ϕm; ~R〉) , (2.41)
1Apesar da fase acumulada por sistemas quânticos que viajam adiabaticamente ao longo de uma trajetória
fechada ser chamada de fase de Berry, o próprio Berry se referia a ela simplesmente por fase geométrica [25].
2Na Ref. [25] o autor utiliza o teorema de Stokes, porém faz uma ressalva afirmando que o mesmo não é
trivial quando aplicado a dimensões mais altas. Um breve comentário também é feito no artigo de M.V.Berry [2].
3A quantidade ~Am(~R) também é conhecida por outras denominações como: potencial vetor de Berry, potencial
vetor geométrico, e potencial molecular Aharonov-Bohm [55].
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uma grandeza real que por sua vez, surge para descrever como relacionar ou conectar os
estados |ϕm; ~R〉 e |ϕm; ~R + d~R〉 associados a dois pontos próximos no espaço de parâmetros
[55]. Utilizando a definição (2.41) juntamente com o Teorema de Stokes, a fase γm(C) fica
γm(C) =
∮
C
~Am(~R) · d~R =
"
S
(
~∇~R × ~Am(~R)
)
· eˆn(~R) ds . (2.42)
A fase de Berry depende da geometria do circuito C traçado no espaçoM- daí o nome fase
geométrica, mas não da velocidade para percorre-lo (uma vez considerada a aproximação
adiabática).
A fase γm(C) é vista como uma não-holônomia associada a conexão ~Am(~R). Ao fazer
uma analogia com a geometria esférica, o transporte paralelo de um vetor ao longo de
um triângulo geodésico sobre a superfície da Terra, não devolve sua forma original. O
deslocamento ângular entre as direções inicial e final, é a não-holonomia associada a conexão
definida pelo transporte paralelo [55].
Figura 2.1. Transporte paralelo de um vetor ao longo de uma curva geodésica fechada sobre a
superfície esférica [56].
Como representado na figura (2.1), embora o sistema retorne a sua posição inicial ele adquire
uma fase geométrica caracterizada pela mudança entre as direções do vetor, antes e após o
transporte paralelo.
Na Ref. [57], os autores Jens von Bergmann e HsingChi von Bergmann fornecem uma
explicação completa sobre o pêndulo de Foucault e o processo de transporte paralelo sobre
superfícies curvas, se utilizando para isto de argumentos geométricos básicos. Além disso,
explicam também como o pêndulo de Foucault pode ser visto como um protótipo de uma
ampla gama de fenômenos em vários ramos da física.
A descrição local das propriedades geométricas do espaço de parâmetros é dada pela cha-
mada curvatura de Berry, uma grandeza real definida como [26]:
~Vm(~R) ≡ ~∇~R × ~Am(~R) , (2.43)
2. FASE GEOMÉTRICA DE BERRY 13
ou ainda, na forma tensorial [26]
Vmµν(~R) =
∂
∂Rµ
Amν (~R) − ∂∂RνA
m
µ (~R) . (2.44)
Podemos então, escrever γm(C) como
γm(C) =
"
S
~Vm(~R) · eˆn(~R) ds , (2.45)
e assim, interpretá-la como o fluxo de ~Vm(~R) sobre a superfície S delimitada pela curva
C. Isso nos permite notar que a dimensão de ~Vm(~R) é [R]−2, onde [R] é a dimenssão de ~R.
Escrevendo ~Vm(~R) como,
~Vm(~R) = i
(
(∇~R 〈ϕm; ~R|) × (∇~R |ϕm; ~R〉)
)
, (2.46)
tem-se a primeira forma de ~Vm(~R) [55].
Inserindo nessa expressão, um conjunto completo de autoestados instantâneos {|ϕn; ~R〉},
encontramos
~Vm(~R) = i
∑
n,
n,m
(
(∇~R 〈ϕm; ~R|)|ϕn; ~R〉 × 〈ϕn; ~R|(∇~R|ϕm; ~R〉)
)
. (2.47)
O produto vetorial em (2.47) envolvendo os termos n = m, são nulos [25], pois 〈ϕm; ~R|ϕm; ~R〉 =
1, o que implica em (∇~R 〈ϕm; ~R|)|ϕm; ~R〉 = − 〈ϕm; ~R|(∇|ϕm; ~R〉).
De forma análoga ao que foi feito em (2.16), aplica-se o operador∇~R na equação de autovalor
(2.6),
∇~R
(
H(~R(t)) |ϕm; ~R(t)〉
)
= ∇~R
(
Em(~R(t)) |ϕm; ~R(t)〉
)
, (2.48)
a fim de encontrar o termo,
〈ϕn; ~R|(∇~R|ϕm; ~R〉) =
〈ϕn; ~R|∇~RH(~R)|ϕm; ~R〉)
(Em(~R) − En(~R))
, (2.49)
substituindo-o nos termos entre parênteses da Eq. (2.47) e assim, obtendo
〈ϕm; ~R|(∇~R|ϕn; ~R〉) × 〈ϕn; ~R|(∇~R|ϕm; ~R〉) =
〈ϕm; ~R|∇~RH(~R)|ϕn; ~R〉)
(En(~R) − Em(~R))
× 〈ϕn;
~R|∇~RH(~R)|ϕm; ~R〉)
(En(~R) − Em(~R))
=
〈ϕm; ~R|∇~RH|ϕn; ~R〉 × 〈ϕn; ~R|∇~RH|ϕm; ~R〉(En(~R) − Em(~R))2
 .(2.50)
Com isso, ~Vm(~R) assume a sua segunda forma [55]:
Vm(~R) = i
∑
n,
n,m
〈ϕm; ~R|∇~RH|ϕn; ~R〉 × 〈ϕn; ~R|∇~RH|ϕm; ~R〉(En(~R) − Em(~R))2
 . (2.51)
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Na Ref. [55], o autor faz o seguinte questionamento: "Se pensarmos em ~Vm como um
campo magnético, quais são as fontes desse campo?". Ele ainda ressalta que uma vez considerada
a Eq. (2.43), tem-se que ~∇ · ~Vm(~R) = 0, tal como um verdadeiro campo magnético, de modo
que as fontes que o produzem devem ter um significado físico.
A Eq. (2.51), mostra que ~Vm(~R) é singular em pontos de degenerescência no espaço de
parâmetros onde os denominadores de energia são nulos, mesmo os elementos de matriz
não-diagonais de ~∇H(~R) geralmente não sendo nulos nesses mesmos pontos [55]. Esses
pontos, comportam-se como cargas4 (monopolos) magnéticas, fontes de campo magnético
~B. Uma vez que ~∇~R× ~B , 0, essas cargas podem não ser as únicas fontes de campo, podendo
haver correntes que fluem através do espaço de parâmetros [55]. As equações (2.45) e (2.51)
expressam os resultados centrais do artigo de M.V. Berry [2].
Uma vez que, a aproximação adiabática é essencialmente uma operação de projeção,
a dinâmica do sistema estará restrita ao m-ésimo nível de energia. Dessa forma, os auto-
res da Ref. [26] argumentam que a Eq. (2.51) pode ser interpretada como o resultado da
interação resídual entre os níveis de energia associados as projeções sobre seus respectivos
autosubespaços. A lei da conservação local da curvatura de Berry diz que :∑
m
~Vm(~R) = 0 . (2.52)
Essa igualdade pode ser verificada ao considerarmos o clássico modelo do sistema
de dois níveis, proposto inicialmente por Berry [2], em que uma partícula de spin semi-
inteiro está sujeita a um campo magnético externo dependente do tempo. Nas várias Rfs.
[15, 25, 26, 55] que abordam esse sistema, os autores encontram ao menos um dos termos
de curvatura associados a cada autoestado, up e/ou down (projeções de momento de dipólo
magnético de spin na direção do eixo z) que, quando somados, nos fornecem o resultado da
Eq. (2.52).
2.1.2 O número de Chern e a denominação do termo curvatura de Berry
Na Ref. [55], o autor Anupam Garg faz um estudo da fase de Berry com ênfase no
conceito de curvatura de Berry e o chamado número de Chern. Ele analisa e discute o
comportamento dessas quantidades, bem como as propriedades de funções de onda adia-
baticamente contínuas nas vizinhanças de degenerescências.
Garg emprega uma analogia com superfícies curvas a fim de justificar o termo curvatura.
Ele considera um ponto arbitrário sobre uma superfície qualquer no espaço euclidiano tridi-
mensional e fixa a origem do sistema coordenado nesse mesmo ponto, com o vetor normal
(eˆn) alinhado ao eixo z. Além disso, ele determina que os eixos x e y estejam alinhados com
as direções das chamadas curvaturas principais e diz que próximo à origem, a equação da
4Se uma sucessão de pontos de degenerescência se dispuserem como uma corda no espaço de parâmetros,
então, tem-se a chamada Corda de Dirac [55].
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superfície é dada por [55]
z = −1
2
(
κ1x2 + κ2y2
)
, (2.53)
onde κ1 e κ2 são as curvaturas principais. A curvatura gaussiana ou curvatura de Gauss,K ,
sobre a superfície no ponto em questão é
K = κ1κ2 . (2.54)
Para qualquer x e y pequenos, o vetor normal a superfície pode ser dado por
eˆn = eˆk + κ1 x eˆi + κ2 y eˆ j , (2.55)
e portanto, ao tomarmos a derivada do vetor normal, eˆn, em relação as coordenadas x e y,
encontramos
∂eˆn
∂x
= κ1 eˆi (2.56)
e
∂eˆn
∂y
= κ2 eˆ j . (2.57)
Efetuando o produto vetorial das derivadas sobre cada eixo, teremos
∂eˆn
∂x
× ∂eˆn
∂y
= K eˆk . (2.58)
Fazendo uma comparação entre as equações (2.46) e (2.58), verifica-se uma semelhança na
forma do produto vetorial entre as diferenciais5 e com essa analogia simples, Garg explica o
motivo do termo ~Vm ser chamado de curvatura de Berry.
O Teorema de Gauss-Bonet diz que a integral da curvatura de Gauss sobre qualquer superfície
fechada é igual a 2pi vezes a característica de Euler, χ,6 daquela superfície. Este por sua vez,
dependente apenas da topologia da superfície, como por exemplo: χ = 2 para uma esfera,
χ = 0 para um toro [55]. Uma discussão atraente sobre esse teorema pode ser encontrada na
Ref. [58].
Garg diz ainda que o análogo topológico da característica de Euler é o chamado número de
Chern, aqui definido por
Qn =
1
2pi
∮
S
~Vn(~R) · eˆn ds , (2.59)
para qualquer n (isto é, para qualquer autoestado instantâneo) e para qualquer superfície S.
Nas Refs. [15] e [25] os autores comentam um pouco mais a respeito da Eq (2.59). Eles
consideram duas superfícies S1 e S2 no espaço M, cada uma delas limitada pela mesma
curva C. Sendo a fase de Berry (encontrada ao percorrermos a curva C) um resultado físico,
5De acordo com Garg, na linguagem da geometria diferencial e cálculo exterior, a semelhança se torna
ainda mais evidente, uma vez que os conceitos vetoriais de cálculo de gradiente, rotacional e divergente são
generalizados a dimensões mais altas [55].
6A característica de Euler é um invariante topológico (um número) que descreve a forma ou estrutura de
um espaço topológico independente da forma que ela é dobrada [58].
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a integral de superfície (2.45) deve ser a mesma para S1 e S2 a menos de um múltiplo de 2pi.
Isto é ∫
S1
~Vn(~R) · eˆn1 ds1 =
∫
S2
~Vn(~R) · eˆn2 ds2 + 2piQn , Qn = 0,±1,±2, . . . (2.60)
Agora, eles sugerem a construção de uma superfície fechada colocando S1 "acima"de C
e S2 abaixo. E empregam a técnica da mão direita [54] como recurso prático para definir
consistentemente a orientação do vetor normal, eˆn, para cada uma das integrais da Eq. (2.60),
sendo que para um deles eˆn1 = −eˆn2 (ou vice-versa), encontrando por fim
2piQn =
∮
S
~Vn(~R) · eˆn ds . (2.61)
Figura 2.2. Ao integrar mais de uma superfície delimitada por uma curva de C, como mostrado,
tem-se a opção de usar as superfícies S1 e S2, a fim de calcular o fluxo em questão - adaptado da
Ref. [15].
2.2 Comportamento da fase de Berry sob mudança de base
Um sistema quântico pode ser representado matematicamente por um vetor de estado
escrito como combinação linear dos autoestados de energia do operador Hamiltoniano.
No entanto, uma certa base de autoestados pode não ser a única a representar de forma
consistente esse mesmo estado quântico. Para verificar como as fases γm(t) se modificam
mediante uma mudança de base, é escolhido um novo conjunto de autoestados {|Φn; ~R(t)〉}
(não degenerados) do operador Hamiltoniano H(~R(t)), tal que [4, 32]
|Φn; ~R(t)〉 = eiαn(t) |ϕn; ~R(t)〉 , (2.62)
sendo αn(t) uma função real bem comportada. Sua dependência temporal pode ser tanto
explícita ou implícita, manisfestando-se por meio dos campos clássicos ~R(t). As relações de
completeza e ortonormalidade continuam válidas para a nova base de autoestados instan-
tâneos {|Φn; ~R(t)〉}, ∑
n
|Φn; ~R(t)〉 〈Φn; ~R(t)| = 1 , completeza (2.63)
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e
〈Φm; ~R(t)|Φn; ~R(t)〉 = δm,n , ortonormalidade (2.64)
e equação de autovalor instantânea
H(~R(t)) |Φn; ~R(t)〉 = En(~R(t)) |Φn; ~R(t)〉 . (2.65)
O estado inicial em (2.28) nessa base fica:
|ψ(0)〉 =
∑
n
cn(0) |Φn; ~R(0)〉 , (2.66)
sendo,
|Φn; ~R(0)〉 = eiαn(0) |ϕn; ~R(0)〉 , (2.67)
e ao compararmos as equações (2.28) e (2.66), estabelecemos a relação entre os coeficientes
no instante inicial (t = 0)
cn(0) = an(0)e−iαn(0) . (2.68)
Em um instante qualquer, o estado do sistema escrito nessa nova base é
|ψ(t)〉 =
∑
n
cn(t)eiθn(t) |Φn; ~R(t)〉 , (2.69)
semelhante a Eq. (2.7). Portanto, de forma análoga aos procedimentos empregados para
encontrar γn(t) (na base {|ϕn, ~R(t)〉}), tomando a Eq. (2.69) na equação de Schrödinger
encontram-se os coeficientes cn(t),
cn(t) = cn(0) eiλn(t) , (2.70)
onde a fase λn(t), semelhante a definição (2.22), é formada por
λn(t) = i
∫ t
0
〈Φn; ~R(t′)|( ddt′ |Φn; ~R(t
′)〉)dt′ , (2.71)
=
∫ t
0
(
−α˙n(t′) + i 〈ϕn; ~R(t′)|( ddt′ |ϕn; ~R(t
′)〉)
)
dt′ , (2.72)
= αn(0) − αn(t) + γn(t) . (2.73)
Para uma dependência temporal implícita, isto é, através dos campos clássicos, a derivada
temporal de αn(~R(t)) é,
d
dt
αn(~R(t)) =
∂
∂~R
αn(~R(t))
d
dt
~R(t) ,
=
[
∇~Rαn(~R(t))
]
· ~˙R . (2.74)
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Uma vez que,
〈ϕn; ~R|( ddt |ϕn; ~R〉) = 〈ϕn; ~R|(~∇~R|ϕn; ~R〉) · ~˙R , (2.75)
então, a Eq. (2.72) podera ser reescrita como,
λn(t) =
∫
C
(
i 〈ϕn; ~R|(~∇~R|ϕn; ~R〉) − (~∇~Rαn(~R))
)
· d~R . (2.76)
Chamando,
~A(α)n (~R) ≡ i 〈ϕn; ~R|(~∇~R|ϕn; ~R〉) − (~∇~Rαn(~R)) , (2.77)
uma vez que ~An(~R) = 〈ϕn; ~R|(~∇~R|ϕn; ~R〉), como definido na Eq. (2.41), logo a Eq. (2.77) fica
~A(α)n (~R) = ~An(~R) − (~∇~Rαn(~R)) . (2.78)
A partir da Eq. (2.78), nota-se o surgimento de uma transformação de calibre Abeliana clás-
sica na fase geométrica quando feita a mudança de base (Eq. (2.62)). A princípio, a liberdade
de calibre parece ser um mecanismo apropriado quando empregado na remoção do fator de
fase eiγn(t) do vetor de estado |ψ(t)〉 na Eq. (2.30). Esta observação foi feita por Max Born e
Vladimir Fock [59] ao estudarem evoluções adiabáticas em sistemas quânticos de espectro
não-degenerado [60]. Eles concluiram que sempre seria possível escolher adequadamente
uma função αn(~R) na Eq. (2.76), anulando a fase λn(t) acumulada ao longo de um percurso
C. Isso se verifica ao fazer, num instante qualquer
~∇~Rαn(~R) = i 〈ϕn; ~R|(~∇~R|ϕn; ~R〉) . (2.79)
Devido a isso, o fator de fase geométrica γn(t) foi considerado de pouca importância e
normalmente negligenciado no tratamento teórico de problemas dependentes do tempo [26].
A conclusão conjunta de M. Born e V. Fock permaneceu inscontestável até M.V. Berry [2]7
reconsiderar a evolução adiabática de um sistema quântico ao longo de um circuito fechado
C onde, ~R(0) = ~R(T).
Se o domínio de αn(~R), no presente contexto, for 0 ≤ αn ≤ 2pi, então é necessário avaliar a
unicidade dos autoestados em relação a este ângulo, o que significa que ao longo de uma
evolução cíclica (uma curva C no espaçoM), ao retornarmos à posição inicial o autoestado
apresentará o mesmo valor que tinha inicialmente. Dessa forma, podemos fazer a seguinte
avaliação:
|Φn; ~R(T)〉 = eiαn(~R(T)) |ϕn; ~R(T)〉 , (2.80)
= eiαn(~R(0)) |ϕn; ~R(0)〉 , (2.81)
7O autor, na Ref. [24] em uma nota de rodapé, diz ser surpreendente que esse resultado tenha passado
desapercebido por tanto tempo.
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e constatar então que há uma restrição sobre eiαn(~R(T)) = eiαn(~R(0)), para |ϕn; ~R(0)〉 = |ϕn; ~R(T)〉,
que se traduz em [26]
αn(T) − αn(0) = 2piη , (2.82)
com η inteiro. Dessa forma a Eq. (2.73), com evolução cílica, fica
λn(T) = γn(T) − 2piη . (2.83)
Isso mostra que γn modifica-se apenas por um múltiplo inteiro de 2pi quando feita a mudança
de base (2.62), não podendo então ser removida de |ψ(t)〉 na Eq. (2.30).
Podemos avaliar também, a partir da mudança de base proposta na Eq. (2.62), a densidade de
probabilidade de encontrar uma partícula entre as posições ~x e ~x + d~x num instante qualquer
(ver Eq. (2.25)), considerando para este fim a Eq. (2.73),∣∣∣ψ(~x; t)∣∣∣2 = ∑
n
|cn|2
∣∣∣Φn(~x; t)∣∣∣2 + ∑
n,l
n,l
cnc∗l e
i[λn(t)−λl(t)] eit[〈En(t)〉−〈El(t)〉]Φn(~x; t)Φ∗l (~x; t) . (2.84)
Na primeira parcela da Eq. (2.84), com soma de índice n, os termos exponenciais serão
eliminados em função do módulo ao quadrado. É necessário então focar a atenção na
parcela onde se encontra a diferença entre as fases geométricas, e observar que
cnc∗l e
i[λn(t)−λl(t)]Φn(~x; t)Φ∗l (~x; t) = ane
−iαn(0)a∗l e
iαl(0)ei[γn(t)−αn(t)+αn(0)−γl(t)+αl(t)−αl(0)] ×
×ϕn(~x; t)eiαn(t)ϕ∗l (~x; t)e−iαl(t) ,
= ana∗l e
i[γn(t)−γl(t)]ϕn(~x; t)ϕ∗l (~x; t) . (2.85)
Como a diferença entre as médias dos autovalores de energia é a mesma em ambas as bases,
nos certificamos então que cada parcela do lado direito da Eq. (2.25) é independente da base
de autoestados de energia empregada em seu cálculo. Analogamente, ao aplicar os mesmos
procedimentos na avaliação do valor esperado de um operador Hermitiano O associado a
um observável o (ver Eq. (2.27)), verifica-se de igual maneira que seu cálculo é independente
da base de autoestados de energia [32].
Em certas referências como [4, 15, 25], os autores empregam o Teorema de Stokes como
forma alternativa de verificar o comportamento da fase de Berry mediante mudança de
base, fazendo
λn(C) =
∮
C
~A(n)α (~R) · d~R , (2.86)
e verifica-se que, ∮
C
~A(n)α (~R) · d~R =
"
S
(
~∇~R × ~A(n)α (~R)
)
· eˆn(~R) ds . (2.87)
Com a definição feita na Eq. (2.77), a Eq. (2.87) fica∮
C
~A(n)α (~R) · d~R =
"
S
[
~∇~R ×
(
i 〈ϕn; ~R|(~∇~R|ϕn; ~R〉) − ~∇~Rαn(~R))
)]
· eˆn(~R) ds . (2.88)
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Para qualquer função αn(~R) (bem comportada), tem-se que
[
~∇~R ×
(
~∇~Rαn(~R)
)]
= 0, e assim∮
C
~A(n)α (~R) · d~R =
"
S
[
~∇~R ×
(
i 〈ϕn; ~R|(~∇~R|ϕn; ~R〉)
)]
· eˆn(~R) ds , (2.89)
portanto, ∮
C
~A(n)α (~R) · d~R =
∮
C
~An(~R) · d~R . (2.90)
A fase λn(C) torna-se a própria fase de Berry γn(C). É possível notar também, que mesmo a
conexão de Berry ~A(n)α (~R) não sendo invariante, a curvatura de Berry ~Vn(~R) é invariante, e
portanto observável, uma vez que:
~Vn(~R(T)) = ~∇~R × ~A(n)α (~R(T)) (2.91)
= ~∇~R ×
(
~An(~R) − (~∇~Rαn(~R))
)
(2.92)
= ~∇~R × ~An(~R) . (2.93)
Da invariância de ~Vn(~R) na Eq. (2.45), conclui-se que a fase de Berry adquirida pelos
autoestados instantâneos de energia, após evolução cíclica no espaço de parâmetros é física
(invariante por transformação de calibre) e independente da escolha de base empregada
na descrição do vetor de estado em cada instante. A curvatura de Berry, ~Vn(~R), pode ser
interpretada como uma grandeza análoga ao campo magnético no espaço de parâmetros
com a conexão de Berry, i 〈ϕn; ~R|(~∇~R|ϕn; ~R〉), no "papel"do potencial vetor.
Verificamos então que, para C : ~R(0) → ~R(t) → ~R(T), uma evolução cíclica no espaço
M, a fase de Berry se manifestará em medidas feitas do sistema, não podendo ser eliminada
por mudança de base.
2.3 Representação matricial
Na Ref. [3], os autores Wu Jin-Wei e Guo Guang-can, expuseram uma formulação
matricial por meio da qual demonstram a contribuição de três tipos de fases: fase dinâmica,
fase adiabática e fase não-adiabática, no tratamento de evoluções temporais de sistemas
quânticos como o oscilador harmônico de massa variável e a evolução de estados coerentes.
Para encontrar a forma matricial que discrimina essas contribuições, como proposto na
Ref. [3], basta tomar a Eq. (2.9) em função dos coeficientes an(t)
an(t) = e−iθn(t)bn(t) , (2.94)
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e emprega-los na Eq. (2.15), ficando
e−iθm(t)
(
b˙m(t) +
i
~
Em(t)bm(t)
)
= −bm(t)e−iθm(t) 〈ϕm; ~R(t)|( ddt |ϕm; ~R(t))〉 −
−
∑
n,
n,m
bn(t)
〈ϕm; ~R(t)|H˙(~R(t))|ϕn; ~R(t)〉(
En(~R(t) − Em(~R(t)
) e−iθm(t) . (2.95)
Eliminando os termos de fase em comum e rearranjando a Eq. (2.95), encontramos
b˙m(t) = −
(
〈ϕm; ~R(t)| ddt |ϕm; ~R(t)〉 +
i
~
Em(t)
)
bm(t) −
∑
n,
n,m
bn(t)
〈ϕm; ~R(t)|H˙(~R(t))|ϕn; ~R(t)〉(
En(~R(t) − Em(~R(t)
) . (2.96)
Para compor as matrizes que geram essas equações, basta considerar8
B(t) =

b1(t)
b2(t)
...
bm(t)
 (2.97)
e também
D(t) = −

iE1
~
+ 〈ϕ1|ϕ˙1〉 〈ϕ1|H˙|ϕ2〉E2 − E1
〈ϕ1|H˙|ϕ3〉
E3 − E1 . . .
〈ϕ1|H˙|ϕm〉
Em − E1〈ϕ2|H˙|ϕ1〉
E1 − E2
iE2
~
+ 〈ϕ2|ϕ˙2〉 〈ϕ2|H˙|ϕ3〉E3 − E2 . . .
〈ϕ2|H˙|ϕm〉
Em − E2
. . . . . . . . . . . . . . .
...
...
...
...
...
〈ϕm|H˙|ϕ1〉
E1 − Em
〈ϕm|H˙|ϕ2〉
E2 − Em . . .
〈ϕm|H˙|ϕm−1〉
Em−1 − Em
iEm
~
+ 〈ϕm|ϕ˙m〉

(2.98)
e assim, a partir da Eq. (2.96) compomos a equação matricial
B˙(t) = D(t)B(t) , (2.99)
cuja solução é
B(t) = B(0)
[
exp
∫ t
0
D(t′) dt′
]
, (2.100)
em que
B(0) =

b1(0)
b2(0)
...
bm(0)
 , (2.101)
8Para não sobrecarregar a representação matricial a notação será abreviada.
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podendo ser reescrita como
B(t) = B(0)
[
exp
∫ t
0
(Dd(t′) + Dad(t′) + Dnad(t′)) dt′
]
, (2.102)
onde cada termo do integrando da Eq. (2.102) pode ser identificado por
Dd(t) =

−iE1
~ −iE2
~
. . .
−iEm
~

, (2.103)
Dad(t) = −

〈ϕ1|ϕ˙1〉
〈ϕ2|ϕ˙2〉
. . .
〈ϕm|ϕ˙m〉
 (2.104)
e
Dnad(t) = −

0
〈ϕ1|H˙|ϕ2〉
E2 − E1
〈ϕ1|H˙|ϕ3〉
E3 − E1 . . .
〈ϕ1|H˙|ϕm〉
Em − E1〈ϕ2|H˙|ϕ1〉
E1 − E2 0
〈ϕ2|H˙|ϕ3〉
E3 − E2 . . .
〈ϕ2|H˙|ϕm〉
Em − E2
. . . . . . . . . . . . . . .
...
...
...
...
...
〈ϕm|H˙|ϕ1〉
E1 − Em
〈ϕm|H˙|ϕ2〉
E2 − Em . . .
〈ϕm|H˙|ϕm−1〉
Em−1 − Em 0

. (2.105)
A Eq. (2.102), tal como dito na Ref. [3], pode ser encarada como uma expressão
efetiva para a evolução geral de um estado quântico, mesmo este sendo expandido numa
base infinita de autoestados (m → ∞). As matrizes (2.103, 2.104, 2.105), denotadas por
Dd(t),Dad(t) e Dnad(t) manifestam os efeitos dinâmico, adiabático e não-adiabático, respec-
tivamente. Ambas as matrizes Dd(t) e Dad(t) são diagonais e sem acoplamento entre os
diferentes autoestados. Tal como mencionado anteriormente (ver Eq. (2.33)), os elementos
de Dad(t) são imaginários puros (em uma base de autoestados normalizada), consistentes com
a condição adiabática. Geralmente com elementos complexos, a matriz Dnad(t) manifesta os
efeitos não-adiabáticos através das transições que ocorrem entre os diferentes autoestados e
em certos casos, sua aplicação requer o uso de cálculos numéricos [3].
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Sendo :
Dθ(t) = −i
∫ t
0
Dd(t′) dt′ , (2.106)
Dγ(t) = −i
∫ t
0
Dad(t′) dt′ , (2.107)
Dγnad(t) = −i
∫ t
0
Dnad(t′) dt′ , (2.108)
e assim, com
Dθ(t) =

−1
~
∫ t
0
E1(t′) dt′
−1
~
∫ t
0
E2(t′) dt′
. . .
−1
~
∫ t
0
Em(t′) dt′

, (2.109)
uma vez que,
θm = −1
~
∫ t
0
Em(t′) dt′ , para m um inteiro qualquer , (2.110)
então, de forma ainda mais abreviada,
Dθ(t) =

θ1
θ2
. . .
θm
 , (2.111)
seguida das matrizes
Dγ(t) =

γ1
γ2
. . .
γm
 , (2.112)
com
γm(t) = i
∫ t
0
〈ϕm|ϕ˙m〉 dt′ , para m um inteiro qualquer , (2.113)
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Dγnad(t) =

0 γnad1,2 . . . γ
nad
1,m
γnad2,1 0 . . . γ
nad
2,m
. . . . . . . . . . . .
...
...
...
...
γnadm,1 . . . γ
nad
m,m−1 0

, (2.114)
em que
γnadm,n (t) ≡ i
∫ t
0
〈ϕm|ϕ˙n〉 dt′ , (m , n) , (2.115)
é definida como a fase geométrica não-adiabática, e dessa forma, a Eq. (2.102) pode ser
reescrita como,
B(t) = B(0) exp
[
i
(
Dθ(t) + Dγ(t) + Dγnad(t)
)]
. (2.116)
As matrizes Dθ(t),Dγ(t) e Dγnad(t) são denomidas por: matriz de fase dinâmica, matriz
de fase geométrica adiabática e matriz de fase geométrica não-adiabática, respectivamente.
É possível reconhecer na Eq. (2.102) uma formulação apropriada que represente evo-
luções adiabáticas e não-adiabáticas, bem como evoluções periódicas e não-periódicas. Se
originalmente o sistema encontra-se em um dado autoestado, após evoluir adiabaticamente,
os elementos de Dnad(t) serão todos nulos (não há transições). Porém, se a evolução não for
adiabática, o sistema estará sujeito a transicionar para outro nível de energia.
Podemos também reparametrizar essas matrizes em função dos campos clássicos (~R),
∫ t
0
Dγ(t′) dt′ =
∫ ~R(t)
~R(0)
D˜γ(~R) · d~R , (2.117)
em que
D˜γ(~R) = −

〈ϕ1|∇~R|ϕ1〉
〈ϕ2|∇~R|ϕ2〉
. . .
〈ϕm|∇~R|ϕm〉
 . (2.118)
De forma similar, obtém-se ∫ t
0
Dnad(t′) dt′ =
∫ ~R(t)
~R(0)
D˜nad(~R) · d~R , (2.119)
onde
D˜nad(~R) = −

0 〈ϕ1|∇~R|ϕ2〉 〈ϕ1|∇~R|ϕ3〉 . . . 〈ϕ1|∇~R|ϕm〉
〈ϕ2|∇~R|ϕ1〉 0 〈ϕ2|∇~R|ϕ3〉 . . . 〈ϕ2|∇~R|ϕm〉
. . . . . . . . . . . . . . .
...
...
...
...
...
〈ϕm|∇~R|ϕ1〉 〈ϕm|∇~R|ϕ2〉 . . . 〈ϕm|∇~R|ϕm−1〉 0

. (2.120)
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Com isso, a Eq. (2.102) pode também ser reescrita como
B(t) = B(0)
exp
∫ ~R(t)~R(0) D˜nad(~R) · d~R +
∫ ~R(t)
~R(0)
D˜γ(~R) · d~R +
∫ t
0
Dθ(t′) dt′

 . (2.121)
Para evoluções periódicas, em que ~R(0) = ~R(T),
B(T) = B(0)
[
exp
(∮
C
D˜nad(~R) · d~R +
∮
C
D˜γ(~R) · d~R +
∫ T
0
Dθ(t′) dt′
)]
, (2.122)
onde C denota um circuito fechado no espaço de parâmetros. Da matriz (2.118), pode-se
reescrevê-la como
∮
C
D˜γ(~R) · d~R =

iγ1
iγ2
. . .
iγm
 , (2.123)
onde γm(C) é dada pela Eq. (2.39).
Para uma evolução cíclica no espaço de parâmetros, a fase geométrica não-adiabática
parametrizada em função dos campos clássicos fica
γnadm,n = i
∮
C
〈ϕm|∇~R|ϕn〉 · d~R
=
"
S
~Vnadm,n(~R) · eˆn(~R) ds , (2.124)
em que, é definida a grandeza análoga a curvatura de Berry, aqui designada por curvatura
não-adiabática, dada por
~Vnadm,n(~R) ≡
(
~∇~R ×
(
i 〈ϕm|∇~R|ϕn〉
))
= i
(
(∇~R 〈ϕm|) × (∇~R |ϕm〉)
)
. (2.125)
Introduzindo um conjunto completo de estados {|ϕl〉}na Eq. (2.125), encontramos a expressão
~Vnadm,n(~R) = i
∑
l
(
(∇~R 〈ϕm|)|ϕl〉 × 〈ϕl|(∇~R|ϕn〉)
)
, (2.126)
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para que em seguida, com algumas manipulações, possamos determinar a equação
~Vnadm,n(~R) = i
〈ϕm|∇~RH|ϕn〉 ×
(
(∇~R 〈ϕm|)|ϕm〉 + 〈ϕn|(∇~R|ϕn〉
)
(Em − En)
 +
+i

∑
l,
l,m,n
〈ϕm|∇~RH|ϕl〉 × 〈ϕl|∇~RH|ϕn〉
(Em − El) (En − El)
 , (2.127)
análoga a segunda forma da curvatura de Berry (ver Eq. (2.51)).
Capítulo 3
TEOREMA ADIABÁTICO
A hipótese adiabática foi formulada em 1916 por Ehrenfest [61], a qual afirma que
"qualquer estado que se transforma adiabaticamente nos parâmetros do sistema, retorna novamente a
um estado definido com os mesmos números quânticos". Em 1928, Born e Fock [59] demonstraram
a hipótse adiabática de Ehrenfest por meio do teorema adiabático, para estados de sistemas
quânticos não-degenerados . Porém, efeitos de fases geométricas não foram incluídos na
abordagem original de Born e Fock, sendo mencionada apenas anos mais tarde por Pancha-
ratnam [13], Herzberg e Longuet-Higgins [62, 63], Stone [64] e Mead e Trulhar [65] e tratada
formalmente por Michel V. Berry [2].
Em 1950, um tratamento matemático mais rigoroso da aproximação adiabática foi dado
por Tosio Kato [66], e seus resultados foram empregados em diversos trabalhos [67–71], tor-
nando a teoria mais sofisticada. Na Ref [72], onde os autores discutem os chamados estados
topológicos da matéria, é feita uma revisão da demonstração do teorema adiabático dada
nas abordagens de Born e Fock como também no formalismo de T. Kato. Fases geométricas
e o transporte paralelo na condição de uma evolução temporal adiabática também são ex-
plorados nessa referência.
Na Ref. [73], A.C. Aguiar et al faz uma aplicação da aproximação adiabatica ao tra-
tar o sistema de dois níveis, consistindo numa partícula de spin 1/2 acoplada a um campo
magnético externo dependente do tempo. É feita então, uma análise detalhada das equa-
ções diferenciais acopladas demonstrando claramente o motivo de se negligenciar os termos
não-diagonais (acoplados). Isto é, os autores analisam o chamada frequência de Rabi na
condição de que a frequência das transições eletrônicas entre os estados up e down ser muito
maior que a frequência de precessão de Lamor. Na Ref. [32], M.T. Thomaz et al retomam
o sistema abordado na Ref. [73] e encontaram as fases geométricas associadas a dinâmica
desse modelo.
Na Ref. [74], o autor A.C. Aguiar Pinto et al emprega a aproximação adiabática ao
tratar sistemas quânticos não degenerados via matriz densidade. É possível encontrar uma
vasta discussão teorica nas Refs. [75–81] e experimental na Ref. [82] sobre a validade e apli-
cabilidade do Teorema Adiabático. Porém, não vamos nos deter as nuâncias matemáticas
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tratadas nessas referências,pois elas estão aquém do escopo teórico deste trabalho.
Neste capítulo, tomadas as considerações anteriores, a demostração do teorema adi-
abático será feita na representação de Schrödinger tal como foi originalmente abordada na
Ref. [4].
3.1 Demonstração do teorema adiabático para sistemas de
espectro degenerado
A descrição da evolução de sistemas quânticos que interagem entre si ou com o am-
biente com escalas de tempo muito diferentes [83], é feita por operadores Hamiltonianos
dependentes de certos parâmetros que variam adiabaticamente no tempo. A demonstração
do Teorema adiabático, originalmente feita por Born e Fock [59], também pode ser encon-
trado em vários livros-texto [84, 85]. Sendo T o período associado a interação (via campos
clássicos ~R(T)) do Hamiltoniano H(T)1 com o ambiente e τ o período associado aos fenôme-
nos quânticos de transições eletrônicas a condição de evolução adiabática é atingida quando
T  τ.
Dado um sistema quântico governado por um Hamiltoniano H(t) cuja variação é adia-
bática no tempo com período característico T, seu espectro de energia pode ser degenerado,
porém, a degenerescência de cada nível de energia não muda com o tempo. De sua condição
inicial, |ψ(0)〉, o sistema poderá ser encontrado num instante qualquer no estado |ψ(t)〉 por
meio da Eq. de Schrödinger:
i~
∂
∂t
|ψ(t)〉 = H(t) |ψ(t)〉 . (3.1)
Para que o vetor de estado |ψ(t)〉 possa ser escrito como uma superposição de autoes-
tados de H(t) e dessa forma, satisfazer a equação anterior é necessário que em cada instante
t, o Hamiltoniano tenha um conjunto completo de autoestados {|ϕ(λn)n ; t〉}. Aqui, são válidas
as relações de, completeza
∑
n
Dn∑
λn=1
|ϕ(λn)n ; t〉 〈ϕ(λn)n ; t| = 1 , (λn = 1, 2, . . . ,Dn) , (3.2)
em que 1 é o operador identidade, e Dn é o grau de degenerescência associado ao autovalor
En(t), com En(t) , Em(t) para n , m, e a relação de ortonormalidade
〈ϕ(λm)m ; t|ϕ(λn)n ; t〉 = δm,n δλm,λn . (3.3)
Com equação de autovalor instantânea,
H(t) |ϕ(λn)n ; t〉 = En(t) |ϕ(λn)n ; t〉 . (3.4)
1Por conveniencia, para simplicar a notação adota-se H(~R(t)) = H(t).
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Definindo uma nova variável adimensional s tal como em [59],
s ≡ t
T
, (3.5)
o vetor de estado que representa o sistema em cada "instante"s escrito na base de H(s) é:
|ψ(s)〉 =
∑
n
Dn∑
λn=1
c(λn)n (s) exp
[
− iT
~
∫ s
0
En(s′)ds′
]
|ϕ(λn)n ; s〉 . (3.6)
Para que o vetor de estado |ψ(s)〉 possa representar o sistema sob evolução adiabática é
necessário que se tome algumas correções nos coeficientes c(λn)n (s) no limite de T→∞. Dessa
forma, substituindo a Eq. (3.6) na Eq. de Schrödinger (3.1), encontram-se um conjunto de
equações diferenciais,
dcλmm (s)
ds
= −
∑
n
Dn∑
λn=1
exp
(
iT
~
∫ s
0
[Em(s′) − En(s′)] ds′
)
〈ϕ(λm)m ; s|( dds |ϕ
(λn)
n ; s〉)c(λn)n (s) , (3.7)
em que, λm = 1, 2, . . . ,Dm.
Analogamente ao que foi feito anteriormente (ver capítulo (2), subseção (2.1.1)), o termo
〈ϕ(λm)m ; s|( dds |ϕ
(λn)
n ; s〉) é dado por:
〈ϕ(λm)m ; s|( dds |ϕ
(λn)
n ; s〉) =
〈ϕ(λm)m ; s| dH(s)ds |ϕ(λn)n ; s〉
[En(s) − Em(s)] , para m , n . (3.8)
Considerando a igualdade (3.8) na Eq. (3.7) e separando convenientemente os termos em
que m = n e m , n, encontra-se
dc(λm)m (s)
ds
= −
Dm∑
λ′m=1
〈ϕ(λm)m ; s|( dds |ϕ
(λ′m)
m ; s〉) c(λ
′
m)
m (s) −
∑
n,
n,m
Dn∑
λn=1
exp
(
iT
~
∫ s
0
[Em(s′) − En(s′)] ds′
)〈ϕ(λm)m ; s| dH(s)ds |ϕ(λn)n ; s〉
[En(s) − Em(s)] c
(λn)
n (s) . (3.9)
A integral da equação (3.9), sobre a variável s, com s > 0, é
c(λm)m (s) = c
(λm)
m (0) −
Dm∑
λ′m=1
∫ s
0
(
〈ϕ(λm)m ; s1|( dds1 |ϕ
(λ′m)
m ; s1〉) c(λ
′
m)
m (s1)ds1
)
−
∑
n,
n,m
Dn∑
λn=1
∫ s
0
exp
(
iT
~
∫ s1
0
[Em(s′) − En(s′)] ds′
)〈ϕ(λm)m ; s1|dH(s1)ds1 |ϕ(λn)n ; s1〉
[En(s1) − Em(s1)] c
(λn)
n (s1)
 ds1 . (3.10)
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O Teorema de Riemann-Lebesgue [86, 87], diz que para qualquer função F(x), contínua no
intervalo x ∈ [a, b], tem-se que:
lim
→∞
∫ b
a
F(x) eixdx = 0 . (3.11)
Com o propósito de reescrever a expressão contida na somatória da terceira parcela do
lado direito da igualdade da Eq. (3.10) na forma da identidade (3.11), a seguinte definição é
feita,
I(λn,λm)n,m (s) ≡
∫ s
0
exp
(
iT
~
∫ s1
0
[Em(s′) − En(s′)]ds′
)〈ϕ(λm)m ; s1|dH(s1)ds1 |ϕ(λn)n ; s1〉
[En(s1) − Em(s1)] c
(λn)
n (s1)
 ds1 . (3.12)
Para legitimar a aplicação da identidade do Teorema de Riemann-Lebesgue na Eq. (3.12) é
preciso considerar também a seguinte definição,
g(s) ≡ 1
~
∫ s
0
[Em(s1) − En(s1)] ds1 . (3.13)
Em função da definição (3.13), I(λn,λm)n,m (s) ficará,
I(λn,λm)n,m (s) = − limT→∞
1
~
∫ g(s)
g(0)
eiTg 〈ϕ(λm)m ; g|
dH(g)
dg
|ϕ(λn)n ; g〉 c(λn)n (g)
dg
g˙
= 0 , (3.14)
sendo g˙ = dg(s)/ds. Fazendo uso do resultado obtido em (3.14) aplicado à Eq. (3.10), para
n , m, no limite adiabático (T→∞), encontra-se
c(λm)m (s) = c
(λm)
m (0) −
Dm∑
λ′m=1
∫ s
0
〈ϕ(λm)m ; s1|( dds1 |ϕ
(λ′m)
m ; s1〉) c(λ
′
m)
m (s1)ds1 , (3.15)
ou alternativamente na forma diferencial,
dc(λm)m (s)
ds
= −
Dm∑
λ′m=1
〈ϕ(λm)m ; s|( dds |ϕ
(λ′m)
m ; s〉) c(λ
′
m)
m (s) . (3.16)
Esse resultado é conhecido pelo teorema adiabático [59]. Para um autovalor Em(t) não
degenerado, tem-se Dm = 1. As equações (3.15) e (3.16) mostram que se originalmente o
sistema foi preparado no estado |ψ(0)〉 associado ao autovalor degenerado de energia Em(0),
as transições quânticas (eletrônicas) ocorreram apenas entre os estados pertencentes ao m-
ésimo autosubeespaço.
Na na Ref. [88], os autores Gustavo Rigolin e Gerardo Ortiz introduziram uma teoria
de perturbação adiabática para sistemas quânticos com espectro de energia degenerado. A
série perturbativa encontrada por eles, permite que se estabeleça com rigor as condições para
a validade do teorema adiabático da mecânica quântica para estes sistemas degenerados.
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Segundo eles, o mesmo formalismo pode ser usado para encontrar correções não adiabáticas
para a fase geométrica não Abeliana discutida por Wilczek-Zee [9]. Esses mesmos autores,
na Ref. [89], ao se utilizarem da teoria discutida na Ref. [88], propõem um tratamento
matemático rigoroso do Teorema adiabático para o caso de sistemas de espectro degenerado,
estabelecendo uma condição necessária e outra suficiente para sua validade. Eles ilustraram
a aplicabilidade dessas condições a um problema degenerado dependente do tempo com
solução exata.
Capítulo 4
FASE GEOMÉTRICA EM
REPRESENTAÇÕES ALTERNATIVAS
4.1 Fase geométrica de Berry via representação das integrais de
trajetória
A formulação local da mecânica quântica é feita via Equação de Schrödinger, e sua
correspondente descrição global é dada pela formulação das Integrais de Trajetória, a qual
permite conhecer a função de onda num instante posterior dado o conhecimento de sua
forma num instante inicial [4]. A proposta original de M.V. Berry [2] foi mostrar a fase
geométrica, por meio da Eq. de Schrödinger, de um sistema quântico que evoluia adiabati-
camente e cujo Hamiltoniano (com espectro de energia não-degenerado) apresentava uma
dependência temporal que manifestava a interação do sistema com suas vizinhaças.
Em seu trabalho, "Quantum adiabatic anholonomy" [5], Berry mostrou como obter
a fase geométrica na representação das Integrais de Trajetória através de estados com
evolução adiabática cíclica guiados também por um Hamiltoniano de espectro de energia
não-degenerado. A particularidade da representação das Integrais de Trajetória está
em adotar amplitudes de probabilidades, isto é, funções em detrimento dos operadores,
normalmente empregados em outras representações na mecânica quântica (Schrödinger e
Heisenberg).
Em mecânica clássica, para certas condições iniciais e de contorno, a equação que
caracteriza o movimento de uma partícula possui solução única, isto é, existirá uma
única trajetória, que conecta dois pontos terminais capaz de representar a dinâmica da
partícula. Porém, as Integrais de Trajetória, escritas no espaço das coordenadas de posição
e de momento, consideram a amplitude de transição sobre os estados representados por
esses pontos terminais como a soma das contribuições elementares de todas as possíveis
trajetórias que conectem esses pontos [90].
Kuratsuji e Ida [83] expressaram a Integral de Trajetória de dois sistemas quânticos
com escalas de tempo de evolução muito diferentes. Eles mostraram como o Hamiltoniano
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efetivo do sistema lento é modificado pela presença da fase geométrica adquirida pelo
sistema (de evolução) mais veloz. Kuratsuji [91] também obteve uma fase geométrica
associada a uma evolução cílica geral ao usar as integrais de trajetória na abordagem
de estados-coerentes. Zheng-chuan e Bo-zang [92] obtiveram uma correção na regra de
quantização Bohr-Sommerfeld partindo diretamente da definição de Integrais de Trajetória
e assim considerando a influência da fase geométrica.
Esta seção mostrará como um sistema quântico (degenerado e não-degenerado) sob
evolução adiabática irá adquirir uma fase geométrica, precisamente a fase de Berry. Isto
advém da aplicação direta do Teorema Adiabático à evolução dos autoestados de energia.
Tomamos a expansão do operador de evolução temporal numa sucessão de evoluções
temporais de duração infinitesimal, e assim por meio da chamada abordagem por Integrais
de Trajetória (caminho), exploradas nas Refs. [4, 5], demonstra-se o surgimento da fase de
Berry.
4.1.1 Fase geométrica de Berry de sistemas quânticos não-degenerados
Dado um sistema quântico, governado por um operador Hamiltoniano H(~R(t)) de
espectro de energia não-degenerado cuja interação com o meio externo se faz através dos
campos clássicos ~R(t). As modificações que se manifestam no Hamiltoniano ocorrem num
período T, muito maior que a escala de tempo associado ao período τ das transições eletrô-
nicas. Dessa forma, para cada instante t existirá um conjunto completo de autoestados de
H(~R(t)) que formam base {|ϕn; ~R(t)〉} e portanto, sendo válidas as relações de completeza∑
n
|ϕn; ~R(t)〉 〈ϕn; ~R(t)| = 1 , (4.1)
onde 1 é o operador identidade, e ortonormalidade
〈ϕn; ~R(t)|ϕm; ~R(t)〉 = δn,m , (4.2)
e Eq. de autovalor para cada instante,
H(~R(t) |ϕn; ~R(t)〉 = En(~R(t)) |ϕn; ~R(t)〉 . (4.3)
A fim de simplificar a notação empregada, a dependência paramétrica dos campos clássicos
~R(t) será omitida e dessa forma, tanto os operadores quanto autovalores e vetores de estado
serão escritos explicitamente em função do tempo.
No instante inicial (t = 0), o sistema é descrito por uma combinação de autoestados de H(0),
|ψ(0)〉 =
∑
m
cm(0) |ϕm; 0〉 . (4.4)
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Para encontrar |ψ(t)〉, onde t é um instante qualquer, será necessário tomar a evolução
temporal de |ψ(0)〉 respeitando a condição adiabática (T  τ). Fazendo então uma subdivisão
do intervalo finito de evolução, tal que t = N∆t, e no limite em que N → ∞ tem-se ∆t → 0.
Em cada subintervalo existirá um conjunto completo de autoestados de H(t), porém, em
geral [H(ti),H(t j)] , 0, para ti , t j. Para um infinitésimo de tempo ∆t, a evolução do sistema
será dada através do operador linear de evolução temporal U(t + ∆t) [93],
|ψ(t + ∆t)〉 = U(t + ∆t) |ψ(t)〉 . (4.5)
o operador U(t + ∆t) obedece a chamada lei da composição, isto é, uma vez considerado o
intervalo de evolução t ∈ [0, t + ∆t] tem-se,
U(t + ∆t, 0) ≡ U(t + ∆t, t)U(t, 0) . (4.6)
Sendo U(t + ∆t) dado por:
U(t + ∆t) = e−
i
~H(t)∆t , (4.7)
então, a Eq. (4.5) torna-se
|ψ(t + ∆t)〉 = e− i~H(t)∆t |ψ(t)〉 . (4.8)
No limite de ∆t→ 0 o operador U(t + ∆t) pode ser expandido até primeira ordem em ∆t,
U(t + ∆t) ≈ 1 − i
~
H(t)∆t + O((∆t)2) , (4.9)
e da definição de derivada temporal do vetor de estado |ψ(t)〉,
d |ψ(t)〉
dt
≡ lim
∆t→0
( |ψ(t + ∆t)〉 − |ψ(t)〉
∆t
)
, (4.10)
a dinâmica dos sistema fica perfeitamente determinada com,
d |ψ(t)〉
dt
= lim
∆t→0
1 − i~H(t)∆t − 1∆t
 |ψ(t)〉
= − i
~
H(t) |ψ(t)〉 . (4.11)
Dessa forma, estando o sistema inicialmente dado pela Eq. (4.4), sujeitá-lo a uma evolução
temporal consiste em fazer
|ψ(t)〉 = U(t, 0) |ψ(0)〉 . (4.12)
Da definição dada na Eq. (4.6), o operador U(t, 0) pode ainda ser tomado como
U(tN, 0) = U(tN, tN−1)U(tN−1, tN−2) . . .U(t2, t1)U(t1, 0) , (4.13)
4. FASE GEOMÉTRICA EM REPRESENTAÇÕES ALTERNATIVAS 35
com a particularidade de ser um operador unitário, uma vez que,
U†(tN, 0) = U†(t1, 0)U(t2, t1) . . .U†(tN−1, tN−2)U†(tN, tN−1) , (4.14)
e consequentemente,
U(tN, 0)U†(tN, 0) = 1 . (4.15)
Portanto, a Eq. (4.12) fica,
|ψ(t)〉 = U(tN, tN−1)U(tN−1, tN−2) . . .U(t2, t1)U(t1, 0) |ψ(0)〉
=
∑
m
cm(0) U(tN, tN−1)U(tN−1, tN−2) . . .U(t2, t1)U(t1, 0) |ϕm; 0〉 . (4.16)
Projetando o vetor |~x〉, da base do espaço das coordenadas de posição, sobre a Eq. (4.16),
encontra-se a função de onda ψ(~x, t)
〈~x|ψ(t)〉 = ψ(~x, t)
=
∑
m
cm(0)
(
〈~x| e− i~∆tH((N−1)∆t)e− i~∆tH((N−2)∆t) . . . e− i~∆tH(∆t)e− i~∆tH(0) |ϕm; 0〉
)
. (4.17)
Para reescrever a Eq.(4.17) na representação das Integrais de Trajetória [4, 5] é necessário
introduzir o operador identidade, como na Eq.(4.1), entre cada subintervalo temporal, t j =
j∆t, com j = 0, 1, 2, . . . , (N−1) quando ∆t→ 0. Dessa forma, os operadores serão substituidos
por funções, favorecendo a representação,
ψ(~x, t) =
∑
m
cm(0)
( ∑
n0,n1,...,nN−1
〈~x| e− i~∆tH((N−1)∆t) |ϕnN−1 ; (N − 1)∆t〉 〈ϕnN−1 ; (N − 1)∆t| ×
× |ϕnN−2 ; (N − 2)∆t〉 〈ϕnN−2 ; (N − 2)∆t| × . . . × 〈ϕn1 ; ∆t| e−
i
~∆tH(0) |ϕn0 ; 0〉 〈ϕn0 ; 0|ϕm; 0〉
)
.
(4.18)
Da Eq.(4.8), tem-se que e−
i
~∆tH(ti) |ϕni ; ti〉 é a evolução do vetor de estado |ϕni ; ti〉 durante o
intervalo de tempo ∆t. Do Teorema Adiabático (ver capítulo (3), seção (3.1), para o caso
não-degenerado com Dm = 1), obtém-se
e−
i
~∆tH(ti) |ϕni ; ti〉 ∝ |ϕni ; ti + ∆t〉 . (4.19)
Consequentemente, fazendo uso da relação de ortonormalidade (4.2), ao projetar a Eq. (4.19)
sobre o vetor 〈ϕni+1 ; ti + ∆t|, encontra-se
〈ϕni+1 ; ti + ∆t|e−
i
~∆tH(ti)|ϕni ; ti〉 ∝ δni+1,ni . (4.20)
A Eq.(4.19) mostra que apenas um autoestado (ou autofunção no espaço de Hilbert) é con-
templado em cada instante t, durante evolução adiabática. Esse único estado é o autoestado
de energia multiplicado por uma função complexa com dependência temporal através do
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parametro ~R(t) (ver Eq. (3.16)). Substituindo a Eq. (4.20) na Eq. (4.18), e tomando o limite
∆t→ 0 , encontramos
ψ(~x, t) =
∑
m
cm(0)ϕm(~x, t)e
− i~
∑ti=N−1
ti=1
Em(ti)∆t 〈ϕm; (N − 1)∆t|ϕm; (N − 2)∆t〉 × . . . × 〈ϕm; ∆t|ϕm; 0〉 ,
(4.21)
com ϕm(~x, t) ≡ 〈~x|ϕm; (N − 1)∆t〉. Da definição da derivada temporal de um vetor de estado,
d |ϕm; t〉
dt
≡ lim
∆t→0
( |ϕm; t + ∆t〉 − |ϕm; t〉
∆t
)
, (4.22)
tem-se então que,
〈ϕm; (l + 1)∆t|ϕm; l∆t〉 = 1 + ∆t( ddt 〈ϕm; l∆t|) |ϕm; l∆t〉
= e∆t(
d
dt 〈ϕm;l∆t|)|ϕm;l∆t〉 + O((∆t)2) , (4.23)
com l = 0, 1, 2, . . . , (N − 2).
O resultado anterior será tomado em cada subintervalo ∆t na Eq. (4.21),
ψ(~x, t) =
∑
m
cm(0)ϕm(~x, t) e
− i~
∑ti=N−1
ti=1
Em(ti)∆t e−〈ϕm;∆tN−1|(
d
dt |ϕm;∆tN−2〉)·∆t ×
× e−〈ϕm;∆tN−2|( ddt |ϕm;∆tN−3〉)·∆t . . . e−〈ϕm;∆t1|( ddt |ϕm;∆t0〉)·∆t . (4.24)
A soma feita sobre todos os intervalos de tempo quando tomado o limite ∆t→ 0, transforma-
se numa integral e assim a função de onda ψ(~x, t) assume a forma,
ψ(~x, t) =
∑
m
cm(0)ϕm(~x, t) e−
i
~
∫ t
0 Em(t
′)dt′ e−
∫ t
0 〈ϕm;t′|( ddt′ |ϕm;t′〉)dt′ , (4.25)
uma vez tomadas as definições (2.8) e (2.22) (ver Cap. (2)), a função de onda pode agora ser
escrita de forma familiar,
ψ(~x, t) =
∑
m
cm(0)eiθm(t)eiγm(t)ϕm(~x, t) . (4.26)
De acordo com os autores da Ref. [4], se originalmente o estado inicial que representa o
sistema for um autoestado do operador Hamiltoniano, apenas uma única "trajetória"no
espaço de Hilbert fornece contribuições a função de onda ψ(~x, t). Essa "trajetória"é por sua
vez, a evolução do respectivo autoestado de energia [4].
No caso particular em que a evolução é cíclica (t = T), ao fazer cm(0) = δn,m, a função de onda
ψ(~x, t) será,
ψ(~x,T) = e−
i
~
∫ T
0 En(t
′)dt′eiγn(C)ϕn(~x, 0) . (4.27)
Essa expressão, corresponde basicamente ao resultado discutido por Berry na Ref. [5] e na
Ref. [2], quando projetada sobre o vetor 〈~x| do espaço das coordenadas de posição.
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4.1.2 Fase Geométrica de Berry de sistemas quânticos com espectro de energia
degenerado
Nesta seção, o caso em que o operador Hamiltoniano H(~R(t)) possui espectro de
energia degenerado será analisado. Em cada instante deverá existir um conjunto completo
de autoestados de H(~R(t)) que formam base {|ϕλnn ; ~R(t)〉}, e dessa forma sendo válidas as
relações de completaza ∑
n
Dn∑
λn=1
|ϕ(λn)n ; ~R(t)〉 〈ϕ(λn)n ; ~R(t)| = 1 , (4.28)
onde 1 é o operador identidade, e ortonormalidade
〈ϕ(λn)n ; ~R(t)|ϕ(λm)m ; ~R(t)〉 = δn,mδλn,λm , (4.29)
e Eq. de autovalor para cada instante t,
H(~R(t)) |ϕ(λn)n ; ~R(t)〉 = En(~R(t)) |ϕ(λn)n ; ~R(t)〉 , (4.30)
com λn = 1, 2, . . . ,Dn, onde Dn é o grau da degenerescência, invariante no tempo, associado
ao autovalor En(~R(t)). Para n , m, tem-se que En(~R(t)) , Em(~R(t)).
Como feito na seção anterior, a notação empregada será abreviada usando a dependência
temporal explicitamente na representação dos operadores, autovalores e vetores de estado.
No instante inicial, o sistema é representado pelo vetor de estado |ψ(0)〉, escrito como
|ψ(0)〉 =
∑
m
Dm∑
λm=1
c(λm)m (0) |ϕ(λm)m ; 0〉 . (4.31)
Assim como foi feito na seção anterior, o estado (4.31) num instante posterior qualquer fica
|ψ(t)〉 =
∑
m
Dm∑
λm=1
c(λm)m (0) U(tN, tN−1)U(tN−1, tN−2) . . .U(t2, t1)U(t1, 0) |ϕ(λm)m ; 0〉 . (4.32)
Tomando a projeção da Eq. (4.32) sobre o vetor 〈~x| e inserindo o operador identidade (4.28)
em cada subintervalo de tempo t j = j∆t, com j = 0, 1, . . . ,N − 1, onde t = N∆t e ∆t → 0, a
função de onda ψ(~x, t) se apresentará como
ψ(~x, t) =
∑
m
Dm∑
λm=1
( ∑
n0,n1,...,nN−1
Dn0∑
λ′n0 =1
· · ·
DnN−1∑
λ′nN−1 =1
c(λm)m (0) 〈~x|e− i~∆tH((N−1)∆t)|ϕ
(λ′nN−1 )
nN−1 ; (N − 1)∆t〉 ×
× · · · × 〈ϕ(λ
′
n1
)
n1 ; ∆t|e−
i
~∆tH(0)|ϕ(λ
′
n0
)
n0 ; 0〉 〈ϕ
(λ′n0 )
n0 ; 0|ϕ(λm)m ; 0〉
)
. (4.33)
Em cada instante, o teorema adiabático é aplicado a cada elemento de matriz
〈ϕ(λnk+1 )nk+1 ; tk + ∆t|e−
i
~∆tH(tk)|ϕ(λnk )nk ; tk〉, de tal modo que o estado e−
i
~∆tH(k∆t) |ϕ(λnk )nk ; k∆t〉 é resultante
da superposição dos estados degenerados λnk com número quântico nk e autovalor Enk((k +
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1)∆t) (ver Eq.(3.16)). Do ponto de vista das integrais de trajetória, os autores da Ref. [4]
argumentam que o Teorema Adiabático funciona como um seletor de estados, isto é, dada
a condição de evolução adiabática, as únicas "trajetórias’ no espaço de Hilbert que geram
contribuições a chamada amplitude de probabilidade e consequentemente a função de onda,
ψ(~x, t), quando inicialmente associada ao autovalor de enrgia Enk , serão aqueles pertencentes
ao autosubespaço deste mesmo autovalor. Da relação de ortonormalidade (4.29), a função
de onda (4.33) torna-se
ψ(~x, t) =
∑
m
Dm∑
λm=1
c(λm)m (0)e
− i~
∑ti=N−1
ti=1
Em(∆ti)∆t
Dm∑
λ(1)m ,...,λ
(N−1)
m =1
ϕ(λ
(N−1)
m )
m (~x, t) ×
× 〈ϕ(λ(N−1)m )m ; (N − 1)∆t|ϕ(λ
(N−2)
m )
m ; (N − 2)∆t〉 × · · · × 〈ϕ(λ
(1)
m )
m ; ∆t|ϕ(λm)m ; 0〉 , (4.34)
sendo ϕ(λ
(N−1)
m )
m (~x, t) ≡ 〈~x|ϕ(λ
(N−1)
m )
m ; (N − 1)∆t〉.
De acordo com a Ref. [4], no limite de ∆t→ 0,
〈ϕ(λ(k+1)m )m ; (k + 1)∆t|ϕ(λ
(k)
m )
m ; k∆t〉 = [exp (−∆tAm(k∆t))]λ(k+1)m ,λ(k)m + O((∆t)2) , (4.35)
com λ(k+1)m , λ
(k)
m = 1, 2, . . . ,Dm. Am(t) é uma matriz de dimensão Dm × Dm cujo os elementos
são dados por
A(m)i j (t) ≡ 〈ϕ(i)m ; t|(
d
dt
|ϕ( j)m ; t〉) . (4.36)
No limite de ∆t→ 0 e com o auxílio da Eq. (4.35), o lado direito da igualdade da Eq. (4.34)
é reescrita como
ψ(~x, t) =
∑
m
Dm∑
λm=1
c(λm)m (0)e
− i~
∫ t
0 Em(t
′)dt′
Dm∑
λ′m=1
ϕ(λ
′
m)
m (~x, t)U
(m)
λ′m,λm
(t) , (4.37)
sendo Um(t) uma matriz de dimenssão Dm ×Dm cujo os elementos são
U(m)
λ′m,λm
(t) ≡ lim
∆t→0
[
e−∆tAm((N−1)∆t) · · · e−∆tAm(∆t)e−∆tAm(0)
]
λ′m,λm
(4.38)
= lim
∆t→0
[
e−
∑N−1
i=0 ∆tAm(i∆t)
]
λ′m,λm
(4.39)
= T
[
exp
(
−
∫ t
0
Am(t′)dt′
)]
λ′m,λm
(4.40)
com λ′m, λm = 1, 2, . . . ,Dm e T o operador de ordenação temporal [94].
A matriz Um(t) exibe a particularidade de ser unitária, isso pode ser verificado ao mostrar
que a matrix Am(t) é anti-Hermitiana. Isso é feito da seguinte forma: partindo da relação de
ortonormalidade,
〈ϕ(i)m ; t|ϕ( j)m ; t〉 = δi, j , (4.41)
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e tomando sua derivada temporal, encontra-se
(
d
dt
〈ϕ(i)m ; t|)|ϕ( j)m ; t〉 = − 〈ϕ(i)m ; t|( ddt |ϕ
( j)
m ; t〉)
= −
(
(
d
dt
〈ϕ( j)m ; t|)|ϕ(i)m ; t〉
)∗
(4.42)
Da definição de elemento de matriz feita em (4.36), a Eq. (4.42) fica
A(m)i, j (t) = −
(
A(m)j,i (t)
)∗
. (4.43)
Isso mostra que a matriz Am(t) é anti-Hermitiana,
A†m(t) = −Am(t) . (4.44)
Em função disso, o conjugado Hermitianao do operador U(m)
λ′m,λm
(t) fica
U†(m)
λm,λ′m
(t) ≡ lim
∆t→0 [e
−∆tA†m(0)e−∆tA†m(∆t) · · · e−∆tA†m((N−1)∆t)]λm,λ′m (4.45)
= lim
∆t→0 [e
∑N−1
i=0 ∆tAm(i∆t)]λm,λ′m (4.46)
= T
[
exp
(∫ t
0
Am(t′)dt′
)]
λm,λ′m
. (4.47)
Tomando o produto das Eqs. (4.38) e (4.45),
U(m)
λ′m,λm
(t)U†(m)
λm,λ′m
(t) = lim
∆t→0
( [
e−∆tAm((N−1)∆t) · · · e−∆tAm(∆t)e−∆tAm(0)
]
λ′m,λm
×
×
[
e−∆tA†m(0)e−∆tA†m(∆t) · · · e−∆tA†m((N−1)∆t)
]
λm,λ′m
)
= 1 , (4.48)
mostra-se então, que Um(t) é unitário.
A definição de elemento de matriz, dada na Eq.(4.36), pode ser reescrita em função dos
campos clássicos ~R(t)
A(m)i, j = 〈ϕ(i)m ; ~R(t)|(~∇~R|ϕ
( j)
m ; ~R(t)〉) · d
~R
dt
≡
[
~Am(~R(t))
]
i, j
· d~R
dt
. (4.49)
A matriz unitária Um(t), dada na Eq. (4.40), pode agora ser reescrita em função dos campos
clássicos como
Um(t) = P
exp
−∫ ~R(t)~R(0) ~Am(~R) · d~R

 , (4.50)
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sendo P o operador de ordenação espacial [94]. Por Um(t) ser unitário, seus autovalores são
fases [4]. Para uma evolução cíclica C : ~R(0) → ~R(t) → ~R(T) no espaço M a matriz Um(t)
torna-se
Um(t) = P
[
exp
(
−
∮
C
~Am(~R) · d~R
)]
. (4.51)
4.1.3 Comportamento da matriz UM(t) sob mudança de base
No Cap.(2), seção (2.2), foi proposta uma mudança na base de autoestados a fim de
investigar o comportamento da fase geométrica. Feito isto, verificou-se o surgimento de
uma transformação de calibre Abeliana clássica. Com o mesmo propósito será feita uma
mudança na base de autoestados do Hamiltonino, cujo o espectro de energia é degenerado,
e as mudanças decorrentes dessa nova escolha serão averiguadas.
Para cada instante existirá um conjunto completo de autoestados ortonormais de H(t) que
formam base {|Φ(λn)n ; ~R(t)〉} e dessa forma sendo válidas as relações de completeza
∑
n
Dn∑
λn=1
|Φ(λn)n ; ~R(t)〉 〈Φ(λn)n ; ~R(t)| = 1 , (4.52)
onde 1 é o operador identidade, e de ortonormalidade
〈Φ(λn)n ; ~R(t)|Φ(λm)m ; ~R(t)〉 = δn,mδλn,λm , (4.53)
e, Eq. de autovalor,
H(~R(t)) |Φ(λn)n ; ~R(t)〉 = En(~R(t)) |Φ(λn)n ; ~R(t)〉 , (4.54)
onde λn = 1, 2, . . . ,Dn.
A correspondência entre os elementos da nova e da antiga base é feita através do operador
unitárioUm(t), isto é,
U†m(t)Um(t) = 1 , (4.55)
e é dado por [4]
|Φ(λn)n ; ~R(t)〉 =
Dn∑
λ′n=1
[Un]λn,λ′n(~R(t)) |ϕ(λ
′
n)
n ; ~R(t)〉 , (4.56)
Dada a correspondência (4.56), a relação de ortonormalidade (4.53) pode ser demonstrada1
〈Φ(λn)n ; t|Φ(λm)m ; t〉 =
( Dn∑
µ=1
[U†n(t)]λn,µ 〈ϕ(µ)n ; t|
)
·
( Dm∑
ν=1
[Um(t)]λm,ν |ϕ(ν)m ; t〉
)
,
=
( Dn∑
µ=1
Dm∑
ν=1
[U†n(t)]λn,µ [Um(t)]λm,ν 〈ϕ(µ)n ; t|ϕ(ν)m ; t〉︸          ︷︷          ︸
= δn,m δµ,ν
)
,
= δn,m δλn,λm . (4.57)
1A dependência paramétrica em ~R(t) será abreviada simplesmente pela dependência temporal t.
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O vetor de estado |ψ(0)〉, na Eq. (4.31), pode ser escrito na nova base da seguinte forma
|ψ(0)〉 =
∑
m
(λ′m)∑
m
d(λ
′
m)
m (0) |Φ(λ
′
m)
m ; 0〉 , (4.58)
e a relação entre os coeficientes d(λ
′
m)
m (0) e c
(λm)
m (0) pode então ser encontrada
|ψ(0)〉 =
∑
m
Dm∑
λ′m=1
d(λ
′
m)
m (0) |Φ(λ
′
m)
m ; 0〉 ,
=
∑
m
Dm∑
λ′m=1
d(λ
′
m)
m (0)
( Dm∑
λm=1
[Um(t)]λ′m,λm |ϕ(λm)m ; 0〉
)
,
=
∑
m
Dm∑
λm=1
( Dm∑
λ′m=1
d(λ
′
m)
m (0)[Um(t)]λ′m,λm
)
︸                            ︷︷                            ︸
= c(λm)m (0)
|ϕ(λm)m ; 0〉 , (4.59)
então, o coeficiente d(λ
′
m)
m (0) será dado por
d(λ
′
m)
m (0) =
Dm∑
λm=1
c(λm)m (0)[U†m]λ′m,λm . (4.60)
Na nova base, a função de onda (4.37) fica
ψ(~x, t) =
∑
m
Dm∑
λ′m
d(λ
′
m)
m (0) e
− i~
∫ t
0 Em(t
′)dt′
Dm∑
λ”m
Φ
(λ”m)
m (~x, t) [U˜m(t)]λ”m,λ′m , (4.61)
em que Φ(λ”m)m (~x, t) ≡ 〈~x|Φ(λ”m)m ; (N − 1)∆t〉, e também
[U˜m(t)]λ”m,λ′m = T
[
exp
(
−
∫ t
0
A˜m(t′)dt′
)]
λ”m,λ′m
. (4.62)
Definindo os elementos da matriz anti-hermitiana A˜m(t) como
A˜mji (t) ≡ 〈Φ( j)m ; t|(
d
dt
|Φ(i)m ; t〉) , (i, j = 1, 2, . . . ,Dm). (4.63)
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e assim, observando que
A˜mji (t) =
( Dm∑
µ=1
[U†m(t)] jµ 〈ϕ(µ)m ; t|
)
·
(
d
dt
( Dm∑
ν=1
[Um(t)]iν |ϕ(ν)m ; t〉
))
,
=
( Dm∑
µ=1
[U†m(t)] jµ 〈ϕ(µ)m ; t|
)
·
( Dm∑
ν=1
(
(
d
dt
[Um(t)]iν) 〈ϕ(µ)m ; t|ϕ(ν)m ; t〉︸          ︷︷          ︸
= δµ,ν
+
+ [Um(t)]iν 〈ϕ(µ)m ; t|( ddt |ϕ
(ν)
m ; t〉)
))
, (4.64)
com algumas simplificações,
A˜mji (t) =
( Dm∑
µ=1
[U†m(t)] jµ
( d
dt
[Um(t)]iν
)
+
Dm∑
µ=1
( Dm∑
ν=1
[U†m(t)] jµ A(m)µν [Um(t)]iν
))
. (4.65)
As matrizes A˜m(t) e Am(t), dada a transformação unitária (4.56), ficam assim relacionadas
A˜m(t) =U†m(t)
( d
dt
Um(t)
)
+U†m(t)Am(t)Um(t) . (4.66)
Esta é a lei de transformação de um potencial de calibre de uma teoria de calibre clássica
não-Abeliana [4]. No Cap.(2), seção (2.2), constatamos que após evolução adiabática não-
cíclica, dada a liberdade de calibre, poderíamos eliminar o termo de fase geométrica. O
mesmo procedimento pode ser aplicado a Eq. (4.66), isto é, sempre será possível encontrar
uma transformação unitáriaUm(t) para A˜m(t) = 0. Isso é feito como
U†m(t)
( d
dt
Um(t)
)
= −U†m(t)Am(t)Um(t) , (4.67)
uma vez que Um(t)U†m(t) = 1, multiplica-se à esquerda, ambos os lados da Eq. (4.67) por
Um(t),
d
dt
Um(t) = −Am(t)Um(t) . (4.68)
Ao resolvermos a Eq. (4.68), encontramos
Um(t) =Um(0)T
[
exp
(
−
∫ t
0
Am(t′)dt′
)]
. (4.69)
Assim como foi feito em (4.49), os elementos de matriz A˜(m)ji (t) serão dados em função dos
campos clássicos por
A˜(m)ji (t) = 〈Φ
( j)
m ; ~R(t)|(~∇~R|Φ(i)m ; ~R〉 (t)) ·
d~R
dt
,
≡ [A˜(m)(~R(t))] ji · d
~R
dt
(4.70)
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Então, para uma evolução cíclica (t = T), a Eq. (4.69) torna-se
Um(T) =Um(0)P
[
exp
(
−
∮
C
~Am(~R) · d~R
)]
. (4.71)
Na Ref. [4], os autores argumentam que a Eq. (4.71) não pode ser igual ao operador unitário,
fato que só pode ser encontrado ao considerarmosUm(T) =Um(0), e neste caso ficamos com
P
[
exp
(
−
∮
C
~Am(~R) · d~R
)]
= 1 (4.72)
Vamos estender então a validade dos resultados obtidos no Cap.(2), seção (2.2), onde vimos
que a fase de Berry não podia ser removida mediante mudança de base em sistemas de
espectro não-degenerado. Neste caso em que o espectro do Hamiltoniano é degenerado, as
considerações feitas no Cap. (2) continuam válidas e assim, a igualdade (4.72) não poderá
ser verdadeira para um operador unitárioUm(t) qualquer [4].
4.2 A Representação de Heisenberg
A conexão entre as várias representações na Mecânica Quântica se dá através de trans-
formações unitárias. Cada tipo, ou classe de representações diferem entre si na forma de
tratar a evolução temporal do sistema, porém a fase de Berry sendo um resultado físico, será
a mesma, independente da representação adotada.
Nesta seção serão estabelecidas as relações entre as representações de Schrödinger e Hei-
senberg. A função de onda ψ(~x, t) quando escrita como um produto interno se mostrará a
mesma em qualquer representação. Na representação de Heisenberg, sendo os vetores de
estados fixos no tempo, a condição adiabática será aplicada a dinâmica dos operadores como
feito na Ref. [4].
4.2.1 Fase geométrica na representação de Heisenberg
Para evitar possíveis enganos, serão feitas algumas considerações, como o uso das
letras subscritas S (Schrödinger) e H (Heisenberg), em relação à convenção adotada na
designação dos vetores de estado e dos operadores associados a cada representação.
Na representação de Schrödinger, a dependência temporal se manifesta nos vetores de estado
e a dinâmica do sistema é governada pela equação de Schrödinger
i~
d
dt
|ψ(t)〉S = HS(t) |ψ(t)〉S . (4.73)
Como na Eq. (4.12), tomar a evolução temporal do vetor de estado |ψ(0)〉S implica em fazer
|ψ(t)〉S = U(t, 0) |ψ(0)〉S , (4.74)
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assim, para um intervalo finito de evolução temporal, onde t ∈ [0, tN], o operador U(t, 0)
poderá ser escrito, como na Eq. (4.13), como uma composição
U(tN, 0) = U(tN, tN−1)U(tN−1, tN−2) . . .U(t2, t1)U(t1, 0) . (4.75)
Isso é feito quando o intervalo [0, tN] é subdividido em N subintervalos de tempo de módulo
∆t onde, para N→∞, tem-se ∆t→ 0.
A solução da Eq. (4.73), quando ∆t→ 0, é
|ψ(t + ∆t)〉S = e−
i
~∆tHS(t) |ψ(t)〉S , (4.76)
e a Eq. (4.74) fica então
|ψ(t)〉S = U(tN, tN−1)U(tN−1, tN−2) . . .U(t2, t1)U(t1, 0) |ψ(0)〉S ,
= e−
i
~∆tHS((N−1)∆t) · · · e− i~∆tHS(∆t)e− i~∆tHS(0) |ψ(0)〉S ,
= T
[
exp
(
− i
~
∫ t
0
HS(t′)dt′
)]
|ψ(0)〉S , (4.77)
onde T é o operador de ordenação temporal, uma vez que [HS(ti); HS(t j)] , 0, para ti , t j.
O sistema fica então perfeitamente estabelecido na representação de Schrödinger. Porém, a
caracterização do sistema, originalmente na representação de Schrödinger para uma dada
representação σ é feita por meio de uma transformação unitária, como também o produto
escalar, isto é, 〈φ(t)|OS|ψ(t)〉S = 〈φ(t)|Oσ|ψ(t)〉σ deve ser independente da representação
adotada.
As representações de Heisenberg e Schrödinger se conectam por meio do operador unitário
U(t, 0). A relação entre os vetores de estado e os operadores nessas duas representações está
definida como [95]
|φ(t)〉S = U(t, 0) |φ(t)〉H (4.78)
e
OS = U(t, 0)OH(t)U†(t, 0) , (4.79)
onde |φ(t)〉S (|φ(t)〉H) e OS(OH) são respectivamente qualquer estado e operador na represen-
tação de Schrödinger (Heisenberg). Dada a condição inicial em que U(0, 0) = 1, a correspon-
dência entre os vetores de estado e os operadores nas Eqs. (4.78) e (4.79) claramente fica,
respectivamente
|φ(0)〉S = |φ(0)〉H (4.80)
e
OS = OH(0) , (4.81)
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o que significa que as representações coincidem no instante inicial t = 0. O vetor de estado
|φ(t)〉H na Eq. (4.78), quando reescrito na forma
|φ(t)〉H = U†(t, 0) |φ(t)〉S
= U†(t, 0) U(t, 0)︸           ︷︷           ︸
= 1
|φ(0)〉S
= |φ(0)〉S , (4.82)
verificando-se dessa forma, que |φ(t)〉H = |φ(0)〉H, isto é, fixo no tempo2.
Como a dependência temporal, na representação de Heisenberg, se manifesta inteiramente
nos operadores, encontrar a equação que governa a dinâmica do sistema (análoga a Eq.
(4.73)) implica em tomar a taxa de variação temporal do operador OH(t), tal como3
d
dt
OH(t) =
d
dt
(
U† OS U
)
=
(
∂
∂t
U†
)
OS U + U†
(
∂
∂t
OS
)
U + U† OS
(
∂
∂t
U
)
=
1
i~
(
(U†OSU)︸    ︷︷    ︸
= OH(t)
(U†HS(t)U)︸        ︷︷        ︸
= HH(t)
)
− 1
i~
( (
U†HS(t)U
)
(U†OSU)
)
︸                          ︷︷                          ︸
= HH(t) OH(t)
+
+U†
(
∂
∂t
OS
)
U (4.83)
onde o último termo do lado direito da Eq. (4.83) é definido como
U†
(
∂
∂t
OS
)
U ≡ ∂
∂t
OH(t) . (4.84)
Dessa forma, com alguns rearranjos, a Eq. (4.83) assume a forma conhecida da Equação de
movimento de Heisenberg, dada por
d
dt
OH(t) =
1
i~
[OH(t),HH(t)] +
∂
∂t
OH(t) . (4.85)
Caso o operador OS não tenha nenhuma dependência temporal explícita, a segunda parcela
do lado direito da igualdade na Eq. (4.85) será nula4. De modo geral, HS(t) , HH(t) uma vez
que
[
U(ti) , H(t j)
]
, 0.
Em cada representação, o sistema exibe uma forma peculiar de manifestar a evolução tem-
poral, porém grandezas como a função de onda , tomada como um produto interno, deve ser
2Mesmo sendo o operador Hamiltoniano dependente do tempo.
3A dependência temporal do operador unitário U foi omitida com o propósito de não sobrecarregar a
notação.
4Neste caso, a estrutura da equação de movimento de Heisenberg é similar a equação de movimento clássica
de uma variável O que não depende explicitamente do tempo, tal que
d
dt
O = {O,H}, onde {O,H} é o parêntesis
de Poisson entre O e H [95].
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invariante, independente da representação adotada. Antes de fazer essa verificação, faz-se
necessário introduzir o conjunto de bases do espaço das coordenadas de posição, {|~x; t〉H} e
{|~x〉S} associadas respectivamente a cada representação, de Heisenberg e de Schrödinger. A
equação de autovalor do operador de posição para cada representação é
XH(t) |~x; t〉H = ~x |~x; t〉H (4.86)
e
XS |~x〉S = ~x |~x〉S , (4.87)
em que o vetor de estado |~x; t〉H, a partir da Eq. (4.78), se conecta ao estado |~x〉S da seguinte
forma
|~x; t〉H = U†(t, 0) |~x〉S
= e
i
~∆tHS(0) e
i
~∆tHS(∆t) · · · e i~∆tHS((N−1)∆t) |~x〉S
= T −1
[
exp
(
− i
~
∫ t
0
HS(t′)dt′
)]
|~x〉S . (4.88)
A função de onda poderá agora ser escrita independente da representação
ψ(~x, t) = 〈~x|ψ(t)〉S
=
(〈~x|U(t, 0)) |ψ(0)〉S
= 〈~x; t|ψ〉H , (4.89)
ou ainda, de forma alternativa
ψ(~x, t) = 〈~x; t|ψ〉H
= 〈~x|
[
T exp
(
− i
~
∫ t
0
HS(t′)dt′
)]
|ψ(0)〉S . (4.90)
Na representação de Heisenberg, a condição adiabática se manifestará sobre a dinâmica dos
operadores, dada sua dependência temporal. Da relação que conecta os operadores na Eq.
(4.79), tem-se que,
OH(t) = U†(t, 0) OS U(t, 0)
= e
i
~∆tHS(0) · · · e i~∆tHS((N−1)∆t) OS e− i~∆tHS((N−1)∆t) · · · e− i~∆tHS(0) ; (4.91)
no caso mais geral em que o operador Hamiltoniano possui o espectro de autovalores de
energia degenerado, em cada instante existirá uma base {|ϕ(λn)n ; t〉S} de autoestados de HS(t).
Nota-se na Eq. (4.91) que o operador Hamiltoniano na representação de Schrödinger ainda
se faz presente (em cada exponencial). A fim de eliminar essa dependência, 2N opera-
dores identidade (ver Eq.(4.28)) serão adicionados, um entre cada instante t j = j ∆t (com
j = 0, 1, · · · ,N − 1) dessa equação.
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Como feito anteriormente (ver seção (4.1), subseção (4.1.2)) o teorema adiabático será
aplicado ao produto escalar, 〈ϕ(λnj )n j ; j∆t|e−
i
~HS(t)( j∆t)|ϕ(λnj+1 )n j+1 ; ( j + 1)∆t〉, e no limite adiabático
(T→∞) a evolução de qualquer operador na representação de Heisenberg fica [4]
OH(t) =
∑
n,m
Dn∑
λ(1)n ,λ
(2)
n =1
Dm∑
λ(1)m ,λ
(2)
m =1
exp
( i
~
∫ t
0
(En(t′) − Em(t′)) dt′
)
|ϕ(λ(1)n )n ; 0〉S S 〈ϕ(λ
(1)
m )
m ; 0| ×
×
[
P
(
exp
(
−
∫
C
~An(~R) · d~R
))]†
λ(1)n ,λ
(2)
n
O
λ
(2)
n ,λ
(2)
m
(t) ×
×
[
P
(
exp
(
−
∫
C
~Am(~R) · d~R
))]
λ(2)m ,λ
(1)
m
, (4.92)
onde as matrizes ~Aµ(~R), com µ = n,m, foram definidas na Eq. (4.49) e com elemento de
matriz dado por
Oλn ,λm (t) ≡ S〈ϕ(λn)n ; t|OS|ϕ(λm)m ; t〉S . (4.93)
O caso não degenerado será obtido a partir da Eq. (4.92) ao fazer Dn = Dm = 1.
Na Ref. [96], Yves Brihaye e Piotr Kosin´ski também discutem sobre a aproximação adiabática
e a fase de Berry no âmbito da representação de Heisenberg. Neste trabalho, a assim chamada
representação de Heisenberg adiabática é definida como a representação de Heisenberg
que reproduz o comportamento temporal dos valores esperados dados pela aproximação
adiabática na representação de Schrödinger, como discutido brevemente nessa seção.
Capítulo 5
EFEITO AHARONOV-BOHM DUAL
O trabalho pioneiro que discutia os efeitos locais dos potenciais eletromagnéticos
surgiu em 1948, um esforço conjunto de Ehrenberg e Siday [97]. Aproximadamente uma
decáda depois, em 1959, Y. Aharonov e D. Bohm, em coautoria no artigo [1] "Significance
of electromagnetic potentials in the quantum theory", investigaram a influência dos potenci-
ais elétromagnéticos em regiões livres de campos ao analizar o padrão de interferência de
partículas carregadas na presença de um solenóide (com fluxo de campo em seu interior,
região inacessível a partícula) e demostraram que, em virtude disso, a função de onda das
partículas adiquiriam uma fase topológica quântica diretamete associada ao potencial vetor.
Uma parte da comunidade de físicos da época enxergou neste fenômeno um paradoxo. Esse
espanto, vem do fato do sistema quântico residir em uma região do espaço onde não existe
campo magnético ~B (e/ou elétrico ~E) e, dessa forma, não havendo forças que modificassem
sua dinâmica.
No eletromagnetismo clássico, os campos são quantidades mensuráveis e o conceito de
força é fundamental, enquanto que os potenciais são meras construções matemáticas sujeitas
a transformações de calibre. Porém, ao tratar a dinâmica de sistemas quânticos, a Equação
de Schrödinger não envolve forças e campos e é necessariamente expressa em termos dos
potenciais vetor e/ou escalar, o que os eleva ao status de quantidades fundamentais.
A partir de 1960, com o trabalho de Shambers [98] dá-se início à uma série de verifica-
ções experimentais do Efeito Aharonov-Bohm. O caso em que é empregado um solenóide
(suposto) infinito tem sido largamente explorado em estudos teóricos [99–101]. No entanto,
reproduzir um solenóide infinito implica em sérias difícudades práticas, uma vez que o
campo magnético ~B não pode ser completamente confinado em seu interior.
A fim de evitar esse impasse, Tonomura et al [102–104] empregaram magnetos toroi-
dais, que confinassem o campo magnético em seu interior, em seus estudos experimentais.
Uma análise matemática rigorosa do Efeito Aharonov-Bohm com magnetos toroidais dadas
as condições experimentais de Tonomura et al [102–104] é feita por Miguel Ballesteros e
Ricardo Weder [105].
Em 1984, Aharonov e Casher [106] investigaram a dinâmica quântica de um dipólo
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magnético na presença de uma densidade linear de cargas elétricas e verificaram o surgi-
mento de uma segunda fase topológica quântica nesta dinâmica. A esse fenômeno deu-se o
nome de Efeito Aharonov-Casher (AC) e reproduções experimentais que o comprovassem
foram realizadas com interferômetro de nêutrons [107], interferômetros Ramsey ou Ramsey-
Bordé com átomos e moléculas [108–112] e recentemente com interferômetros usando átomos
de lítio [113].
He e Mckellar [114] em 1993 e Wilkens [115] de forma independente em 1994, previ-
ram a existência de uma terceira fase topológica quântica, adiquirida por um dipolo elétrico,
quando circulado em torno e em paralelo, a uma densidade linear de cargas (monopolos)
magnéticos. Na literatura, essa fase é conhecida por fase He-Mckellar-Wilkens (HMW), que
por sua vez é essencialmente a transformação (de Maxwell) dual da fase AC. Uma configu-
ração experimental prática foi proposta por Wei, Han e Wei [116] para verificar essa fase.
Medidas recentes da fase HMW também foram realizadas [117, 118]. Nos últimos
anos, He e Meckellar estudaram uma série de efeitos duais em Mecânica Quântica e Teoria
de Campo [119, 120]. Ericsson e Sjosqvist [121] estudaram, do ponto de vista da duali-
dade Aharonov-Casher, um efeito dual dos níveis de Landau e discutiram uma possível
aplicação em condensados de Bose-Einstein. Observações de fases topológicas também apa-
recem quando Anandan [122] fornece um tratamento unificado e totalmente relativístico
da interação entre momentos de dipólo elétrico e mgnético de uma partícula e um campo
eletromagnético.
Dowling, Williams e Franson [7] propuseram uma descrição unificada de todos os três
fenômenos (AB, AC e HMW) discutindo a relação de dualidade eletromagnética de Maxwell
entre as três fases quânticas. Eles estudaram o efeio AB usando as transformações de duali-
dade de Maxwell e propuseram um quarto fenômeno, o efeito Aharonov-Bohm dual (ABd)
e obtendo assim, a fase quântica ABd. C. Furtado e G. Duarte [6], analizaram o efeito ABd
em detalhes. Eles construiram a langrangeana que representava o sistema físico e por meio
de uma análise do fenômeno extrairam todas as informações relevantes ao problema.
Neste capítulo, será investigada a dinâmica quântica de um monopolo magnético na
presença de um solenóide elétrico linear que gera fluxo de campo elétrico (confinado no
interior do solenóide). O Efeito Aharonov-Bohm dual será analizado e discutido sob a ótica
das transformações de dualidade e a lagrangeana que representa esse sistema físico será
obtida. O experimento de interferência por fenda dupla será estudado na presença de um
potencial vetor elétrico. Por fim, demonstra-se o surgimento da fase de Berry.
5.1 O potencial vetor dual
Monopolos magnéticos ou monopolos de Dirac, são partículas que comportam-se
como pólos isolados, norte ou sul, e foram objetos de especulação desde os primeiros
estudos detalhados sobre campos magnéticos há tempos atrás [123]. A ocorrência de
cargas magnéticas pontuais na natureza poderia elucidar um do maiores mistérios da Física
contemporânea no que diz respeito a quantização da carga elétrica, conforme demonstrou P.
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A. M. Dirac [16] em 1931. Nesse trabalho, Dirac combina argumentos da mecânica quântica
e da eletrodinâmica clássica e identifica os potenciais eletromagnéticos consistentes com a
existência dos monopolos.
Apesar de nenhuma observação experimental direta até então, análogos de mono-
polos magnéticos foram encontrados em gelos de spin exóticos [124, 125] e em outros
sistemas [126–128]. Porém, em 2014, com o trabalho "Observation of Dirac monopoles in a
synthetic magnetic field", M. W. Ray et al [129] demostraram a criação controlada [130] de
monopolos de Dirac por um campo magnético sintético produzido por um condensado
spinorial de Bose-Einstein. De acordo com os próprios autores, os resultados obtidos na
Ref. [129] oferecem uma oportunidade sem precedentes para observar e manipular essas
entidades quânticas em um ambiente controlado.
Ao admitirmos a existência de cargas (monopolos) magnéticas, as equações de Maxwell
(em sua versão diferencial), assumem uma forma simétrica, tal como [131]:
~∇ · ~E = 4piρe , (5.1)
~∇ × ~B − 1
c
∂~E
∂t
=
4pi
c
~je , (5.2)
~∇ · ~B = 4piρm , (5.3)
~∇ × ~E + 1
c
∂~B
∂t
= −4pi
c
~jm (5.4)
onde a velocidade da luz no vácuo é dada por c =
√
1
µ00
. Por definição as densidades de
corrente elétrica e magnética são~je e~jm, e as densidades volumétricas de cargas são ρe e ρm,
respectivamente.
Uma consequência das leis da eletrodinâmica é a conservação local da carga, que neste
caso é elétrica e magnética. Dessa forma, aplicando a divergência na Eq. (5.4) tem-se que,
~∇ ·
(
~∇ × ~E
)
︸      ︷︷      ︸
= 0
+
1
c
~∇ ·
∂~B∂t
 = −4pic (~∇ ·~jm) ,
1
c
∂
∂t
(
~∇ · ~B
)
︸ ︷︷ ︸
= 4piρm
=
4pi
c
(
~∇ ·~jm
)
,
∂ρm
∂t
= −
(
~∇ ·~jm
)
,
~∇ ·~jm + ∂ρm∂t = 0 . (5.5)
Essa, é a equação da continuidade (sem termos de fontes) para a carga magnética. A carga
elétrica também apresenta uma equação semelhante, obtida de forma análoga a Eq. (5.5) ao
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aplicar a divergência na Eq. (5.2), ficando por fim,
~∇ ·~je + ∂ρe∂t = 0 . (5.6)
As leis de conservação de energia e momento também podem ser aplicadas para distri-
buições de cargas e correntes magnéticas, analogamente ao que foi feito na Ref. [131] para
distribuições de cargas e correntes elétricas.
Ao tratar o efeito Aharonov-Bohm do ponto de vista das transformações de dualidade,
obtém-se o efeito Aharonov-Bohm dual. Portanto, se faz necessário esboçar as relações de
transformação de dualidade entre as grandezas (campos, cargas, correntes, etc) elétricas (ζe)
e magnéticas (ζm). Na forma de uma matriz isso se traduz como [132],ζeζm
 =  cos(θ) sin(θ)− sin(θ) cos(θ)
 ζ′eζ′m
 , (5.7)
sendo θ o ângulo definido no espaço por ~E e ~B1. A relação entre as grandezas com linha e
sem linha é dada pela matriz de transformação
Ξζ′,ζ =
 cos(θ) sin(θ)− sin(θ) cos(θ)
 , (5.8)
que por sua vez, é uma matriz ortogonal, isto é, Ξ−1 = ΞT. Com isso, a transformação inversa
da Eq. (5.7) pode ser obtida comζ′eζ′m
 = cos(θ) − sin(θ)sin(θ) cos(θ)
 ζeζm
 . (5.9)
A forma matricial (5.7) pode ser explícitamente representada pelo conjunto de equações que
versam grandezas elétricas (ρe,~je, ~E) e magnéticas (ρm,~jm, ~B)
ζe =
(
ζ′e cos(θ) + ζ′m sin(θ)
)⇒

ρe =
(
ρ′e cos(θ) + ρ′m sin(θ)
)
~je =
(
~j′e cos(θ) +~j′m sin(θ)
)
~E =
(
~E′ cos(θ) + ~B′ sin(θ)
)
,
(5.10)
e também por
ζm =
(−ζ′e sin(θ) + ζ′m cos(θ))⇒

ρm =
(−ρ′e sin(θ) + ρ′m cos(θ))
~jm =
(
−~j′e sin(θ) +~j′m cos(θ)
)
~B =
(
−~E′ sin(θ) + ~B′ cos(θ)
)
.
(5.11)
As Eqs. de Maxwell (5.1, 5.2, 5.3, 5.4) são invariantes quando sujeitas as transformações
1No caso em questão, θ =
pi
2
.
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de dualidade (5.10) e (5.11). Essa verificação pode ser encontrada no excelente material
apresentado na Ref. [132]. Para θ =
pi
2
as transformações (5.10) e (5.11) levam às seguintes
relações de correspondência entre as grandezas elétricas (GE) e magnéticas (GM), conhecidas
também por transformações de Heaviside [6]
TRANSFORMAÇÕES DE HEAVISIDE
Tabela 5.1. (a) Correspondência entre as grandezas eletromagnéticas associadas as Eqs.
(5.11). (b) Correspondência entre as grandezas eletromagnéticas associadas as Eqs.
(5.10).
GM 7−→ GE
g → q
~Jm → -~Je
~B → -~E
(a)
GE 7−→ GM
q → g
~Je → ~Jm
~E → ~B
(b)
sendo q e g respectivamente, as cargas elétricas e magnéticas. Nas referências [6, 7]
convenciona-se a carga g como o pólo norte magnético.
Ao desconsiderar a presença de cargas (densidades) elétricas (ρe,~je) nas Eqs. (5.1) e (5.2),
uma nova configuração física é criada: a magnetodinâmica [133]. Assim, as Eqs. de Maxwell
assumem agora a seguinte forma:
~∇ · ~E = 0 , (5.12)
~∇ × ~B − 1
c
∂~E
∂t
= 0 , (5.13)
~∇ · ~B = 4piρm , (5.14)
~∇ × ~E + 1
c
∂~B
∂t
= −4pi
c
~jm . (5.15)
Nesta situação em particular, como o ~∇ · ~E = 0, consequentemente é possível definir um
potencial vetor elétrico, dual em relação ao potencial vetor magnético ~Am, de tal forma que
o campo elétrico possa ser escrito como,
~E = ~∇ × ~Ae . (5.16)
Ao tomar a Eq. (5.16) na Eq. (5.13) encontra-se
~∇ ×
~B − 1c ∂~Ae∂t
 = 0 , (5.17)
e para que essa igualdade seja matematicamente consistente, o termo entre parênteses pode
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ser definido por,
− ∇φm ≡ ~B − 1c
∂~Ae
∂t
, (5.18)
sendo φm o potencial escalar magnético. Assim, o campo magnético ~B pode ser escrito de
forma mais conveniente em função dos potenciais escalar (φm) e vetorial (~Ae) como
~B = −∇φm + 1c
∂~Ae
∂t
. (5.19)
Partindo agora para uma situação física idealizada em que se admite a existência de um
solenóide de comprimento infinito e de raio R (muito pequeno), alinhado ao eixo cartesiano
z (eˆz). Assim como na Ref. [7], o solenóide também pode ser entendido como um tubo onde
em seu interior existe uma distribuição linear de dipólos elétricos (designados por ~d), como
esboçado na figura (5.1).
Figura 5.1. Fluxo de dipólos elétricos no interior do solenóide - adaptado da Ref. [7].
O campo elétrico do solenóide é dado por
~E =
E0 eˆz , r ≤ R0 , r > R , (5.20)
isto é, o campo elétrico esta totalmente confinado ao interior do solenóide. Para encontrar o
fluxo, considerando a Eq. (5.16), basta tomar a integral de superfície,
Φe =
"
S
~E · eˆz ds
=
"
S
(
~∇ × ~Ae
)
· eˆz ds . (5.21)
Mesmo que o campo elétrico seja nulo para r > R, isso não descarta a possibilidade de que o
potencial ~Ae seja diferente de zero nessa região. Aplicando o teorema de Stokes na Eq. (5.21)
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tem-se, ∮
C
~Ae · d~x =
"
S
(
~∇ × ~Ae
)
· eˆz ds , (5.22)
sendo ~Ae = Ae eˆϕ, e eˆϕ o vetor unitário na direção do ângulo azimutal crescente. Logo, para
todo o espaço, o potencial vetor ~Ae, pode ser dado por:
~Ae =

E0r
2
eˆϕ , r ≤ R
E0R2
2r
eˆϕ , r > R ,
(5.23)
e dessa forma, para r > R, o potencial vetor ~Ae pode ser escrito em função do fluxo no interior
do solenóide como ∮
C
~Ae · d~x = Φe
~Ae =
Φe
2pir
eˆϕ . (5.24)
A Eq. (5.24) é versão dual daquela encontrada na Ref. [100], onde Berry analiza o
efeito Aharonov-Bohm fazendo uso do método do fator de fase de Dirac, dadas as mesmas
condições físicas idealizadas para o solenóide. Do ponto de vista das transformações de
dualidade, os potenciais vetor elétrico ~Ae e magnético ~Am, estão relacionados pela transfor-
mação: ~Ae → ~Am e ~Am → −~Ae. Estas sendo válidas, uma vez consideradas o conjunto de
transformações para campos e cargas.
Estudos que tratam do potencial vetor elétrico podem ser encontrados em [134, 135].
Afanasiev [136], com o uso do potencial vetor elétrico, tratou de solenóides elétricos estáticos
e não estáticos. Yamashita e Tomioshi [137] usaram o potencial vetor elétrico no estudo do
efeito Aharonov-Bohm ao tratar a dinâmica de fluxons em anéis bi-dimenssionais.
Na Ref. [138] é apresentada uma revisão e discussão do significado físico do potencial
vetor no elétromagnetismo por meio de um experimento análogo ao descrito neste capítulo,
em que um campo magnético2 é gerado por um solenóide "infinitamente"longo (ou alter-
nativamente por uma distribuição de corrente toroidal). O campo magnético é confinado
no interior do solenóide (ou no toro) sendo nulo fora dele. No entanto, um anel metálico
de resistência uniforme é disposto fora do solenóide (região livre de campo magnético ) e
concêntrico ao seu eixo. Sobre o anel metálico é produzida uma força eletromotriz (fem),
gerada pela taxa de variação temporal do fluxo de campo dentro do solenóide, sendo o
potencial vetor o agente direto sobre as cargas no anel produzindo assim uma corrente sobre
ele. Nessa referência, também é feita uma breve discussão acerca do deslocamento de fase
gerado pelo efeito Aharonov-Bohm.
2Neste caso, o campo é lentamente dependente do tempo, porém considera-se em boa aproximação o campo
magnético uniforme uma vez que o solenóide é muito longo.
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5.2 A dinâmica quântica
Afim de investigar a dinâmica quântica de um monopolo magnético na presença de
um solenóide elétrico, se faz necessário encontrar o operador Hamiltoniano que de forma
apropriada, possa descrever esse sistema. Para este fim, a Lagrangiana clássica dual do
sistema também será determinada.
Classicamente, a força experimentada por um monopolo magnético g em movimento
num campo eletromagnético externo é a própria força de Lorentz em sua versão dual [6,123],
~F = m
d2~x
dt2
= g
[
~B − (1
c
~˙x × ~E)
]
, (5.25)
onde m é a massa do monopolo magnético. Como as Eqs. de Maxwell permitem escrever os
campos elétrico e magnético em função dos potenciais escalar φm e vetorial ~Ae, tal como nas
equações (5.16) e (5.19), a Eq. (5.25) pode então ser reescrita como
~F = g
(−∇φm + 1c ∂~Ae∂t ) − 1c ~˙x × (~∇ × ~Ae)
 , (5.26)
uma vez que ~Ae = ~Ae(~x, t), nota-se que sua derivada total em relação ao tempo é
d~Ae
dt
=
∂~Ae
∂x
x˙ +
∂~Ae
∂y
y˙ +
∂~Ae
∂z
z˙ +
∂~Ae
∂t
=
(
~˙x · ~∇
)
~Ae +
∂~Ae
∂t
, (5.27)
e ainda usando a igualdade
~˙x ×
(
~∇ × ~Ae
)
= ∇
(
~˙x · ~Ae
)
−
(
~˙x · ~∇
)
~Ae , (5.28)
consciente de que o operador diferencial nabla afeta apenas as coordenadas de posição3, a
Eq. (5.26) se reduz a
~F = g
−∇φm + 1c
d~Aedt − (~˙x · ∇)~Ae
 − 1c (∇(~˙x · ~Ae) − (~˙x · ~∇)~Ae)

= −∇
(
gφm +
g
c
(~˙x · ~Ae)
)
+
g
c
d~Ae
dt
. (5.29)
Quando as coordenadas generalizadas (de posição (qi) e velocidade (q˙i)) são utilizadas como
as próprias coordenadas cartesianas do monopolo, as componentes da força generalizada4,
3Em geral vale a identidade ∇
(
~a · ~b
)
=
(
~a · ~∇
)
· ~b +
(
~b · ~∇
)
· ~a + ~a ×
(
~∇ × ~b
)
+ ~b ×
(
~∇ × ~a
)
[139].
4Neste caso, as forças generalizadas advém de funções do tipo U(q1, . . . , qn, q˙1, . . . , q˙n, t), chamadas de poten-
ciais generalizados ou potenciais dependentes das velocidades, por meio da Eq. (5.30) [139].
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são dadas por
Fi = −∂U∂qi +
d
dt
(
∂U
∂q˙i
)
, (5.30)
e coincidem com as componentes cartesianas da força de Lorentz dual. Com o uso do
operador ~∇v = ∂/∂x˙ eˆi + ∂/∂y˙ eˆ j + ∂/∂z˙ eˆk , e considerando que as coordenadas de posição
e velocidades generalizadas são tratadas como quantidades independentes [139], a Eq. (5.29)
fica
~F = −∇
(
gφm +
g
c
(~˙x · ~Ae)
)
+
d
dt
[
∇v
(
gφm +
g
c
(~˙x · ~Ae)
)]
, (5.31)
pois φm e ~Ae independem da velocidade.
Fazendo uma inspeção direta ao comparar as equações (5.30) e (5.31) nota-se que a energia
potencial do sistema se revela como
U = g
(
φm +
1
c
~˙x · ~Ae
)
. (5.32)
Define-se a função de Lagrange ou, simplesmente, Lagrangiana L por
L = T −U , (5.33)
onde T é a energia cinética do monopolo, dada por
T =
1
2
mx˙2 . (5.34)
A Lagrangiana clássica de um monopolo magnético na presença de um campo eletromag-
nético externo pode agora ser escrita como
L =
1
2
mx˙2 − g
(
φm +
1
c
~˙x · ~Ae
)
. (5.35)
Ao fazer uma transformação de calíbre para os potenciais, do tipo ~A′e = ~Ae − ∇α e φ′m =
φm−1c
∂α
∂t
, ondeα(~x, t) é uma função arbitraria, a Lagrangiana (5.35) transforma-se da seguinte
maneira:
L′ = 1
2
mx˙2 − g
(
φ′m +
1
c
~˙x · ~A′e
)
=
1
2
mx˙2 − g
(
φm +
1
c
~˙x · ~Ae
)
+
g
c
(
~˙x · ∇α + ∂α
∂t
)
= L +
g
c
dα
dt
. (5.36)
As lagragianas L′(~x, ~˙x, t) e L(~x, ~˙x, t) são chamadas de equivalentes, já que diferem entre si por
uma derivada total em relação ao tempo de uma função arbitrária α(~x, t). O princípio de Ha-
milton, também chamado de princípio de mínima ação, tem como importante consequência
o fato de Lagrangianas equivalentes levarem as mesmas equações de movimento. Isso pode
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ser verificado ao considerar a ação S′ associada a lagrangiana L′, tal como [139]
S′ =
∫ t2
t1
L′dt
=
∫ t2
t1
Ldt +
g
c
∫ t2
t1
dα
dt
dt
= S +
g
c
[
α(~x(t2), t2) − α(~x(t1), t1)] . (5.37)
Como a variação da ação mantém os extremos ~x(t2) e ~x(t1) fixos, δS′ = δS. E assim, as
condições δS′ = 0 e δS = 0 são idênticas. Isso mostra que os potenciais
(
~Ae, φe
)
e
(
~A′e, φ′e
)
produzem as mesmas consequências físicas (classicamente). Ao considerar a ausência de
fontes de campo magnético a dinâmica clássica se restringirá ao movimento do monopolo
na presença do campo elétrico.
A Hamiltoniana não relativística clássica da partícula é dada, em virtude das transformação
de Legendre, pela equação
H = ~P · ~˙x − L , (5.38)
sendo ~P o chamado momento canônico, o qual pode ser obtido apartir da Eq. (5.35) ao fazer
~P =
∂L
∂~˙x
= m~˙x − g
c
~Ae . (5.39)
O termo de velocidade (generalizada) pode ser colocado em função do momento canônico,
~˙x =
1
m
(
~P +
g
c
~Ae
)
. (5.40)
A hamiltoniana que descreve a dinâmica de um monopolo magnético na presença de campos
eletromagnéticos, dada pela Eq. (5.38), pode ser reescrita de maneira mais conveniente,
H =
~P
m
·
( 1
2m
~P +
g
c
~Ae
)
−
[
1
2m
(
~P +
g
c
~Ae
)2
− g
(
φm +
1
mc
(
~P +
g
c
~Ae
)
~Ae
)]
=
1
2m
(
~P +
g
c
~Ae
)2
+ gφm . (5.41)
Uma forma segura de verificar se todo argumento matemático dado até aqui é consistente, é
considerar as equações de Hamilton ou equações canônicas de Hamilton, que se apresentam
sob a forma
~˙x =
∂H
∂~P
(5.42)
e
~˙P = −∂H
∂~x
, (5.43)
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e encontrar a equação do movimento da partícula. Isso pode ser feito uma vez que
~˙x =
1
m
(
~P +
g
c
~Ae
)
(5.44)
e
~˙P = − 1
2m
[
~∇
((
~P +
g
c
~Ae
)
·
(
~P +
g
c
~Ae
))]
+ g∇φm . (5.45)
Usando a seguinte propriedade ∇
(
~Π · ~Π
)
= 2
(
~Π · ~∇
)
~Π + 2~Π ×
(
~∇ × ~Π
)
, com ~Π =
(
~P +
g
c
~Ae
)
,
o cálculo de ~˙P segue como
~˙P = − 1
2m
[
~∇
((
~P +
g
c
~Ae
)
·
(
~P +
g
c
~Ae
))]
+ g∇φm
= − g
mc
[(
~P +
g
c
~Ae
) (
~∇ · ~Ae
)
+
(
~P +
g
c
~Ae
)
×
(
~∇ × ~Ae
)]
+ g∇φm
=
g
c
[
~˙x
(
~∇ · ~Ae
)
+ ~˙x ×
(
~∇ × ~Ae
)]
+ g∇φm . (5.46)
Com a ajuda da identidade (5.27), essa equação pode ser expressa em função dos campos ~B
e ~E, tornando-se por fim
~F = m
d2~x
dt2
= g
[
~B − (1
c
~˙x × ~E)
]
, (5.47)
isto é, a já esperada força de Lorentz dual.
A dinâmica quântica do sistema inicialmente proposto fica perfeitamente representada ao
se admitir a versão quântica da Hamiltoniana (5.41). A partir disso, é possível esboçar a
equação de Schrödinger dependente do tempo[
1
2m
(
−i~~∇ + g
c
~Ae
)2
+ V(~x, t)
]
Ψ(~x, t) = i~
∂
∂t
Ψ(~x, t) , (5.48)
onde V(~x, t) é o operador associado a energia potencial da partícula que, eventualmente,
pode incluir a contribuição magnética gφm. Aqui existe uma sutileza: para encontrar a
Eq. (5.41) foi necessário partir do pressuposto de que o monopolo estava na presença de
campos eletromagnéticos, o que justificava a ação da força de Lorentz dual sobre a partícula.
Porém, ao adotar a sua versão quântica à realidade física do problema abordado, nota-se
que na região onde se encontra a partícula não há campos, e mesmo assim o potencial vetor
modifica a dinâmica do monopolo, o que justifica o fato de que ~Ae seja uma grandeza mais
fundamental de que o campo ~E.
A função de onda, Ψ(~x, t), solução da Eq. (5.48), como pontuado por Dirac [16] e mencionado
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por Berry [2, 100] é construida da seguinte forma
Ψ(~x, t) = Ψ0(~x, t) exp
−i g~c
∫ ~x
~x0
~Ae(~x′) · d~x′
 , (5.49)
sendo ~x0 um ponto de referência escolhido de forma arbitrária. Apartir da solução (5.49) é
possível resgatar a Eq. de Schrödinger desacoplada ao potencial ~Ae. Isso pode ser feito ao
considerarmos a definição5
Ω(~x) ≡ − g
~c
∫ ~x
~x0
~Ae(~x′) · d~x′ , (5.50)
com o propósito de tornar o cálculo um pouco menos carregado. Em termos de Ψ0(~x, t), o
gradiente de Ψ(~x, t) é
∇Ψ(~x, t) = eiΩ(~x) (i∇Ω(~x))Ψ0(~x, t) + eiΩ(~x) (∇Ψ0(~x, t)) . (5.51)
Como ∇Ω(~x) = − g
c
~Ae, avaliado diretamente da Eq. (5.50), de modo que(
−i~~∇ + g
c
~Ae
)
Ψ(~x, t) = −i~eiΩ(~x) ∇Ψ0(~x, t) , (5.52)
segue-se que (
−i~~∇ + g
c
~Ae
)2
Ψ(~x, t) = −~2eiΩ(~x) ∇2Ψ0(~x, t) . (5.53)
Ao inserir esse resultado na Eq. (5.48) e com o cancelamento do fator comum eiΩ(~x), encontra-
se a Eq. de Schrödinger desacoplada ou, na ausência do campo elétrico no solenóide (dado
que na dependência de ~Ae, φe é expresso em função de ~E),
− ~
2
2m
∇2Ψ0(~x, t) + V(~x, t)Ψ0(~x, t) = i~ ∂∂tΨ0(~x, t) . (5.54)
Conclui-se então que, Ψ0(~x, t) satisfaz a equação de Schrödinger sem a presença do potencial
vetor ~Ae. Com a solução dessa equação, fazer a correção que justifique a presença do
potencial vetor torna-se simples ao tomar o produto por eiΩ(~x). A solução geral da Eq. (5.48),
na ausência do potencial V(~x, t) se dá como,
Ψ(~x, t) = ψ0(~x)e−i t E0/~ exp
−i g~c
∫ ~x
~x0
~Ae · d~x
 , (5.55)
ondeψ0(~x) é a solução da equação de Schrödinger independente do tempo e E0 seu respectivo
autovalor de energia na ausência do campo elétrico.
5A definição faz sentido somente quando ~∇ × ~Ae = 0 para toda região em questão, do contrário, a integral
de linha dependeria do trajéto que conecta ~x0 à ~x, e dessa forma, não definiria uma função de ~x [24].
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5.2.0.1 Modificação dos níveis de energia
A configuração física do sistema abordado, como indicado na figura (5.2), trata uma
partícula com carga g, restrita a se mover em uma trajetória circular de raio b e concêntrica
ao solenóide, disposto perpenducularmente ao plano dessa órbita e com raio R < b, onde
em seu interior há fluxo de campo elétrico uniforme.
Figura 5.2. Monopólo magnético executando uma trajetória circular, perpendicular ao eixo do
solenóide - adaptado da Ref. [24].
Por questões práticas, o solénoide é considerado muito longo (suposto infinito), assim não
havendo fuga de campo no domínio da partícula. Apesar da inexistência de campo fora
do solenóide, como mencionado na seção anterior, na região onde a partícula se encontra o
potencial vetor é diferente de zero, e dado em função do fluxo no interior do solenóide como
~Ae =
Φe
2pir
eˆϕ (r > R) , (5.56)
sendo Φe = piR2E0, o fluxo elétrico através do solenóide.
Na ausência de densidade de cargas, isto é, com o solenóide descarregado, o potencial escalar
é nulo. Dessa condição, resulta que o operador Hamiltoniano do sistema fica
H =
1
2m
(
−i~~∇ + g
c
~Ae
)2
=
1
2m
[
−~2∇2 +
( g
c
~Ae
)2
− 2i~g
c
(
~Ae · ~∇
)]
. (5.57)
A julgar pela simetria do problema, o operador diferencial ~∇ pode ser dado tanto em coor-
denadas esféricas, quanto em coordenadas cilíndricas, já que o movimento circular de raio
constante b é realizado no plano perpendicular ao solenóide, isto é θ = pi/2, ficando então
~∇ →
(
1
b
d
dϕ
eˆϕ
)
. A função de onda da partícula é na verdade uma função apenas da variável
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azimutal (ϕ). A equação de Schrödinger independente do tempo, quando considerada a Eq.
(5.56), fica
1
2m
−~2b2 d2dϕ2 − i~gΦecpib2 ddϕ +
(
gΦe
2pibc
)2ψ(ϕ) = Eψ(ϕ) , (5.58)
que se caracteriza por ser uma equação diferencial linear com coeficientes constantes:(
d2
dϕ2
+ 2iβ
d
dϕ
+ ξ
)
ψ(ϕ) = 0 (5.59)
com as definições
β ≡ gΦe
2pi~c
(5.60)
e
ξ ≡
(
2mb2E
~2
− β2
)
. (5.61)
Da teoria de equações diferenciais elementares [140], as soluções da Eq. (5.59) são da forma
ψ(ϕ) = D eiλϕ, onde D é a constante de normalização. Ao substitui-la na Eq. (5.59), encontra-
se a seguinte equação característica
λ2 + 2βλ − ξ = 0 , (5.62)
da qual, se obtém as raízes
λ = −β ±
√
β2 + ξ
= −β ± b
~
√
2mE . (5.63)
Para queψ(ϕ) possa de fato representar a solução da Eq. (5.59), sua continuidade emϕ = 2pi,
requer que λ seja um número inteiro, o que significa
n = −β ± b
~
√
2mE , (5.64)
de onde conclui-se que,
En =
~2
2mb2
(
n +
gΦe
2pi~c
)2
, (n = 0,±1,±2, . . .) . (5.65)
Os autovalores de energia podem ser melhor avaliados quando considerada a convenção:
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CONVENCIONANDO A CARGA MAGNÉTICA
Tabela 5.2. Convenção adotada para distinguir a carga magnética.
Pólos Carga do Pólo Sinal da Carga
Norte gN g > 0
Sul gS g < 0
A Eq. (5.65) indica que o solenóide quebra a dupla degenerescência da energia do
monopolo em seu movimento circular: n negativo representa a partícula movimentando-se
na mesma direção e sentido da corrente no solenóide e corresponde a uma energia mais
baixa (assumindo que g = gN, como nas Ref. [6, 7]), quando comparado com o caso em que
o solenóide esta ausente; n positivo descreve uma partícula movendo-se em sentido oposto
ao da corrente no solenóide. Este, é um exemplo simplificado do efeito Aharonov-Bohm
dual em sua versão de estados ligados, onde as energias permitidas claramente dependem
do campo ~E no interior do solenóide, mesmo sendo este nulo no domínio da função de onda
da partícula.
5.3 O experimento de interferência por fenda dupla
Básicamente, os efeitos Aharonov-Bohm (AB) e, por analogia o Aharonov-Bohm dual
(ABd), caracterizam-se por gerarem interferências no padrão de difração entre feixes coeren-
tes dotados de carga, de aspecto puramente quântico, consequência da presença do potencial
vetor.
Supondo inicialmente, um feixe de partículas carregadas, projetadas por uma fonte, ao
incidirem sobre um solenóide impenetrável, de comprimento muito longo (suposto infinito)
e raio infinitesimal (blindando o campo em seu interior), subdivide-se num primeiro mo-
mento, recombinando-se num instante posterior em uma região de interferência. A função
de onda recombinada, associada ao estado final das partículas carregadas, acumula uma
fase quântica extra, responsável por interferências observadas no padrão de distribuição da
densidade de probabilidade. Por questões de discussões teóricas, será mais conveniente
considerar feixes de partículas produzidos por um sistema de fenda dupla.
O tratamento matemático de maior sucesso em produzir resultados que concordam
com dados experimentais é o método das Integrais de Trajetória de Feynman [90, 141]. Na
Ref. [142] é apresentada uma interessante introdução pedagógica a este método quando
empregado na obtenção da solução analítica do clássico problema de difração e interferência
de elétrons por mecanismos de fenda simples e dupla.
Foram feitos diversos trabalhos ao longo dos anos onde o conceito de integrais de tra-
jetória foram empregados no tratamento do efeito AB [99, 143–145]. Nesta seção, o método
das integrais de caminho será empregado na avaliação das densidades de probabilidade
quando analisado os padrões de difração gerados pelo mecanismo de fenda dupla.
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5.3.0.2 Integrais de trajetórias não relativísticas
Em 1948, Richard Phillips Feynman [141] formulou o conceito de integral de trajetória,
ao basear-se em um artigo de A. P. M. Dirac [146]. Sua proposta fundamentava-se no
princípio de mínima ação quântica: "A amplitude de transição sobre os estados |a〉 e |b〉 de um
sistema quântico-mecânico é a soma das contribuições elementares, uma para cada trajetória, passando
em |a〉 no instante ta, e em |b〉 no instante tb. Cada uma dessas contribuições possui o mesmo módulo,
porém, sua fase é a ação clássica Scl para cada caminho" [90]. Esse princípio é traduzido por:
K(a→ b) =
∫ b
a
exp
( i
~
Scl
)
D[x(t)] , (5.66)
em que
Scl(b, a) =
∫ b
a
L(q, q˙, t) dt , (5.67)
e D[x(t)] é a medida de Feynman. A integral deve ser feita sobre todos os caminhos que
conectam os pontos (a, ta) e (b, tb). A integral que define K(a → b) é chamada de integral de
caminho ou propagador de Feynman [90].
No artigo de A.P.M.Dirac, havia a afirmação de que a amplitude de transição entre
dois estados quânticos de um sistema durante um intervalo de tempo  era análogo a função
exp
( i
~
Scl
)
desse sistema. Em seu trabalho, Feynman mostrou que o análogo era igual a, usando
o argumento da função exponencial como a integral da Lagrangiana, isto é, ao considerar a
ação S [90].
5.3.0.3 Abordagem qualitativa via integrais de caminho
Considere um monopolo de carga g, quando tratado do ponto de vista quântico, que
assume uma natureza dual, onda-partícula, e assim podendo difratar-se sobre as fendas,
como ilustrado na figura (5.4) (seguindo acima e abaixo de um longo cilíndro impenetrável).
Como mencionado em seções anteriores, no interior do cilíndro existe um campo elétrico
~E, constante e paralelo ao eixo do solenóide, perpendicular ao plano da página, tal como
esboçado na figura (5.3).
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Figura 5.3. Efeito Aharonov-Bohm dual: o feixe de monopolos se divide e suas metades passam
por ambos os lados de um solenóide suposto infinito - adaptado da Ref. [24].
Na seção (5.2), encontramos a Lagrangiana clássica que representa um monopolo na
presença de campos eletromagnéticos. Estando na ausência de cargas, isto é, com o próprio
solenóide descarregado, o potencial escalar φm é nulo, e a Lagrangiana (5.35) pode ser dada
em função da Lagrangiana na ausência do campo elétrico, nomeada por L(0), tal como
L(0) =
1
2
mx˙2 −→ L(0) − g
c
~˙x · ~Ae . (5.68)
A correspondente mudança na ação, para qualquer segmento definido do caminho que
conecta os pontos de coordenadas espaço-temporal (~xn−1, tn−1) a (~xn, tn) é dada por
S(0)(n,n − 1) −→ S(0)(n,n − 1) − g
c
∫ tn
tn−1
~Ae · ~˙x dt . (5.69)
Porém, esta última integral pode ser reparametrizada, sendo escrita como
− g
c
∫ tn
tn−1
~Ae ·
(
d~x
dt
)
dt = − g
c
∫ tn
tn−1
~Ae · d~x , (5.70)
onde d~x é o elemento diferencial de linha ao longo do segmento da trajetória, de tal modo
que, quando considerada a contribuição total de ~xI (onde se localiza a fonte emissora) a ~xF
(região de interferência), tem-se a seguinte mudança:
∏
exp
[
iS(0)(n,n − 1)
~
]
−→
{∏
exp
[
iS(0)(n,n − 1)
~
]}
exp
− ig~c
∫ ~xF
~xI
~Ae · d~x
 . (5.71)
Tudo isto é válido para um caminho em particular, passando acima ou abaixo do solenóide.
Portanto, ao considerar a contribuição de todos os caminhos possíveis (acima ou abaixo do
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solenóide) temos a amplitude de transição da partícula ao deixar a fonte no ponto~xI e atingir
a tela de interferência no ponto~xF, representada por uma integral de caminho ou propagador
de Feynman
K(I→ F) =
∫
exp
[
iS(0)(~xI,~xF)
~
] exp
− ig~c
∫ ~xF
~xI
~Ae · d~x

 D [x(t)] . (5.72)
A amplitude de transição ou propagador total é dado pela soma dos propagadores Kacima(I→
F) e Kabaixo(I → F), associados respectivamente as contribuições das trajetórias que passam
por cima e por baixo do solenóide, como na figura (5.4),
Figura 5.4. A natureza quântica dual, onda-partícula, do monopolo garante sua difração por
entre as fendas, como também permite sua recombinação na geração das franjas de interferência
tipicas desse fenômeno.
e assume a forma:
K(I→ F) =
∫
acima
exp
[
iS(0)(~xI,~xF)
~
] exp
− ig~c
∫ ~xF
~xI
~Ae · d~x

acima
 D [x(t)]
+
∫
abaixo
exp
[
iS(0)(~xI,~xF)
~
] exp
− ig~c
∫ ~xF
~xI
~Ae · d~x

abaixo
 D [x(t)] . (5.73)
Trajetórias que, ao circularem o solenóide, se distanciarem muito das trajetórias clássicas,
serão ignoradas - uma vez que pouco contribuem para a ampltude total [90]. Em cada parcela
que compõe o propagador total, há um fator de fase do tipo
− gc
∫ ~xI
~xF
~Ae · d~x
 que expressa a
dependência com o fluxo de campo elétrico Φe no interior do solenóide. Na região em que
o monopolo se encontra, o campo ~E = ~∇ × ~Ae é nulo, e as integrais de linha de ~Ae, acima
e abaixo do solenóide, dependem apenas dos pontos terminais ~xI e ~xF e não de trajetórias
específicas quando formado um laço por caminhos diferentes. Assim, as exponenciais que
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contém ~Ae são independentes das trajetórias sob as quais se está integrando. E com isso, o
propagador total fica
K(I→ F) =
exp
− ig~c
∫ ~xF
~xI
~Ae · d~x

acima

∫
acima
exp
[
iS(0)(~xI,~xF)
~
]
acima
D [x(t)]
+
exp
− ig~c
∫ ~xF
~xI
~Ae · d~x

abaixo

∫
abaixo
exp
[
iS(0)(~xI,~xF)
~
]
abaixo
D [x(t)] .(5.74)
A probabilidade de se encontrar o monopolo num dado ponto~xF, tendo inicialmente partido
do ponto ~xI, é dado pelo quadrado do módulo da amplitude de transição total6
P(I→ F) = |K(I→ F)|2
=
∣∣∣∣∣∣∣
exp
− ig~c
∫ ~xF
~xI
~Ae · d~x

acima

∫
acima
exp
[
iS(0)(~xI,~xF)
~
]
acima
D [x(t)]
∣∣∣∣∣∣∣
2
+
+
∣∣∣∣∣∣∣
exp
− ig~c
∫ ~xF
~xI
~Ae · d~x

abaixo

∫
abaixo
exp
[
iS(0)(~xI,~xF)
~
]
abaixo
D [x(t)]
∣∣∣∣∣∣∣
2
+
+2<e
[
exp
− ig~c
∫ ~xF
~xI
~Ae · d~x |acima
 exp  ig~c
∫ ~xF
~xI
~Ae · d~x |abaixo
 ×
×
(∫
acima
exp
[
iS(0)(~xI,~xF)
~
]
acima
D [x(t)]
)
×
×
(∫
abaixo
exp
[
iS(0)(~xI,~xF)
~
]
abaixo
D [x(t)]
)∗ ]
. (5.75)
As exponenciais na segunda e terceira linha, fora das integrais, na equação anterior serão
descartadas, pois seu módulo ao quadrado é numéricamente igual a um. A combinação
das exponenciais na quarta linha geram uma integral de linha fechada do potencial vetor
em torno do solenóide, a qual pode ser identificada como a diferença de fase entre as
contribuições dos caminhos acima e abaixo do solenóide. A diferença de fase devido ao
campo ~E, presente na região r < R, é simplesmente− g~c
∫ ~xF
~xI
~Ae · d~x

acima
+
 g~c
∫ ~xF
~xI
~Ae · d~x

abaixo
=
(
− g
~c
) ∮ ~xF
~xI
~Ae · d~x
=
(
− gpiR
2E0
~c
)
=
(
− g
~c
Φe
)
. (5.76)
O circuito fechado, no cálculo da integral de linha, é feito no sentido ant-horário em torno
do solenóide, e Φe é o flúxo através dele. A expressão (5.75) poderá ser melhor avaliada ao
6|z1 + z2|2 = (z1 + z2)
(
z∗1 + z
∗
2
)
= |z1|2 + |z2|2 + 2<e (z1z∗2) [147].
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considerar o resultado (5.76), assim como as seguintes definições:
K(0)(I→ F) |acima ≡
∫
acima
exp
[
iS(0)(~xI,~xF)
~
]
acima
D [x(t)] (5.77)
K(0)(I→ F) |abaixo ≡
∫
abaixo
exp
[
iS(0)(~xI,~xF)
~
]
abaixo
D [x(t)] , (5.78)
os quais são os propagadores associados a partícula livre. Ficando então, a probabilidade
igual a
P(I→ F) =
∣∣∣K(0)(I→ F) |acima ∣∣∣2 + ∣∣∣K(0)(I→ F) |abaixo ∣∣∣2
+2<e
[
exp
(
− igΦe
~c
) (
K(0)(I→ F) |acima
) (
K(0)(I→ F) |abaixo
)∗]
(5.79)
As duas primeiras parcelas da Eq. (5.79) são probabilidades associadas a propagação
livre do monopolo, tanto acima quanto abaixo do solenóide, e isoladas não manifestam
nenhuma mudança no padrão de difração. Porém, a última parcela dessa equação exibe um
termo, cuja dependência com o campo elétrico se faz através do fluxo Φe, associado direta-
mente a diferença de fase entre os caminhos, acima e abaixo do solenóide, responsável por
gerar desvios no padrão de difração quando analisadas as distribuições de propabilidades.
Na Ref. [145] os autores investigam o efeito AB aplicando o método das integrais de ca-
minho a um sistema de fenda dupla realístico na presença de um "whisker"7 no espaço entre
as fendas. Com a ajuda do software Fortran eles foram capazes de trabalhar com os parâ-
metros físicos do problema (comprimento das fendas e a distância entre elas), empregado-os
na expressão final da probabilidade, gerando as curvas que representavam as distribuições
de probabilidade deslocadas, superpostas as curvas simétricas (na ausência de campo) para
efeito de comparação. Considerações relacionadas ao efeito AB e deslocamentos no padrão
de difração, também podem ser encontrados na Ref. [148].
É necessário enfatizar portanto, que os efeitos observáveis de interferência são pu-
ramente quânticos - uma vez que o campo elétrico influencia a dinâmica do monopolo,
embora este campo seja nulo na região onde as funções de onda da partícula magnética
esta definida. A probabilidade (5.79) de se observar o monopolo no ponto ~xF localizado na
região de interferência exibirá uma componente senoidal que poderá ser controlada pela
variação do campo elétrico no interior do solenóide. Classicamente, a dinâmica da partícula
carregada não seria afetada, uma vez que a força de Lorentz dual é núla na região em questão
e dessa forma, o padrão de difração seria dado em função da soma das probabilidades de
propagação livre.
7Em inglês significa cerda ou fio de bigode; no presente contexto toma-se por um filamento delgado de ferro
magnetizado.
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5.3.0.4 Analogia ao experimento de fenda dupla de Young
Uma característica peculiar do movimento ondulatório é o fenômeno de interferência.
Isso ocorre quando dois ou mais movimentos ondulatórios coincidem no espaço e no tempo.
Em 1801, Thomas Young realizou um experimento fundamental, empregando mecanismos
de fenda dupla, para demonstrar a natureza ondulatória da luz. A primeira observação
experimental na análise de difração e interferência de particulas massivas foi realizada por
Jönson [149] em 1961. Além disso, existem também experimentos que tratam da difração
de nêutrons por fendas simples e duplas [150] e em óptica quântica acerca de interferência
óptica [151].
No presente contexto, uma vez considerada a natureza quântica dual onda-partícula
do monopolo, empregaremos o método análogo ao de T. Young ao aplicarmos o princípio da
superposição linear, a fim de encontrar o deslocamento das franjas de interferência, típicas
do padrão de difração, dado em função do fluxo de campo elétrico no interior do solenóide.
Ao reproduzirmos um experimento típico de fenda dupla, como representado na
figura (5.5), um feixe de monopolos magnéticos gN, de comprimento de onda λ e com o
correspondente vetor de onda k = 2pi/λ, incide perpendicularmente em um anteparo de
fenda dupla, separadas por uma distância d8.
Figura 5.5. Arranjo experimental do mecanismo de fenda dupla.
Do Princípio de Huygens, as fendas f1 e f2 comportam-se como duas fontes (secundárias)
8Omitimos o solenóide para não sobrecarregar a figura.
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pontuais (ver figura(5.5)), emissoras de ondas esféricas coerentes, oscilando em fase com a
mesma frequência ângular ω e amplitudes ξ01 e ξ02. Suas respectivas ondas esféricas são:
ξ1 = ξ01 sin(ωt − kr1) (5.80)
e
ξ2 = ξ02 sin(ωt − kr2) , (5.81)
em que r1 e r2 são as distâncias que separam as fendas f1 e f2 e o ponto XF onde ocorre a
interferência.
Posiciona-se um anteparo (sem furos) a uma distância L do plano das fendas. Mesmo sendo
essas fontes síncronas, as amplitudes das ondas, gerada por cada uma delas, ao atingirem
o ponto XF no anteparo, não serão iguais. Isso se deve ao fato das distânticias r1 e r2 serem
distintas e de que a amplitude de uma onda esférica decrescer com 1/r.
Empregando a técnica dos vetores girantes, abordada na Ref. [152], os dois movimentos
podem ser representados pela figura (5.6) abaixo:
Figura 5.6. Adição vetorial (vetores girantes) - adaptado da Ref. [152]
Os vetores girantes ξ01 e ξ02, fazem com o eixo x os ângulos α1 = kr1 e α2 = kr2,
respectivamente. Como visto na figura (5.6) a amplitude ξ0, resultante vetorial, é dada em
função da diferença de fase δ. A amplitude da perturbação resultante em XF é
ξ0 =
√
ξ201 + ξ
2
02 + 2ξ01ξ02 cos(δ) . (5.82)
Da Eq. (5.82), nota-se que cos(δ) pode ser +1 ou −1. O que nos permite inferir que
δ =
2pin , interferência construtiva ,(2n + 1)pi , interferência destrutiva. (5.83)
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Ao analisarmos a figura (5.6) notamos que a diferença de fase pode ser escrita como
δ = kr1 − kr2 (5.84)
=
2pi
λ
(r1 − r1) . (5.85)
Dessa forma, a Eq. (5.83) pode agora ser avaliada em função da diferença entre as distâncias
que conectam as fontes ao anteparo.
r1 − r2 =
nλ , interferência construtiva(2n + 1) λ
2
, interferência destrutiva.
(5.86)
Na Ref. [152] os autores ainda argumentam que sendo este um problema espacial, r1 − r2 =
constante definem superfícies hiperbólicas de revolução (vistas na figura (5.7)).
Figura 5.7. Superfícies hiperbólicas de revolução - adaptado da Ref. [152].
Isto é, nas superfícies hiperbólicas cujas equações são r1−r2 = ±λ,±2λ,±3λ, · · · , os dois
movimentos ondulatórios interferem construtivamente. E as superfícies que a geram são
chamadas de superfícies ventrais ou antinodais. Para superfícies hiperbólicas cujas equações
são r1 − r2 = ±12λ,±
3
2
λ, · · · , os dois movimentos ondulatórios interferem destrutivamente.
Estas são as superfícies nodais. O padrão geral é então uma sucessão de superfícies alterna-
das, ventrais e nodais.
Em cada ponto do espaço, o movimento ondulatório resultante tem uma amplitude caracte-
rística dada em função da Eq. (5.82), tal que
ξ = ξ0 sin(ωt − α) . (5.87)
Uma série de franjas, alternadamente claras e escuras, como visto na figura (5.4), surge no
anteparo, em virtude da interseção do anteparo com as superfícies hiperbólicas ventrais e
nodais.
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Se a separação d entre as fendas f1 e f2 é pequena quando comparado com a distância L e
sendo também L  ∆ς, ao inspecionarmos a figura (5.5), sendo θ é um ângulo pequeno,
obtemos
sin(θ) ≈ tan(θ) = ∆ς
L
, (5.88)
como também sin(θ) =
∣∣∣∆~r∣∣∣
d
, que juntamente com a Eq. (5.84), fornece
∆ς =
Lδ
kd
. (5.89)
Da Eq. (5.79), podemos identificar a diferença de fase δ como sendo
δ = − gΦe
~c
, (5.90)
e concluir dessa forma, que o deslocamento das franjas de interferência é dado por
∆ς = − g LΦe
~ c k d
, (5.91)
em que k =
√
2mE0
~
é o número de onda no monopolo. É importante lembrar que este
tratamento é válido somente no regime não-relativístico.
5.4 A fase quântica de Berry
Na Ref. [2], M. V. Berry demostra que o efeito Aharonov-Bohm pode ser interpretado
como um exemplo de fase geométrica. Seguindo os mesmos passos, dados por ele nesta
referência, vamos agora considerar o cálculo da fase de Berry associada a dinâmica do
monopolo magnético na presença do solenóide como indicado na figura (5.8).
Para isso, vamos considerar o monopolo de carga g confinado no interior de uma caixa cúbica
por um potencial V(~x − ~R) como ilustrado na figura (5.8). Sendo ~R o vetor cuja origem esta
sobre o eixo do solenóide (direção do fluxo)- origen do sistema coordenado, e extremidade
centrada na caixa cúbica. O vetor ~x representa o posição do monopólo no interior da caixa
cúbica em relação a origem do sistema.
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Figura 5.8. Monopolo magnético confinado numa caixa cúbica sendo transportado ao longo de
uma curva C em torno do solenóide - adaptado da Ref. [24].
As autofunções do operador Hamiltoniano podem ser encontradas por[
1
2m
(
−i~~∇ + g
c
Ae
)2
+ V(~x − ~R)
]
ψn = Enψn . (5.92)
Como discorrido na seção (5.2), as soluções de Eq. (5.92) são encontradas ao usarmos o fator
de fase de Dirac
ψn = eiΩψ′n , (5.93)
com ψ′n, uma função do deslocamento (~x − ~R), satisfazendo a mesma equação de autovalor,
porém com ~Ae → 0: (
− ~
2
2m
∇2 + V(~x − ~R)
)
ψ′n = Enψ′n , (5.94)
em que, por definição
Ω ≡ − g
~c
∫ ~x
~R
~Ae(~x′) · d~x′ . (5.95)
Nesse ponto, o autor da Ref. [24] ressalta a importância de se estabelecer um ponto de refe-
rência O no centro da caixa. Uma vez que isso assegura a recuperação da fase, inicialmente
convencionada, ao fim de um trajeto em torno do solenóide.
Na Ref. [2], Berry representa esse cenário (ao tratar o efeito Aharonov-Bohm) com a figura
(5.9),
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Figura 5.9. O efeito Aharonov-Bohm dual como manifestação da fase de Berry. Monopolo
magnético no interior de uma caixa cúbica sendo transportado ao longo de uma curva C em torno
de uma linha de fluxo - adaptado da Ref. [2].
onde conseidera o solenóide da figura (5.8) extremamente delgado e admitindo-o como uma
simples linha de fluxo. A caixa cúbica é então transportada em torno da linha de fluxo sobre
a cuva C (ou em torno do solenóide (5.8)) e neste caso em particular, Berry ainda argumenta
que o processo não precisa ser necessáriamente adiabático. Apesar da figura (5.9) indicar
que a extremidade do vetor ~R encontra-se sobre um dos vértices do cúbo, o autor da Ref. [25],
ao tratar sobre o assunto (neste caso o efeito AB), deixa claro que o ponto de referência que
denota a extremidade do vetor ~R deve estar dentro da caixa cúbica. Para calcular a fase de
Berry, devemos determinar a priori a quantidade 〈ψn; ~R|(∇~R|ψn; ~R〉). Observando que [24]
∇~Rψn = ∇~R
[
eiΩψ′n(~x − ~R)
]
=
(
i
g
c~
~Ae(~R)ψ′n(~x − ~R) + ∇~Rψ′n(~x − ~R)
)
eiΩ , (5.96)
encontramos que,
〈ψn; ~R|(∇~R|ψn; ~R〉) =
∫
e−iΩ
[
ψ′n(~x − ~R)
]∗
eiΩ
[
i
g
c~
~Ae(~R)ψ′n(~x − ~R) +
+
(
∇~Rψ′n(~x − ~R)
) ]
d3~x
= i
g
c~
~Ae(~R) −
∫ {[
ψ′n(~x − ~R)
]∗ (∇~xψ′n(~x − ~R))} d3~x . (5.97)
O gradiente ∇~x, quando age sobre uma função de (~x − ~R), exibe a propriedade ∇~R = −∇~x.
A integral da Eq. (5.97) é básicamente i/~ vezes o valor esperado do momento em um
autoestado do Hamiltoniano
(
−(~2/2m)∇2 + V
)
e de acordo com a a Ref. [24], é identicamente
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nulo. Portanto,
〈ψn; ~R|(∇~R|ψn; ~R〉) = i
g
c~
~Ae(~R) . (5.98)
Empregando este resultado na forma da fase de Berry (ver Eq. (2.39)), encontramos
γn(C) = i
∮
C
〈ψn; ~R|(∇~R|ψn; ~R〉) · d~R
= − g
c~
∮
C
~Ae(~R) · d~R
= − gΦe
c~
, (5.99)
confirmando assim o resultado da Ref. [6], e revelando que o efeito Aharonov-Bohm dual é
um caso particular de fase geométrica.
Quando o espaço de parâmetros é tridimensional, ~R = (R1,R2,R3), a Eq. (2.39) (fase de
Berry) nos remete a expressão para o fluxo elétrico em termos do potencial vetor ~Ae.
O fluxo, Φ f lux, através de uma superfície S delimitada por uma curva C, como visto na figura
(5.10), é
Figura 5.10. Fluxo de campo elétrico através da superfície S definida pela curva fechada C -
adaptado da Ref. [24].
Φ f lux =
"
S
~E · eˆn ds , (5.100)
e sendo o campo elétrico dado em função do potencial vetor (ver Eq. (5.16)), com a ajuda do
Teorema de Stokes, obtemos a seguinte expressão
Φ f lux =
"
S
(
~∇ × ~Ae
)
· eˆn ds (5.101)
=
∮
C
~Ae · d~x . (5.102)
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Assim, a fase de Berry pode ser entendida como o ’fluxo’ de um ’campo elétrico’
~E′ = i~∇~R × 〈ψn; ~R|(∇~R|ψn; ~R〉)
= − g
c~
(
~∇ × ~Ae
)
= − g
c~
~E , (5.103)
por meio da trajetória de circuito fechado (C) no espaço de parâmetros,
γn(C) =
"
S
~E′ · eˆn ds
= − g
c~
"
S
~E · eˆn ds . (5.104)
E nesse caso, podemos observar por meio das Eqs. (5.100) e (5.104), que a equivalência entre
a fase de Berry e o fluxo de campo elétrico é quase uma identidade [24].
Capítulo 6
CONSIDERAÇÕES FINAIS
Este trabalho teve por objetivo fazer uma revisão literária no que compete a teoria
sobre fases geométricas, em particular a fase de Berry. Para tal, a pesquisa apoiou-se num
conjunto de referências que remontam as investigações atribuídas aos primeiros passos da-
dos na direção da sua descoberta e a generalização de sua importância aos mais variados
campos da física.
Assumimos a postura original de M.V. Berry [2], em príncipio, na abordagem do con-
ceito de fase geométrica. Através da representação de Schrödinger, estudamos um sistema
quântico não-degenerado governado por um operador Hamiltoniano parametricamente
dependente do tempo. Mostramos consistentemente, como nas Refs. [15, 24–26, 55] o sur-
gimento da fase de Berry dadas as condições de evolução temporal cíclica e adiabática.
Em virtude disso, no Cap.(3) empregamos uma demonstração alternativa do teorema adi-
abático [59], originalmente apresentada na Ref. [4], legitimando a aproximação adiabática
considerda no Cap.(2).
Investigamos também o comportamento da fase geométrica mediante mudança de
base. E ao estudarmos o sistema de espectro não-degenerado, constatamos o surgimento
de uma estrutura de calibre Abeliana clássica. Verificamos então que, para uma evolução
cíclica no espaço de parâmetros, a fase de Berry se manifestará em medidas feitas do sistema,
não podendo ser removida por mudança de base. Estendemos esse resultado ao caso em
que o sistema se apresenta com espectro de energia degenerado, empregando a abordagem
das Integrais de Trajetória [4, 5], o que nos valeu o surgimento de uma estrutura de calibre
não-Abeliana clássica [4, 9].
Sendo a fase de Berry uma quantidade física, isto é, mensurável, demonstramos por
meio da equivalência entre as representações de Schrödinger e Heisenberg a manifestação
da fase geométrica contida na evolução de operadores Hermitianos associados a um certo
observável.
Berry [2] ainda demonstra que o efeito Aharonov-Bohm pode ser interpretado como
um exemplo de fase geométrica. Atribuimos essa ideia então ao estudo do efeito Aharonov-
Bohm dual. Empregamos as transformações de dualidade das equações de Maxwell no
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estudo da dinâmica do monopolo magnético sob influência no potencial vetor elétrico.
Observou-se que mesmo não havendo campos (elétricos) no domínio da função de onda da
partícula, o potencial vetor modificava a dinâmica do monopolo, acrescentando um fator de
fase - fator de fase de Dirac- a sua função de onda.
No Cap.(2) muito se falou a respeito da linearidade da Eq. de Schrödinger e de suas so-
luções como superposições de autoestados instantâneos de energia. Como forma de checar
a linearidade desses sistemas quânticos, efeitos de interferência podem ser experimental-
mente medidos e assim, denunciando a influência das fases geométricas. Ao avaliarmos a
dinâmica do monopolo mgnético na presença de um solenóide elétrico, na concepção do
efeito ABd, obtivemos a expressão da distribuição de probabilidades sobre a tela de interfe-
rência, e claramente surge um termo de interferência com dependência em relação ao fluxo
de campo elétrico no interior do solenóide.
A título de comparação, construímos a tabela (6.1) sumarizando as relações entre os
parâmetros, distância entre franjas de interferência e a fase de Berry, associados aos efeitos
AB e ABd.
Tabela 6.1. Comparação entre os feitos Aharonov-Bohm e Aharonov-Bohm dual.
Parâmetros Aharonov-Bohm (AB) Aharonov-Bohm dual (ABd)
∆ς
qLΦm
ckd~
−gLΦe
ckd~
γn(C) qΦmc~ −
gΦe
c~
Como uma de nossas metas, reproduzimos de forma clara e concisa as ideias originais
de M.V.Berry, empregando o teorema adiabático como mecanismo essencial para a formu-
lação da fase de Berry (em sistemas quânticos degenerados e não-degenerados). Porém,
dada a importância do assunto há muito o que se estudar, e como sugestões para pesquisas
futuras, está a investigação da fase de Berry em sistemas de muitos corpos interagentes.
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