Abstract: This paper considers the tracking controller design for a mechatronic handling system. The presented approach is mainly based on Port-Hamiltonian systems and it has the intension to combine a feedforward controller with a state feedback controller in order to achieve good tracking behavior as well as good disturbance rejection for the controlled plant. The controller design is separated into several tasks. At first a passivity-based tracking controller is derived for the mathematical model. The IDA-PBC design leads also to a Lyapunov function for the stability analysis of the closed loop. In addition the feedback controller is combined with a flatness-based feedforward control law and one has to derive a desired trajectory for a differentially flat system, where the fictive output and the regulated output do not match. Furthermore some given technical and optimality limitations should be considered within the trajectory planning problem. This approach avoids the solution of a boundary value problem as well as a real-time integration of the internal dynamics.
INTRODUCTION
This paper is dedicated to the systematic design of a tracking controller for a permanent magnet synchronous linear actuator system (PMLA), which includes a feedforward controller as well as a stabilizing feedback controller based on Port-Hamiltonian systems and passivity-based control. PortHamiltonian systems, see van der Schaft (2000) , Ortega et al. (2002) , or PH systems for short, are quite useful for the modeling of physical systems. A passivity-based approach is applied and one can show the stability of the closed loop system. The feedback controller is combined with a flatness-based feedforward controller in order to achieve good tracking behavior. The concept of differential flatness, see Fliess et al. (1995) provides a systematic way to derive a feedforward control law based on the dynamic model of the plant. This paper deals with a flat system, where the regulated output does not coincide with the flat output. In this case the solution of a 2 point boundary value problem is required for the trajectory planning or a real-time integration of the internal dynamics. In order to minimize the cycle time and to keep the energy dissipation within some given bounds for one single cycle a polynomial approach is used. It avoids having to solve the boundary value problem for a restto-rest motion. Alternatively the trajectory planning problem is formulated as an optimization problem with a quadratic cost function. It is also possible to include technological constraints for the calculation of the time optimal trajectories. The paper is organized into 6 parts. After the introduction a mathematical model for the plant is derived and some system properties are analyzed. Section 3 is devoted to the tracking controller design for the PMLA. Section 4 is dedicated to the basic idea of the trajectory planning problem. Finally the results of the simulation as well as a comparison with a frequency domain approach are presented in section 5.
MODELING AND ANALYSIS OF THE PMLA
The goal of this work is to derive a useful controller for the PMLA, which enables the slider of the PMLA (see Fig. 1 ) to track a given, sufficiently smooth reference curve and to position the slider within a minimal time interval T under certain given technical limitations. The key challenge of the control problem is that the thermal energy dissipation of the coils has to be bounded for a cyclic motion and the motion of the slider and the overall system have to vanish at the time T . Moreover the system provides only a very small mechanical dissipation. The PMLA consists of a slider, the permanent magnet rod of the linear drive and two vertical supporting elements. In normal operation the slider moves very fast and one has to face the problem of an elastic support. The stiffness of the supporting system cannot be increased due to the limited space in the overall machine and therefore the controller design has to consider the elasticity of the PMLA support. A short study of the support justifies the assumption that the vertical Fig. 1 . Scheme of the PMLA beams can be approximated by a simple rotational spring. Higher order harmonics of the beam are not necessary for the description. We assume that the rod of the PMLA (m 1 ) undergoes only a small horizontal motion and therefore one can neglect a rotation of the linear drive. Clearly the acceleration force (u) of the electric drive acts directly on the slider m 2 and the magnetic rod m 1 .
The vertical beams represent a fairly damped mechanical system and it takes a long time until a relative motion of m 1 with respect to the inertial coordinate frame (x I , y I ) decays without any controller. The elasticity is approximated by a simple torsional spring behavior (c 1 )
If the spring constant c 1 is identified, then the resulting force F C1 becomes independent of the height H. A small material dissipation F D1 = d 1ẋ1 is considered for the beam and we include a (relative) viscous friction F D 2 = d 2 (ẋ 2 −ẋ 1 ) resulting from the bearings (slider -rod) in the mathematical model. The kinetic energy T and potential energy V of the PMLA can be derived in a straight forward manner. The Lagrangian L for the Euler-Lagrange system (ELS) is given by
and we consider the Rayleigh function
for the dissipative terms. By means of the Euler-Lagrange equation
for the mechatronic plant. Based on the results in Stadlmayr and Schlacher (2008) it is possible the rewrite the EoM (4) in the beneficial form of a linear Port-Hamiltonian systeṁ
using the sensor coordinates (x i ,ẋ i , i = 1, 2). According to van der Schaft (2000) the structure matrix of the PH system has to be skew-symmetric J = −J T and the dissipation matrix R = R T ≥ 0 is assumed to be symmetric and at least positive semi-definite. The system output y c is said to be the collocated output, if the pairing · , which is given by the canonical product y c , u = ∑ n i=1 y c,i u i , represents the power flow from the system to the environment. 
if one introduces the state vector x T = q T ,q T and the relationṡ x 1 = v 1 andẋ 2 = v 2 together with the inertia matrix M = diag {m 1 , m 2 }. The Hamiltonian function H = T + V of the linear mechanical model
is bounded from below and the system representation (6) defines a passive operator, see Ortega et al. (1998) . The system matrix A can be easily split into a skew-symmetric part
Here R is also positive semi-definite. The partial derivative of the Hamiltonian (∂ x H) with respect to the state variables x becomes (∂ x H) = x TM and the controllability matrix has full rank(M R ) = 4. Clearly the controllability property of (6) has two important consequences. First a coordinate transformation z = T x to controllability normal form, see Luenberger (1979) exists. The regular transformation T = t
3 T , A = AM is an important result from linear algebra and a short calculation leads directly to the first line z 1 = t T 1 x of the transformation to controllability form
On the other hand the existence of the controllability form implies that the considered system is also differentially flat. This is a corollary of Fliess et al. (1995) . Based on these results we can derive a so-called parametrization for the system variables (x, u) in terms of the fictive (or flat) output y f = z 1 (x) and a finite number of time derivatives. A parametrization of the state vector x ∈ R 4 and the control input u ∈ R requires 4 time derivatives of the fictive output y f and one has to solve the system of equations
The parametrization for u is given by a linear combination
of the time derivatives y
f and the relation (10) serves as feedforward controller provided that the evolution of the desired fictive output y f , des (t) is at least 4-times continuously differentiable. Especially for the PMLA the regulated output is the slider position y = x 2 , which does not match with the fictive output y f = z 1 = t T 1 x. Therefore the trajectory planning problem is studied in detail in section 4. We assume that a valid trajectory y f ,des (t) is known for the tracking controller design and the evolution of the state variables x des and control input u des follows from (9) and (10).
TRACKING CONTROLLER DESIGN FOR THE PMLA
As pointed out at the beginning we use an IDA-PBC as stabilizing tracking controller for the PH model. Based on the flatnessbased parametrization (9) and (10) we consider a desired trajectory x des , which satisfieṡ
. (11) Please note that x des and u des are known in advance. The introduction of the tracking error e = x − x des (t) via a time variant transformation together with the affine input transformation u = δ u + u des preserves the Port-Hamiltonian structure and a short calculation leads directly tȯ
Due to the linearity the system (12) remains time invariant and the feedforward term u des from the affine input transformation cancels out. Obviously the control input u consists of the feedforward term u des and an arbitrary part δ u, which is used for the stabilization of the tracking error e. The Hamiltonian becomes H e (e) = 1 2 e TM e, if one introduces the error e T = [ e 1 e 2 e 3 e 4 ]. In order to achieve an asymptotic tracking behavior for the controlled plant it is necessary to stabilize the error dynamics (12) at the point e = 0.
According to the IDA-PBC approach, see Ortega et al. (2002) it is the aim to find a positive definite Hamiltonian function H d (e) > 0 as well as a control law for δ u such that the equatioṅ
is satisfied. A selection of the closed loop matrices
provides two arbitrary real parameters (r 1 , r 2 ). It is easy to check that R d is positive semi-definite for r 1 , r 2 > 0 and m 2 1 r 1 − m 2 2 r 2 > 0. By multiplying (13) with a left hand annihilator B ⊥ (B ⊥ B = 0) one has to solve a system of pde's 
Obviously, the stability is not affected by the extended control law δ u ext = δ u + δ u di . The derivative of the Hamiltonian H d along the trajectory of the closed loop (13) 
and it turns out that the controlled system is also asymptotically stable. This is a result of LaSalle's invariance principle, see Khalil (2002) and the parameters r 1 , r 2 and k di are used to tune the closed loop behavior.
FEEDFORWARD DESIGN AND TIME-OPTIMAL TRAJECTORY PLANNING
According to section 2 the fictive output of the PMLA does not coincide with the regulated output y = x 2 . In this sequel we present two different approaches to the trajectory planning problem for the rest-to-rest motion. The first approach is a quite natural one and it uses a polynomial p (t) of minimal order for the fictive output. Another approach based on spline polynomials is used to formulate an optimization problem with many free parameters, where all the specified constraints can be fulfilled. The motion planning itself is left to powerful mathematical tools, which enables us to solve the path planning within a few seconds.
Rest-to-Rest Motion Planning
We consider the problem of a rest-to-rest motion for the system output within the time interval T . The desired trajectory of the regulated output x 2 should at least pass the points
In (20) x 20 denotes the initial position of the slider and x 2e is the desired slider position at the time t = T . The conditions for the derivatives x 2 (i) , i = 1, 2 guarantee that the initial (t = 0) and the final (t = T ) velocity respectively the acceleration are identically zero. In general a 2-point boundary value problem 1 m 2 y
has to be solved. Eq. (21) includes the inhomogeneous ode and 2 (γ + 1), γ = 2 algebraic restrictions given by Y (·) at t = 0 and t = T . To avoid the solution of the boundary value problem the following procedure is suggested for the motion planning. We consider a polynomial reference trajectory x 2,des (t) = 
A solution is easy to calculate for (22), but the result is not given in detail here. The next step is to solve the inhomogeneous ode (21) for the polynomial trajectory together with the determined coefficients (a 0 ,. . . ,a 5 ). Due to the linearity of (21) one finds a solution for the evolution of the fictive output y f y f (t) = C 1 e −αt cos (ωt) +C 2 e −αt sin (ωt)
which contains the homogeneous solution and a polynomial P inh of the time t, the k − 2γ − 1 free coefficients a 6 to a 9 , the values for the initial and final position (x 20 , x 2e ) and the final time T ∈ R. Without loss of generality one can choose C 1 = C 2 = 0, because there are enough free coefficients to fulfill additional limitations. We design a desired trajectory such that the velocity of the slider x 2 as well as the supporting system x 1 vanish at t = T . The relations x 1 (0) = x 1 (T ) = 0ẋ 1 (0) =ẋ 1 (T ) = 0 (24) have to be fulfilled for x 1,des (t), otherwise the elastic vibrations of the mass m 1 will not stop at t = T . Based on the flatness property respectively the system parametrization (9) the evolution for x 1,des (t) = f (y f , y (1) f , . . .) is given in terms of the flat output. If one evaluates the function x 1,des (t) and its derivativeẋ 1,des (t) at t = 0 and t = T together with the desired flat output (23), then one finds additional conditions for the remaining coefficients a 6 to a 9 . In order to determine the evolution of the fictive output for the rest-to-rest motion another system of linear algebraic equations has to be solved for a 6 to a 9 .
Time Optimal Motion Planning with bounded Energy Loss
This sequel is dedicated to a generalized polynomial approach for an automatic trajectory planning. It is the goal to setup an optimization problem for the calculation of the minimal time interval T opt for the rest-to-rest motion under the given limitations. During the normal operation of a high performance handling systems the maximal current is almost permanently applied for acceleration and deceleration. The electric current causes recognizable copper losses, which heat up the electrical drive and it is mandatory to keep the temperature within the specified bounds. Therefore one has to limit the energy losses (25) per cycle. Please note that we regard a normalized ohmic resistor R = 1 for (25). We assume that the desired control input u of the PMLA is proportional to the required force respectively the current F ∼ k torque i ∼ u, k torque ∈ R > 0 and we conclude that the control input u is more or less responsible for the energy dissipation per cycle. Before we define the optimization problem we introduce a suitable mathematical concept for the used polynomials.
n-th order Basis-Splines
The polynomial approach is mainly based on Basis-Splines or B-Splines for short, see de Boor (1978) , which define a set of piecewise continuous differentiable locally defined polynomial supports. B-Splines provide some orthogonality properties and the derivatives can be calculated recursively. By means of several local supports the number of parameters can be chosen arbitrarily and the parameters P of the B-Splines have a nice interpretation. The parameters P i , i = 1, . . . , k correspond directly to the value of the de Boor points marked in Fig. 2 . Let us introduce the parametrized 
up to the i-th derivative and one should recognize that the parameter vector P is not affected. Later on we will write B i (t) = N i (t) P for a more compact notation than in (26). Clearly, i specifies the order of the derivative of the spline function with respect to t.
By means of the B-Splines (26) together with the limitations (20) respectively (24) and the parametrization (9) one finds a set of linear equations
for the slider position x 2 , the rod position x 1 and their derivatives up to the order γ = 2 at the bounds of the interval (t = 0, t = T ). Here A eq and b eq become matrices of the dimension A eq ∈ R 10×k respectively b eq ∈ R 10×1 and the argument N i (t) ↔ N i is now suppressed. In a similar manner one can consider physical or technological bounds for the system states x 2 or x 1 and the resulting inequalities A ine P ≤ b ine are also parametrized in the free spline coefficients P. For instance the n ∈ N + inequalities for all k nodes (28) guarantee that the slider stays within the geometric bounds of the PMLA. In the same way one can consider constraints for the velocities, acceleration and jerk. The integral (25) of the single cycle energy loss is replaced by it's time discrete form
which can be expressed in terms of the spline parameters P based on the results of the flatness-based approach. It is easy to see that nonlinear inequalities will appear. A detailed consideration of the energy loss shows that the discrete approximation of E cycle can be written in a quadratic form E cycle = P TÑ u P. To start with (10) the B-Spline approach leads to u =
where the sum over the squared scalar values can be rewritten
Obviously the gradient of the nonlinear constraint (29) can be supplied in symbolic form grad E cycle = 2T a N T u N u P to the solver. Finally we consider the objective function for the slider
2 respectively
for the optimization problem. Now we can formulate the nonlinear optimization problem
The min-min optimization problem (32) is solved by nonlinear programming (NLP) tools in two steps. We fix an arbitrary number n for the final time T = nT a and we solve the "inner" min-problem for the spline parameters P such that all constraints are fulfilled. Secondly we reduce n step by step until the "inner" min-problem has not longer a solution. Consequently the minimal number n which solves the optimization problem (32) is related to the (sub-)optimal time interval T opt ≈ nT a . We have solved the optimization problem for k = 60 local nodes, 10 linear equations for the bounds, 2408 linear inequalities and one nonlinear inequality constraint (29) for the energy loss. Actually the problem is solved with the MATLAB-solver, but a C/C++ implementation would reduce the calculation time for the optimizations steps. Please note that a detailed investigation of the convexity for the NLP is open.
Finally we put together the flatness-based feedforward controller (10) as well as the stabilizing tracking controller (18) u = u des + δ u + δ u di and the results from the trajectory planning. We compare the developed controller and the solution of the different motion planning approaches with a frequency domain controller by means of a MATLAB simulation.
SIMULATION RESULTS FOR THE PMLA
In this section we show some simulation results for the derived tracking controller together with the results from the trajectory planning. At the end of the section we compare the derived passivity-based controller (PBC) with an ordinary frequency domain controller (FD). It is also of interest to investigate the dynamic behavior of the tracking controller under some parameter variations. We have considered a control scheme like in Fig. 3 and we distinguish between the identified plant For the comparison of the tuned tracking behavior with respect to the energy loss at a normalized ohmic resistor R = 1 we have fixed the time interval T = 0.3s and determine the energy loss E cycle = 6021 J norm 1 for the rest-to-rest trajectory considered in 4.1. In order the get a fair-minded comparison for T = 0.3s we have reduced the admissible energy loss E max until the optimization problem has no solution. The minimal energy loss for the optimal trajectory, which solves the problem, becomes E cycle = 5875 J norm . This leads to a reduction of the energy consumption of 2.42% per cycle without any performance loss and all restrictions (20) The control input is split into the feedforward part u des (solid blue), the feedback term δ u (dash-dotted red, scaled) and the damping injection term δ u di (dashed black, scaled). Provided that the nominal parameters and the identified parameters are equal, then the feedforward part u des solves the tracking problem exactly and δ u = δ u di = 0 vanishes. In case of parameter variations the feedback terms δ u and δ u di compensate the tracking error and force the system output to the reference trajectory.
Comparison to a Frequency Domain Controller
It is open to compare the results of the passivity based controller with a different controller design approach. Due to the linearity of the model we use the discrete frequency domain controller R(z) = 1e5 (4.978z − 4.977) * (z − 0.322) −1 for the regulation of the system output x 2 . According to Fig. 6 one can see that the regulated outputs x 2 of both controller follow the given trajectory quite well. But if one considers the lower picture of Fig. 6 it turns out that the frequency domain controller (FD) cannot suppress the elastic vibrations of the supported rod for T ≥ 0.3s and the tracking error e 2 = x 2 − x 2,des (t) of the frequency domain controller is stiller higher compared to the passivity-based controller (PBC).
CONCLUSIONS
This paper attempts to answer the question of how one can design a tracking controller for a mechatronic plant under certain preconditions. A combination of a feedforward part and a stabilizing feedback controller based on passivity leads to good tracking and disturbance behavior. The passivity based comparison of the tracking error Fig. 6 . Simulation results for the PMLA controller provides a good candidate for the Lyapunov stability analysis and it compensates unmodeled errors and parameter variations. Sophisticated motion planning enables one to generate trajectories in a way such that the motion of the slider as well as the flexible supported magnetic rod vanish for any selected time interval T . Based on the polynomial approach one can formulate an optimization problem with a quadratic cost function for the fictive output, which enables us to derive the optimal reference trajectory for the plant under the given restrictions. The use of modern mathematical tools allows the calculation of (time-)optimal trajectories, where constraints for the velocity, the acceleration and even a bounded energy dissipation can be considered.
