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Quantum variational algorithms are applicable to a range of tasks and have particular relevance
for near-term quantum computers. The approach involves adjusting the parameterised elements of a
quantum circuit to minimise the expected energy of the output state with respect to a Hamiltonian
encoding the task. Typically the parameter space is navigated by descending the steepest energy
gradient at each incremental step; this can become costly as the solution is approached and all
gradients vanish. Here we propose an alternative analytic descent mechanism. Given that the
variational circuit can be expressed as a (universal) set of Pauli operators, we observe that the
energy landscape must have a certain simple form in the local region around any reference point.
By fitting an analytic function to the landscape, one can classically analyse that function in order to
directly ‘jump’ to the (estimated) minimum, before fitting a more refined function if necessary. We
verify this technique using numerical simulations and find that each analytic jump can be equivalent
to many thousands of steps of canonical gradient descent.
An exciting era was heralded last year with the an-
nouncement of a quantum device whose behaviour cannot
be simulated using classical computers with practical lev-
els of resource [1]. In this era, quantum computers may
have the potential to perform useful tasks of value to so-
ciety that cannot be performed by other means. However
the quantum devices are still immature by the standards
of the fault-tolerant universal systems that we expect to
emerge eventually. The early machines will not have a
comprehensive solution to accumulating noise [2], and
therefore it is a considerable and fascinating challenge
to achieve a valuable function despite the imperfections.
One very promising class of approaches are generically
called quantum variational algorithms (QVAs). In this
approach one seeks to make use of a quantum circuit of
(presumably) relatively low depth [3–7], by adjusting the
function it performs to tune it to the desired task.
Typically a simple-to-prepare reference state (such as
all-zero) is passed into a quantum circuit, called the
ansatz circuit, within which there are numerous param-
eterised gates. The idea exists in many variants, both
theoretical and experimental [8–27]. In a typical im-
plementation, each gate implements a unitary which is
therefore also parameterised; for example
exp(−iθσx/2) (1)
where σx is the Pauli X operator acting on a given
qubit, and θ is the classical parameter. For a suitably-
chosen ansatz circuit and an appropriate number of inde-
pendently parameterised gates, the emerging state (also
called the ansatz state) may be very complex – while
inevitably being restricted to a small proportion of the
exponentially large Hilbert space.
A given problem, for example the challenge of finding
the ground state of some molecule of interest, is encoded
by deriving a Hamiltonian H whose ground state repre-
sents an acceptable solution. This is of course a non-
trivial challenge in itself for many systems of interest.
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Importantly, this challenge is not decoupled from the task
of selecting a suitable ansatz circuit, or that of choosing
the initial parameters for that circuit. Assuming that all
these tasks have been appropriately performed then the
hope is that there exists some set of parameters, to be
discovered, for which the ansatz state emerging from the
circuit is indeed (acceptably close to) the desired solu-
tion state. The problem then becomes one of parameter
search – there might easily be hundreds of parameters, so
that techniques from classical optimisation are very rel-
evant to the prospects of successfully finding the proper
configuration.
A popular choice is gradient descent; in the basic form
of this method one evaluates the gradient of energy 〈H〉
with respect to each of the ansatz parameters. One then
takes a ‘small step’ in the direction of steepest gradient
descent, and re-evaluates the gradient. Numerous adap-
tions are of course possible, ranging from varying the
size of the step through to more advanced protocols for
obtaining a valid direction of progress [28]. A significant
development has been the incorporation of the concept of
natural gradient, whereby one acknowledges the distinc-
tion between the parameter space and the Hilbert space
within which the ansatz state lives, and a metric is used
to correct the gradient in the parameter space to the true
gradient in the Hilbert space [29, 30]. This relates to the
concept of imaginary time evolution as a ground state
finding protocol [31].
Although much studied, gradient descent has its limi-
tations and costs. One such difficulty relates to the fact
that certain tasks, such as determining the energy of
chemical systems, must be performed to a very high ac-
curacy to be useful (e.g. chemical accuracy, equivalent
to 3 or 4 decimal places [6]). This corresponds to find-
ing the minimum of the energy landscape very perfectly,
which is problematic since the gradients vanish and thus
estimating them can become increasingly expensive due
to shot noise [21, 28, 32].
In the present paper we study an alternative method,
of particular relevance in the latter stages of a QVA when
we begin to approach the minimum of the cost function.
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2Using an ansatz circuit within which gates correspond to
Pauli strings (a universal construction), we observe that
the cost function, i.e. the expected energy of the output
state with respect to the problem Hamiltonian, will nec-
essarily have certain simple properties it the local region
around any reference point. Exploiting this knowledge,
we sample from the ansatz circuit to fit an analytic func-
tion to the near-minimum region. Given this function, we
can descend towards the minimum classically and then
take a ‘large jump’ (as compared to the small incremen-
tal steps taken in generic gradient descent) direct to that
point. If necessary we then repeat the procedure of re-
fining the analytic function and jumping again, until we
reach a point satisfactorily close to the true minimum.
In numerical simulations of this approach, we find that
a single jump can be equivalent of thousands of steps of
generic gradient descent.
Results contained in this work—In this work we con-
sider quantum gates that are generated by Pauli strings,
i.e., products of local Pauli operators. This is a very
common construction and allows one to form universal
quantum circuits. We aim to fully determine the struc-
ture of such circuits and characterise the energy surface
they span. In particular, gates generated by Pauli strings
have only two distinct eigenvalues, and it is straightfor-
ward to see that as we vary the parameter θ associated
with such a gate, the corresponding slice on the energy
surface is simply of the form a + b cos θ + c sin θ. For
further discussion refer to [33, 34]. It follows that the
Fourier spectrum of the full energy surface is determined
by 3ν coefficients, where ν is the number of parameters.
Despite the very simple structure of such functions, de-
termining them classically is intractable. Nevertheless,
we show that one could efficiently obtain – by estimat-
ing only a quadratic number of terms – a good approx-
imation of the ansatz state that is valid in the vicinity
of a reference point. The result is a finite, multivariate
trigonometric series expansion, which we use to analyt-
ically approximate the energy surface and the quantum
Fisher information matrix in the vicinity of our reference
point.
We propose an optimisation algorithm, in which one
determines a classical approximation at every iteration
step by estimating only a quadratic number of coefficients
using a quantum device. This energy surface is then clas-
sically optimised in an internal loop until a suitable ter-
mination criterion is met. For example, this internal loop
can be terminated when the optimisation has driven the
parameters too far from the reference point. Alterna-
tively one can augment the internal loop with feedback
from the quantum device, i.e., occasionally checking if
the analytical approximation is still within error bounds.
We numerically simulate this approach and find that
it significantly outperforms conventional natural gradi-
ent. Our contribution can be viewed as conceptually
novel; we use our explicit, analytical understanding of the
ansatz-state structure to significantly improve previous,
gradient-based optimisation techniques. Furthermore,
such previous techniques mainly used classical comput-
ers for performing only “easy” tasks, such as determining
a gradient update step. We propose to use the classi-
cal computer for more demanding tasks, i.e., iteratively
finding the minimum of our classical approximation of
the energy surface, while alleviating the frequent use of
a quantum device. Let us now introduce the main tools
used in our approach.
Expanding the ansatz cirucuit—We define an ansatz
circuit as a CPTP mapping, and in particular, as a prod-
uct of individual gate operations as
Φ(θ) := Φν(θν) . . .Φ2(θ2)Φ1(θ1). (2)
Here Φk(θk) are parameterised quantum gates, such as
in Eq. (1). We focus on quantum gates which are gen-
erated by Pauli strings as (approximately) unitary op-
erators Φk(θk)ρ ≈ UρU† with U = exp(−iθkPk/2).
Here Pk are products of single-qubit Pauli operators as
Pk ∈ {Id, σx, σy, σz}⊗N . For any such ansatz circuit, we
can expand every gate into the following form. First, let
us fix θ0 and express the continuous dependence of the
quantum gates on the angle θ around the fixed θ0 as
Φk(θ0 + θ) = a(θ)Φak + b(θ)Φbk + c(θ)Φck, (3)
where a(θ), b(θ) = 1 ± cos(θ) and c(θ) = sin(θ)/2 are
simple Fourier components. The transformations can be
specified via Φak = Φk(θ0) and via the parameter shifts
Φbk = Φk(θ0+pi/2)−Φk(θ0−pi/2) and Φck = Φk(θ0+pi).
Note that these transformations are discrete in nature,
and implicitly depend on the constant θ0 which we have
fixed as a reference point. Refer to Appendix A 1 for
more details.
We now expand the full ansatz circuit from Eq. (2) into
the above form assuming that all gates are generated by
Pauli strings via Eq. (3). We again fix θ0 and express the
continuous dependence on θ around this reference point
in parameter space as
Φ(θ0+θ) =
ν∏
k=1
[a(θk)Φak + b(θk)Φbk + c(θk)Φck]. (4)
The above product can be expanded into a sum of 3ν
terms, which is classically intractable. Nevertheless, in
the following we aim to approximate this mapping via
a polynomial number of important summands and dis-
card the remaining, less important terms. In particu-
lar, we introduce δ := ‖θ‖∞, which denotes the absolute
largest entry in the parameter vector. We will now ex-
pand the above quantum circuit into a quadratic number
of terms in ν which introduces an error O(sin3 δ). We
stress that this is not a simple Taylor expansion of the
objective function, but a truncation of a finite, multivari-
ate trigonometric series.
We derive the explicit form of this approximate map-
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FIG. 1. Error of our trigonometric-series approximation for the energy surface (a) and gradient vector (b) as a function of the
distance from the reference point θ0 of our model. Distance δ = ‖θ‖∞ is given by the absolute largest entry in the parameter
vector θ. As long as δ is small, we can classically approximate the gradient vector and use it in an analytic descent optimisation.
The approximation error of the gradient vector is computed as the similarity measure 1 − f , refer to text. We used the same
spin-ring Hamiltonian and 84-parameter ansatz circuit as in Fig. 2, and we have included the empirical scalings of the errors
as O(δ3.1) and O(δ4.2).
ping in Appendix A 2 as
Φ(θ) = A(θ)Φ(A) +
ν∑
k=1
[Bk(θ)Φ
(B)
k + Ck(θ)Φ
(C)
k ] (5)
+
ν∑
l>k
[Dkl(θ)Φ
(D)
kl ] +O(sin3 δ).
Here A,Bk, Ck, Dkl : Rν 7→ R are multivariate functions
– in fact, monomials in a(θ), b(θ) and c(θ) – and they mul-
tiply the discrete mappings as, e.g., A(θ)Φ(A). In conclu-
sion, these monomials are products of simple univariate
trigonometric functions and they completely absorb the
continuous dependence on the parameters θ.
Classically computing the energy surface—A large class
of potential applications of variational quantum circuits
assume a target function that corresponds to linear map-
pings E(θ) := Tr[HΦ(θ)ρ0], that can be used to model,
e.g., the expected energy of a physical system when H
is a Hamiltonian. Although quantum natural gradient
[28, 30, 35] allows for more general objective functions,
here we only consider such linear mappings. This, nev-
ertheless, still contains a large class of important appli-
cations, such as the variational quantum eigensolver.
Using our expansion in Eq. (5), we can express the
energy surface explicitly as
E(θ) = A(θ)E(A) +
ν∑
k=1
[Bk(θ)E
(B)
k + Ck(θ)E
(C)
k ] (6)
+
ν∑
l>k
[Dkl(θ)E
(D)
kl ] +O(sin3 δ).
Here E(A), E
(B)
k , E
(C)
k , E
(D)
kl ∈ R can be reconstructed
by estimating the energy expectation value at discrete
points in parameter space using a quantum device. For
example, E(A) = Tr[HΦ(A)ρ0] = E(θ0) is just the energy
at the fixed point θ0 and E
(C)
k is obtained similarly by
shifting the kth parameter by pi, refer to Appendix B. We
now only state the explicit forms of these coefficients as
E(A) =E(θ0), (7)
E
(B)
k =E(θ0 +
1
2pivk)− E(θ0 − 12pivk),
E
(C)
k =E(θ0 + pivk),
E
(D)
kl = + E(θ0 +
1
2pi[vk + vl]) + E(θ0 − 12pi[vk + vl])
− E(θ0 + 12pi[−vk + vl])− E(θ0 + 12pi[vk − vl]).
Here vk ∈ Rν denotes a standard basis vector in pa-
rameter space, e.g., (0, 0, . . . 0, 1, 0, . . . 0). We show in
Appendix B 3 that these coefficients are proportional to
entries of the gradient vector and the Hessian matrix of
the objective function at the point θ = 0. However, We
again stress that Eq. (6) is not a simple Taylor expansion
of the objective function, and hence our analytic descent
approach goes beyond a Newton optimisation. In conclu-
sion, fully determining the expansion in Eq. (6) requires
one to estimate all these coefficients using a quantum
device, i.e., by querying the energy expectation value at
Q = 1 + 2ν2 − 2ν points.
Fig. 1(a) shows approximation errors obtained from a
simulated ansatz circuit of 12 qubits. In our simulations
we determined all the Q = O(ν2) coefficients and used
them to compute the approximate energy via Eq. (6)
at 1000 randomly generated points in parameter space.
These randomly generated points are in the vicinity of
our reference θ0, which we choose to be close to the
global optimum. We plot the approximation error as a
function of the absolute largest entry in the parameter
vector given by the norm ‖θ‖∞. Fig. 1(a) confirms the
error scaling O(δ3) and shows that our approximation is
4very good in practice, i.e., the error is smaller than 10−3
as long as the parameter vector norm ‖θ‖∞ is smaller
than 0.1. We further remark that in Appendix B 4 we
derive exact and approximate symmetries of the energy
function around local minima; the objective function is
approximately reflection symmetric via E(θ) ≈ E(−θ)
and exactly reflection symmetric along slices θk.
Classically computing the gradient— We derive the an-
alytic gradient of the approximate energy surface from
Eq. (6) in Appendix B 1 and propose an efficient clas-
sical algorithm for computing it for a given input θ in
Appendix D 1. This has a classical computational com-
plexity of O(ν3). We simulate an ansatz circuit of 12
qubits in Fig. 1(b) and compute the approximation error
of the analytically calculated gradient vector. We quan-
tify this error using the similarity measure as the nor-
malised scalar product f = 〈g˜|g〉/(‖g˜‖‖g‖), between the
exact g and the approximate g˜ gradient vectors. We plot
1− f in Fig. 1(b), and conclude that our approximation
is very good and that our error measure scales with the
parameter vector norm in fourth order as 1− f = O(δ4).
We aim to use this gradient in a classical optimisa-
tion routine (please refer to later text), but we first show
that this approximation is very robust to shot noise. In
particular, when using a quantum device to estimate the
coefficients in Eq. (6), one needs to collect a large num-
ber of shots in order to sufficiently reduce the statistical
uncertainty in those estimates. This uncertainty is quan-
tified by the variance of the estimator, e.g., Var[E
(B)
k ]
when reconstructing the coefficient E
(B)
k .
We derive the variance of the gradient estimator in
Appendix B 2 as
Var[∂mE(θ)] = [
∂Bm(θ)
∂θm
]2 Var[E
(B)
k ] +O(sin2 δ). (8)
This informs us that the variance of the classically com-
puted gradient only depends on the variance of the coeffi-
cients E
(B)
k in zeroth order – and the variance of all other
estimated coefficients is scaled down quadratically by the
possibly small δ  1. Note that the variance of our co-
efficients are directly proportional to the variance of es-
timating the energy expectation value. Advanced tech-
niques on reducing this variance can straightforwardly be
applied [36].
Metric tensor—We now show that our approximation
of ansatz circuits in Eq. (4) can be used to obtain a clas-
sical model for computing how the quantum Fisher in-
formation matrix of the variational states ρ(θ) := Φ(θ)ρ0
depends on the continuous parameters θ.
This metric tensor was first proposed in the con-
text of variational quantum algorithms in [15] and has
been used to improve convergence speed and accuracy
of optimisations as well as to avoid local minima [29–
31, 37, 38]. A general approach for optimising arbitrary
quantum states was proposed in [30] via the quantum
Fisher information matrix; a general approximation for
noisy quantum states can be estimated via SWAP tests
as [FQ]mn = 2Tr[(∂mρ(θ))(∂nρ(θ))]. Indeed, in the limit
of pure states entries of this metric tensor can be esti-
mated using Hadamard-tests [15, 29, 37]. We derive the
approximation of the general matrix elements [FQ]mn in
Appendix C; for present purposes we need only state the
leading terms explicitly as, e.g.,
[FQ]mn = FBBFBB(θ)+FABFAB(θ)+. . .O(sin2 δ). (9)
Here the multi-variate trigonometric functions, e.g.,
FBB(θ), can be straightforwardly computed using the
previously outlined techniques. These functions multiply
the real coefficients, such as FBB , which can be computed
from quantum-state overlaps as
FBB =Tr[ρ( 12pivk)ρ( 12pivk)] + Tr[ρ(− 12pivk)ρ(− 12pivk)]
− Tr[ρ(− 12pivk)ρ( 12pivk)]− Tr[ρ( 12pivk)ρ(− 12pivk)].
These overlaps Tr[ρ(θ′)ρ(θ′′)] correspond to variational
states of shifted parameters θ′ and θ′′, can be estimated
using SWAP tests. However, this requires the prepara-
tion of two copies of the quantum state in two separate
quantum registers. Nevertheless, when the states are ap-
proximately pure as ρ(θ) ≈ |ψ(θ)〉〈ψ(θ)|, then the over-
laps |〈ψ(θ′)|ψ(θ′′)〉|2, could be estimated via Hadamard
tests. The latter would only require a single copy of the
state.
Quantum Analytic Descent—We now use the previ-
ously outlined techniques to propose an optimisation ap-
proach for variational quantum algorithms. In particular,
we assume the aim is to optimise the objective function
E(θ) = Tr[H ρ(θ)], where we have again used the nota-
tion ρ(θ) = Φ(θ)ρ0. Previous gradient-based techniques
assumed that one computes the gradient vector g(θ) at
every iteration using a quantum device. This gradient
vector can be estimated with either Hadamard-test tech-
niques [15, 37] or parameter-shift rules [34].
Instead, we now aim to use the explicit knowledge
about the local structure of the objective function E(θ).
This results in an iterative optimisation in two nested
loops. In an external loop we use the quantum device
to estimate the coefficients in Eq. (7). This allows us
to build a classical model of the objective function lo-
cally via Eq. (6) and descend towards the minimum of
this classical approximation in an internal loop. In the
internal loop, we compute a classical approximation of
the gradient vector at every iteration step and propa-
gate our parameters according to a suitable update rule.
We choose quantum natural gradient which applies the
inverse of the metric tensor FQ to the gradient vector
[29–31]. Although this metric tensor can similarly be
approximated classically via Eq. (9), we remark that its
quantum estimation cost becomes negligible in the vicin-
ity of the optimum [28].
The internal, classical optimisation loop can be aided
with feedback from the quantum device. There are var-
ious possibilities to implement this; one could estimate
the energy with the quantum device occasionally, i.e., at
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Analytic Descent Natural Gradient
FIG. 2. Simulated analytic descent and natural gradient in the case of a molecular (a) and a spin-ring Hamiltonian (b).
Plots show the distance from the exact ground-state energy as a function of the iterations. A classical approximation of the
energy surface is determined at each iteration step of analytic descent (solid lines) and in an internal loop we descent towards
its minimum using a classical computer (not shown here). Analytic descent (solid lines) crucially outperforms conventional
natural gradient (dashed lines) and appears to increase its convergence rate (steeper slope on plots). We simulate the effect
of shot noise due to finite measurements – determining one step of analytic descent requires a factor of 2 more measurements
than natural gradient. Dashed grey lines show our convergence criterion 10−3, which is comparable to chemical accuracy.
every t iterations, and compare the result to the classi-
cal approximation. If the deviation is too large – possi-
bly because ‖θ‖∞ is too large – then the internal loop
should abort and the coefficients in Eq. (7) should be re-
estimated using the quantum device. Another possibility
for feedback would be to estimate the previously intro-
duced similarity measure 1− f between the approximate
and exact gradients using the quantum device. In any
case, we expect that this feedback from the quantum de-
vice only requires a negligible amount of sampling. One
could of course work without feedback and abort the in-
ternal loop when ‖θ‖∞ exceeds a certain threshold.
Numerical simulations—We numerically simulate
physical Hamiltonians. We consider a hardware-efficient
anasatz construction which is built of alternating lay-
ers of single-qubit X and Y rotations and two-qubit
Pauli ZZ gates. We simulate the effect of shot noise
in the following way. In conventional, gradient-based
optimisations one would estimate entries of the gradi-
ent vector to a precision . We set this precision such
that the relative uncertainty in the gradient vector is
10% as (0.1‖g‖)2 = ∑νk=1 Var[gk], where Var[gk] is the
variance of a single vector entry [28]. One could dis-
tribute measurements optimally [28], but we simply set
the number of measurements such that the precision of
each gradient entry is (gk) = 0.1‖g‖/
√
ν. In order to
be able to compare this to our analytic descent tech-
nique, we determine the coefficients to the same preci-
sion (E
(B)
k ) = 0.1‖g‖/
√
ν and we determine all other
coefficients in Eq. (7) to a proportionally lower precision
 = 0.1‖g‖. Recall that we can do so because the variance
of our classical gradient estimator in Eq. (8) is dominated
by the uncertainty in E
(B)
k . This way, the overall number
of measurements required for analytic descent is only a
factor of 2 more than determining the gradient vector.
Fig. 2(a) shows simulation results of a LiH Hamilto-
nian of 6 qubits. We use an ansatz circuit with 4 blocks
and overall 78 parameters. We start every optimisation
from a randomly selected point in parameter space that
is close to the Hartree-Fock solution. In Fig. 2(solid) we
only plot the external optimisation loop of analytic de-
scent. Indeed at every step there is a classical optimisa-
tion procedure involved, for which we have used the natu-
ral gradient update rule and we aborted the internal loop
when the similarity measure is low via 1−f < 5. We plot
curves that correspond to analytic descent Fig. 2(solid)
such that we propagate data points by 2 steps at every it-
eration – to reflect their relative measurement costs. We
furthermore estimated the metric tensor and inverted it
using a large regularisation parameter η = 0.01 to en-
sure that its measurement cost is reasonable. The step
size is 0.001 (0.1) in the case of analytic descent (natural
gradient).
Note that we have used a very fine step size in the case
of analytical descent, which allows us to follow the nat-
ural gradient evolution of the parameters very smoothly
ranging up to many thousands of conventional gradient
steps per a single classical optimisation procedure (one it-
eration in Fig. 2). This has several advantages and keeps
the evolution stable, even when the inverse of the highly
singular metric tensor FQ is used.
Fig. 2(b) shows simulation results of a spin-ring Hamil-
6tonian
N∑
i=1
J [σ{i}x σ
{i+1}
x + σ
{i}
y σ
{i+1}
y + σ
{i}
z σ
{i+1}
z ] +
N∑
i=1
ωi σ
{i}
z ,
and we have set N + 1 := 1. We randomly generate
ωi and set J = 0.05. We have determined the ground
state of this Hamiltonian using the previously introduced
ansatz circuit, which consists of 2 blocks and overall 84
parameters. Here we set the step size to 0.01 for both
approaches.
Analytic descent performs better than natural gradi-
ent even when being far from the optimum point. The
gradient in this case is typically large and results in large
steps that quickly drive away from the reference point
θ0. Moreover, in both Fig. 2(a) and Fig. 2(b) we observe
that analytic descent crucially outperforms natural gra-
dient. In some regions – especially when approaching the
optimum – analytic descent even appears to result in an
improved convergence rate (steeper slope in the figure).
Conclusion and Discussion—In this work we analyti-
cally determined how ansatz states depend on their pa-
rameters when all gates are generated by Pauli strings;
although exponentially many coefficients determine a full
trigonometric expansion, we propose an efficient, approx-
imate approach for characterising the ansatz landscape in
the vicinity of a reference point.
We derived explicit formulae for classically approxi-
mating the energy surface, the gradient vector and the
metric tensor as a function of the ansatz parameters.
This results in a novel hybrid quantum-classical optimi-
sation scheme in which a quantum device is only occa-
sionally used to determine a classical approximation of
the energy surface. A classical optimisation routine is
then used in an internal loop to descend towards the
minimum of this approximate surface. As opposed to
previous techniques – which relied on point-wise infor-
mation – we use the explicit, analytic knowledge about
the ansatz states to build a classically tractable model.
We have outlined how our classical optimisation can be
aided with occasional feedback from the quantum device.
We numerically simulated the ground-state search of
physical Hamiltonians and observed that indeed analyt-
ical descent significantly outperforms conventional natu-
ral gradient.
There are a number of apparent, promising extensions.
First, we could use the information from the previous it-
erations as a Bayesian prior when re-estimating our clas-
sical model in a next step. Second, we can similarly build
a classical model of the metric tensor and compute it
in the internal optimisation classically without using the
quantum device. Third, one could sample the coefficients
in Eq. (7) optimally by distributing samples according to
their strengths [28]. Furthermore, during the internal op-
timisation loop, one could keep track of the variance of
the gradient estimator, and if it becomes too sensitive
to shot noise in only a few coefficients, one could collect
more data with the quantum device without re-building
the full model.
There are other interesting questions that we defer to
future work. This includes a more detailed analysis of
the effect of shot noise and other noise sources on ana-
lytic descent. Furthermore, our approach is completely
general and can be applied to any Hamiltonain H. How-
ever, we expect that increasingly more complex Hamil-
tonians – such as in quantum chemistry – might result
in more complex energy surfaces which are more difficult
to approximate classically. Nevertheless, our approach
guarantees that the approxmation error scales cubically
with the distance from the reference point.
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Appendix A: Quantum gates generated by Pauli strings
1. Expressing a single gate
Let us consider a single gate in the ansatz circuit Uk(θk), where k indexes its position and k ∈ {1, 2, . . . ν} with ν
denoting the number of parameters. We assume that this gate is generated by a Pauli string Pk and ideally (when
the gate is not noisy), it corresponds to the following unitary operator
Uk(θk) := exp(−iθkPk/2) = cos[θk/2]Id− i sin[θk/2]Pk, (A1)
where the second equality straightforwardly follows from the algebra P 2nk = Id and P
2n+1
k = Pk.
We now fix the parameter dependence of this gate at the reference point θ0 and express the action of this gate on
any quantum state using the continuous angle θ. Let us first define the quantum gate as a mapping Φk(θ) : D 7→ D
over density operators, where D denotes the set of density operators, i.e., positive, unit trace operators over the
Hilbert space C2N . The gate can then be expressed as a general mapping over arbitrary density matrices ρ as the
8unitary conjugation Uk(θ0 + θ)ρU
†
k(θ0 + θ), and this can be expanded into the following transformations
Φk(θ)ρ := Uk(θ)Uk(θ0)ρU
†
k(θ0)U
†
k(θ) = cos
2[θk/2]ρref + sin
2[θk/2]PkρrefPk − i cos[θ/2] sin[θ/2](Pkρref − ρrefPk).
(A2)
Here we have used the notation ρref := Uk(θ0)ρU
†
k(θ0). The dependency on the continuous angle θ is absorbed into
the following functions
cos[θ/2]2 = (1 + cos[θ])/2,
cos[θ/2] sin[θ/2] = sin[θ]/2,
sin[θ/2]2 = (1− cos[θ])/2.
We can now formalise Eq. (A2) by separating it into discrete mappings over density matrices which are multiplied
by continuous functions that depend on the parameter θ as
Φk(θ) = a(θ)Φak + b(θ)Φbk + c(θ)Φck. (A3)
Here the mapping depends on the parameter θ via the Fourier components a(θ), b(θ), c(θ) : R 7→ R and we define their
explicit forms as
a(θ) :=(1 + cos[θ])/2 = O(1 + θ2), (A4)
b(θ) := sin[θ]/2 = O(θ), (A5)
c(θ) :=(1− cos[θ])/2 = O(θ2), (A6)
and we have also included their scaling when approaching θ → 0. Note that we have intentionally introduced the
constant shift θ0 and, of course, our definition corresponds to the action Φk(0)[ρ] = Uk(θ0)ρU
†
k(θ0) for the case θ → 0.
The discrete mappings Φak,Φbk and Φck in Eq. (A3) can be specified via their action on arbitrary density matrices as
Φak ρ = Uk(θ0)ρU
†
k(θ0) ≡ Φk(0)ρ,
Φbk ρ = −i[Pk, Uk(θ0)ρU†k(θ0)] = −
∂
(
Uk(θ)Uk(θ0)ρU
†
k(θ0)U
†
k(θ)
)
∂θ
|θ=0
= Uk(θ0 + pi/2)ρU
†
k(θ0 + pi/2)− Uk(θ0 − pi/2)ρU†k(θ0 − pi/2) ≡ [Φk(pi/2)− Φk(−pi/2)]ρ,
Φck ρ = Pk Uk(θ0)ρU
†
k(θ0)P
†
k = Uk(θ0 + pi)ρU
†
k(θ0 + pi) ≡ Φk(pi)ρ.
We finally conclude by recollecting their explicit forms as
Φak = Φk(0), Φbk = Φk(pi/2)− Φk(−pi/2) Φck = Φk(pi). (A7)
We can use the above expressions to express any linear mapping, such as the energy functional E(ρ) : D 7→ R,
via the trace relation E(ρ) = Tr[H†ρ], which is often referred to as an expectation value, and H is any Hermitian
operator in the Hilbert space C2N . We now consider the parametric mapping E(θ) : R 7→ R, which we define as
E(θ) := [E ◦ Φk(θ)]ρ0 = E(Φk(θ)ρ0) and we refer to it as the energy function, or energy landscape. The reference
state can be, e.g., the computational zero state ρ0 := |0〉〈0|. We can express the energy function explicitly via the
following Fourier series
E(ρ) = Tr[HΦk(θ)ρ0] = αka(θ) + βkb(θ) + γkc(θ). (A8)
The Fourier coefficients αk, βk, γk ∈ R can be completely determined by discrete samples of the energy function via
the discrete mappings of the density matrix as
αk :=Tr[HΦakρ0] = E(0) + E(pi) (A9)
βk :=Tr[HΦbkρ0] = E(pi) (A10)
γk :=Tr[HΦckρ0] = E(pi/2)− E(−pi/2). (A11)
The above formula informs us that we can completely and analytically determine the full energy function E(θ),
just by querying the function E(θ) at four different points as (−pi/2, 0, pi/2, pi). Of course Nyquist’s theorem also
informs us that this is suboptimal, since the Fourier spectrum of E(θ) is bounded with only 3 frequency terms
present (−1, 0, 1). This guarantees that querying the function E(θ) at only 3 points would be sufficient for completely
reconstructing it. Note that due to our definitions, the parameter θ is shifted by the constant θ0 and, for example,
E(0) = Tr[HUk(θ0)ρ0U†k(θ0)].
92. Expanding the full ansatz circuit
Let us now consider the effect of the full ansatz circuit on the reference state ρ0 := |0〉〈0| as
U(θ0 + θ)ρ0U
†(θ0 + θ), with U(θ0 + θ) := Uν(θ0,ν + θν) · · ·U2(θ0,2 + θ2)U1(θ0,1 + θ1).
Here θ0 ∈ Rν is a vector that represents a fixed, constant shift of the parameters, while the circuit depends continuously
on the parameters θ ∈ Rν .
Using results from the previous subsection, we can build an analytical model of the superoperator representation
Φ(θ) of the full ansatz circuit as the mapping
Φ(θ) := Φν(θν) . . .Φ2(θ2)Φ1(θ1) =
ν∏
k=1
[a(θk)Φak + b(θk)Φbk + c(θk)Φck]. (A12)
The above equation expresses the full ansatz circuit and its dependence on the parameters θ. Of course fully expanding
the above expression would result in a sum of 3ν different terms. Nevertheless, we expand this into a sum and truncate
the expansion such that the remaining terms are correct up to an error O(sin3 δ). For this we define δ := ‖θ‖∞, to
denote the absolute largest entry in the vector θ. We assume that the continuous parameters are only used to explore
the vicinity of the reference point θ0 in parameter space via a sufficiently small δ. This can be, e.g., when the reference
parameters θ0 are already a good approximation of the optimal ones as ‖θ0 − θopt‖∞ < δ with δ  1 and we search
for the ground state energy by optimising the continuous parameters. We define the approximate mapping as
Φ˜(θ) := A(θ)Φ(A) +
ν∑
k=1
[Bk(θ)Φ
(B)
k + Ck(θ)Φ
(C)
k ] +
ν∑
k
ν∑
l=k+1
[Dkl(θ)Φ
(D)
kl ]. (A13)
Here the functions A(θ), Bk(θ), Ck(θ) and Dkl(θ) absorb the dependence on the parameters θ and Φ
(A)
k , Φ
(B)
k , Φ
(C)
k
and Φ
(D)
kl are superoperators of discrete mappings. We compute the explicit form of the terms appearing in the
summation in Eq. (A13) as
A(θ)× Φ(A) =
ν∏
k=1
[a(θk)Φak] = O(1),
Bk(θ)× Φ(B)k =[a(θν)a(θν−1) · · · b(θk) · · · a(θ2)a(θ1)]× [ΦaνΦa(ν−1) · · ·Φbk · · ·Φa2Φa1] = O(θk),
Ck(θ)× Φ(C)k =[a(θν)a(θν−1) · · · c(θk) · · · a(θ2)a(θ1)]× [ΦaνΦa(ν−1) · · ·Φck · · ·Φa2Φa1] = O(θ2k),
Dkl(θ)× Φ(D)kl =
(
[a(θν)Φaν ] · · · [b(θk)Φck] · · · [b(θl)Φcl] · · · [a(θ1)Φa1]
)
= O(θkθl).
The discrete mappings can be further simplified by using Eq. (A7) as
Φ(A) = Φ(0), Φ
(B)
k = Φ(
1
2pivk)− Φ(− 12pivk), Φ(C)k = Φ(pivk) (A14)
Φ
(D)
kl = Φ(
1
2pivk +
1
2pivl) + Φ(− 12pivk − 12pivl)− Φ(− 12pivk + 12pivl)− Φ( 12pivk − 12pivl), (A15)
where vk ∈ Rν denotes the standard basis vector, e.g., (0, 0, . . . 0, 1, 0, . . . 0). We further remark that due to our
definitions, the parameters θ are shifted by the constant vector θ0 and, for example, Φ(0)ρ0 = U(θ0)ρ0U
†(θ0).
We can quantify the error of the approximate mapping in Eq. (A13) via the trace distance of the resulting density
operators and we express this as ‖Φ(θ)ρ− Φ˜(θ)ρ‖tr = O(sin3 δ). We remark that our expansion in Eq. (A13) consist
of a sum of 1 + ν + ν2/2 different terms and describes the variational mapping up to an error O(sin3 δ). We could
similarly expand the mapping into a sum of O(ν3) terms and have an error O(sin4 δ) or beyond.
Appendix B: Approximating the full energy surface locally
We can express the full energy surface following our definition in the previous section and evaluating the discrete
mappings
E(θ) := Tr[HΦ(θ)ρ0] = A(θ)E(A) +
ν∑
k=1
[Bk(θ)E
(B)
k + Ck(θ)E
(C)
k ] +
ν∑
k
ν∑
l=k+1
[Dkl(θ)E
(D)
kl ] +O(sin3 δ). (B1)
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We can express the discrete mappings as queries of the energy function at discrete points in parameter space as
E(A) = Tr[HΦ(A)ρ0] = E(0)
E
(B)
k = Tr[HΦ(B)k ρ0] = E( 12pivk)− E(− 12pivk)
E
(C)
k = Tr[HΦ(C)k ρ0] = E(pivk)
E
(D)
kl = Tr[HΦ(D)kl ρ0] = E( 12pivk + 12pivl) + E(− 12pivk − 12pivl)− E(− 12pivk + 12pivl)− E( 12pivk − 12pivl).
Here vk ∈ Rν denotes a standard basis vector, e.g., (0, 0, . . . 0, 1, 0, . . . 0). Note that due to our definitions, the
parameters θ are shifted by the constant vector θ0 and, for example, E(0) = Tr[HU(θ0)ρ0U†(θ0)].
Using the above expressions, one can determine an O(sin3 δ) approximation of the full energy surface by querying
the energy function E(θ) at a total number of Q points, where
Q = 1 + ν + 2ν + 4(ν2/2− ν) = 1 + 2ν2 − 2ν. (B2)
1. Expressing the gradient analytically
We now derive the dependence of the gradient vector components gm := ∂mE(θ) on the parameters θ using our
approximation from Eq. (B1). We can explicitly write
∂mE(θ) =
∂A(θ)
∂θm
E(A) +
ν∑
k=1
[
∂Bk(θ)
∂θm
E
(B)
k +
∂Ck(θ)
∂θm
E
(C)
k ] +
ν∑
k
ν∑
l=k+1
[
∂Dkl(θ)
∂θm
E
(D)
kl ] +O(sin2 δ). (B3)
Let us fist compute the derivatives of the single-variate functions from Eq. (A4) as
∂a(θk)
∂θk
= − sin[θk]/2, ∂b(θk)
∂θk
= cos[θk]/2,
∂c(θk)
∂θk
= sin[θk]/2.
We now express the explicit forms compute partial derivatives of the monomials in the following. The first term is
∂A(θ)
∂θm
= a(θν)a(θν−1) · · · ∂a(θm)
∂θm
· · · a(θ2)a(θ1) = O(θm).
Similarly we have
∂Bk(θ)
∂θm
=
{
a(θν)a(θν−1) · · · ∂b(θm)∂θm · · · a(θ2)a(θ1) = O(1) if k = m
a(θν)a(θν−1) · · · b(θk) · · · ∂a(θm)∂θm · · · a(θ2)a(θ1) = O(θmθk) if k 6= m,
(B4)
but note that here we do not not assume that k > l. Very similarly we have
∂Ck(θ)
∂θm
=
{
a(θν)a(θν−1) · · · ∂c(θm)∂θm · · · a(θ2)a(θ1) = O(θm) if k = m
a(θν)a(θν−1) · · · c(θk) · · · ∂a(θm)∂θm · · · a(θ2)a(θ1) = O(θmθ2k) if k 6= m,
(B5)
and we again do not not assume that k > l. Finally,
∂Dkl(θ)
∂θm
=

a(θν)a(θν−1) · · · ∂b(θm)∂θm · · · b(θl) · · · a(θ2)a(θ1) = O(θm) if k = m
a(θν)a(θν−1) · · · b(θk) · · · ∂b(θm)∂θm · · · a(θ2)a(θ1) = O(θm) if l = m
a(θν)a(θν−1) · · · b(θk) · · · b(θl) · · · ∂a(θm)∂θm · · · a(θ2)a(θ1) = O(θkθlθm) if k 6= m 6= l.
(B6)
One can therefore compute the full gradient vector analytically, up to an error O(sin2 δ), via the monomials A(θ),
Bk(θ), Ck(θ) and Dkl(θ). and the corresponding energy coefficients. These coefficients can be determined by querying
the energy function at O(ν2) points as discussed in Sec. B. We propose an efficient classical classical algorithm for
computing the this gradient vector, and its computational complexity is O(ν3), refer to Sec. D 1.
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2. Error propagation and variances
Using a straightforward linear error propagation formula, the variance of the gradient estimator can be computed
via the following terms
Var[∂mE(θ)] = [
∂A(θ)
∂θm
]2 Var[E(A)] +
ν∑
k=1
(
[
∂Bk(θ)
∂θm
]2 Var[E
(B)
k ] + [
∂Ck(θ)
∂θm
]2 Var[E
(C)
k ]
2
)
+
ν∑
k
ν∑
l=k+1
(
[
∂Dkl(θ)
∂θm
]2 Var[E
(D)
kl ]
)
+O(sin4 δ).
Here the variances, such as Var[E(A)] = Var[E(0)], are directly proportional to the precision of the energy estimation.
This variance scales inversely with how many times the energy estimator is sampled.
Now using the scaling of the multivariate functions from B 1, we can expand the above variance into a leading term
[∂Bm(θ)∂θm ]
2 = O(1) and into terms that scale with δ as
Var[∂mE(θ)] = [
∂Bm(θ)
∂θm
]2 Var[E
(B)
k ] +O(sin2 δ).
As long as the norm ‖θ‖∞ < δ is sufficiently small, the variance of the gradient vector is dominated by the variances
of measuring Var[E
(B)
k ]. This means that, even though one has to query the energy function at O(ν2) points, most of
these queries need not be very precise. In fact, the variance of the gradient component is dominated by the precision
of the O(ν) queries used to determine the coefficients E(B)k . Conversely, the measurement cost of estimating our
classical model to a high precision is dominated by estimating the coefficients E
(B)
k .
3. Relation to the gradient vector and to the Hessian matrix
One can straightforwardly show that the coefficients used to determine our approximation of the energy surface
are related to partial derivatives of the energy surface. In particular, the gradient vector gm from Eq. (B3) can be
expressed exactly at the point θ as
gm = [∂mE(θ)]|θ=0 = E(B)m [
∂Bm(θ)
∂θm
]|θ=0 = E(B)m /2 = [E( 12pivk)− E(− 12pivk)]/2. (B7)
This is the well-known parameter-shift rule, which estimates the gradient via sampling the energy function at two
different points [34].
The mixed second partial derivatives can similarly be expressed exactly using Eq. (B1) as
[∂m∂nE(θ)]|θ=0 = E(D)kl [
∂2Dkl(θ)
∂θm∂θn
]|θ=0 = E(D)kl /4 (B8)
= [E( 12pivk +
1
2pivl) + E(− 12pivk − 12pivl)− E(− 12pivk + 12pivl)− E( 12pivk − 12pivl)]/4, (B9)
when n 6= m and
[∂m∂mE(θ)]|θ=0 = E(A)[ ∂
2A(θ)
∂θm∂θm
]|θ=0 + E(C)m [
∂2Cm(θ)
∂θm∂θm
]|θ=0 (B10)
= [E(C)m − E(A)]/2 = E(pivk)− E(0). (B11)
To conclude, we express explicitly elements of the gradient vector as
gm = [∂mE(θ)]|θ=0 = E(B)m /2 (B12)
and elements of the Hessian matrix as
Hmn = [∂m∂nE(θ)]|θ=0 =
{
[E
(C)
m − E(A)]/2 if m = n
E
(D)
kl /4 if m 6= n.
(B13)
This means that when querying the energy function in Sec. B and in Sec. B 1, the information we determine is very
closely related to the Hessian and the gradient of the energy surface. However, we stress that our approximation is
not a simple Taylor expansion.
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4. Symmetry of the energy surface around the optimum
At a local optimum one finds that the gradient vanishes as gm = 0 for m ∈ {1, . . . , ν}. We set θ0 := θopt and
therefore θ = 0. The explicit form of the leading terms in the energy surface can be expressed as
E(θ) := Tr[HΦ(θ)ρ0] = A(θ)E(A) +
ν∑
k=1
[Ck(θ)E
(C)
k ] +
ν∑
k
ν∑
l=k+1
[Dkl(θ)E
(D)
kl ] +O(sin3 δ). (B14)
and we have used that E
(B)
k = 0 due to gk = 0. We now make two observations which pose strict constraints on
the geometry of the energy surface around local optima. First, the energy function in this case is (approximately)
reflection symmetric via
E(θ) = E(−θ) +O(sin3 δ), (B15)
due to the reflection symmetry of the basis functions A(θ), Ck(θ) and Dkl(θ). Second, any slice of the energy function
is just a shifted cosine function as
E(θkvk) = E
(A)(1 + cos[θk])/2 + E
(C)
k (1− cos[θk])/2, (B16)
which can be written as a+ b cos(θk) and a = E
(A) + E
(C)
k , while b = E
(A) − E(C)k .
Appendix C: Expanding the metric tensor entries
It was shown in [30] that the quantum Fisher information matrix can be approximated by the scalar product
[FQ]mn = 2Tr[
∂ρ(θ)
∂m
∂ρ(θ)
∂n
], (C1)
which relation becomes exact in the limit of pure states. Here we have denoted ρ(θ) := Φ(θ)ρ0. We can straightfor-
wardly express the partial derivatives via the partial derivative of the mapping
∂ρ(θ)
∂m
=
∂Φ(θ)
∂m
ρ0 =
∂Φ˜(θ)
∂m
ρ0 +O(sin3 δ), (C2)
which we aim to express explicitly using our approximate mapping Φ˜(θ) from Eq. (A13). We can compute the
derivative analytically as
∂Φ˜(θ)
∂m
=
∂A(θ)
∂θm
Φ(A) +
ν∑
k=1
[
∂Bk(θ)
∂θm
Φ
(B)
k +
∂Ck(θ)
∂θm
Φ
(C)
k ] +
ν∑
k
ν∑
l=k+1
[
∂Dkl(θ)
∂θm
Φ
(D)
kl ] +O(sin2 δ). (C3)
and note that this expression is directly analogous to the gradient vector from Eq. (B3), and we have defined the
partial derivatives of the monomials, such as ∂A(θ)∂θm , in Sec. B 1. Expanding the quantum Fisher information to leading
terms only results in
[FQ]mn =FBBFBB(θ) + FABFAB(θ) + · · ·+O(sin2 δ). (C4)
We do not write out all the terms explicitly for clarity – however, note that they could be computed straightforwardly.
Similarly as before, we have monomials that completely absorb the continuous dependence on the parameters θ and
their explicit forms can be computed as
FBB(θ) :=2
∂Bm(θ)
∂θm
∂Bn(θ)
∂θn
(C5)
FAB(θ) :=2
∂Bm(θ)
∂θm
∂A(θ)
∂θn
+ 2
∂A(θ)
∂θm
∂Bn(θ)
∂θn
(C6)
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FIG. 3. Example of a 2-block ansatz circuit of 8 qubits. We used 4-block circuits in our simulations.
These functions multiply the coefficients, e.g., Tr[(Φ(B)ρ0)(Φ
(B)ρ0)], which can be computed via the discrete trans-
formations as
FBB = Tr[(Φ(B)ρ0)(Φ(B)ρ0)] =Tr[ρ( 12pivk)ρ( 12pivk)] + Tr[ρ(− 12pivk)ρ(− 12pivk)] (C7)
− Tr[ρ(− 12pivk)ρ( 12pivk)]− Tr[ρ( 12pivk)ρ(− 12pivk)] (C8)
FAB = Tr[(Φ(A)ρ0)(Φ(B)ρ0)] =Tr[ρ(0)ρ( 12pivk)]− Tr[ρ(0)ρ(− 12pivk)]. (C9)
The coefficients therefore can be estimated by estimating the overlap between the states, as e.g., ρ(0) and ρ( 12pivk).
These can be straightforwardly estimated using SWAP tests or, in the case of pure states, using Hadamard tests as,
e.g.,
Tr[ρ(0)ρ( 12pivk)] = |〈ψ(0)|ψ( 12pivk)〉|2. (C10)
Appendix D: Numerical simulations
1. Classical algorithm for computing the gradient vector
We now describe how the analytical gradient from Eq. (B3) can be computed classically efficiently. We assume
the the coefficients E(A), E
(B)
k , E
(C)
k , E
(D)
kl are already determined and accessible in RAM. This requires O(ν2) space,
which is reasonable for up to thousands of parameters.
First our classical algorithm needs to compute the monomials, e.g., ∂A(θ)∂θm for a given input vector θ). We do this
by precomputing and storing the basis functions a(θk), b(θk) = 1± cos(θk) and c(θk) = sin(θk)/2 and
∂a(θk)
∂θk
= − sin[θk]/2, ∂b(θk)
∂θk
= cos[θk]/2,
∂c(θk)
∂θk
= sin[θk]/2,
for all parameters k ∈ {1, . . . ν}. This is done in O(ν) time and requires only O(ν) storage space.
In the next step we multiply the basis functions to obtain A(θ) as
A(θ) = a(θ1)a(θ2) · · · a(θν),
and store it. All other monomials are obtained from this just by dividing it by, e.g., a(θk), and then multiplying it
with, e.g., ∂b(θk)∂θk , which we have already precomputed. For example, the monomial
∂Bk(θ)
∂θm
is obtained as
∂Bk(θ)
∂θm
=
A(θ)
a(θk)a(θm)
∂b(θm)
∂θm
b(θk),
when k 6= m and note that we have already precomputed all components in the above equation. In conclusion,
evaluating all νQ = O(ν3) basis functions in the gradient vector for a given input vector θ can be done in Q = O(ν3)
and requires O(ν2) storage.
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2. Simulated optimisation
We use the ansatz circuit structure shown in Fig. 3 in our simulations. This consists of layers of single-qubit X and
Y rotations as well as layers of two-qubit Pauli ZZ gates.
We consider a 6-qubit Hamiltonian of the LiH molecule. We use an ansatz circuit with 4 blocks and overall 78
parameters and start the optimisation at the vicinity of the Hartree-Fock solution. We do so by adding uniform
random numbers (−0.5, 0.5) to the initial parameters of the Hartree-Fock solution. The step size is 0.001 (0.1) in the
case of analytic descent (natural gradient). We also determine the metric tensor at every iteration step and regularise
it with a large η = 0.01.
We also consider a 12-qubit spin-ring Hamiltonian
N∑
i=1
J [σ{i}x σ
{i+1}
x + σ
{i}
y σ
{i+1}
y + σ
{i}
z σ
{i+1}
z ] +
N∑
i=1
ωi σ
{i}
z ,
in which we have set N + 1 = 1. We randomly generate ωi and set J = 0.05. We use an ansatz circuit of 2 blocks and
overall 84 parameters. We start the optimisation from the lowest energy computational basis state by adding uniform
random numbers (−0.5, 0.5) to its parameters. The step size is 0.01 (0.01) in the case of analytic descent (natural
gradient).
We simulate shot noise when determining the gradient vector (in case of conventional natural gradient) and the
coefficients in Eq. (7). We do so by adding Gaussian distributed random numbers to their exactly determined values,
as discussed in the main text.
