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To maintain energy homeostasis despite variable en-
ergy supply and consumption along the diurnal cycle,
the liver relies on a circadian clock synchronized to
food timing. Perturbed feeding and fasting cycles
havebeenassociatedwithclockdisruptionandmeta-
bolicdiseases; however, themechanismsareunclear.
To address this question, we have constructed a
mathematical model of the mammalian circadian
clock, incorporating the metabolic sensors SIRT1
and AMPK. The clock response to various temporal
patterns of AMPK activation was simulated numeri-
cally, mimicking the effects of a normal diet, fasting,
and a high-fat diet. The model reproduces the damp-
ened clock gene expression and NAD+ rhythms re-
ported for mice on a high-fat diet and predicts that
this effect may be pharmacologically rescued by
timed REV-ERB agonist administration. Our model
thus identifies altered AMPK signaling as a mecha-
nism leading to clock disruption and its associated
metabolic effects and suggests a pharmacological
approach to resetting the clock in obesity.
INTRODUCTION
Life on Earth is subject to periodic changes in its environment as
induced by Earth’s rotation. Most organisms anticipate these
daily variations and orchestrate biological processes accord-
ingly by relying on a circadian clock, a network of molecular in-
teractions generating biochemical oscillations within a period
close to 24 hr (Dibner et al., 2010). To synchronize with the
diurnal cycle, circadian clocks incorporate sensors informing
them of its progression. As the alternation of day and night is
the primary environmental signal, light is generally the dominant
circadian cue at the organismal level. In multicellular organisms,
most cells contain a self-sustained circadian oscillator (Dibner
et al., 2010) that does not, however, receive the light signal
directly. The mammalian circadian system thus relies on a cen-
tral synchronizer, the suprachiasmatic nucleus (SCN), a groupCell Re
This is an open access article undof neurons that receives photic inputs and drives other circadian
oscillators in the brain and in other organs through various chan-
nels (Dibner et al., 2010).
Yet, the rhythms of circadian clocks throughout our bodies are
not governed only by the light/dark cycle. The function of some
organs exposes them to oscillating inputs that superimpose on
the time of the day. In particular, the liver plays a central role in
maintaining energy homeostasis while coping with large tempo-
ral variations of energy income, storage, and utilization over the
diurnal cycle. Accordingly, the feeding and fasting cycle is a
more potent zeitgeber for the liver clock than systemic cues
controlled by the SCN (Damiola et al., 2000; Saini et al., 2013).
Thus, understanding how the liver clock is entrained by meta-
bolic cycles is crucial, especially as metabolism and the circa-
dian clock are tightly integrated (Bass, 2012; Asher and Schibler,
2011). On the one hand, clock disruption (Turek et al., 2005; Mar-
cheva et al., 2010) or perturbations of the daily pattern of food
intake (Arble et al., 2009) have been associated with metabolic
diseases. On the other hand, nutritional challenges or metabolic
stress affect the clock period length and the expression profiles
of core clock genes (Bass, 2012; Kohsaka et al., 2007; Hatori
et al., 2012; Eckel-Mahan et al., 2013). The implication of most
liver-specific cycling transcripts in diverse aspects of meta-
bolism further reinforces the link between liver circadian rhythms
and metabolism (Panda et al., 2002; Zhang et al., 2014).
Here, we use mathematical modeling to address several
important questions: what are the key factors that inform the liver
clock about the cellular energetic state, so that it can be en-
trained to daily variations of food intake? Can we explain how
perturbations of these cycles or nutritional stress disrupt the
clock? Can we design therapeutic strategies to counter such
deleterious effects? Such a quantitative approach is needed to
integrate the large number of experimental observations from
the literature. Existing mathematical models of the mammalian
circadian clock (Leloup and Goldbeter, 2003; Becker-Weimann
et al., 2004; Forger and Peskin, 2003; Mirsky et al., 2009;
Relo´gio et al., 2011; Korencic et al., 2012; St. John et al., 2014;
Jolley et al., 2014) have focused on describing clocks that are
free-running or driven by light/dark cycles, and thus are not
adequate to answer these questions. To understand how the
clock is entrained by metabolism, we have thus constructed a
model of the mammalian clockwork that tracks variations inports 17, 1087–1097, October 18, 2016 ª 2016 The Authors. 1087
er the CC BY license (http://creativecommons.org/licenses/by/4.0/).
NAD+ and AMP, two metabolites that are central to biochemical
reactions involved in energy production, storage, and utilization
(Berg et al., 2011). Indeed, it has been recently shown that mo-
lecular sensors of NAD+ and AMP regulate core clock genes,
thus serving as metabolic inputs to the clock (Huang et al.,
2011). The first sensor is the NAD+-dependent histone and pro-
tein deacetylase SIRT1, which regulates many metabolic path-
ways (Chang and Guarente, 2014). The second sensor is the
AMPK kinase, which is activated in situations of energy shortage
(Hardie et al., 2012). Systemic hormones such as insulin and
glucagon have been shown to contribute also to clock resetting
(Mukherji et al., 2015), however, we only consider intracellular
factors in this first approach.
Our model reproduces temporal profiles of clock gene expres-
sion andNAD+ levels accurately, assuming AMPK activation pat-
terns that are consistent with experimental profiles of AMP level
(Hatori et al., 2012) and AMPK expression (Barnea et al., 2012),
and predicts correctly the effect of SIRT1 loss-of-function and
impaired AMPK activity through LKB1 deletion. This allows us
to study how the clock is affected by various temporal patterns
of AMPK activity, used as surrogates of cell metabolic state var-
iations upon normal diet feeding, fasting, and ad libitum (AL)
high-fat diet (HFD) feeding. Finally, we illustrate how the disrup-
tive effect of an obesogene diet may be corrected by a pharma-
cological intervention.
The architecture of the mammalian clock network is well
known (Dibner et al., 2010). The activators CLOCK and BMAL1
dimerize to induce transcription of several target genes,
including the Period (Per 1, 2, 3) and Cryptochrome (Cry 1, 2)
genes. Accumulating PERs and CRYs associate in a complex
that enters the nucleus to inhibit CLOCK:BMAL1 transcriptional
activity, thus repressing their own expression and forming the
main feedback loop (Dibner et al., 2010). Additional loops are
associated with other targets of CLOCK:BMAL1, the nuclear re-
ceptors REV-ERBa,b (Preitner et al., 2002; Guillaumond et al.,
2005; Ueda et al., 2005, Liu et al., 2008; Cho et al., 2012; Bugge
et al., 2012), and RORa,b,g (Akashi and Takumi, 2005; Guillau-
mond et al., 2005; Ueda et al., 2005; Liu et al., 2008), which
respectively repress and activate Bmal1 transcription. The
REV-ERBs, which also repress Cry1 transcription (Liu et al.,
2008), are essential for robust oscillations (Relo´gio et al., 2011;
Cho et al., 2012; Bugge et al., 2012). Together with the RORs,
they control important metabolic and physiological functions
(Duez and Staels, 2008, 2010; Cho et al., 2012; Bugge et al.,
2012; Solt et al., 2012; Woldt et al., 2013; Everett and Lazar,
2014).
Conversely, several mechanisms through which metabolism
drives the clock were recently described. Indeed, the NAD+-
dependent deacetylase SIRT1 and the AMP sensor AMPK
directly target core clock genes (Huang et al., 2011). SIRT1 com-
plexes with CLOCK:BMAL1, deacetylates BMAL1 and PER2 as
well as histones, modulating the transcriptional activity of
CLOCK:BMAL1 and destabilizing PER2 (Nakahata et al., 2008;
Asher et al., 2008). Additionally, SIRT1 activates PGC1a, which
enhances Bmal1 expression by co-activating ROR (Liu et al.,
2007). In fact, NAD+ and SIRT1 are not only inputs but also
core clock players, as the NAD+ salvage pathway, the main
mammalian NAD+ biosynthesis pathway, is under circadian con-1088 Cell Reports 17, 1087–1097, October 18, 2016trol (Ramsey et al., 2009; Nakahata et al., 2009). Many cellular
reactions, such as deacetylation by sirtuins, simultaneously hy-
drolyze NAD+ into NAM (Canto´ and Auwerx, 2011). The salvage
pathway recycles NAM into NMN and NMN into NAD+. NAMPT,
the rate-limiting enzyme in the first step of the NAD+ salvage
pathway, is directly regulated by CLOCK:BMAL1, resulting in
circadian oscillations of the cellular NAD+ level (Ramsey et al.,
2009; Nakahata et al., 2009). Thus, CLOCK:BMAL1, NAMPT,
NAD+, and SIRT1 form a negative feedback loop that contributes
to the clock dynamics, as demonstrated by inhibiting NAMPT or
SIRT1 (Ramsey et al., 2009; Nakahata et al., 2009; Bellet et al.,
2013). On the other hand, activated AMPK destabilizes CRY
(Lamia et al., 2009), as well as indirectly PER by activating
CKIε/d (Jordan and Lamia, 2013). Moreover, phosphorylation
of PGC1a by AMPK is required before it can be deacetylated
by SIRT1 (Canto´ et al., 2010).
The SIRT1 and AMPK signaling pathways are tightly coordi-
nated (Ruderman et al., 2010). SIRT1 controls AMPK activation
via deacetylation of liver kinase B1 (LKB1) (Lan et al., 2008;
Hou et al., 2008), which phosphorylates and activates AMPK.
Conversely, AMPK activation leads to increased NAD+ levels
and subsequent SIRT1 activation (Ruderman et al., 2010; Froy
andMiskin, 2010). It is unclear whether this effect occurs through
upregulation of NAMPT activity (Fulco et al., 2008; Brandauer
et al., 2013) or via a modification of the NAD+/NADH ratio by
metabolic processes induced by AMPK (Canto´ et al., 2009).
However, the induction of NAMPT protein expression by nutrient
restriction (Yang et al., 2007) is consistent with the former hy-
pothesis. Moreover, it has been reported recently that AMPK
may regulate NAMPT activity post-translationally in skeletal
muscle (Brandauer et al., 2013). Importantly, such a regulation
could account for the two peaks in NAMPT protein and NAD+
profiles observed in liver, one during the day and one during
the night, in contrast with the single nighttime peak of Nampt
mRNA (see Figure 1 in Ramsey et al., 2009).
In conclusion, metabolism drives the circadian clock through
many intertwined molecular interactions and feedback loops,
whose coordination and relative importance can be assessed
mathematically.
RESULTS
Construction of the Mathematical Model
Our mathematical model describes the dynamics of the regula-
tory network shown in Figure 1. To identify the core actors and
interactions and to avoid overfitting, we kept the mathematical
model as simple as possible. We grouped the three Period ho-
mologs as a singlePer gene and the two cryptochromes as a sin-
gle Cry gene. Similarly, the Rev-Erb and Ror genes represent the
two isoforms, Rev-Erba and Rev-Erbb, and the three isoforms,
Rora, Rorb, and Rorg, respectively. The CLOCK protein was
assumed to be constitutively expressed. Dbp served as an
example of a clock-controlled gene, although other theoretical
studies assumed that it belongs to the clock network (Korencic
et al., 2012). We did not take into account post-translational pro-
tein modifications except those induced by SIRT1 and AMPK,
nor compartmentalization, considering that transport between
cytoplasm and nucleus is fast on a circadian timescale.
Figure 1. Molecular Interaction Network of the Mathematical Model
Network of molecular interactions taken into account in our mathematical model to describe the driving of the core mammalian liver clock (in the gray box) by
metabolism via the two metabolites AMP and NAD+ (golden yellow ovals, with NAM, the inactive form of NAD+, in light yellow). The two metabolic sensors AMPK
and SIRT1 appear as green boxes and their actions on the clock are indicated with green arrows. mRNAs are represented by salmon slanted boxes, proteins by
red square boxes, and protein complexes by orange ovals. Acetylation and phosphorylation are indicated with small red and green circles.Both the feeding and fasting and light and dark cycles influ-
ence the liver clock (Saini et al., 2013). However, when these
two cues are discordant, the entrainment phase is determined
by food timing (Damiola et al., 2000; Saini et al., 2013). Thus,
we neglected the influence of systemic signals from the SCN,
and considered only how variations in AMPK and SIRT1 activ-
ities, induced by fluctuating AMP and NAD+ levels, drive the
clock. This is legitimate as long as only the entrained regime is
studied, not the resetting dynamics. Experimental data (Table
S1 of Hatori et al., 2012) indicate that AMP levels cycle
throughout the 24 hr, with one peak during the rest phase
(around Zeitgeber time [ZT] 5) and a smaller one during the active
period (around ZT 17). To simplify the analysis, AMPK activity
time course was described by a parametric profile with two
pulses whosewidths, amplitudes, and timings are adjustable pa-
rameters, constrained to be consistent with experimental AMP
level and AMPK abundance profiles (Figures S1 and S2; Supple-
mental Experimental Procedures and Supplemental Results). In
this scheme, the action of SIRT1 on AMPK via LKB1 does not
appear explicitly, but can be taken into account through the
shape of the AMPKprofile. SIRT1 activity was given by a function
of NAD+ level, and PGC1a activity by a function of SIRT1 and
AMPK activities (Table S2). To take into account variations of nu-clear PGC1a abundance without specifying the mechanisms
regulating it, we assumed that it alternated between a low level
from ZT3 to ZT11 and a high level for the remaining time, consis-
tent with experimental observations (Liu et al., 2007).
NAD+ levels are influenced by (1) the variations of NAMPT ac-
tivity due to the circadian regulation of Nampt (Ramsey et al.,
2009; Nakahata et al., 2009) or to a hypothetical regulation of
NAMPT by AMPK, and (2) metabolic processes such as glycol-
ysis or beta-oxidation that modify the NAD+/NADH ratio (Canto´
et al., 2009). In a first approximation, the latter mechanism was
neglected. This non-intuitive assumption still allowed us to
reproduce experimental NAD+ profiles and is consistent with ob-
servations that changes in NAD+ biosynthesis suffice to hinder
SIRT3 deacetylase function (Peek et al., 2013) and that Bmal1
deficiency leads to drastically reduced Nampt expression and
NAD+ levels (Ramsey et al., 2009). A feature of our model is the
upregulation of NAMPT protein activity by AMPK through inhibi-
tion of NAMPT degradation. This is, indeed, a plausible way to
account for the two-peak structure shown by the NAMPT protein
profile together with the NAD+ profile (Figure 1 in Ramsey et al.,
2009), especially as the NAMPT protein and NAD+ peaks at ZT5
(Ramsey et al., 2009; Hatori et al., 2012) coincide with an
AMP peak (Hatori et al., 2012) (Figure S2 and SupplementalCell Reports 17, 1087–1097, October 18, 2016 1089
Results). The hypothesis that AMPK regulates NAMPT transla-
tion rate led to very similar results.
The resulting mathematical model consists of 16 ordinary dif-
ferential equations describing the time evolutions of the mRNA
and protein concentrations for the clock genes Bmal1, Per,
Cry, Rev-Erb, Ror, the metabolic gene Nampt, the mRNA con-
centration for the clock output gene Dbp, and the NAD+ level
(Tables S1 and S2; Supplemental Experimental Procedures). It
depends on 96 kinetic constants, most of which are unknown
and must be estimated from experimental data (Table S3; Sup-
plemental Experimental Procedures).
Expression Time Profiles of the Main Clock Actors in
Mouse Livers Are Accurately Reproduced by the Model
To validate the assumptions and ensure that the model
adequately addresses the biological questions raised, we
adjusted it to published gene expression and NAD+ temporal
profiles (Table S3). We reused mRNA level profiles obtained by
Hughes et al. (2009) from livers of mice entrained to a 12:12
light/dark (LD) cycle and then put in constant darkness and fed
ad libitum. Taking advantage of the high temporal resolution
(1 point/hr), expression profiles were adjusted by Fourier series
with four harmonics (Figure S3), and the latter were matched to
in silico profiles. The numerical Per, Cry, Ror, and Rev-Erb pro-
files were compared to the experimental Per2, Cry1, Rorg, and
Rev-Erba profiles, respectively. The NAD+ and AMP data were
those obtained by Hatori et al. (2012) (see Table S1 of Hatori
et al., 2012) from livers of mice entrained to a 12:12 LD cycle
and fed a normal chow diet ad libitum.
An excellent agreement between the predicted and experi-
mental time profiles was obtained, which validates the simpli-
fying assumptions used in the model (Figure 2). In particular,
the NAD+ profile, which is here slaved to NAMPT activity, dis-
plays the two-peak structure observed experimentally (Ramsey
et al., 2009; Hatori et al., 2012). The peak during the activity
period (night) is linked to the circadian peak of NAMPT, while
the one during the rest period (day) results from the upregula-
tion of NAMPT protein by AMPK (Figure 2C). Thus, our mathe-
matical model describes simultaneously the daily oscillations in
the expression of clock and Nampt genes as well as in NAD+
levels, entrained by daily variations in AMP levels induced by
the feeding and fasting cycle. Although NAD+ and AMP may
seem to play different roles in this simplifying approach, both
metabolites are essential in our model, as is clearly demon-
strated by the disruptions observed when the metabolic sen-
sors SIRT1 and AMPK are inactivated, as described in the
next section.
SIRT1 and AMPK Loss-of-Function Phenotypes Are
Qualitatively Reproduced
To validate our model further, we aimed to reproduce Sirt1 and
Lkb1 knockout (KO) phenotypes in silico. Ablation of Sirt1 results
in a sharp amplitude increase of Nampt, Dbp, and Per mRNA
(Bellet et al., 2013), consistent with the downregulation of
CLOCK:BMAL1 activity by SIRT1. Conversely, Lkb1 knockout,
which impairs AMPK activation, generally decreases the ampli-
tude of clock gene expression (Lamia et al., 2009). To simulate
the effect of Lkb1 KO, AMPK activity was reduced to 3.75% of1090 Cell Reports 17, 1087–1097, October 18, 2016its baseline value. With this approach, we were able to further
constrain parameter values to reproduce the marked increase
in the amplitude of gene expression observed in Sirt1-deficient
mice (Bellet et al., 2013) as well as the qualitative changes in
expression reported for Lkb1 deficiency (Lamia et al., 2009) (Fig-
ure 3). Interestingly, comparison of Nampt gene expression pro-
files between WT and SIRT1 KO mice allowed us to estimate the
strength of the modulation of CLOCK:BMAL1 activity by SIRT1,
which was poorly constrained by the data from wild-type (WT)
mice taken alone, and thus to assess the relative strength
of the NAMPT-NAD+-SIRT1-CLOCK:BMAL1 feedback loop
within the clock. Together, the adjustments in Figures 2 and 3
support the idea that the molecular network of Figure 1 captures
the main interactions needed to understand the entrainment of
the liver clock by metabolism.
Effect of Perturbations of AMP Rhythms on the Clock
Modern life style is characterized by a diversity of feeding pat-
terns and correlates with an increased prevalence of metabolic
disorders. Perturbations of the feeding-fasting cycle have been
associated with modifications in physiology and in clock gene
expression (Kohsaka et al., 2007; Hatori et al., 2012; Eckel-
Mahan et al., 2013). Interestingly, Hatori et al. (2012) reported
that mice under AL HFD developed obesity, while those fed un-
der time-restricted HFD (TR HFD) showed increased energy
expenditure and nutrient utilization. AL HFD feeding led to damp-
ening in clock gene expression, but clock gene expression in TR
HFD fed mouse livers was similar in amplitude to those on a
normal diet. Additionally, Eckel-Mahan et al. (2013) observed a
strong reduction in the amplitude of Nampt expression and
NAD+ level oscillations in AL HFD (Eckel-Mahan et al., 2013),
potentially affecting the many metabolic roles of sirtuins (Chang
and Guarente, 2014), including in oxidative metabolism (Peek
et al., 2013). However, the exact molecular mechanisms leading
to these dysregulations remain poorly understood. Because it
was noted that AMP levels are depressed in AL HFD fed mouse
livers (Hatori et al., 2012), thus reducing AMPK activity, we
sought to explore the putative effect of AMP rhythm modifica-
tions on this phenotype using our mathematical model.
Specifically, two conditions were simulated in addition to the
normal feeding and fasting rhythm corresponding to the AMPK
activity pattern used in Figure 2: a fasted-like state where
AMPK activity remains high at all times, and a fed-like state
with low AMPK activity, mimicking high-fat feeding, the ampli-
tude of oscillations being significantly reduced in both cases.
Remarkably, a decreased AMPK activity leads to a significant
reduction in Nampt mRNA and protein expression, as well as
in NAD+ levels (Figures 4 and S4), as shown upon AL HFD
feeding (Figures 3B, 4D, and 4E in Eckel-Mahan et al., 2013).
Conversely, constitutively active AMPK enhances Nampt
mRNA, NAMPT protein, and NAD+ levels (Figures 4 and S4)
and is also associated with a significant phase shift in NAD+ level
and Nampt expression profiles, which is consistent with experi-
mental observations in fasted mice (Peek et al., 2013).
The good agreement between numerical predictions and
experimental observations strongly suggests that dampened
AMPK activity rhythms contribute significantly to the modifica-
tions of clock gene and NAD+ rhythms observed under HFD
AB C
Figure 2. Adjustment of the Mathematical Model to Experimental Data from In Vivo Experiments Using WT Mice
(A) The predicted profiles for clock gene expression and NAD+ level (solid blue lines) are compared to experimental data (red dots).
(B) The time profiles of clock genes are plotted together to show the relative phases of maximum expression.
(C) AMPK activity (blue), NAMPT protein (red), and NAD+ (green) profiles are shown, highlighting their synchronization.
See also Figures S1, S2, and S3.conditions (Hatori et al., 2012; Eckel-Mahan et al., 2013), even
though other additional nutrient sensors, such as mTOR and
CREB, or other pathways are also likely involved. This is consis-
tent with the fact that reduced amplitudes in Nampt and NAD+
profiles have been observed within 3 days of HFD (Eckel-Mahan
et al., 2013) and thus cannot be caused by the concurrent devel-
opment of obesity. While the loss of the circadian NAD+ peak has
been shown to impair mitochondrial oxidative metabolism (Peek
et al., 2013), it remains unclear whether obesity results from the
loss of amplitude of gene expression, as hypothesized in (Hatori
et al., 2012).The Model Predicts the Rescue of Amplitude of
Gene Expression by Cry1 Deficiency in HFD-Induced
Obese Mice
To gain insight into this question, we searched the literature for
other mechanisms besides time-restricted feeding that could
protect animals against HFD-induced weight gain. A recent
study reported that Cry1/ mice are protected against HFD-
induced obesity (Griebel et al., 2014). We thus asked whether
our model would predict a rescue of clock gene expression
amplitude uponCry1 deficiency, similar to what is observed dur-
ing TR HFD (Hatori et al., 2012).Cell Reports 17, 1087–1097, October 18, 2016 1091
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Figure 3. Simulation of Sirt1 and Lkb1 KO Phenotypes
Effect of Sirt1 KO (A) and impaired AMPK activation via Lkb1 KO (B) on clock gene expression and NAD+ profiles. WT and mutant phenotypes are shown in blue
and red, respectively. The amplitude of oscillations is typically increased in (A), although the smaller NAD+ peak disappears, and decreased in (B). To assess the
accuracy of the prediction, we computed a reference target profile for each mutant phenotype. This profile was constructed by computing the fold change in
expression between the WT and mutant phenotypes in Bellet et al. (2013) and Lamia et al. (2009), and applying the same ratio to the WT profile used shown here
and in Figure 2.To mimic a selective knockout of Cry1 in our model, the tran-
scription rate ofCry, which accounts for bothCry1 andCry2, was
halved. This mutant phenotype was then subjected to reduced
AMPK rhythms. Remarkably, our mathematical model predicts
that the amplitude of oscillations in NAD+ levels and expression
of most clock genes is restored to physiological levels (Figure 5).
This result, together with the findings of Hatori et al. (2012), pro-
vides additional support to the hypothesis that maintaining the
amplitude of clock gene expression protects against metabolic
alterations induced by HFD and prompts for further investiga-
tions on the pathophysiological effects of dampened clock
gene rhythms.
Designing a Pharmacological Rescue of Physiological
Expression Profiles upon Disruption of AMPK Rhythms
If deleterious effects result from dampened clock gene expres-
sion, an important question is whether they can be reversed
pharmacologically and whether our mathematical model could
help us to design such a strategy. One possible approach is to
modulate transiently the activity of a clock protein through
drug administration. A good target is REV-ERB because, on
the one hand, REV-ERB reduces Cry transcription (Liu et al.,
2008) and therefore could mimic a Cry1 deficiency, and, on the
other hand, synthetic REV-ERB agonists are available (Meng
et al., 2008; Solt et al., 2012; Woldt et al., 2013).
The administration of a hypothetical REV-ERB agonist pulse at
distinct times of the day was simulated in conditions of damp-
ened AMPK rhythms (Figures 6 and S5), showing that the time
of administration is critical. When the timing of the agonist pulse
was optimally chosen, the physiological amplitude and phase
could be restored for most genes as well as for NAD+ (Figures1092 Cell Reports 17, 1087–1097, October 18, 20166A, S5B, and S6), thus recovering the normal activity profile of
sirtuins (Peek et al., 2013). At other times of the day, however,
the oscillation amplitude was not restored and additional phase
shifts were induced, with potential adverse effects (Figures 6B,
S5A, S5C, and S6). Timed REV-ERB agonist administration
may thus correct the potentially harmful effect of misaligned
clock profiles (Hatori et al., 2012) or abolished NAD+ rhythms
(Peek et al., 2013) in situations where AMPK activity rhythms
are dampened due to a direct action of the diet (Hatori et al.,
2012) or to systemic effects associated with metabolic diseases
(Coughlan et al., 2014).
DISCUSSION
The circadian clock keeps internal physiological processes syn-
chronized with external periodic cues such as the light/dark
cycle or the alternation between feeding and fasting phases
(Bass, 2012). To investigate how the feeding and fasting cycle
entrains the hepatic circadian clock, we built a mathematical
model incorporating the metabolic sensors SIRT1 and AMPK
as regulators of the canonical clock actors. SIRT1 and AMPK
provide readouts of NAD+ and AMP levels, which reflect the en-
ergetic status of the cell.
The response of NAD+ and AMP levels to feeding or fasting
combines many simultaneous biochemical processes (Berg
et al., 2011) and is difficult to describe. In particular, an open
problem is to understand the two-peak structure of NAD+ pro-
files observed in ad libitum normal chow diet-fed mouse livers
(Ramsey et al., 2009; Hatori et al., 2012). The larger peak near
ZT13 is due to the circadian regulation of Nampt, but the origin
of the smaller one near ZT5 has remained elusive. Here, we
A C
B D
Figure 4. Influence of AMPK Activity Rhythms on Clock Gene Expression and NAD+ Profiles
Influence of AMPK activity rhythms on the clock dynamics for a normal state (blue), a fed-like state with constantly low AMPK activity (red), and a fasted-like state
with constantly high AMPK activity (green).
(A) Imposed AMPK activity rhythms.
(B–D) Nampt mRNA (B), NAD+ level (C), and NAMPT (D) protein profiles.
See also Figure S4.kept the description of the dynamics of NAD+ and AMP as simple
as possible. We assumed that NAD+ levels are mostly governed
by the salvage pathway and slaved to the activity of the rate-
limiting enzyme, NAMPT. This neglects the influence of pro-
cesses such as glycolysis, beta-oxidation (Berg et al., 2011), or
de novo biogenesis. A key hypothesis was that NAMPT activity
varies not only due to the circadian regulation of Nampt, but
also because of the regulation of NAMPT stability by AMPK. It
was motivated by the observations that the two NAD+ peaks
are synchronized with peaks in NAMPT protein expression (Fig-
ure 1 in Ramsey et al., 2009), and the ZT5 peak also coincides
with a peak in AMP level (Table S1 in Hatori et al., 2012). More-
over, it is generally agreed on that AMPK activation increases
NAD+ levels even though different mechanisms for this effect
have been proposed (Canto´ et al., 2009; Fulco et al., 2008; Bran-
dauer et al., 2013). Our model is the simplest one that is consis-
tent with all these facts. The entrainment of the clock by the
feeding and fasting cycle is thus described by how it responds
to a cycling AMPK activity profile that is consistent with existing
data for AMP levels, which display two peaks near ZT5 and ZT17
(Hatori et al., 2012). However, both AMPK and SIRT1 are impor-
tant to drive the clock, with NAD+ oscillations amplifying and
relaying AMP oscillations.Remarkably, our mathematical model reproduces simulta-
neously experimental clock gene expression data (Hughes
et al., 2009) and NAD+ level data (Hatori et al., 2012), accounting
for the two-peak pattern in NAD+ (Ramsey et al., 2009; Hatori
et al., 2012) and NAMPT protein (Ramsey et al., 2009) profiles,
and reproduces several mutant phenotypes. Despite its limita-
tions, our model thus seems to capture interactions that are
essential for coupling the circadian clock to metabolism,
showing that behaviors observed in various experimental condi-
tions are consistent with the simple molecular network of
Figure 1.
Our model also predicts that the smaller, non-circadian, NAD+
peak vanishes with both constitutively high and low AMPK activ-
ity profiles, which mimic fasting and HFD conditions, respec-
tively (Hatori et al., 2012; Peek et al., 2013). In the experimental
data we used, the time intervals between the two AMP peaks
and the two NAD+ peaks are 12 and 8–9 hr, respectively (Hughes
et al., 2009; Hatori et al., 2012). Rhythms with period lengths of
12 and 8 hr have been reported for hundreds of transcripts in
liver, but also in other tissues (Hughes et al., 2009; Chiang
et al., 2014; Vollmers et al., 2009). However, the mechanisms
generating these rhythms remain unclear, although some mech-
anisms have been proposed (Westermark and Herzel, 2013).Cell Reports 17, 1087–1097, October 18, 2016 1093
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Figure 5. Clock Gene Expression is Maintained in Cry1 KO Mutants Subjected to Reduced AMPK Rhythms
Oscillations in the expression of the Nampt (A), Per (B), and Dbp (C) genes in Cry1 KOmutants exposed to dampened AMPK rhythms (orange), compared to WT
cells facing the same challenge (red), or under normal AMPK rhythms (blue).Harmonics are generally lost in vitro, suggesting that they are
due to systemic cues not reproduced in vitro, but they are also
lost in vivo when food access is restricted to the light period
(Hughes et al., 2009). Our study reinforces the idea that some
ultradian rhythms, here those in NAD+ and NAMPT protein pro-
files, can be generated by the interplay between a circadian
rhythm and a feeding rhythm.
The effects of AMPK and SIRT1 loss-of-function (Lamia et al.,
2009; Bellet et al., 2013) suggest that perturbations of the fasting
and feeding cycle disrupt the clock. We used our model to pre-
dict how changes in the AMP rhythms would affect the clock,A B
1094 Cell Reports 17, 1087–1097, October 18, 2016motivated by the fact that a general decrease in AMP levels
has been associated with dampened clock gene expression os-
cillations in mice subjected to AL HFD (Hatori et al., 2012). AL
HFD was also linked to drastically reduced oscillations in Nampt
expression and NAD+ levels (Eckel-Mahan and Sassone-Corsi,
2013) and to obesity (Hatori et al., 2012; Eckel-Mahan and
Sassone-Corsi, 2013). The loss of NAD+ oscillations has been
shown to impair mitochondrial function (Peek et al., 2013), a
deleterious effect of the HFD. Decreased amplitudes of clock
gene expression have also been described in aged mammals
(Froy, 2011), raising the question whether similar mechanismsFigure 6. Timed Administration of a REV-
ERB Agonist Counteracts the Effect of
Reduced AMPK Rhythms
Rescue of oscillations in the Nampt expression
(top), NAD+ level (middle), and Rev-Erb expres-
sion (bottom) profiles of cells subjected to damp-
ened AMPK rhythms using a REV-ERB agonist.
The profiles corresponding to treated and non-
treated cells are shown in orange and red,
respectively, and compared to those corre-
sponding toWT cells under normal AMPK rhythms
(dashed blue). In (A), the agonist pulse (top inset)
is optimally timed around ZT 13.7, leading to
restored profiles, unlike when the agonist pulse is
shifted by 12 hr (B).
See also Figures S5 and S6.
are at work. We found that our model indeed predicts that
depressed AMP rhythms significantly reduce the amplitude of
Nampt, NAD+, and clock gene expression oscillations, support-
ing the conclusion that these effects are associated (Hatori et al.,
2012) and explainingwhy they can be observedwithin a few days
of HFD feeding (Eckel-Mahan et al., 2013). This is consistent
with the reports that AMPK is required for the circadian oscilla-
tions of NAD+ and Nampt gene expression in the heart, skeletal
muscle, and fat (Um et al., 2011), and mice on a time-restricted
HFD, which restores the cycling of AMP, display normal clock
rhythms (Hatori et al., 2012). Such mice are also resistant to
HFD-induced obesity, raising the question of a link between
dampened oscillations and obesity. Interestingly, our model pre-
dicts that Cry1/ mutants, which have recently been reported
as resistant to HFD-induced obesity (Griebel et al., 2014), main-
tain high amplitude oscillations when AMP rhythms are low.
Thus, an important question is whether the adverse effects of
dampened AMPK rhythms can be alleviated by a pharmacolog-
ical approach.
The possibility of modulating REV-ERB activity has been
recently reported (Meng et al., 2008; Solt et al., 2012; Woldt
et al., 2013). We thus simulated the administration of a hypothet-
ical REV-ERB agonist. When it was delivered in the early night,
the amplitude of rhythms in clock gene expression was restored
with the correct phase, but administration at other time points led
to strong phase shifts without changing the amplitude. This sug-
gests that oscillations in clock gene expression can be rescued
pharmacologically but also highlights the danger of mistimed de-
livery of drugs with circadian targets (Meng et al., 2008), which is
the case of many commonly prescribed drugs (Zhang et al.,
2014). The optimal administration time obtained here must be
refined, as it depends on a predicted REV-ERB profile that was
not experimentally constrained. We believe that further studies
will provide additional insights into the general principles of
such pharmacological approaches and confirm that it is a robust
strategy to enhance clock gene oscillations. Whether or not it
would be effective in treating HFD-induced obesity remains to
be shown, however, rescuing the circadian NAD+ peak (Figure 6)
is likely very important because this peak is required for normal
mitochondrial oxidative metabolism (Peek et al., 2013). This
result is all the more promising as a systematically decreased
AMPK activity is observed in metabolic diseases such as
type 2 diabetes (Coughlan et al., 2014).
These results call for further investigations. Here, we studied
only the entrained liver clock. The next step is to study how it re-
sets when AMP rhythms are phase-shifted from day to day,
mimicking the effect of fluctuating food timings. For example,
is the hepatic clock robust to fluctuations in the cycle that en-
trains it? This question was recently studied in an algal clock
subjected to daylight fluctuations (Thommen et al., 2010, 2012;
Morant et al., 2010; Pfeuty et al., 2012). To address this question,
systemic cues from the SCN, which influence the resetting dy-
namics (Saini et al., 2013), must also be taken into account.
A better modeling of PGC1a regulation is also required. Finally,
the model should incorporate other actors mediating feeding
and fasting cycles to clock, most notably insulin and glucagon
(Mukherji et al., 2015), allowing us to study how they cooperate
with AMPK and SIRT1.In conclusion, our results show that a simple, but quantitative,
description of the entrainment of the circadian clock by meta-
bolism is possible. They suggest that AMPK activity plays a
key role in the metabolic entrainment of peripheral clocks, and
an important clock inputmay be a post-transcriptional regulation
of NAMPT protein abundance by AMPK. This supports the idea
that strong AMP rhythms are essential for maintaining normal
clock operation, emphasizing the importance of a sufficient
long fasting period inside the diurnal cycle. Remarkably, we
show how clock perturbations resulting from a challenged
feeding and fasting cycle can be rescued by a well-timed phar-
macological intervention. More generally, this modeling study
raises the question of the importance of food and exercise timing
to avoid metabolic disorders.
EXPERIMENTAL PROCEDURES
Experimental data for clock genes and Nampt expression in normal mouse
livers (Hughes et al., 2009) were obtained from the GEO database (http://
www.ncbi.nlm.nih.gov/geo/) (GEO: GSE11923). Experimental data for the
NAD+ and AMP levels in livers of mouse fed a normal chow ad libitum were
obtained from Table S1 of Hatori et al. (2012). Parameter estimation and nu-
merical simulation were carried out using the COPASI pathway simulator
(Hoops et al., 2006) and MATLAB (The MathWorks).
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