Abstract
Introduction
Recognition of faces in digital photographs remains a challenging problem despite of over three decades of research efforts. Facial Recognition [1] [2] [3] [4] [5] [6] is substantially different from classical pattern recognition problems, such as object recognition. The shapes of the objects are usually different in an object recognition task, while in face recognition one always identifies objects with the same basic shape. This is very difficult for a face recognition system when one tries to discriminate faces all of which have the same shape with minor texture differences. The face recognition therefore depends heavily on the particular choice of face representation. The aim of feature selection in face representation method is to suppress the variations of face images and simultaneously provide enhanced discriminatory power. It has many image representations proposed for face recognition such as eigenface and fisherface methods. The goal of the eigenface method is to linearly projecting the image space to a feature space of lower dimensionality [7] . One can reconstruct a face-like image by using only a few eigenvectors which correspond to the largest eigenvalues. Eigenface is an optimal reconstruction method in the sense of minimum mean square error, which projects the image on the directions that maximize the total scatter across all classes of face images. This means that the eigenface is not the optimal method in the sense of discrimination ability, which depends on the separation between different classes rather than the spread of all classes. For the problems of class separation, a method based on class specific linear projection was proposed by Belhumeur et al. [8] . This method tries to find the eigenvectors for which the ratio of the between-class scatter and the within class scatter is maximized. In general, it is common to use principal component analysis in conjunction with linear discriminate analysis (LDA) to overcome the complication of singular eigenvectors. This is achieved by using PCA for reducing the dimensionality of the image space to obtain the eigenspace, and then applying the standard. Fisher LDA (FLD) to further reduce the dimensionality of the eigenspace. It is known that the fisherface is superior to the eigenface approach when the training images contain much variation in an individual class; otherwise the performances of fisherface and eigenface are not significantly different [9] . This paper presents a face feature extraction and recognition method that employs the texture representation derived from the Trace transform. A distance measure is also proposed by incorporating the weighted Trace transform in order to select only the significant features from the Trace transform. The organization of this paper is as follows. Section 2 introduces a method for tracing line on an image and some trace functional we used in this paper. We introduce a shape matching measure in section 3. In section 4, we introduce a shape similarity measure that integrates spatial as well as structural information on the shape by which a more accurate shape matching measure can be achieved. Section 5 presents our experimental results. Finally, we conclude in section 6.
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The Trace Transform
The Trace transform [10, 11] , a generalization of the Radon transform, is a new tool for image processing which can be used for recognizing objects under transformations, e.g. rotation, translation and scaling. To produce the Trace transform one computes a functional T along tracing lines of an image. Each line is characterized by two parameters, namely its distance ρ from the centre of the axes and the orientation φ the normal to the line has with respect to the reference direction. 
The first one is just the integral of the image function along the tracing line. This produces the Radon transform of the image. The second and third are some robust moments of the image along the tracing line.
Fast Active Contour
In this section, we propose an object boundary detection [12] , a gradient vector flow (GVF) is defined ) , 
where is the internal force vector that minimizes the energy function
and are continuity and curvature forces, respectively, due to discontinuities or bending. is the external force vector that directs the points of curve to object boundary. We employ the 8-neighborhood average in the GVF field to be the external force vector field. That is 
This means that the internal force is zero and the motion of snake entirely depends on external force. The GVF provides enough information to pull a snake approaching object boundary. Each snake pixel moves to a new position in each iteration with the guidance of GVF. When a snake pixel reaches true object boundary, it will stop even though the iteration is continuous. Therefore, we can set the number of iterations larger than the distance between the initial snake contour and true object boundary. The computational complexity in each iteration is then [14] . Where n the number of points in snake is curve and m is the number of neighborhoods to be searched in each iteration. We can also sample the snake points to further reduce the computational complexity. Interpolation and deletion may be necessary to avoid large spacing or heavy clustering of snake point. 
The Shape Context
In our approach, a shape is represented by a discrete set of points obtained from an object boundary detector. Let us denote by the set of n edge pixels. The shape context at a reference pixel is computed from the set of the remaining 1 − n points [15] . In other words, at an edge pixel , we compute a coarse histogram of the relative coordinates of all other edge points in the image, with respect to the pixel :
The histogram is therefore defined as the shape context of .Each shape context is a log-polar histogram of the coordinates of the rest of the point set measured using the reference point as the origin. More practically, we count the number of points that fall inside each bin k . The log-polar histogram bins are used in computing the shape context as shown in Figure 4 . As shown in Figure 4 , the shape context is a compact representation of the distribution of points relative to each point. This log-polar histogram is more sensitive to positions of nearby sample points than to those of points farther away. The cost of matching 
where is a point on shape and a point on shape , and denote the K-bin normalized histogram at and , respectively. 
Shape Context with 2 nd Order Derivative and Distance Measure
The shape context is a rich descriptor providing an image representation which describes a shape characteristic around a specific point. It is however not powerful enough to use the shape context alone in order to find the correspondences in distorted objects, such as shape of face boundary. We propose here a new approach to improve the performance by incorporating new features to the shape context. Let us define by ) , ( . We then define a second-order derivative as the difference between the closest points at position k.
where the assumption comes from the fact that the closest points k-1 and k+1 should also have the similar shape context. In addition, the corresponding points between two similar shapes, e.g. two points on the original and distorted versions of the same object, tend to close to each other. The distance between two points can then be defined as
where • is a norm between two points, and is some threshold. Finally, the shape context cost is a weighted summation ), , (
where and are weighting parameters with . These additional features can be used to improve the performance of the shape context in which the more correct corresponding points can be achieved. The better the corresponding points are known, the better the transformation between two shapes can be accomplished.
Thin Plate Spline Model
The points on one shape can be warped to other points on the other shape by Thin Plate Spline model [16] . This can be achieved by finding the corresponding points between two shapes by shape context cost matching, and then using these correspondences as the key points for geometric transformation. These points may be transformed by affine model
where Η is a matrix of homogeneous coordinates and b is the translational offset vector. The least squares solution is then computed by , ) ( Finally, the matrix v of target point is obtained at each iteration; we then use the matrix _ as the initial point for the next iteration by which the bending energy function in (13) is minimized.
Similarity Measure
The Classical Hausdorff Distance
Given two point sets A and B, the Hausdorff distance [17] between A and B is defined as
where • denotes some norm of points of A and B.
This measure indicates the degree of similarity between two point sets. It can be calculated without an explicit pairing of points in their respective data sets. The conventional Hausdorff distance, however, is not robust to the presence of noise. Dubuisson et. al. [18] have studied 24 different variations of the Hausdorff distance in the presence of noise. A modified Hausdorff distance (MHD) using an average distance between the points of one set to the other set gives the best result. This measure is the most widely used in the task of object recognition and defined as 
defined similarly. This modified Hausdorff distance is less sensitive to noise than the conventional one. It is possible, however, to end show the Hausdorff distance with even more attractive features as it is shown in the next section.
The Hausdorff-Shape Context
In this section, we propose a shape similarity measure, the "Hausdorff-Shape Context", based on the combination of the Hausdorff distance and the shape context. The Hausdorff distance measures the distance from point a to all points of set B, d(a,B) ,then, selects the one at the minimum distance among them. In this case, the candidate point marked by is selected and, then, the distance between them is used as the result. The minimum distance is therefore based only on the spatial information. This is not useful when using the Hausdorff distance in the presence of noise, when we have to deal with the broken point problem caused by segmentation and edge detection errors, etc. To the best of our knowledge, there is no work in the point matching Hausdorff distance with structural point information. We propose an alternative way to find the minimum distance between point a and set B to overcome the above problem. Instead of finding the nearest distance, in our approach, the point descriptor, shape context, is used to find the best matching between point a and set B. We, therefore, call this shape similarity measure as "Hausdorff-Shape context".
where and is test statistic as define in (9) . In the example shown in Figure 5 the candidate point b′ is the one marked by □ which is the correct corresponding point between point a and a point in set B. ω is a normalized distance between points a and b' over the entire distance between sets A and B. Furthermore, the neighborhood ) ( N is designed to reduce the computation time of the shape matching, since it finds the best point matching only in the neighborhood area. Thus faster performance improvement can be achieved. The is defined in a similar way. The shape similarity measure in (23) with the maximum Hausdorff matching in (19) is defined to be a confidence level of matching:
Experimental Results
In this section, we describe a face database we used and then present a face recognition result under rotation, size variation and facial expression. Our proposed method was implemented on the AR [20] In the real world applications, the face recognition should be invariant to rotation, size variation and facial expression. In our proposed method, we use 3 images from the face database for training. The face images for testing were generated by applying a random scaling and rotation factors to the face images, which was distributed within [1- Examples of test images are shown in Figure 7 . The rightmost image is an extreme case of rotated image which is hard to recognize even for the human ability. In general, the face registration method was used in the preprocessing step to locate the faces in an image. The located faces were then normalized (in scale and orientation) for which the two eyes were aligned at the same position. In In this case we obtain a recognition rate of 69.87%. In summary, our proposed method is robust to rotation, size variation and facial expression. From the inspection of the table 1, it was found that our proposed method performed better than the eigenface method in all cases. Such robustness comes from the use of masked Trace transform, weighted Trace transform and matching measure in (26). It also comes from the fact that only the flagged line is used rather than entire face representation which helps us maximize the matching between reference and test images. Another advantage of our approach is that, when new subjects are added to the system we do not need to retrain on the whole face database, in fact only images of the new subject are used to find the optimal parameter _ of the algorithm. This may not be the case for eigenface: when new subjects are added to the face database, these systems must be retrained over the whole face database, which is a barrier for real applications.
Conclusions
We have presented a highly robust method for face authentication. Techniques introduced in this work are composed of two stages. Firstly, the feature of face is to be detected by the principle of Trace Transform. Then, in the second stage, the Hausdorff distance and modified Shape Context are employed to measure and determine of similarity between models and test images. From the experimental result of 6,325 images, the average of accuracy rate is higher than 87%. 
