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ABSTRACT
Super-Earths and mini-Neptunes exhibit great diversity in their compositional and orbital properties.
Their bulk densities span a large range, from those dense enough to be purely rocky to those needing
a substantial contribution from volatiles to their volumes. Their orbital configurations range from
compact, circular multi-transiting systems like Kepler-11 to systems like our Solar System’s terrestrial
planets with wider spacings and modest but significant eccentricities and mutual inclinations. Here
we investigate whether a continuum of formation conditions resulting from variation in the amount of
solids available in the inner disk can account for the diversity of orbital and compositional properties
observed for super Earths, including the apparent dichotomy between single transiting and multiple
transiting system. We simulate in situ formation of super-Earths via giant impacts and compare to the
observed Kepler sample. We find that intrinsic variations among disks in the amount of solids available
for in situ formation can account for the orbital and compositional diversity observed among Kepler’s
transiting planets. Our simulations can account for the planets’ distributions of orbital period ratios,
transit duration ratios, and transit multiplicity; higher eccentricities for single than multi transiting
planets; smaller eccentricities for larger planets; scatter in the mass-radius relation, including lower
densities for planets with masses measured with TTVs than RVs; and similarity in planets’ sizes and
spacings within each system. Our findings support the theory that variation among super-Earth and
mini-Neptune properties is primarily locked in by different in situ formation conditions, rather than
arising stochastically through subsequent evolution.
Keywords: planets and satellites: formation, planets-disk interactions
1. INTRODUCTION
The astronomical community was surprised to find
thousands of planets and planetary candidates between
the sizes of Earth and Neptune, now called “super-
Earths,1” which are unlike any planet in our Solar
System in mass and size (e.g., Howard et al. 2010;
Borucki et al. 2011; Batalha et al. 2013; Burke et al.
2014; Mullally et al. 2015). Super-Earths span a large
range of bulk densities, from those dense enough to be
purely rocky to those needing a substantial contribu-
Corresponding author: Mariah G. MacDonald
mmacdonald@psu.edu
1Low-density super-Earths are sometimes termed “mini-
Neptunes;” here we use the term super-Earth for all planets in
this size range, regardless of composition.
tion from volatiles to their volumes (e.g., Weiss & Marcy
2014; Welsh et al. 2015; Dressing et al. 2015; Wolfgang
et al. 2016). Super-Earths’ planetary systems exhibit
a large range of orbital properties, from compact, cir-
cular multi-transiting systems like Kepler-11 (Lissauer
et al. 2011) to systems like our Solar System’s terres-
trial planets with wider spacings and modest but signif-
icant eccentricities and mutual inclinations. In analogy
to the classical Kuiper belt, we refer to these as “dynam-
ically cold” and “dynamically hot” respectively. The so-
called “Kepler dichotomy” between systems with one vs.
multiple transiting planets (e.g., Lissauer et al. 2011)
is one manifestation of this orbital diversity. It is de-
bated which mechanism(s) are predominately responsi-
ble for the diversity of orbits and compositions. Possible
contributors (which can be complementary rather than
being mutually exclusive) include dynamical evolution
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over time (e.g., Pu & Wu 2015; Volk & Gladman 2015),
presence or absence of a giant planet (e.g., Huang et al.
2017), host star obliquity (Spalding & Batygin 2016),
resonant chains that remain stable or disrupt post mi-
gration (Izidoro et al. 2017), multiple formation chan-
nels (e.g.,Lee & Chiang 2016), atmospheric loss (e.g.,
Inamdar & Schlichting 2015), or variation in formation
conditions (e.g., Dawson et al. 2015; Dawson et al. 2016,
DLC16 hereafter; Moriarty & Ballard 2016, MB16 here-
after).
Here we explore whether an intrinsic variety of disk
conditions for in situ formation (e.g., Chiang & Laughlin
2013; Hansen & Murray 2013) can explain the observed
orbital and compositional diversity of Kepler super-
Earths. We previously showed that the amount of solids
present in the formation region of the proto-planetary
disks strongly influences whether a super-Earth of a
given mass forms rocky or accretes a low mass gaseous
atmosphere (Dawson et al. 2015). We also found that
the amount of gas present at the late stages of forma-
tion affects the final orbital properties and links them to
compositional properties (DLC16). MB16 demonstrated
that both the amount of solids present and their radial
distribution affect the final orbital properties of super-
Earth systems formed in situ. However, these earlier
studies had a number of limitations and ambiguities –
which we will address here – in exploring whether for-
mation conditions can establish the variety of planets
we observe.
First, DLC16 and MB16 each mixed two types of for-
mation conditions to match super-Earths’ observed or-
bital properties. DLC16 mixed planets formed in disks
with two different gas conditions and MB16 mixed plan-
ets formed in disk with two different radial solid pro-
files. Here we choose to instead focus on a continuum
of the amount of solids present in the formation region
because we have reason to suspect variation in this prop-
erty. In situ formation of close-in super-Earths requires
a larger reservoir of solids than building our Solar Sys-
tem’s terrestrial planets (e.g., Chiang & Laughlin 2013;
Schlichting 2014) so intrinsic variation in the amount
of solids explains why some proto-planetary disks form
meager Solar Systems and others form hefty Kepler-11s.
The variation in the amount of solids could reflect both
the overall disk metallicity and the efficiency of radially
transporting and concentrating solids in the inner disk.
Second, DLC16’s results were ambiguous about
whether differences in gas disk dispersal are necessary
to explain the diversity of orbital properties. The two
types of formation conditions mixed by DLC16 were
two levels of gas in the proto-planetary disk before its
dispersal. These two levels corresponded to two quali-
tatively different super-Earth formation environments:
a gas-rich mode in which super-Earths reach their fi-
nal masses and orbits in the presence of disk gas, and
a gas-poor mode in which super-Earths finish assem-
bling after the gas disk dissipates. However, DLC16
pointed out that a single level of disk gas with different
amounts of solids could also lead to this diversity of
formation environments. There could be intrinsic diver-
sity among disks in both these parameters. Disks might
vary in their gas levels prior to dispersal in the photo-
evaporative switch model of gas disk dispersal (e.g.,
Owen et al. 2011, 2012) due to different X-ray/FUV
stellar luminosity. But – under the hypothesis of in
situ formation – disks must vary in their solid reservoirs
close to the star to explain the wide range of observed
masses (e.g., Chiang & Laughlin 2013). Models of gas
accretion also report the final envelope mass fraction—
which is the most dominant proxy of the radii (Lopez &
Fortney 2014)—of planets to be remarkably insensitive
to the nebular gas density (e.g., Lee & Chiang 2016).
Given the more compelling need, we choose to explore
how much of the observed variation in super-Earth or-
bital and compositional properties we can explain with
a continuum in the amount of available solids.
We will also address a few other limitations of ear-
lier studies. DLC16 applied a simple mass and period
cut for detection efficiency when comparing simulated
planets to observed planets, but assumptions about de-
tection efficiency can affect how many single vs. multi
transiting systems our model produces. Here we will for-
ward model detection efficiency based on studies of the
Kepler pipeline (e.g., Christiansen et al. 2015, 2016).
DLC16 failed to reproduce the most compact pairs (i.e.
the smallest period ratios for adjacent planets), and we
will explore whether this failure is a fundamental limita-
tion of in situ formation or can be addressed with a more
flexible range of initial conditions. Finally, we will com-
pare our simulations to more recent observed trends of
super-Earth diversity: intrinsic scatter in super-Earths’
mass-radius relation (Wolfgang et al. 2016) and similar-
ity in size among planets in the same system (Millhol-
land et al. 2017; Weiss et al. 2018).
Here we focus on in situ formation – without migra-
tion – to explore whether the continuum in the amount
of available solids can fully account for the diversity of
observed properties, without the need to invoke multiple
origins channels. In Section 2 we explain our parameter-
ization of disk properties, describe our planet formation
simulations, and detail how we compare our simulations
to observed Kepler planet candidates. We explore how a
continuum of in situ solid reservoirs can lead to diversity
Forming Diverse Super-Earths 3
in their orbits (Section 3) and compositions (Section 4).
We summarize our results in Section 5.
2. SIMULATIONS AND OBSERVABLES
Here we give an overview of the planet formation sce-
nario we simulated and how we compare the simulated
planets to observed Kepler planet candidates. We model
in situ formation of super-Earths in a proto-planetary
disk. While the gas disk is fully present, planetary em-
bryos grow from a reservoir of solid material that we
assume was transported from the outer disk as dust,
planetesimals, and/or smaller embryos. As the gas disk
dissipates, the embryos become less gravitationally cush-
ioned from each other and start to merge and grow via
giant impacts. The planets accrete gas, and the gas con-
tinues to affect their orbits. The disk gas surface density
gradually declines until it reaches a critical value and
then quickly vanishes (e.g., Owen et al. 2011, 2012). Af-
ter the gas disk stage, the planets continue to interact
gravitationally – sometimes colliding – over billions of
years. Depending on how each planetary system is ori-
entated on the sky and the detectability of its planets,
the Kepler spacecraft might observe transits of one or
more planet.
We employ a number of tools and assumptions to ap-
proximate this scenario. In Section 2.1, we describe the
parameterization of disk properties. In Section 2.2, we
detail our simulations. We explain how we compare to
Kepler planet candidates in Section 2.3.
2.1. Disk properties
Here we describe our parameterization of the local
disk properties during planet formation. We assume the
reservoir of solids is radially distributed according to the
surface density
Σz = Σz,1
(
a
au
)α
(1)
where a is the semi-major axis and Σz,1 is the solid sur-
face density at 1 AU. Often, α is taken to be -1.5 (e.g.,
Chambers 2001), as in the minimum mass solar neb-
ula. Because of the flexibility in choosing Σz,1 and α,
we can remain somewhat agnostic about which physi-
cal processes delivered and distributed the reservoir of
solids. The biggest assumption is that the distribution
of solids is smooth. In future work, it would be inter-
esting to explore a disk with pile-ups and gaps in the
distribution of solids.
We assume that the gas surface density follows
Σg = 1700 gcm
−2d−1
(
a
au
)−1.5
(2)
where the depletion factor d = 1 corresponds to the
minimum-mass solar nebula and d > 1 corresponds to a
more depleted nebula. The scenario we envision is that
1/d declines gradually over time until it reaches some
threshold value and then quickly declines to 1/d = 0
(the photoevaporative switch model). However, since
our simulations begin at the embryo stage, here we ap-
proximate the dissipation process as a step function: we
begin with d at its threshold value for a 1 Myr, and sub-
sequently d = 0. This timescale should be interpreted
as the dissipation timescale at the end of the disk life-
time rather than the full disk lifetime. Because we sim-
ulate the end of the disk lifetime, we assume that the
solid material is largely in place at the beginning of the
simulation, rather than being delivered throughout – or
partway through – the simulation.
While the gas is present, it damps planetary eccen-
tricities and inclinations according to e˙/e = −1/τ and
i˙/i = −2/τ , where the damping timescale is
τ = 0.003d
(
a
au
)2(
M
Mp
)
yr×

1 v ≤ cs,
(v/cs)
3 v > cs, i < cs/vK ,
(v/cs)
4 i > cs/vk,
and M is the mass of the Sun, MP is the mass of
the planet, the Keplerian velocity vK = na where n
is the planet’s mean motion, the random epicyclic ve-
locity v =
√
e2 + i2vK where i is the inclination, and
cs = 1.29km/s (a/au)
−1/4 is the gas sound speed (Pa-
paloizou & Larwood 2000; Kominami & Ida 2002; Ford
& Chiang 2007; Rein 2012). The gas disk can also cause
migration but we have confirmed through some trial sim-
ulations that include migration that the slow migration
expected in a depleted gas disk has a negligible effect on
the final planet properties.
To address the question of whether a diversity in disk
solid reservoirs can account for the diversity of super-
Earth properties, we run ensembles of 80–400 simula-
tions (detailed in Section 2.2), each with a fixed value
of α and d and a continuum of Σz,1 drawn randomly
from a log uniform distribution. Using an initially log
uniform distribution among simulations in an ensemble
provides a set of simulations spanning a scale free range
of Σz,1. Later we will reweight the values of Σz,1 to bet-
ter match the properties of observed super-Earths (Sec-
tion 2.3, i.e., to preferentially include simulations with
certain Σz,1 in our synthetically observed population).
We list the ensembles in Table 1.
2.2. Simulations of late stage planet formation
We simulate growth from isolation mass embryos to
fully-fledged planets using mercury6 with the hybrid
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Table 1.
No. e0 i0 ∆0 Σz,1 α d
(rad) (RH) g cm
−2
1 0 0.01h/
√
3 3 14–284 -1.5 100
2 0 0.01h/
√
3 3 14–284 -1.5 10
3 0 0.01h/
√
3 3 14–284 -1.5 1000
4 0 0.01h/
√
3 3 2–43 -2.5 100
5
√
2
3
h h/
√
3 10 12–54 -2.5 ∗
Note—The planetary embryos’ initial eccentricities e0
and inclinations i0 are in terms of h =
(
Mp,1+Mp,2
3M?
)1/3
and spacing ∆0 is in terms of mutual Hill radii RH (Eqn.
3). The disk parameters are the solid surface density
normalization (Σz,1) and radial slope α (Eqn. 1) and
gas depletion d during the gas disk stage (Eqn. 2).
∗ Does not include gas damping.
symplectic integrator (Chambers et al. 1996). Our sim-
ulations begin with embryos embedded in a gas disk and
spaced by
∆ ≡ a2 − a1
RH
, (3)
where the mutual Hill radius is
RH ≡ a1 + a2
2
(Mp,1 +Mp,2
3M?
)1/3
, (4)
and M? is the stellar mass. Based on the disk properties
Σz,1 and α (Section 2.1), the mass of each embryo is
Mp = 0.16M⊕
(
∆0
3
)3/2(
Σz,1
33 g/cm2
)3/2
×
( a
au
) 3
2 (2−α)
(
M?
M
)−1/2
. (5)
The semi-major axis of the innermost embryo is ran-
domly drawn from a uniform distribution spanning 0.04–
0.06 au, and the semi-major axis of each subsequent em-
bryo is calculated according to Eqn. 5 and ∆0 out to 1
AU. The resulting number of embryos ranges from 70 to
370. The embryos are initially spaced by ∆0 = 3 unless
otherwise stated (see Table 1).
We start with such tight spacings – much tighter than
a typical isolation mass of ∆0 ∼ 10 (e.g., Kokubo &
Ida 1998)– to allow the proto-planets to reach their own
self-consistent isolation mass (with self-consistent eccen-
tricities and inclinations) in the presence of gas. The ini-
tially tight spacings is an initialization step and is based
on detailed exploration of initial spacings in DLC16 Sec-
tions 4.3 and 5.2. The embryos merge quickly, reaching a
typical ∆ = 8 within ∼ 0.03 Myr. This quick initializa-
tion leads to embryos with spacings, eccentricities, and
inclinations dictated by the gas depletion level for subse-
quent evolution and represents an approximation to the
more realistic scenario where proto-planets’ ∆ evolves
as the gas surface density declines according to a pho-
toevaporation model. As long as ∆0 is not artificially
large, the final results are not sensitive to ∆0 in the gas
stage; the gas stage evolution self-consistently dictates
the initial conditions of the post-gas stage (DLC16, 5.2).
We integrate for 28 Myr with a timestep of 0.5 days
and a close-encounter distance of 1RH , which switches
the integrator from the symplectic integrator to the
Burlicsh-Stoer integrator. We tested previously that
using the Burlicsh-Stoer integrator for the entire sim-
ulation yields the same results (DLC16). Because of
the short orbital periods simulated, we found previ-
ously that integrating for 10 times longer had a neg-
ligible impact on the final distribution of planet prop-
erties (DLC16). During the 1 Myr gas disk stage, we
impose e˙ and i˙ (Section 2.1) with Wolff et al. (2012)’s
user-defined force routine. We assume perfect accretion
without fragmentation when two embryos touch, using
the mercury6 default density of 1 gcm−2 in computing
the collisional radius.
Following Dawson et al. (2015) and DLC16, we gener-
ate planet radii during post-processing using Lee et al.
(2014)’s accretion models. We assume solar metallicity
opacities with dust, a nebular temperature of 1500 K
within 0.1 AU and 1500 K
√
0.1AU/a beyond 0.1 AU,
and a nebular gas density according to Eqn. 2. We ne-
glect the core luminosity (as justified in Lee et al. 2014).
We find that after mergers, the new, more massive
core quickly regains any atmosphere that would have
been lost during the collision. Our ensemble results are
insensitive to the treatment of atmospheric loss during
gas stage collisions. For post gas stage collisions, we
compare three treatments. In our nominal treatment,
we assume that when two cores merge, the new core
maintains the atmospheric mass of the larger core. This
treatment assumes that not much gas is lost and/or that
gas that escapes can be re-accreted as the planet orbits.
In the second treatment, the new core retains half the
atmospheric mass of the larger core. In the third treat-
ment, the new core is totally stripped of its atmosphere
if any collision(s) occur in the post gas stage. We dis-
cuss which results are sensitive to the treatment of post
gas stage collisions in Section 4.
2.3. Comparison to Kepler sample
When we assess how the conditions for late-stage
planet formation manifest in the Kepler observables
Forming Diverse Super-Earths 5
(Sections 3 and 4), we will make comparisons to the
DR25 Kepler catalog (Thompson et al. 2018). We limit
the Kepler catalog to systems with stellar effective tem-
perature 4100K < Teff < 6100K, stellar logg > 4, Ke-
pler magnitude < 15, and containing at least one planet
with R < 4R⊕. Statistical modeling has shown that
less than 10% of Kepler’s planetary candidates are false
positives (Morton & Johnson 2011; Fressin et al. 2013),
allowing us to represent the true planet population with
this sample.
We convert the simulated planets into transiting plan-
ets using the following forward modeling procedure.
First, we generate 104 systems randomly oriented in
space for each simulated system; planets with impact
parameters b < 1 are said to be transiting. We com-
pared this method to Brakensiek & Ragozzine (2016)’s
CORBITS and found that it produced consistent results.
Next we assess which planets have sufficient signal-
to-noise to be detected. DLC16 applied simple de-
tection cuts of period P < 200d and planetary mass
2M⊕ < MP < 30M⊕. Instead of these simple cuts, we
compute the probability of detection for each planet fol-
lowing Burke et al. (2015), who model the probability
of detection using the Christiansen et al. (2015, 2016)
completeness parametrization; we use the appropriate
completeness function parameters for DR25. (We do
not model the reduced detection efficiency of subsequent
planets in the same system (Zink et al. 2019) and discuss
the effect on our results in Section 3.3.) See Appendix
for an empirical exploration of detection efficiency.
We compute the detection probability on a grid of
impact parameter, planet radius, and orbital period,
marginalizing over the combined differential photomet-
ric precision values for all Kepler target stars with
4100K < Teff < 6100K, stellar logg > 4, and Kepler
magnitude < 15. We assign each simulated planet a ra-
dius using the Weiss & Marcy (2014) mass-radius rela-
tionship 2. For each of the 104 realizations that results
in one or more transiting planets, we draw a random
uniform number between 0 and 1 and detect those tran-
siting planets with detection probability greater than
that number. We compare our distribution of simulated
planets using DLC16’s selection cuts vs. our more re-
alistic detection efficiency in Fig. 1. The more realistic
detection efficiency allows us to include the subset of
2Because our simulations do not include photo-evaporation, our
simulated radii from the Lee et al. (2014) are not realistic for
short period planets. Using a mass-radius relationship allows to
compare to the short period planets that make up the bulk of
the Kepler sample.
10 100
P (days)
1
10
M
as
s 
(M
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rth
)
DLC16 cut
Figure 1. Mass vs. orbital period of simulated detected
transiting planets in Ensemble 1. The red dotted lines show
DLC16’s detection cuts of 2M⊕ < Mp and orbital period
P < 200 days. By modeling the detection efficiency instead
of applying simple cuts, we include more low mass planets
at short orbital periods.
low-mass and/or long period planets that would be de-
tectable around a subset of Kepler target stars.
3. ESTABLISHING THE DIVERSITY OF
SUPER-EARTH ORBITAL PROPERTIES
Here we use the disk properties, simulations, and the
planet candidate catalog described in Section 2 to in-
vestigate whether a continuum of planet formation con-
ditions can account for the observed diversity of Ke-
pler super-Earth orbital properties. As motivated in
Section 1, we use a range of the solid surface density
normalizations to allow us to simulate a continuum of
formation conditions: from low Σz,1 Solar System like
conditions where late stage formation via giant impacts
is delayed until the post-gas stage, to high Σz,1 con-
ditions where compact super-Earths finish forming in
residual disk gas.
In Section 3.1, we describe the key observable or-
bital properties we use for comparison. In Section 3.2,
we describe how we adjust the underlying distribution
of disk conditions to match the observables. In Sec-
tion 3.3, we show that a continuum of formation con-
ditions parametrized as Σz,1 can match the assortment
of observed orbital properties. We discuss the influence
of other disk properties in Section 3.4. We show that a
continuum in formation conditions can lead to distinc-
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tions between eccentricities of single vs. multi transiting
systems in Section 3.5.
3.1. Key Kepler Observables
We compare our simulated transiting planets to or-
bital properties of the Kepler catalog (Section 2.3) using
several key population-wide observables: transit multi-
plicity, ratio of transit duration between adjacent plan-
ets, period ratio of adjacent planets, and Hill spacing
between adjacent planets.
A system’s transit multiplicity is the number of tran-
siting planets per system. The multiplicity distribu-
tion of Kepler planet candidates peaks sharply for
one transiting planet (singles), but contains a tail of
multi-transiting systems (Figure 2, bottom right panel).
This peak of singles drives many studies of the Ke-
pler dichotomy (e.g., Pu & Wu 2015; Volk & Gladman
2015; Ballard & Johnson 2016,MB16,Spalding & Baty-
gin 2016; Huang et al. 2017) because single component
parametric models of underlying planet multiplicity
and single mode formation models often produce too
few singles (e.g.,Lissauer et al. 2011; Fang & Margot
2012; Johansen et al. 2012; Hansen & Murray 2013; He
et al. 2019; see Zink et al. 2019 for a single component
model that matches the observed multiplicity but does
not attempt to match the duration and period ratios).
The transit multiplicity is set by the underlying planet
multiplicity and the planets’ mutual inclinations.
Another observed property affected by planets’ mu-
tual inclinations is the normalized transit duration ratio
ξ (e.g., Fang & Margot 2012; Fabrycky et al. 2014), de-
fined as
ξ =
Tdur,1
Tdur,2
(
P1
P2
)−1/3
(6)
where Tdur is the transit duration and P is the orbital
period and 1 and 2 note the inner and outer planet re-
spectively. The observed distribution log ξ peaks around
0 and is asymmetric (Fig. 2, bottom left). Coplanarity
shifts the distribution to ξ ≥ 1, and eccentricities widen
the distribution. Because observational uncertainties
also widen the ξ distribution, we add mock observational
uncertainties to our simulated transit duration ratios.
For each planet pair in the observed sample (defined in
Section 3.1), we compute the uncertainty in the transit
duration ratio from each planet’s reported duration, up-
per uncertainty, and lower uncertainty (Thompson et al.
2018). We compile a distribution of transit duration ra-
tio upper uncertainties σξ,obs,+ and lower uncertainties
σξ,obs,−. For each simulated pair with duration ξ, we
draw a transit duration uncertainty σξ,obs and draw the
transit duration from an asymmetric normal distribu-
tion with mean ξ and standard deviation σξ,obs,+ above
the mean and σξ,obs,− below the mean.
The distribution of period ratios of observed adjacent
Kepler planets peaks at around 1.7 (Fig. 2, top left
panel), with a tail that extends to much larger values.
Although orbital resonances likely shape the finer struc-
ture of distribution near 3:2 and 2:1 (e.g., Fabrycky et al.
2014), here we focus on reproducing the broader distri-
bution. Previous studies have found it challenging to
match the peak (e.g., Hansen & Murray 2013) and to
produce the most compact systems with ratios < 1.3
(e.g., D16).
The period ratio directly relates to the Hill spacing
(Eqn. 3) through the planets-to-star mass ratio (e.g.,
Malhotra 2015). The Hill spacing is typically the more
determinate quantity for orbital evolution, except near
mean motion orbital resonances and for the tightest pe-
riod ratios where mean motion resonance overlap affects
stability (e.g.,Deck & Batygin 2015). The timescale for
orbit crossing increases exponentially with the Hill spac-
ing (e.g., Chambers et al. 1996; Yoshinaga et al. 1999;
Zhou et al. 2007; Pu & Wu 2015), and therefore the spac-
ing must be wide enough to persist over the system’s age.
DLC16 argued that although instabilities and mergers
can occur throughout the system’s lifetime3, the distri-
bution of Hill spacings is primarily locked in during the
formation stage. The spacing is dictated by an eccen-
tricity equilibrium that balances gravitational scatter-
ings that excite4 eccentricities with mergers that damp
eccentricities. When formation takes place with resid-
ual disk gas still present, planets can achieve a tighter
spacing that persists over the system’s lifetime. Hence
planet formation conditions dictate the final spacings.
To compute the Hill spacing for the observed Kepler
planets, we estimate the planet mass from the planet
radius using the Weiss & Marcy (2014) mass-radius re-
lation; the resulting distribution is insensitive to the as-
sumed mass-radius relationship (e.g., Pu & Wu 2015).
For the Kepler population, the distribution of Hill spac-
ing is right-skewed and peaks around 15–20 RH (e.g.,
Fang & Margot 2013), smaller than our Solar System
terrestrial planets’ average spacing of 43 RH . The ob-
served distribution has a tail that extends to large values
beyond 100, exceeding Mercury and Venus’ Hill spac-
ing of 63. Simulations of planet formation without disk
3DLC16 did not simulate for a full several Gyr lifetime due compu-
tational limitations, but found little evolution in the distributions
of observables from 10 Myr to 300 Myr.
4Other physical processes that excite eccentricities, such as secu-
lar perturbations from distant giant planets, can contribute the
eccentricity equilibrium as well.
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Figure 2. Period ratios, spacing in mutual Hill radii, transit duration ratio (ξ), and transit multiplicity observed (black) and
simulated from ensemble 1 (red). The simulated distributions match the observed, demonstrating that a continuum of formation
conditions can account for the observed diversity of orbital properties.
gas lead to spacings more like Solar System’s (Hansen
& Murray 2013), but including gas allows for the more
compact spacings observed (DLC16).
Previously, DLC16 combined simulated transiting
planets from two types of formation conditions to pro-
duce observables mostly consistent with those observed
(see also MB16), though they were not able to repro-
duce the tightest period ratios. Here we will revisit
these observables using a wider, continuous, and more
flexible distribution of formation conditions.
3.2. Generating a flexible distribution of formation
conditions with reweighting
As motivated in Sections 1 and 2.1 and detailed in
Section 2, we run ensembles of simulations. Each simu-
lation within an ensemble has a different value of Σz,1,
the solid surface density normalization – with each en-
semble spanning a log uniform range – but the same
value of the radial profile of solids α and the gas de-
pletion d (Table 1). Forming planetary systems ranging
from the Solar System to systems of close-in, compact
super-Earths requires a large variation in Σz,1 among
stars, but the true underlying distribution is unknown
to us.
We reweighted the simulations’ underlying distribu-
tion of Σz,1 using the function
W = exp
[
− (Σz,1 −
¯Σz,1)
2
2σ2Σz,1
]
(7)
where ¯Σz,1 and σΣz,1 are constants. We use this weight-
ing function to preferentially include simulations with
Σz,1 close to ¯Σz,1 in our population of synthetic transit-
ing planets. Each simulated system has a different value
of Σz,1. Recall that in Section 2.3, we generated 10
4 ran-
domly oriented realizations of each simulated system.
For each realization in which at least one planet transits
and is detected, we draw a random uniform number be-
tween 0 and 1. We include the realization if the random
number is less than W .
We adjusted ¯Σz,1 and σΣz,1 by hand to produce a qual-
itatively good match to the four distribution of observ-
ables. We find that ¯Σz,1 = 0 and σΣz,1 = 65 g cm
−2
enable Ensemble 1 to match the observables satisfacto-
rily. Even with the reweighting, other ensembles exhibit
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discrepancies with the observations that we will explore
further in Section 3.4.
3.3. A diversity of orbits from a continuum of
formation conditions
We find that a continuum of values in Σz,1, i.e., disks
ranging from small to large solid reservoirs in the region
of in situ formation, can account for the observed diver-
sity in orbital properties (Figure 4). Our reweighted dis-
tribution of Σz,1 (Section 3.2) corresponds to an under-
lying distribution that peaks at small values similar to
the that assumed for our solar system (Σz,1 = 10 gcm
−2,
e.g., Chiang & Youdin 2010) but extends to larger val-
ues. Although intrinsically rarer, the larger Σz,1 disks
produce more detected transiting planets (because the
planets tend to be larger); the median among simulated
systems of transiting planets is Σz,1 =50 gcm
−2. Fig-
ure 3 shows snapshots of the evolution of two example
systems.
We plot the observables split by that median Σz,1
among simulated systems of transiting planets. We
find that planets formed in local regions richer in solids
(Σz,1 > 50 g/cm
2) tend to be dynamically cold: they
have smaller Hill spacings, an asymmetric distribution
of duration ratios (caused by their low mutual incli-
nations and eccentricities), and high transiting planet
multiplicity. Planets formed in regions poorer in solids
(Σz,1 < 50 g/cm
2) tend to be dynamically hot: they
have wider Hill spacings, a wider and more symmetric
distribution of duration ratios (caused by their larger
mutual inclinations and eccentricities), and more single
transiting planets. (Note that because higher Σz,1 leads
to high transiting planet multiplicity, the median simu-
lated solid surface among synthetically observed transit-
ing planet pairs is 82 g/cm2. Therefore there are more
pairs represented in the blue histogram than the red his-
tograms of period ratio, duration ratio, and Hill spac-
ing.) The peak in the distribution of period ratios is
similar for low vs. high Σz,1 because Σz,1 > 50 g/cm
2
systems tend to have larger Hill spacings but also larger
planet masses. However, the tail of the period ratio dis-
tribution extends to larger values for Σz,1 < 50 g/cm
2
systems. Higher solid surface densities allow planets to
complete their formation via giant impacts in the pres-
ence of residual disk gas. The amount of gas around
is high enough to aid the planets in reaching compact,
circular, coplanar configurations but not so high that it
cushions them against mergers (i.e., timescale for eccen-
tricity damping is too long to prevent mergers).
Unlike in DLC16, our simulations produce the tight-
est observed period ratios < 1.3. As we would expect
from stability, the smaller period ratio planets tend to
Figure 3. Snapshots of planet mass vs. semi-major axis
from two simulations, color-coded by solid surface density
normalization Σz,1: 121 gcm
−2 (blue) and 39 gcm−2 (red).
In the blue simulation, planets finish forming during the gas
disk stage and end up on dynamically cold (tightly spaced,
low eccentricity, low mutual inclination) orbits with gas en-
velopes. In the blue simulation, planets finish forming during
the gas disk stage and end up on more tightly spaced orbits,
circular (< e >= 0.004 vs < e >= 0.009 for the red simula-
tion) with more gas. The symbol size is proportional to the
planet core radius (inner) and total radius (outer).
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have lower masses. Thus implementing a more realistic
detection efficiency than DLC16’s 2 M⊕ cut yields more
simulated transiting planets with period ratios < 1.3.
We also find that the tightest period ratios occur at an
intermediate range of 30 < Σz,1 < 100 gcm
−2: lower
Σz,1 systems are too dynamically hot and higher Σz,1
systems are too massive for very tight period ratios. Ex-
tending our range of Σz,1 (14–284 gcm
−2 vs. DLC16’s
38–105 gcm−2) also produced additional tight period ra-
tio systems.
Compared to the observed distribution, we find a
shortage of planets with Hill spacings of ∆ < 15. A two
sample Kolmogorov-Smirnov rejects the null hypothe-
sis that the observed and simulated samples are drawn
from the same underlying distribution with p = 10−6
(but cannot reject the null hypothesis for ∆ > 15). The
Hill spacing is not a directly observed quantity but com-
puted from the observed period ratio and masses with
an assumed mass-radius relationship. The agreement
of the observed and simulated period ratios but dis-
agreement of the Hill spacing implies that our tightly
spaced simulated planets have lower masses than those
assumed for the observed planets. In Section 4.2, we
will show that our small period ratio simulated plan-
ets do have lower masses at a given radius and that
there is tentative evidence that observed planets may
exhibit the same trend (Weiss & Marcy 2014; Millhol-
land et al. 2017). Therefore the disagreement may lie in
the assumed mass-radius relationship for observed plan-
ets (Fig. 6). Alternatively, we may be able to produce
tight period ratios at large masses if we were to fine
tune our simulation parameters; in Section 3.4, we will
show that gas depletion factor d affects the mass range
of planets in compact systems. A final possibility is that
in situ formation produces a true deficit of small ∆ sys-
tems and that observed systems have a different origin,
such as migration.
Zink et al. (2019) found that accounting for the re-
duced detection efficiency of subsequent planets could
reduce the ratio of single-to-double transiting planets by
10% and that the effect was largest for planets with pe-
riods > 200 days. We do not model this effect. To check
the robustness of our results, we compare only simulated
and observed planets with periods < 200 days and find
no noticeable effect on our ensemble results. We also
find that we can match a 10% reduction in singles by
slightly adjusting the weightings we use in Section 3.2.
3.4. Influence of other disk properties
We have chosen to generate a continuum of planet for-
mation conditions using a continuum of disk solid sur-
face density normalizations (as justified in Section 1),
keeping other disk properties (Section 2.1) fixed for each
ensemble of simulations. Even with reweighting of the
solid surface density normalizations (Σz,1), only Ensem-
ble 1 (gas depletion d = 100, solid surface density slope
α = −1.5) provides a satisfactory qualitative agreement
with the observations. Here we explore the effects of
other disk parameters on the observables.
Ensembles with less depleted (Ensemble 2) or more
depleted (Ensemble 3) gas disks fail to match the ob-
servables. Dynamically cold systems require solid-to-gas
ratio ∼3–15: high enough so that planets can complete
their assembly by collisional mergers yet low enough so
that nebular gas can damp away planetary eccentric-
ities and mutual inclinations. Acquiring this solid-to-
gas ratio is necessary but not sufficient to produce the
observed orbital properties of Kepler planets. In less
depleted disks like Ensemble 2, high solid surface den-
sity disks spawn dynamically cold systems of massive
planets; because of the large masses, the tightest ob-
served period ratio systems are not reproduced. In more
depleted disks like Ensemble 3, low solid surface den-
sity disks produce dynamically cold systems of low mass
planets. For a given Hill spacing, these systems contain
more planets, and for a given Hill velocity, the mutual
inclinations are lower. Matching the observed distribu-
tion of period ratios therefore results in too few singles
and an insufficient spread in transit duration ratios.
Using a different form for reweighting than Eqn. 7
would not solve the discrepancies between these ensem-
bles and observed Kepler sample. For less gas-depleted
conditions (Ensemble 2), no value of Σz,1 produces the
tightest period ratios. For more gas-depleted conditions
(Ensemble 3), only low mass systems (resulting from
low Σz,1 disks) can achieve tight period ratios, resulting
in mutual inclinations that are too small; adding more
high Σz,1 systems to the mix can widen the distribution
of duration ratios, but skews the distribution of period
ratios to inconsistently large values.
DLC16 combined two ensembles each with the same
range of Σz,1 but different gas depletion factors to ac-
count for the full range of observables, whereas our En-
semble 1 accounts for the observables using a wider and
more flexible underlying distribution of Σz,1. One of
their two ensembles – with a gas depletion factor d cor-
responding to a solid-to-gas ratio ∼2–6 for their range
of solid surface densities – primarily produced dynami-
cally cold systems, and the other – with a gas depletion
factor d corresponding to a solid-to-gas ratio ∼200–600
for the same range of solid surface densities - primarily
produced dynamically hot systems. Thus both we and
DLC16 account for the observables via formation in en-
vironments with a diversity of solid-to-gas ratios but –
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Figure 4. More material in the region of in situ formation lead to more tightly-spaced, coplanar, high transit multiplicity
systems. Period ratios, spacing in mutual Hill radii, transit duration ratio (ξ), and multiplicity of resulting simulations from
Ensemble 1 for large solid surface density normalization (Σz,1 > 50 g/cm
2) in blue dashed and for small solid surface density
normalization (Σz,1 < 50 g/cm
2) in red dotted where 50 g/cm2 marks the average solid surface density normalization among
transiting systems. The systems from the catalog are shown in black.
for reasons justified in Sections 1 and 2.1 – we choose to
produce the variation through the amount solids instead
of the amount of gas.
We also explore the effect of the steeper α = −2.5
solid surface density profile introduced in MB16, who
achieved a mixture of dynamically hot and cold systems
with a mixture of two profiles. In Ensemble 5, we follow
MB16 and set the initial Hill spacing ∆0=10, equiva-
lent to picking up the simulation after a gas disk stage
that allows for growth but keeps eccentricities and incli-
nations very low (DLC16). In Ensemble 4, we simulate
the gas disk stage; Ensemble 4 is equivalent to Ensemble
1 but with α = −2.5. For both ensembles, we find that
the weighting of solid surface densities toward the low
values that are necessary to match the observed period
and duration ratios results in too few singles. The steep
surface density profile distributes many planets close in,
resulting in too many multi-transiting systems.
Because we have not exhaustively explored the full
parameter space of disk properties, we cannot conclude
that Ensemble 1’s disk properties are the only possibil-
ity for matching the Kepler observables in our general
model. In the future, we will explore a wider parameter
space to infer the underlying distribution of disk proper-
ties. In Section 5, we lay out a plan for conducting such
an exploration given limited computational resources.
3.5. Eccentricities of singles vs. multis
In Van Eylen et al. (2019), we showed that in situ for-
mation can account for the observed trend that multi-
transiting systems tend to have lower eccentricities. Us-
ing our updated Ensemble 1 (with improved detection
efficiency modeling and reweighting of solid surface den-
sitites), we plot the eccentricity distributions in Fig. 5
and find that this trend holds. The disks that form
dynamically cold systems have both lower eccentrici-
ties and lower mutual inclinations and therefore tend to
manifest as multi-transiting. Dynamically hot systems
tend to have higher eccentricities and higher mutual in-
clinations; they tend to manifest as singles. We find
a mean < e >= 0.05 for multi-transiting systems and
< e >= 0.10 for single-transiting systems. With respect
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to their system’s initial plane, a mean < i >= 2.3◦ for
multi-transiting systems and < i >= 5.5◦ for single-
transiting systems. For comparison, our solar system’s
terrestrial planets have eccentricities ranging from 0.007
(Venus) to 0.21 (Mercury) and mutual inclinations rang-
ing from 1.85◦ (Earth and Mars) to 7.0◦ degrees (Earth
and Mercury), falling within the simulated distributions.
Our results for multi-transiting system are consistent
with trends among observed Kepler planets, with dis-
tribution parameters corresponding to mean values of
< e >= 0.076+0.013−0.025 (Van Eylen et al. 2019), < e >=
0.044 ± 0.015 (Mills et al. 2019), and < e >= 0.04+0.04−0.03
(Xie et al. 2016). However, results for single-transiting
system are significantly lower than among observed Ke-
pler planets, with distribution parameters correspond-
ing to mean values of < e >= 0.30 ± 0.05 (Van Eylen
et al. 2019), < e >= 0.209+0.016−0.010 (Mills et al. 2019), and
< e >= 0.32± 0.02 (Xie et al. 2016). The fundamental
source of the discrepancy is that observed eccentricity
distribution of single planets has a tail extending to ec-
centricities e > 0.3 (e.g., Mills et al. 2019 Section 3) that
self-stirring during in situ formation cannot reproduce
(e.g., Van Eylen et al. 2019, Figure 9) because eccentric-
ities are limited to the ratio of the escape velocity from
the surface of the planet to the Keplerian velocity (e.g.,
Petrovich et al. 2014; Schlichting 2014). As argued by
Van Eylen et al. (2019), another explanation is needed
for these observed, highly elliptical systems, such as per-
turbations from outer giant planets. See Ballard (2019)
for predictions of links between multiplicity and planet
properties for TESS.
4. ESTABLISHING THE DIVERSITY OF
SUPER-EARTH COMPOSITIONAL
PROPERTIES
In our simulations, variations in formation conditions
lead to an assortment of compositions (Dawson et al.
2015) and link orbital properties to compositional prop-
erties (DLC16). We now have an ensemble of simulated
planets that is produced from a continuum (rather than
dichotomy) of formation conditions and that matches
the observed diversity of Kepler orbital properties (Sec-
tion 3). Here we revisit compositional trends explored
briefly in DLC16 and explore new trends motivated by
Kepler follow up observations. We investigate links be-
tween eccentricity and size in Section 4.1, scatter in the
mass-radius relation in Section 4.2, and size similarity
within each system in Section 4.3.
4.1. Eccentricity-size links
In their analysis of planets characterized by tran-
siting timing variations, Hadden & Lithwick (2014)
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Figure 5. Top: Eccentricities of simulated planets split
by multi-transiting (”multis”) in dashed blue and tranets in
single-transiting systems (”singles”) in dotted red. Singles
have a wider ranges of eccentricities than multis. Bottom:
Eccentricities split by planet size for transiting planet pairs.
We find that smaller planets tend to have larger eccentrici-
ties. Larger planets form early on and are therefore subject
to damping by the residual gas disk, leading to the smaller
eccentricities.
found lower free eccentricities for planets for larger
planets (a Rayleigh distribution characterized by width
σe = 0.008
+0.003
−0.002 when both planets have Rp > 2.5R⊕,
where R⊕ is the Earth’s radius, corresponding to mean
< e >= 0.010) than smaller planets (σe = 0.017
+0.009
−0.005
when both planets have Rp < 2.5R⊕ corresponding to
mean < e >= 0.021 ). Our simulated planets exhibit the
same trend: planets that finish their formation during
the gas stage exhibit both larger radii (due to accreting
gas) and lower eccentricities (due to gas damping).
To make a quantitative comparison, we limit our sim-
ulated planets to those beyond 0.15 AU because our ra-
dius models do not include photoevaporation. About
1/5 of the Hadden & Lithwick (2014) sample has an
inner planet with a > 0.15 AU. We estimate the free
eccentricity as the magnitude of the separations be-
tween the eccentricity vectors. Among pairs of simu-
lated transiting planets with period ratios less than 2.5,
we find a mean < efree >= 0.012 when both planets have
Rp > 2.5R⊕ and < efree >= 0.022 when both plan-
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ets have Rp < 2.5R⊕. These mean values are similar
to those inferred by Hadden & Lithwick (2014), but we
note that our eccentricity distributions are more skewed,
peak at small values, and long-tailed than Hadden &
Lithwick (2014)’s assumed Rayleigh distribution (Fig.
5). The trends persist for all of our treatments of post-
gas stage atmospheric loss via collisions (Section 2.2).
The most extreme alternative treatment (any post-gas
collision completely removes the atmosphere) produces
lower eccentricities because planets that undergo signif-
icant dynamical evolution after the gas stage (leading to
larger eccentricities) end up smaller and less likely to be
detected.
4.2. Scatter in the Mass-Radius Relation
Wolfgang et al. (2016) demonstrated that the observed
mass-radius relationship for super-Earths contains in-
trinsic scatter (i.e., scatter beyond that introduced by
observational uncertainties). In the in situ formation
paradigm, planets of a given mass can form with sig-
nificantly different radii depending on when the cores
complete their assembly with respect to the time at
which disk gas dissipate (see also Lee 2019, their Figure
6). Part of this variation in growth time is due to the
stochastic nature of the giant impact stage, but part is
due to variation in formation conditions established by
disk properties (Section 2.1). For cores that complete
their assembly during the depleted gas stage, diversity
in disks’ gas dissipation timescales can further enhance
this variation, an effect we recommend exploring in fu-
ture studies.
We show simulated radii versus planet mass in Fig-
ure 6; as in Section 4.1, our simulated planets are all
beyond 0.15 AU. The mass-radius relation exhibits a
wide dispersion that can be partially accredited to the
amount of solids in the formation region where planets
formed (parametrized as Σz,1; Section 2.1): at a given
mass, planets that formed in disks with more solids tend
to have larger radii (Fig. 6, left panel). Embryos that
form in disks with with more solids can reach their final
masses in the presence of gas and acquire gas envelopes.
Simulated transiting planets observed as pairs with
period ratios less than 2.5 tend to have larger radii at a
given mass than wider pairs or single transiting planets.
This trend arises from the tendency of compact systems
to finish forming during the gas disk stage. The compact
systems are also more likely to exhibit transit timing
variations. Therefore in situ formation in residual gas
may contribute to the observed trend that planets with
masses measured via transiting timing variations have
lower densities (Weiss & Marcy 2014; Wolfgang et al.
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Figure 6. Mass-radius relationship of simulated planets
from Ensemble 1 colored by the initial solid surface density
normalization Σz,1 (top) and period ratio (bottom). Top:
The dispersion we see can be partially attributed to forma-
tion conditions, as planets that form in disks with larger Σz,1
can more often acquire gas envelopes before the gas disk dis-
sipates, leading to larger radii at a given mass. Bottom: Sim-
ulated planets in compact systems (red) have lower densities
(i.e., larger radii at a given mass) than wider pairs or single
transiting planets. The Weiss & Marcy (2014) used in com-
puting the mutual Hill radii of observed planets in Section
3.1 is overplotted for comparison. The observed mass-radius
relationship also exhibits intrinsic scatter (Wolfgang et al.
2016).
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2016) than planets with masses measured via radial ve-
locity.
Post-impact atmospheric loss affects can have a big
effect on individual planet radii (Inamdar & Schlichting
2015). However, alternative treatments of post-impact
atmospheric loss (Section 2.2) all yield a similar spread
in the mass-radius relationship. At a given mass, the
radii range from purely rocky bodies to those with a full,
undisturbed envelope accreted during the gas disk stage.
The more extreme the atmospheric loss we assume, the
fewer planets we see at intermediate radii. The range of
radii can be accounted for by formation (i.e., whether
or not the core grows large enough to accrete gas during
the gas disk lifetime, e.g., Dawson et al. 2015) but the
distribution within that range depends on efficiency of
post-gas disk collisional atmospheric loss.
4.3. Similarities in size and spacing
Millholland et al. (2017) and Weiss et al. (2018) found
that Kepler planets within the same system exhibit sim-
ilar sizes and spacings, and there has been controversy
over whether this “peas in a pod” pattern is astrophys-
ical or a selection effect (Zhu 2019; Weiss & Petigura
2019). In Fig. 7, we plot the size of outer vs. inner
planets in transiting pairs and outer vs. inner period
ratio in transiting triplets. We find that our simulated
planets exhibit intra-system similarity and that the sim-
ilarity is only slightly enhanced by selection effects. The
correlation between outer vs. inner period ratio less
tight than the correlation between adjacent radii and
is most evident by eye in the lack of planets in the top
left and bottom right corners of the plot (Fig. 7, bottom
panel). For outer vs. inner period ratio, the Pearson R
coefficient is 0.46 (p = 4 × 10−15) for the 450 plotted
underlying simulated planets and 0.34 (p = 1.3×10−13)
for the 450 plotted forward modeled simulated detected
transiting planets.
Despite the stochasticity in growth of masses and
radii introduced by giant impacts and subsequent at-
mospheric loss via giant impacts, our simulated planets
have similarities in their sizes and spacings that are ul-
timately controlled by the amount of solids in the for-
mation region (our Σz,1). Fig. 8 shows planets in 50
randomly selected simulated underlying systems: sys-
tems range from smaller masses and radii with some-
what larger spacings at small Σz,1 to larger masses and
radii with more compact spacings at large Σz,1. A clus-
tering in mass-radius space – as seen by Millholland
et al. (2017) in real systems - is evident in the bottom
panel of our Fig. 6: each range Σz,1 occupies different
parts of mass-radius space.
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Figure 7. Adjacent planets in simulated systems exhibit
similarity in their size (top) and spacing (bottom). Black
points indicated underlying simulated planets and red points
are forward modeled simulated detected transiting planets.
We find our simulated systems are generally self-
similar in mass and period across orbital period beyond
0.15 AU. Within 0.15 AU, masses tend to be smaller and,
as noted by DLC16, spacings tend to be larger (which
they attribute to the more massive outer embryos stir-
ring up those at short orbital periods. (As noted earlier,
we do not consider planetary radii within 0.15 AU be-
cause we neglect photoevaporation.)
14 MacDonald et al.
In contrast, the alternative, steeper disk profiles we
consider in Section 3.4 produce significant trends of
larger masses and radii at shorter orbital periods, even
beyond 0.15 AU. Within a given system, this alterna-
tive disk profile produces larger, more massive plan-
ets on the inside and smaller, lower mass planets on
the outside. However, the diversity within a system is
small compared to the diversity among systems. Planets
formed from steeper disk profiles do exhibit intra-system
similarity according to the correlation metrics of Weiss
et al. (2018) and distance metric of Millholland et al.
(2017) but may be at odds with the observed increase
in mass/size with orbital period.
Although one might expect post-gas atmospheric loss
via collisions to destroy intra-system uniformity, we find
that our results are not sensitive to the atmospheric loss
treatment (Section 2.2). Systems tend to either finish
growth during the gas disk stage and not experience
much atmospheric loss or to grow significantly after the
gas disks age and have most planets experience signifi-
cant loss. The most significant effect is that our most ex-
treme treatment of atmospheric loss (in which the planet
loses its entire atmosphere in a single collision) amplifies
a trend of producing smaller planets beyond 1 AU, where
dynamical timescales are long and cores need more time
to form. Since there are very few transiting planets be-
yond 1 AU, this effect is only noticeable when examining
the underlying systems.
5. CONCLUSION
We investigated whether a continuum of formation
conditions can account for the diversity of orbital and
compositional properties observed for super Earths, in-
cluding the apparent dichotomy between single transit-
ing and multiple transiting system. We focused on in-
trinsic variation in the amount of solids delivered from
the outer disk to form super-Earths in situ close to the
star. We found that this variation in disk conditions
can account for super-Earths ranging from rocky to gas-
enveloped and from “dynamically cold” (tight, flat, com-
pact, and circular) to “dynamically hot” (wider spaced,
more elliptical and inclined). The continuum of forma-
tion conditions can account for the diversity in Kepler
planets’ orbital period ratios, transit duration ratios,
and transit multiplicity (Section 3.3); higher eccentrici-
ties for single than multi transiting planets (Section 3.5;
but note that our models cannot explain the most el-
liptical singles with e > 0.3); smaller eccentricities for
larger planets (and vice versa) among pairs that exhibit
transit timing variations (Section 4.1); scatter in the
mass-radius relation, including lower densities for plan-
ets with masses measured with TTVs than RVs (Section
4.2); and similarity in planets’ sizes and spacings within
each system (Section 4.3).
In our simulations, planets form via giant impacts in
a depleted gas disk and undergo subsequent gas-free or-
bital evolution. When little solid material is available
for in situ formation – like in our Solar System – plan-
ets’ growth is stalled during the gas disk stage, and
they finish forming via giant impacts after the gas disk
dissipates. Such planets end up rocky and more dy-
namically hot, like our Solar System’s terrestrial plan-
ets. When more material is available, planets can finish
forming via giant impacts during the gas stage, accrete
envelopes, and remain in circular, flat, and compact or-
bital configurations. Our simulated underlying popula-
tion is weighted toward disks with less material avail-
able like the Solar System. However, disks with more
solids account for a greater share of the simulated de-
tected transiting planets and an even greater share of
multi-transiting systems. At an extreme, too much solid
material also leads to dynamically hot systems, because
damping from the depleted gas disk is insufficient to
avoid planets exciting eccentricities and mutual inclina-
tions amongst themselves. However, in practice these
conditions create planets that are much more massive
than those observed.
In addition to the amount of solids, we explored how
the level of gas depletion at the end of the disk life-
time and radial distribution of solids affect the Kepler
planets’ period ratios, Hill spacing, duration ratios, and
transit multiplicity. Consistent with DLC16, we found
that too much or little disk gas does not allow plan-
ets to finish their giant impacts during the gas disk
stage, leading to systems that are too dynamically hot
and, consistent with MB16, that steeper radial profiles
lead to high transit multiplicity. In the future, we plan
a more complete exploration of disk parameters using
Gaussian process emulation to keep the number of sim-
ulations computationally feasible. We can also explore
more sophisticated disk conditions like non-smooth ra-
dial profiles (e.g., gaps, pile ups), continuous replenish-
ment of solids from the outer disks, embryo masses es-
tablished by pebble accretion, and a range of collisional
outcomes besides accretion. Furthermore, we can inves-
tigate a range disk dissipation timescales and functional
forms. Disk dissipation timescales may vary from disk
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selected simulations, sorted by the amount of solids in the disk (parametrized as Σz,1, Section 2.1).
to disk, which could also contribute5 to the diversity in
planetary properties.
5However, we expect intrinsic variation in the amount of solids to
dominate. In low solid surface density disks, the planets’ growth
is stalled due to damping from gas, so we expect longer disk
dissipation timescales would still not allow them to finish forming
the presence of gas. However, we expect variations in dissipation
timescale could contribute significantly to the scatter in the mass-
radius relationship by allowing certain planets more or less time
to accrete.
There are several other avenues for future work. TESS
systems will provide another test ground for theories
of planet formation, particularly because radial-velocity
follow up will enable distinguishing the underlying ar-
chitectures in systems where not all planets transit (e.g.,
Ballard 2019). Including photoevaporation in our mod-
els would allow to compare our radii to those observed
at shorter orbital periods, and to assess whether mass-
radius trends are primarily driven by formation or evo-
lution. Including giant planets in a subset of simula-
tions would allow us to assess their relative contribution
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to the diversity of planetary properties. Compared to
the observed distribution with an assumed mass-radius
relationship, we found a shortage of planets with Hill
spacings of ∆ < 15 (Section 3.3). A more complete ex-
ploration of disk parameters combined with more mass
measurements of observed planets will clarify whether
this discrepancy results from assumed mass-radius re-
lationship (in particular, the assumption that it is con-
stant with orbital period ratio, which is not born out in
our simulations: Section 4.2), the need to tune the disk
gas depletion factor to tighter than an order of magni-
tude, or a fundamental inability of in situ formation to
form massive planets with tight period ratios.
Planet formation models have many knobs to turn,
raising the concern that they can “post-dict” any observ-
able result yet not give us true insight into which phys-
ical processes establish the surprising diversity among
inner solar systems. We have chosen to focus on solid
surface density as a property we know must vary among
disks, if in situ formation is responsible for systems rang-
ing from the Solar System to Kepler-11. Our findings
– that a continuum in this single property can account
for the observed orbital and compositional diversity –
support the in situ formation paradigm and the idea
that planet properties are significantly sculpted by na-
ture (formation) in addition to nurture (evolution).
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APPENDIX
We empirically explore the detection efficiency of the Kepler pipeline by comparing candidate lists (Batalha et al.
2013; Burke et al. 2014; Mullally et al. 2015; Rowe et al. 2015; Coughlin et al. 2016) that were released throughout the
Kepler Mission. We assess the detection efficiency of candidates as a function of their multiple event statistic (MES),
which is an estimate of total signal-to-noise ratio over all transits (Jenkins 2002). We identify “missing” candidates as
those present in a later candidate list but absent in an earlier one despite our inference (based on number of transits)
that they had MES > 7.1 in the earlier list. For example, imagine a candidate is detected on the quarter 1–12 (Q1–12)
list with MES = 20 and, based on the number of transits in Q1–Q8, we calculate that it should have had MES = 17
on the Q1–Q8 list. If the candidate is not included on the Q1–Q8 list, we consider it missing.
We investigate whether “missing” candidates exhibit trends in orbital period or impact parameter that might com-
promise our comparison to the observed sample with our forward modeling process. In earlier lists, we find that
candidates are more likely to be missing at a given MES if they have large impact parameters or long orbital periods.
However, by Q1–Q16 (Rowe et al. 2015) vs. Q1–Q17 (Coughlin et al. 2016), this trend has disappeared. In Fig. 9, we
plot the fraction of candidates detected in Q1–Q16 as a function of MES inferred from Q1–Q17. The fraction is con-
sistent with Christiansen et al. (2016)’s empirical detection efficiency function computed from injection and recovery
tests and shows no trend with orbital period.
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Figure 9. The detection efficiency of the Kepler candidate lists. The blue histogram shows the detection efficiency for candidates
with periods less than 40 days, while the red histogram shows the detection efficiency for periods greater than 40 days. The
black dashed line is the detection threshold of MES > 7.1.The solid red line is the hypothetical performance of the pipeline
given perfectly whitened noise, which is an error function centered on MES = 7.1. The green dashed line is the cumulative
gamma distribution function fitted in Christiansen et al. (2016) from injection and recovery tests. This figure contains detection
efficiencies for MES < 7.1; some (detected) candidates in the earlier list have a calculated MES < 7.1, while by design no
missing candidates have MES < 7.1.
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