Abstract. We investigate level-set percolation of the discrete Gaussian free field on Z d , d ≥ 3, in the strongly percolative regime. We consider the event that the level-set of the Gaussian free field below a level α disconnects the discrete blow-up of a compact set A ⊆ R d from the boundary of an enclosing box. We derive asymptotic large deviation upper bounds on the probability that the local averages of the Gaussian free field deviate from a specific multiple of the harmonic potential of A, when disconnection occurs. If certain critical levels coincide, which is plausible but open at the moment, these bounds imply that conditionally on disconnection, the Gaussian free field experiences an entropic push-down proportional to the harmonic potential of A. In particular, due to the slow decay of correlations, the disconnection event affects the field on the whole lattice. Furthermore, we provide a certain 'profile' description for the field in the presence of disconnection. We show that while on a macroscopic scale the field is pinned around a level proportional to the harmonic potential of A, it locally retains the structure of a Gaussian free field shifted by a constant value. Our proofs rely crucially on the 'solidification estimates' developed in [18] by A.-S. Sznitman and the second author.
Introduction
In this article we investigate level-set percolation for the discrete Gaussian free field on Z d , d ≥ 3. The study of percolation phenomena for level-sets of the Gaussian free field was initiated in the eighties (see [6, 15, 16] ) and has attracted considerable interest in recent years (see [8, 17, 20, 22, 23] ), especially due to the presence of its slowly decaying spatial correlations.
We aim at understanding the effects of conditioning the Gaussian free field to a certain rare event arising from level-set percolation. More specifically, we consider the event that the level-set below α ∈ R of the Gaussian free field disconnects the discrete blow-up of a compact set A ⊆ R d from the boundary of an enclosing box. The level α is chosen such that the level-set above α of the Gaussian free field is in a strongly percolative regime and thus the disconnection event becomes atypical. The results we obtain share a similar spirit to (classical) entropic repulsion phenomena that were for instance studied in [4, 5, 7] . Roughly speaking, it is known that conditioning the Gaussian free field to be positive over the discrete blow-up of a compact set (with certain regularity assumptions) leads to an upward shift in its average. In our case, if certain critical levels coincide and the set A is sufficiently regular, it will turn out that conditioning on disconnection entails a pinning of the average of the Gaussian free field locally to −(h * − α)h A , where h A is the harmonic potential of the set A and h * is the threshold for level-set percolation of the Gaussian free field. This conclusion complements and refines the findings of [17] . The study of the Gaussian free field conditioned on certain events is in general a difficult problem, since the conditional measures are usually non-Gaussian. In the case of classical entropic repulsion, one can use Brascamp-Lieb inequalities to overcome this issue, see e.g. [7] , but an extension of these methods to our context is not obvious.
We will now describe the model and our results in a more detailed way. Consider Z d , d ≥ 3 and let P be the law on R Z d so that (1.1) under P, the canonical field (ϕ x ) x∈Z d is a centered Gaussian field with covariance E[ϕ x ϕ y ] = g(x, y) for all x, y ∈ Z d , where g(·, ·) denotes the Green function of the simple random walk on Z d , see (2.1). For α ∈ R, one defines the level-set above α by
There are three critical levels −∞ < h ≤ h * ≤ h * * < ∞ relevant to the study of the percolation of E ≥α . The strongly non-percolative regime for E ≥α corresponds to α > h * * , the strongly percolative regime corresponds to α < h, where h * * and h are defined in equation (0.6) of [20] and equation (5.3) of [22] respectively, and h * denotes the threshold for percolation of E ≥α . Moreover, it has recently been proven in [8] that h * > 0 for all dimensions d ≥ 3. Similar methods will be applied in the upcoming article [9] to provide a proof of h > 0. It is plausible, but open at the moment, that h = h * = h * * (some progress towards proving h * = h * * may come from [10] ). Consider now a compact set A ⊆ R d with non-empty interior contained in the interior of a box of side-length 2M , M > 0, centered at the origin. The discrete blow-up of A and the boundary of the discrete blow-up of its enclosing box are defined as
respectively, with | · | ∞ denoting the sup-norm of a vector and · the integer part of a real number. One main object of interest will be the disconnection event
which corresponds to the absence of a nearest-neighbor path in E ≥α connecting the sets A N and S N . Theorems 2.1 and 3.1 of [17] provide large deviation lower and upper bounds for P[D α N ] in terms of the Brownian capacity of A (Å) (see e.g. p.57-58 of [19] for a definition), namely for α < h * * it holds that (1.5) lim inf
(h * * − α) 2 cap(A), whereas for α < h, it holds that (1.6) lim sup
Remarkably, a combination of these results provides for any regular compact set A (in the sense that cap(A) = cap(Å)) the exact asymptotic behavior for P[D α N ], if h = h * = h * * is true. What underlies the above results is the following effect: In the percolative regime α < h * , the most 'efficient' way in which the field can achieve a situation where its level-set below level α disconnects A N from S N is to have a down-shift of size −(h * − α)h A (x/N ) at each site x ∈ Z d , where h A is the harmonic potential of A (see (2.13) ), illustrated in Figure 1 If ν(dx) = f (x)dx, we write for simplicity f, η instead of ν, η . Our main result comes in Section 4 with Theorem 4.1. We show that for α < h, ∆ > 0 and Lip 1 (J), the class of Lipschitz functions supported in a compact subset J of R d with the sum of their sup-norm and Lipschitz constant bounded by one (see (4.2) ), one has the asymptotic upper bound lim sup The exponential rate in (1.9) appears in a rather non-explicit way. It turns out that, if we are only interested in showing the entropic push-down of the field, we can obtain a more concrete (although not sharp) bound for the rate. In fact, we will show in Theorem 3.1 of Section 3 that for α < h, ∆ > 0 and a continuous, non-negative and compactly supported function η : R d → R, one has the asymptotic upper bound (1.11) lim sup
,
where E(η) = η(x)g BM (x, y)η(y)dxdy is the energy associated to the function η, with g BM (x, y) being the Green function of the standard Brownian motion on R d . This result substantially strengthens Theorem 4.3 of [17] , where η was assumed to be the indicator function of a non-empty open subset with closure contained inÅ. In contrast to (1.9), we get an explicit rate in (1.11) because we can rely on a pointwise solidification upper bound (see Lemma 2.1 below) which does not have a corresponding lower bound. Thus, in the derivation of (1.9), which has the additional difficulty of being uniform in η ∈ Lip 1 (J), we need to replace these pointwise estimates with a weaker energy bound.
As a corollary to (1.11), if cap(A) = cap(Å) and in the plausible situation that h = h * = h * * , one would obtain that (1.12) lim sup
This bound should be compared to the case without conditioning, where a direct computation gives
In words: conditioned on disconnection, for the field to lie above its average is at least as costly as in the case without conditioning.
To gain a deeper understanding of the local behavior of P[ · |D α N ] for large N , we introduce a certain 'profile' description in the spirit of [3] for the Gaussian free field conditioned on disconnection. In essence, such a description enables us to track the behavior of the Gaussian free field simultaneously on a 'global' scale as well as on a 'local' scale. Roughly speaking, while on a global scale the local average of the Gaussian free field is pinned at H α A under
, it locally looks like a Gaussian free field shifted by a constant value. To rigorously capture this phenomenon, we define the random measure on
where (τ x ϕ) y = ϕ x+y for all x, y ∈ Z d . We show in Theorem 5.1 of Section 5, that for any ∆ > 0, α < h, and functions η : R d → R and F : R Z d → R with certain regularity properties (see above (5.6)), there exists a positive constant c 2 (∆, α, η, F ) (depending besides ∆, α, η, F also on A, M and d) such that lim sup 
The organization of this article is as follows: In Section 2 we introduce further notation and recall some useful results concerning random walks, the Gaussian free field and the solidification estimates from [18] . In Section 3, we state and prove Theorem 3.1, which corresponds to the entropic push-down result (1.11). In Section 4, we proceed to our main result, Theorem 4.1, corresponding to the pinning result (1.9). Finally, in Section 5, we investigate the profile of the field conditioned on disconnection and prove in Theorem 5.1 the claim (1.15). In the Appendix, we provide asymptotic comparisons between the hitting probability of arbitrary finite unions of large discrete boxes by the simple random walk and the hitting probability of the solid filling of these boxes by Brownian motion.
Finally, we give the convention we use concerning constants. By c, c , . . . we denote generic positive constants changing from place to place, that depend only on the dimension d as well as on the compact set A and the parameter M > 0 (see above (1.3)), which will be fixed quantities in Sections 3, 4 and 5. Numbered constants c 1 , c 2 , . . . will refer to the value assigned to them when they first appear in the text and dependence on additional parameters is indicated in the notation.
Notation and useful results
In this section we introduce some notation and collect useful results concerning random walks, potential theory, the discrete Gaussian free field and the solidification estimates for porous interfaces from [18] . These solidification estimates, together with a related capacity lower bound will be instrumental in the following sections to derive the large deviation upper bounds (1.9), (1.11) and (1.15). We will assume that d ≥ 3 throughout the article.
We start by introducing some notation. For real numbers s, t, we denote by s ∨ t and s ∧ t the maximum and minimum of s and t, respectively, and we denote the integer part of s by s . We consider on R d the Euclidean and ∞ -norms | · | and | · | ∞ and the corresponding closed balls B 2 (x, r) and B ∞ (x, r) of radius r ≥ 0 and center x ∈ R d . Also, we denote by B(x, r) = {y ∈ Z d ; |x − y| ∞ ≤ r} ⊆ Z d the closed ∞ -ball of radius r ≥ 0 and center x ∈ Z d . For subsets G, H ⊆ R d , we denote by d(G, H) their mutual ∞ -distance, i.e. d(G, H) = inf{|x − y| ∞ ; x ∈ G, y ∈ H} and write for simplicity d(x, G) instead of d({x}, G) for x ∈ R d . We also define the diameter of G as diam(G) = sup x,y∈G |x − y|. For δ > 0, we denote by G δ = {x ∈ R d ; inf y∈G |x − y| ≤ δ} the closed δ-neighborhood of G. For K ⊆ Z d , we let |K| denote the cardinality of K. If x, y ∈ Z d fulfill |x − y| = 1, we call them neighbors and write x ∼ y. We call π : {0, . . . , N } → Z d a nearest neighbor path (of length N + 1 ≥ 2) if
there is a path π with values in U starting in K and ending in K (resp. if there is no such path) and we say that K and K are connected in U (resp. not connected in U ). Given two measurable functions f, g on R d such that |f g| is Lebesgue-integrable we define f, g = f (y)g(y)dy. For functions f : R d → R and h : Z d → R, we denote by f ∞ and h ∞ the respective supremum norms over R d and Z d , and we denote by f + = f ∨ 0 and f − = (−f ) ∨ 0 the positive and negative part of f , respectively. If f : R d → R is continuous and compactly supported and ν is a Radon measure on R d we write ν, f = f dν.
Let us now introduce the discrete time simple random walk on Z d . We denote by (X n ) n≥0 the canonical process on (Z d ) N and by P x the canonical law of a simple random walk on Z d started at x ∈ Z d . For a subset K ⊆ Z d , we introduce stopping times (with respect to the canonical filtration generated by (X n ) n≥0 ) H K = inf{n ≥ 0; X n ∈ K}, H K = inf{n ≥ 1; X n ∈ K}, and T K = inf{n ≥ 0; X n / ∈ K}, the entrance, hitting and exit times of K. The Green function of the random walk g(·, ·) is then defined by
and since d ≥ 3, it is finite. Moreover, one has g(x, y) = g(x − y, 0) def = g(x − y) and the following asymptotic behavior (see e.g. Theorem 5.4, p.31 of [14] ):
The equilibrium measure of a finite subset
and its total mass
is called the (discrete) capacity of K. Recall that for finite K ⊆ Z d , one has (2.5) 
We will now discuss the Gaussian free field on Z d , d ≥ 3. We recall the definitions of (ϕ x ) x∈Z d and P from (1.1). For U ⊆ Z d , one can define the harmonic average h U of ϕ in U and the local field ψ U , via
Furthermore, one has the 'domain Markov property' of the Gaussian free field, which asserts that
, and is distributed as a centered Gaussian field with covariance g U (·, ·), where, g U (·, ·) is the Green function of the random walk killed upon exiting U (see (1.3) of [22] ).
We will also need in Sections 4 and 5 a general second moment estimate which states that for any centered Gaussian process (Y 1 , . . . , Y m ) with values in R m (governed by some probability Q) and covariance matrix G ∈ R m×m , one has for t ≥ 0 (see Lemma A.1, p.1913 of [3] ),
where G = max 1≤i≤m m j=1 |G ij | and tr(·) denotes the trace of a matrix. This inequality will be applied for the Gaussian free field in the proof of Theorem 4.1. One can see that for
see e.g. [3] , p. 1899.
We now introduce Brownian motion on R d and present some aspects of its potential theory, in a similar fashion as it was done for the simple random walk above. Let (Z t ) t≥0 be the canonical process on C(R + , R d ) and denote by W z the Wiener measure starting from z ∈ R d such that under W z , (Z t ) t≥0 is a Brownian motion starting from z ∈ R d . For any open or closed set B ⊆ R d , we introduce stopping times (with respect to the canonical filtration generated by (Z t ) t≥0 ) H B = inf{s ≥ 0; Z s ∈ B} and H B = inf{s > 0; Z s ∈ B}, the entrance and hitting times of B for Brownian motion, and T B = inf{s ≥ 0; Z s / ∈ B}(= H B c ), the exit time of Brownian motion from B. For later use we also define the first time when Z moves at | · | ∞ -distance r ≥ 0 from its starting point,
For an open or closed set B ⊆ R d , one introduces the harmonic potential of B,
If B is open and bounded and (B n ) n≥1 is a sequence of compact sets such that B n ↑ B, then (see Proposition 1.13, p.60 of [19] ) (2.14)
, the usual Sobolev space of square-integrable functions on R d with square-integrable weak derivatives, one defines the Dirichlet form attached to Brownian motion
and by polarization one defines furthermore
Note that E(·, ·) defined in this way is bilinear and its definition can be extended to the space of all weakly differentiable functions with finite Dirichlet energy. We also note here, that if f, g are in the extended Dirichlet space of (E, H 1 (R d )) and f has compact support, one has
see below (1.11) for the definition of the energy E(f ). To see this inequality, one can for instance show it first in the case where f, g are smooth and compactly supported, and then use an approximation argument (compare also with Lemma 1.5.3, p. 39 of [12] ).
We now recall an asymptotic lower bound from [18] on the trapping probability of Brownian motion starting in a non-empty compact set A ⊆ R d by surrounding 'porous interfaces', together with a corresponding asymptotic lower bound on the Brownian capacity of such porous interfaces. These estimates will be pivotal in the derivation of the bounds (1.9), (1.11) and (1.15) of the following chapters. Let U 0 be a non-empty Borel subset of R d with complement U 1 = R d \ U 0 and boundary ∂U 0 = ∂U 1 . One measures the local density of U 1 at x ∈ R d in dyadic scales (2.19) σ
where | · | stands for the Lebesgue measure on R d . We furthermore introduce for * nonnegative integer and for a non-empty compact subset
for all x ∈ A and ≥ * . For a given non-empty Borel subset U 0 ⊆ R d , ε > 0 and η ∈ (0, 1) we consider the following class of 'porous interfaces'
Essentially, ε controls the distance of the porous interface Σ from ∂U 0 and η corresponds to the strength with which it is 'felt'. With this, we can quote the solidification estimate from (3.3) of Theorem 3.1 in [18] , which provides for η ∈ (0, 1) in the limit ε/2 − * going to zero uniform controls on the probability that Brownian motion starting in A hits Σ ∈ S U 0 ,ε,η , when
This roughly means that a Brownian motion starting in A cannot escape any surrounding porous interface. In addition to (2.22), we need the related capacity lower bound
where A varies in the class of non-empty compact subsets of R d with positive capacity, see (3.15) of Corollary 3.4 in [18] .
Finally, we state and prove two lemmas that arise from the solidification estimate (2.22). We start with Lemma 2.1 below, which can be seen as a generalization of (2.22) to R d and will be employed in Proposition 3.3 (cf. (3.43)), to obtain an upper bound on the variance of a certain Gaussian field which is used to encode the event under the probability in (3.23).
Lemma 2.1. Consider a non-empty compact A ⊆ R d and η ∈ (0, 1). Then,
Proof. We start by showing that the left hand side of (2.24) is less or equal than 0. For
where E Wx is the expectation with respect to W x . We observe that on the event
where θ H A is the canonical shift by H A . Thus, an application of the strong Markov property yields
Combining (2.25) and (2.26), we obtain that (2.27) sup
By taking limits in (2.27) and by using (2.22) we arrive at lim sup
Finally, we show that the limit equals 0 by providing a lower bound with a particular choice. Fix any z ∈ A, * > 0 and let A * be the set of points at sup-distance at most 2 − * from A. Then for ε ≤ u2 − * , choosing U 0 = A * = Σ, we see that U 0 ∈ U * ,A and Σ ∈ S U 0 ,ε,η . In
Letting ε go to 0 shows that the limit must be non-negative.
In the remainder of this section we will show in Lemma 2.2 below that in the limit ε/2 − * → 0, the Dirichlet energy of h A − h Σ is bounded from above by the capacity difference cap(Σ) − cap(A), uniformly over all compacts A ⊆ R d and all porous interfaces Σ. This result will be needed in the proof of Theorem 4.1 (see (4.52)-(4.53)), to rule out, with high probability, the existence of atypical interfaces of bad boxes.
where A varies in the class of non-empty compact subsets of R d .
Proof. First we notice that by (2.17) and the bilinearity of the Dirichlet form, one has
so to conclude it suffices to show that
Using Theorem 2.2.5, p. 86 of [12] , we have that
, where for a compact set B ⊆ R d , e B denotes the equilibrium measure of B, which has total mass cap(B) and is supported on B, see for instance p.57 of [19] . From this, we immediately get
where we have used that the set of points
has null e A -measure (see also (3.18) in [18] and the argument following it). We therefore obtain (2.32) lim
having used (2.22). To show that the limit is equal to 0, let A * be the set of points at sup-distance at most 2 − * from A. For ε ≤ u2 − * , choose U 0 = A * = Σ and use that E(h A , h A * ) → cap(A) as * → ∞, by (2.31) and dominated convergence. The claim then follows by letting ε → 0 and * → ∞ such that ε2 * tends to 0.
Entropic push-down by disconnection
In this section we derive in Theorem 3.1 an asymptotic upper bound on the probability of the event that the level-set below α disconnects A N from S N and that X N , η , that is, the average of the Gaussian free field over some continuous and compactly supported function η :
hÅ with hÅ the harmonic potential ofÅ, see (2.13)).
As a consequence of Theorem 3.1, when h = h * = h * * and A is such that cap(A) = cap(Å), one readily derives Corollary 3.2. From a qualitative perspective, Corollary 3.2 should be understood as follows: the occurrence of the event D α N pushes the Gaussian free down to a level smaller or equal than
In particular, the effects of the disconnection event (which depends only on the values of the field in B(0, M N )) are felt globally on Z d . This is due to the slow decay of correlations for the Gaussian free field in dimensions d ≥ 3.
Throughout this and the next sections, we assume that A ⊆ R d is a compact set with nonempty interior such that A ⊆B ∞ (0, M ) for some fixed M > 0. Also, recall the definition (1.7) of X N and our convention on constants, given at the end of Section 1. We are ready to state the main result of this section. 
where E(η) = η(x)g BM (x, y)η(y)dxdy is the energy associated to the function η (we adopt the convention that the right-hand side is −∞ if η = 0).
Before we move towards the proof of the above Theorem, we state a corollary that gives insight into the conditional measure P[ · |D α N ]. Corollary 3.2. Consider ∆, α, η as in Theorem 3.1 and assume that A is regular in the sense that cap(A) = cap(Å). Then, if the critical values h, h * and h * * coincide, one has
Proof. It holds that
The result now follows directly by combining (3.1) with the lower bound (1.5) and noting that cap(A) = cap(Å) implies h A = hÅ Lebesgue-a.e. since
In order to prove Theorem 3.1, we shall devise a coarse-graining procedure similar to the one developed in Section 3 of [17] (see also Section 4 of [18] ). Let us therefore introduce further notation and recall the construction in the above references. For the convenience of the reader, we will reproduce here the main steps in some detail, and cite the references for further explanations. We stress that the coarse-graining performed below is going to be used also in the proof of Theorem 4.1. Let δ < γ < h, and select a sequence (γ N ) N ≥1 of numbers in (0, 1] fulfilling the conditions (4.18) of [18] , in particular γ N → 0 as N → ∞, and define the two scales
as well as the lattices
Furthermore, we introduce for K ≥ 100 and z ∈ L 0 the boxes
The collection of boxes U z , z ∈ L 0 is used to decompose the Gaussian free field according to (2.7) and (2.8). In particular, we write ϕ = ψ z + h z where h z = h Uz and ψ z = ψ Uz . For δ < γ in (α, h), there is a notion of a box B z , z ∈ L 0 being ψ-good at levels δ < γ, see (5.7), (5.8) of [22] , which in essence means that the set B z ∩ {ψ z ≥ γ} contains a connected component of | · | ∞ -diameter at least L 0 /10, and for any neighboring box B z , any two connected components of B z ∩ {ψ z ≥ γ} and
A box that is not ψ-good at levels δ < γ, is called ψ-bad at these levels.
We will also need the notion of a box B z , z ∈ L 0 being h-good at level a > 0, which means that inf Dz h z > −a (for us a = δ − α > 0 will be a natural choice, and eventually, we will send δ and γ to h). Again, a box that is not h-good at a level a is called h-bad at this level.
With these preparations, we are essentially ready to prove Theorem 3.1. Let us give an outline of the coarse-graining procedure that is employed in the proof.
For large N , one can extract an interface of 'blocking' L 0 -boxes, all h-bad at level a = δ − α between A N and the complement of B(0, (M + 1)N ), if the effective event D α N = D α N \ B N occurs, where B N is a 'bad' event (corresponding to the existence of many ψ-bad boxes at levels δ < γ within the interface) that has negligible probability for our purposes. The position of these h-bad boxes is encoded in a set K N of values of a random variable κ N defined on D α N giving rise to the coarse-graining of the event (3.19) below. This coarse-graining is of low combinatorial complexity exp{o(N d−2 )}, and thus allows us to reduce the problem of finding an asymptotic large deviation upper bound on the probability of the event under the probability in (3.1) to finding an upper bound on the probability of the event D N,κ ∩ { X N , η ≥ H α A , η + ∆}, uniformly in κ ∈ K N . This bound will be developed in the pivotal Proposition 3.3, and it brings into play the capacity of the set of 'bad' boxes associated to κ ∈ K N . The proof will then be concluded with the help of the crucial capacity lower bound (2.23), using that the set of blocking 'bad' boxes can be treated as a porous deformation of ∂A.
Proof of Theorem 3.1. In what follows we will assume (3.7)
α + a = δ(< γ < h).
We proceed as in [17] , Section 3 and define the random subset
all (except possibly the last one) ψ-good at levels δ < γ and h-good at level a = δ − α.
One introduces the function
which tracks the presence of U 1 within boxes B(x, L 0 ), and the set S N , that provides a 'segmentation' of the interface of blocking L 0 -boxes, namely
.
One then extracts from S N another random subset S N such that (3.11) S N is a maximal subset of S N with the property that the B(x, 2 L 0 ), x ∈ S N , are pairwise disjoint.
We also recall the 'bad' event B N from (3.20) of [17] , which is defined as
0 / log L 0 , and {e 1 , ..., e d } is the canonical basis of R d . It can be argued that one has the super-exponential bound (3.13) lim [22] and the proof of Lemma 4.2 of [18] . Therefore, the event B N is irrelevant at the order we are interested in. This allows us to introduce the effective disconnection event
We set K = 4K and as in (4.41) of [18] (see also below (3.20) in [17] ), we have that
at level γ < δ and h-bad at level a = δ − α (for each x ∈ S N , π x is the projection on the set of points in Z d with vanishing i x -coordinate). Note that we choose here K = 4K (instead of K = 2K + 3 as in [18] and [17] ), since it will be necessary in the proof of the following proposition that the boxes U z , z ∈ C x , x ∈ S N are all at a large enough distance. This modification is only minor and does not change the validity of the coarse graining procedure.
We now introduce the random variable κ N defined on D α N with range K N , (3.16) κ
see below (4.41) of [18] or (3.19) of [17] . Moreover, we have based on a counting argument involving the choice of the scales L 0 and L 0 together with (3.15) , that
cf. (4.43) of [18] , which is the 'small combinatorial complexity' we need. For later use, we define the following sets associated to a choice of κ = ( S, S, (
Essentially, Σ and U 0 will later play the role of a 'segmentation' and 'porous interface' in the sense of (2.20) and (2.21) (with the choice ε = 10 L 0 N ). With this preparation, one has the coarse-graining
What is crucial is that on the event D N,κ , in view of (3.15), all B z with z ∈ C are h-bad at level a and at mutual distance ≥ KL 0 , for large N . In particular for α + a = δ,
Thus, applying a union bound and using the super-exponential bound (3.13), one finds that the left-hand side of (3.1) can be bounded as follows:
where we have used the notation
The following proposition, leveraging on (3.20), provides us with the crucial upper bound on the probability of the event A a,∆ ∩ D N,κ which will be instrumental to bound the right-hand side of (3.21) by choosing a and ∆ appropriately.
Then there exists a function α(·) (possibly dependent on β and η) with lim K α(K) = 1 such that for large enough K, one has
Proof. We follow the proofs of Lemma 4.2 of [22] and Lemma 4.2 of [17] , using a Gaussian field as a tool to bound the probability of the event under the probability in (3.23). We attach to κ ∈ K N a collection of functions
and define for β > 0, f ∈ F the random variables
where we set λ(z) = e C (B z )/cap Z d (C) (recall the definition of e C from (2.3)). The crucial observation for our purposes is that
Note that Z f is a zero-average Gaussian field, thus, to get an exponential upper bound on the probability of the event on the right-hand side of (3.26) it suffices to use the Borell-TIS inequality (see Theorem 2.1.1, p. 50 of [1] ), which yields
where
After taking logarithms in (3.27), dividing by N d−2 and taking limits we thus obtain, for K large enough, (3.29)
We are left with providing an upper bound for the variance of Z f . To this end, we write
where we defined
From the proof of Theorem 4.2 of [22] , we have
and one has lim K lim sup N γ(K, L 0 ) = 1. We also define for later use (3.36) and note that lim K α 1 (K) = lim K α 2 (K) = 1. We continue by looking for an asymptotic lower bound for G N . We claim that (3.37) lim inf
In order to prove (3.37), first we introduce (z), x) . Thus,
One has the following upper bound on the number of elements of U (see (4.10) in [23] and (i)-(iv) in (4.19) of [18] ):
from which one gets that
We can therefore discard the last part of (3.38) in our estimation. Setting for
we can employ the strong coupling result (A.4) in Proposition A.1 to infer the lower bound
Next, we want to apply Lemma 2.1. To this end, we consider a compact set A ⊆Å and some * ≥ 0 (depending on A, A ), such that for large N and all κ ∈ K N , d(A , U 1 ) ≥ 2 − * (recall the definition of U 1 from (3.18)). In particular W x [H Σ < τ 10 L 0 /N ] ≥ c(K) for all x ∈ ∂U 0 (we refer to (4.48)-(4.54) in [18] for details of this calculation). Thus, Σ is a 'porous interface' for A for large N , meaning that Σ ∈ S U 0 ,10 L 0 /N,c(K) for U 0 chosen as above. This allows us to apply Lemma 2.1 and infer the lower bound for (3.42) 
We can now put (3.32), (3.37) and (3.44) together into (3.30) to conclude that
This concludes the proof of the proposition by plugging (3.45) into (3.29).
We are now ready to finish the proof of Theorem 3.1 with the help of Proposition 3.3. Recall that α + a = δ < h and choose δ small enough so that ∆ = ∆ − (h − δ) hÅ, η > 0. For a fixed β > 0, we define the auxiliary function
which is increasing in u > 0 and jointly continuous in t, u. Combining the bound (3.21) with Proposition 3.3, we obtain for all K large enough
By considering compact sets A with the same properties as after (3.42) above, we can apply the capacity lower bound (2.23), (3.48) lim inf
Moreover one has
using Proposition A.1 of [18] . Thus, taking lim inf K on both sides of (3.47), using (3.49) and α(K) → 1, we obtain in view of the monotonicity in u of F :
Taking A ↑Å and δ → h (which implies that ∆ → ∆), we see that
and (3.1) now follows by reinserting the definition of the auxiliary function F from (3.46) and optimizing in β > 0.
Pinning of the entropic push-down under disconnection
In this section, we state and prove in Theorem 4.1 our main result, namely an asymptotic upper bound on the probability of the intersection between the disconnection event and the event that for a fixed compact set J ⊆ R d , the d J -distance (which we introduce in (4. We will need some preparations before we can state the main Theorem. First, we introduce for any continuous, compactly supported function η :
for the sum of the sup-norm and Lipschitz constant of η. For a non-empty set J ⊆ R d , we define the function space
With this definition at hand, we introduce for two signed Radon measures µ and ν on R d the metric
If both µ and ν are probability measures and if
is recognized as the Kantorovich-Rubinstein distance of the probability measures µ and ν, see e.g. p.191 of [2] . If ν has a density f with respect to the Lebesgue measure on R d , i.e. ν(dx) = f (x)dx, we write for simplicity d J (µ, f ) for d J (µ, ν). We now come to the main asymptotic upper bound.
Theorem 4.1. Consider ∆ > 0, α < h and a compact, non-empty set J ⊆ R d . Then one has the asymptotic upper bound lim sup
Let us explain shortly, why {d J (X N , H α A ) ≥ ∆} is in fact measurable. First, we notice that since J ⊆ R d is compact, the set C 0 (J) of continuous functions from J to R, equipped with · ∞ is a separable metric space. Thus, Lip 1 (J) ⊆ C 0 (J) is separable itself with respect to · ∞ . Let {η n } n∈N be a countable, dense subset of Lip 1 (J). Since for any ϕ ∈ R Z d , N ≥ 1, both X N and H α A (x)dx are finite measures on compact sets, one has
and therefore the set on the left-hand side of the equation is measurable. The following consequence is immediate from combining Theorem 4.1 with the lower bound (1.5) and follows in the same way as Corollary 3.2. 4.6) lim sup
It might be helpful at this point to give a short outline of the proof of Theorem 4.1 and explain where the coarse-graining procedure from the proof of Theorem 3.1 comes into play. We will first introduce a mollifier χ and reduce the problem of controlling the supremum of | X N − H α A , η | over the class Lip 1 (J) to a class with much smaller complexity, namely the 'location family' {χ (· − x)} x∈J . This replacement involves the use of certain Gaussian estimates that were recalled in Section 2. As a next step, we use the same coarse-graining procedure as in Section 3 to decompose the disconnection event into a union over κ ∈ K N , however we also distinguish cases where the Dirichlet energy of hÅ − h Σ ( Σ is a slight enlargement of Σ associated to κ ∈ K N ) is either larger or smaller than a given value µ > 0 (corresponding to κ ∈ K µ N and κ ∈ K µ N , respectively), see (4.18). We will show that, in light of Lemma 2.2, the probability of the former case happening decays faster than the probability of disconnection for every choice of µ > 0 (cf. (4.50)-(4.53)). In the latter case, we develop a bound on the probability of the coarse-grained event in Proposition 4.3, where we introduce a centered Gaussian fieldZ f,x similar to Z f from (3.25), where f varies in the class F of (3.24) and η is replaced by the location family. Like in the proof of Theorem 3.1, we will apply the Borell-TIS inequality, and we thus need bounds on the variance ofZ f,x and the expectation ofZ = inf x∈J inf f ∈FZf,x , that are derived in Lemma 4.4 and Lemma 4.5, respectively.
The distinction into κ ∈ K µ N and κ ∈ K µ N , which was not required in the 'push-down' result of Theorem 3.1, is needed for the following reason: In the course of proving the entropic pushdown, a pointwise lower bound of h Σ in terms of h A , A ⊆Å compact, was used in the bound for the variance of Z f , relying on the solidification estimate of Lemma 2.1. A similar approach usingZ f,x to show that, with high probability, X N , η ≥ H α A , η − ∆ for large N involves a variance bound where h Σ must be bounded above in terms of h A . Since such a bound is not obvious, we have to put in 'by hand' the constraint that h Σ and h A are close (which corresponds to κ ∈ K µ N ), see also Remark 4.6, 2). Proof of Theorem 4.1. We start by performing a reduction of the problem to a location family. Let χ : R d → [0, ∞) be a symmetric, smooth probability density supported in B 2 (0, 1), and set for > 0, χ (x) = −d χ(x/ ). We define for η ∈ Lip 1 (J) the mollification (4.7) η = η * χ .
Our preliminary goal is to replace η in X N − H α A , η by η and to derive (4.9). We first bound the deterministic contribution of the difference between X N − H α A , η and X N − H α A , η as follows: If 0 < ϑ < ∆, one has for some ≤ 1 (ϑ, α) the inequality (4.8) sup
where we used η ∞ ≤ 1, supp η ⊆ J for all η ∈ Lip 1 (J) and the convergence of H α
Consequently, we obtain for ≤ 1 (ϑ, α) the inequality
(4.9)
We will now derive separate large deviation upper bounds on the two summands on the righthand side of (4.9). The second summand in which the disconnection event was neglected will be treated by applying the Gaussian inequality (2.10), leading to (4.12). For the first summand, one performs a coarse-graining of the disconnection event, decomposing the event
(where B N is the 'bad' event from (3.12)) into a union over D N,κ , κ ∈ K N , which leads to (4.16).
We start with an upper bound on the second summand in (4.9). For z ∈ R d , one has the bound (4.10) sup
This enables us to bound the second term on the right-hand side in (4.9) as follows:
Using the bounds (2.11), one obtains from (2.10) (4.12) P sup
For later purposes, we choose ≤ 2 (ϑ, α)(≤ 1 (ϑ, α)) such that (4.8) holds and moreover (4.13)
This choice will be crucial when comparing the two different exponential rates of the two summands in (4.9) towards the end of the proof (cf. (4.56)). Let us now deal with the first summand on the right-hand side of (4.9). In view of the inequality (4.14)
we are reduced to finding a large deviation upper bound on the probability of the event A , we find that the first summand in the right hand side of (4.9) can be estimated as lim sup The term on the right-hand side of (4.16) will be bounded in two different ways, depending on the nature of the 'porous interface' generated by κ ∈ K N (recall (3.18)): If the Dirichlet energy of the difference of h Σ (with Σ an enlarged version of Σ, see (4.17) below) and hÅ is smaller than some µ > 0, we will use Proposition 4.3 below to bound the probability under consideration. For this case, we will use the notation κ ∈ K µ N . In the situation where the Dirichlet energy of the difference of h Σ and hÅ is larger than µ, namely when κ ∈ K µ N := K N \ K µ N , we will rely on the solidification result for Dirichlet forms (cf. (2.28) in Lemma 2.2), to show that the porous interfaces attached to κ ∈ K µ N are unlikely, see (4.53). We now introduce some more notation to make this dichotomy for κ ∈ K N explicit. To κ ∈ K N , we associate sets of boxes in R d
Γ being a slightly enlarged version of the R d -filling of C (see (3.18)), and for µ > 0, we introduce the following partition of K N :
The next proposition, which can be seen as a generalization of Proposition 3.3, will be needed to bound the probability on the right-hand side of (4.16) uniformly over κ ∈ K µ N . The primary idea is to use a Gaussian field (Z f,x ) f ∈F,x∈J to encode the event under the probability on the right-hand side of (4.16) . This allows us to use the Borell-TIS inequality to obtain an upper bound, granted that we have bounds on the variance (provided in Lemma 4.4 below) and on the expectation (derived in Lemma 4.5 below) of the infimum (over f ∈ F and x ∈ J) of this field. It is worth stressing that the need of the splitting K N = K 
Proof. We will essentially perform a modification of the proof of Proposition 3.3, and use a Gaussian field (Z f,x ) f ∈F,x∈J as a tool to capture the event under the probability on the right-hand side of (4.19) . Recall the definitions of F, Z f and λ(z) from (3.24), (3.25) and below. Similarly to Z f , we introduce, for x ∈ J and f ∈ F, the zero-average Gaussians lim sup
Proof. The variance ofZ f,x is given by
where G x,N and H x,N are defined as in (3.31) with η replaced by ζ(·−x). In view of (3.32) and (3.44), we only need an upper bound on cap Z d (C)G x,N (with an error term which is uniformly small in κ ∈ K µ N and x ∈ J). We decompose ζ = ζ + − ζ − and define
In a first step, we argue similarly as in (3.38)-(3.40) in order to recover a sum involving the hitting probability P y [H C < ∞], apart from a negligible error. We have
where z y is the only element in C such that y ∈ U zy and where γ(K, L 0 ) was defined in (3.33).
We first treat the product of the second summand of the above inequality and cap Z d (C) and see that (4.28)
which converges to zero as N → ∞ in view of (3.4) . This shows that the second summand in the last line of (4.28) yields no contribution in the limit N → ∞. We now consider the first summand in the last inequality of (4.27 ). An upper bound will be obtained in three steps, which we shortly explain. In a first (technical) step, we replace
with the help of a strong coupling result (Proposition A.1). In a second step, we replace the sum
N by an integral, see (4.33), where we use the harmonicity of h Σ outside a small blow-up of Σ. Finally, we replace h Σ by hÅ, using that κ ∈ K µ N . Note that since we are essentially looking for an upper bound of h Σ in terms of hÅ (as opposed to the lower bound in Section 3), we cannot use a pointwise solidification result, see also Remark 4.6, 2).
Combining (4.27), (4.28) with (A.5) and using that W y [H Γ < ∞] = h Σ ( y N ) (by scaling and the fact that all points in Γ are regular), we find that
with α 1 defined in (3.35) (actually, we could also take α 1 (K) = lim N γ(K, L 0 ) as a definition here, but this is not important). As a next step, we aim at replacing the sum in the right member of (4.29) by an integral, making use of the fact that h Σ is harmonic outside Σ. Let Σ * and Σ * 2 be the enlargements of Σ by
}. By harmonicity of h Σ , we can make use of an elementary gradient bound (see Theorem 2.10 of [13] ), stating that (4.32) sup
We proceed by approximating a sum with an integral. Writing
we obtain the following bound for R (2) x,N = sup κ∈K 
We now proceed to the final step of the variance bound. To this end, we bound (4.37)
using (2.18) and the fact that E(ζ + (· − x)) = E(ζ + ) for any x ∈ R d . Combining (4.37) and (4.36) and noting E(ζ + ) ≤ E(|ζ|), we obtain
with R x,N = R (1) x,N + R (2) x,N and lim N sup x∈J R x,N ≤ 0. Let us shortly discuss how to proceed for G − x,N . By (3.37) we see that (4.39) inf
again with lim N inf x∈J R x,N ≥ 0. By combining (4.38) and (4.39) with the bounds on Var(Z f,x ) and H x,N from (3.32) and (3.44), we finally obtain
and the claim of the lemma follows.
In the following lemma, we will show that as N → ∞, the expectation ofZ vanishes uniformly in κ ∈ K µ N . This behavior is the same as for E[inf f ∈F Z f ] from the previous section, see (3.28) , however the argument is more involved in the present context, since we take another infimum over x ∈ J. Proof. Given κ ∈ K µ N , we fix some f ∈ F. Then, one has
Taking expectations both sides and rearranging Z f leads to
We can bound the first summand in (4.43) as in Theorem 4.2 of [22] ,
using (3.28). Moreover we notice that the variance bound (4.25) of [22] yields
by (3.28) and the fact that |C| → ∞ as N → ∞. What is left to do is to find an upper bound for the last summand in (4.43). This will come as an application of the metric entropy method, outlined in [1] . We consider the canonical metric induced on R d by the
, where By Theorem 1.3.3, p.14 of [1] , we obtain that
We can now conclude the proof of Proposition 4.3. By the Borell-TIS inequality, (see 2.1.1, p. 50 of [1] ) one has -using the bounds (4.24) and (4.41) -that
where we could omit the term containing E[Z] in the last term due to (4.41).
We will now carry out the last steps of the proof of Theorem 4.1. Set α + a = δ < h and choose δ so that ∆−ϑ > 0, where We will now bound the two terms contributing to the maximum on the right-hand side of (4.49) separately. Since a solidification result is needed in both cases, the following observation is important: We fix a compact set A ⊆Å and some * ≥ 0 (depending on A, A ), such that for large N and all
x ∈ ∂U 0 (again, we refer to (4.48)-(4.54) in [18] ). Thus, Σ, and consequently Σ, is a porous interface for A and large N .
To find a bound on the second term of (4.49), we will make use of the solidification result for Dirichlet forms, Lemma 2.2. Indeed,
where α(K) → 1 as K → ∞, see (3.26) of [17] , with the difference that we choose C slightly larger than C such that the R d -filling of C contains N Σ (for concreteness take
Taking lim inf K on both sides and using the first inequality of (3.49), we obtain that (4.51) lim
Moreover, one also has, with the help of Lemma 2.2 on the third line,
where we introduced the shorthand notation E(f ) = E(f, f ) and used Lemma 2.2 for the first inequality. Collecting (4.50)-(4.52) and using (3.28), we have obtained that
Going back to (4.49), we now need to bound the first term of the maximum as well. Taking lim inf K , using Proposition 4.3 as well as the arguments around (3.48) and (3.49), we see that
(4.54)
Taking A ↑Å, we set µ = β 2 and then choose β > 0 small enough such that the right-hand sides of (4.53) and (4.54) are both in absolute value bigger than a 2 2d cap(Å). Inserting these bounds back into (4.49), one finds that (4.55)
The proof is now concluded as follows. We recall the upper bound (4.9), and find for ϑ < ∆, that (4.56)
Letting δ → h and using (4.13), together with ∆ → ∆, we obtain the claim.
Remark 4.6. 1) The uniform bound on the variance ofZ f,x in Lemma 4.4 is actually more general: Using the fact that sup η∈Lip 1 (J) E(|η|) < ∞, one can also prove a modification of Lemma 4.4 whereZ f,x is replaced byZ f,η =Z f,η = Z f (1 − β hÅ, η ) + β X N , η , and sup x∈J is replaced by sup η∈Lip 1 (J) . Such a modification is however not possible in Lemma 4.5, which essentially forces the consideration of the location family χ (· − x) as a remedy, since the index set x ∈ J has a lower dimension then Lip 1 (J).
2) The lack of a more explicit rate in 4.1 compared to the 'entropic push-down' result of Theorem 3.1 is not only due to taking the supremum over η ∈ Lip 1 (J), but also comes with the fact that the pointwise lower bound of 3) ) in E ≥α leaves in the box a macroscopic volume in its complement when α < h, a situation discussed in [23] . Roughly speaking, a combination of Theorem 4.1 and Theorem 4.2 of this reference imply that if h = h * = h * * holds, conditionally on such a 'macroscopic hole event', the scaled R d -filling of the left-out set by the component of the boundary of S N in E ≥α is close to a translate of the Euclidean ball B in an L 1 -sense (see also Remark 4.3 of the same reference). It might be argued that an approach similar to the one developed to prove the pinning under disconnection in Theorem 4.1 could be applicable to show that conditionally on the existence of a 'macroscopic hole', the local averages of the Gaussian free field are pinned at a multiple of the harmonic potential of the corresponding translate of B in R d .
Profile description under disconnection
In this section, we analyze the local picture of the Gaussian free field conditioned on disconnection and derive a certain 'profile' description of the measure P[ · |D α N ]. We define the random measure
where R d is equipped with its Borel σ-algebra, R Z d is equipped with the σ-algebra generated by the canonical coordinates on Z d and τ x f = f (· + x) denotes the shift by x ∈ Z d of the function f :
The main result of this section, which comes in Theorem 5.1 below, provides insight into the asymptotic behavior of Y N , when D α N occurs. Roughly speaking, it accompanies the entropic pinning result of the previous section by the following microscopic description: If h = h * = h * * and A is regular in the sense that cap(Å) = cap(A), then on a local scale, ϕ retains its structure as a Gaussian free field under P[ · |D α N ], while its average is pinned at H α A on a global scale.
Before stating the result, we introduce some necessary notation. For a function f : Z d → R we define the probability measure P f on R Z d by (5.2) ϕ under P f has the same law as ϕ + f under P.
We also define for any given measurable u :
where 1 denotes the function on Z d which is constant and equal to one.
We say that a local function F :
We are ready to present the main result of this section. lim sup
We provide a short outline of the proof of Theorem 5.1, which is very much inspired by an argument in [3] , where large deviation estimates for the profile of the one-marginal of the Gaussian free field without conditioning were derived. The basic idea of the proof consists in separating the local picture from the macroscopic behavior by conditioning on the values of the Gaussian free field on a 'diluted' lattice LZ d at the mesoscopic scale L = log N . Using such a decomposition gives rise to a random measure Z N on R d × R Z d , and we show the closeness of Y N and Φ(H α A ) essentially in a three-step procedure: In a first step, we will show that the probability of a large deviation of the measures Y N and Z N , tested against η ⊗ F is exponentially small at a rate N d−δ , for any δ > 0, see Proposition 5.3, which is a modification of Proposition 3.10 of [3] . In a second step, we show that the probability of a large deviation The field at mesoscopic scale Z N . We condition the field ϕ x , x ∈ Z d on its values on the diluted lattice LZ d , where L = log N . The field decomposes as
(see (2.7) and (2.8), with U = Z d \ LZ d ) where ψ x under P is a Gaussian free field with zero boundary conditions on
We denote by
the corresponding covariances. It is known (see Lemma 3.8 of [3] ) that for all x, y ∈ Z d , one has the upper bound
Property (5.10) is crucial to show that on a local level the field ψ 'does not feel' long range effects.
We define Z N to be the random measure on
We now show that the probability that Y N deviates from Z N (in a weak sense) is exponentially small with decay rate N d−δ for some δ > 0. In particular, the decay is much faster than that of the disconnection probability. 
Proof. The proof is inspired by that of Proposition 3.10 of [3] with the difference that in [3] the authors deal only with the one-point marginal of the Gaussian free field. Without loss of generality we assume that η ∞ ≤ 1 and that F is 1-Lipschitz. First note that
Using the decomposition ϕ = ψ + h from (5.8) and the independence between ψ and h, we get
(5.14)
We claim the following
where we recall the notation (supp η) N = (N supp η) ∩ Z d . The justification of (5.15) will be delayed to the end of the proof. Given (5.15), to conclude it suffices to show that, uniformly in f ∈ R Z d ,
for large enough N . Since F is local there exists a set Γ ⊆ Z d finite and F : R Γ → R fulfilling the locality property (5.4). Set Γ N η = (supp η) N + Γ and notice that the functions
are Lipschitz for any f ∈ R Z d . Then, an application of the Gaussian concentration inequality (A.5) from Lemma A.4 of [3] yields
where we used that F is 1-Lipschitz and η ∞ ≤ 1. Using that E[ψ x ψ y ] = g L (x, y), (5.10) and Chernoff's inequality, (5.16) follows in a standard way. This combined with (5.15) and (5.14) yields (5.12).
We are left with proving the claim (5.15). Relying on the fact that F is local and 1-Lipschitz, we get
uniformly in f ∈ R Z d . In order to show that the right-hand side goes to zero, we introduce
and observe that |C N | = o(N d ). Also, for each x ∈ (supp η) N \ C N , y, z ∈ Γ, using the strong Markov property, we get for large N (5.21)
We can now estimate (5.19) by splitting the sum on the right hand side into two sums over over
Taking N → ∞ proves (5.15) and hence the Proposition.
Identification of the global shift. Using the mesoscopic scale L = log N , we were able to show that the local picture associated to Y N has a law asymptotically equal to that of a Gaussian free field shifted by the harmonic extension of the Gaussian free field on LZ d . In what follows we show that this shift can be approximated at each point by averaging the Gaussian free field around a macroscopic ball.
To this end, we introduce a smoothing of the random measure X N on R d (cf. (1.7) ). For that, let χ : R d → [0, ∞) be a symmetric smooth probability density with support contained in the Euclidean unit ball and for > 0 let χ (x) = −d χ(x/ ). Also, we define
In the next proposition we show that the probability that the random measures Φ(X N ) and Z N tested against η ⊗ F deviate from each other is super-exponentially small at rate N d−2 . 
Proof. Since the arguments are very close to those in the proof of Lemma 3.12 of [3] we only sketch the proof. In fact, we only need to show that we can reduce to the one-marginal case, which is the one treated in [3] . Without loss of generality we can assume that η BL ≤ 1 and that F is 1-Lipschitz. We introduce the random measure
which is a modification of Z N that allows a better comparison to Φ(X N ), see (5.35) below. We will now show that for any δ > 0 (5.25) lim
implying that Z N is indeed a 'good' approximation for Z N for our purposes. Let us denote by Γ ⊆ Z d the finite set associated to the local function F . By the boundedness of η and the Lipschitz continuity of F , to prove (5.25) it suffices to bound
As a first step, we split the sum under the probability on the right-hand side of (5.26) into two sums over C N and (supp η) N \ C N , where C N was defined in (5.20) . Let us start with
We shall focus on
|h x | as the other term can be treated similarly. Denote the covariance matrix of the field h over C N by G 1,N = (g h (x, y)) x,y∈C N (see (5.9) ). In view of g h (x, y) ≤ g(x, y) and (2.11), one can show that
An application of the Gaussian estimate (2.10) allows us to conclude that
and thus we obtain that
The same calculation can be performed for the case where h x is replaced by h x+y , y ∈ Γ. For the sum over (supp η) N \C N we need to investigate the covariances of (h x+y −h x ) x∈(supp η) N \C N , which we denote by G 2,N . For any x, z ∈ (supp η) N \C N , using the random walk representation (2.7) for h x and combining the Harnack inequality and the gradient estimates in Theorem 1.7.2 and 1.7.1 of [14] 
The above estimate combined with (2.11) yields
Again, an application of (2.10) similar to (5.29) allows to conclude that
A combination of (5.26), (5.30), (5.33) together with the fact that Γ is finite shows (5.25).
To prove the Proposition, it therefore suffices to show that for 0 < δ < ∆, one has (5.34) lim
The fact that F is 1-Lipschitz and bounded and η BL ≤ 1 yields the bound One can now proceed exactly as in the proof of Lemma 3.12 of [3] below equation (3.13) to estimate the right-hand side of (5.35) and obtain that (5.34) holds true.
The next proposition provides the last step in the approximation procedure, and it gives a large deviation upper bound at rate N d−2 on the probability that Φ(X N ) and Φ(H α A ), tested against η ⊗ F , deviate from each other when the disconnection event D α N happens. This can be achieved by providing an upper bound on the probability that, uniformly in a compact set, X N (x) is far from H α A (x). To this end, an application of Theorem 4.1 (cf. (5.40) below) will be crucial. Without loss of generality, assume that | supp η| > 0, then we have the bound In this appendix we state and prove Proposition A.1 which provides a uniform comparison between the discrete harmonic potential of an arbitrary finite union of discrete L-boxes and the Brownian potential of their R d -filling when L converges to infinity quick enough. The proof relies on a strong coupling result of [11] in the spirit of Komlós, Major and Tusnády.
We first introduce some notation. We consider integers L = L(N ) ≥ 1, N ∈ N. We define for a non-empty finite set of points C ⊆ Z d the set where we used scaling invariance of the Brownian motion to obtain the term in the second line. Note that the second member of the minimum does not depend on N and converges to zero as R → ∞ using the transience of Brownian motion. We will now show that the limit of the first member of the minimum as N grows to infinity is non-negative. For a closed set F ⊆ R d we denote by L F = sup{0 < t < ∞; Z t ∈ F } the time of last visit of the Brownian motion to F (using the convention that L F = 0 if the set on the right-hand side is empty). Clearly, for all x ∈ B(0, RN ) and all C ⊆ B(0, M N ), we have Γ ⊆ B(x, 2N R). Thus, for any fixed > 0 (A.7) 
Note that W 0 [sup 0≤t≤1/d |Z t | ∞ ≥ L/8] → 0 as N → ∞. By Theorem 4 of [11] and the fact that L ≥ c N η for some η > 0, there exists a probability space (Ω, F, P ), a simple random walk (X n ) n≥0 on Z d and a Brownian motion (Z t ) t≥0 on R d , both started at x, such that (A.9) P max
Denote by H Z Γ and H X C the entrance times in Γ and C, associated to Z · and X · respectively. By combining (A.7)-(A.9), we obtain (A.10)
, as N → ∞, uniformly in C ⊆ B(0, M N ) and in x ∈ B(0, RN ). The result now follows by plugging (A.10) in (A.6) and by sending first N → ∞ and then R → ∞.
