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ABSTRACT 
If s,(A) > . . . > s,(A) are the singular values of A E i&J C), and if 1 < k <m <n 
andp>l,then 
is a nnitariIy invariant norm. In this paper a complete determination of the extreme 
points on the corresponding unit spheres is accomplished in alI cases, enabling the 
isometrics with respect to $+ to be determined in the case p = 1. This removes the 
restriction m = n in an earlier paper of the author and Marcus. 
DEFINITIONS AND NOTATIONS. 
(i) For A E%,,(C), m <n, the singular values of A, 
s,(A) h,(A) > + - - h,(A) > 0, 
are the eigenvalues of (AA*)‘/’ > 0. 
(ii) sk(A) = (s,(A),s,(A), . . . ,~&9. 
(iii) dk(A)=(a,,,a, ,..., au). 
(iv) ll(~~~~..~~~)llp =(z:_lIaIIp)l’p, p > 1. 
(v) +pp,~(A) =m=u,vIldk(UAV)llp, where the maximum is taken over all 
mXm unitary Uand nXn unitary V. 
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Note that I] ]jp is a norm, and that for p > 1 equality in the triangle 
inequality implies linear dependence (i.e., ]I (Ip is sMctZy conuex). Also note 
that if p > 1, the strict convexity of f(x) = xp implies that 
with equality iff at most one ffi #O. 
Since I] )I p is a norm, the maximal definition of I#+ insures that +p, k is a 
unitariIy invariant norm on M,,,,(C). It is also clear from the definitions that 
the following propositions are true. 
PROPOSITION 1. 4,k(A) > lbkWIIp. 
PROPOSITION 2. Zf oi, . . . , ak are any k diagonal e,!enu?nts of A, then 
The fact that equality holds in Proposition 1 is stated in the following: 
THEOREM 1 (Fan [2], Gohberg and Krein [3]). @p,k(A)= (Isk(A)lIp, 
A corollary of this theorem is that 1) s k(A) 1) p is a unitariIy invariant norm 
on M,,,,(C). Lemma 2 of this paper examines when equality holds in 
Proposition 2 and provides an elementary proof of a shght improvement of 
Theorem 1 when k-m and p> 1, by showing that in that situation the 
maximum in the definition of &,, is achieved iff UAV is diagonal. 
It is probable that for any choice of p > 1, k = 1,. . . ,m, save for p = 2, 
k = m, that any linear transformation 2’ on M,_(C) which satisfies 
+pp,kcA) =$,k(T(A)), all A, 
must be of the form 
T(A) = UAV, all A, 
or possibly 
T(A)= VAV, allA, when m-n. 
(1) 
In (l), U, V are fixed unitary m X m and n X n matrices respectively. This is 
ISOMETFUES OF RECTANGULAR MATRICES 163 
known to be true in the following cases: 
(i) k= 1 (Schur [lo]). 
(ii) k = m = n, p = 1 (Russo [8, 91). 
(iii) 1 <k <m = n, p = 1 (Grone and Marcus [5]). 
(iv) k = m < n, p # 2 (Arazy [ 11). 
In this paper, the restriction m= n is lifted in case (iii) by using the 
aforementioned lemma examining when equality holds in Proposition 2 
(Lemma 2). This, together with a recent extension of a theorem of Marcus 
[4], provides the proof. The technique of proof is to determine the extreme 
points on the unit sphere with respect to $,t and then prove that any linear 
transformation mapping such a set to itself must be of the form (1). In the 
case p > 1, it is possible that Theorem 2 might provide a means of extending 
the results to the case l<k<m, p>l. 
We now proceed with a sequence of lemmas and proofs. 
LEMMA 1. Zf 
A= ’ ’ 
[ 1 0 a’ 
p>l, O<a<l U,Vareunitaryand 
then 
(i) UV is diagonal if a= 1; 
(ii) either both of U, V are diagonal or both of U, V have zero diagonal, if 
a< 1. 
Proof. The cases a = 1,0 are trivial so we will assume 0 <a < 1. 
If we let X, y denote the columns of V, and W = VU, then 
= [ ((A~‘~~,A~‘~w*~)~P+I(A~/~~,A~/~W~)~~]~’~ 
<[(A 1/2X,A1/2y)p/2(A1/2WX*,A1/2WX+)P/2 
+ (A’/2~,A’/2~)P/2(A1/2W~*,A’/2W~*)p/2]1’p 
~+p,2(4= Ild2PAV)IIp. 
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with equality holding iff U= DV*, where D is diagonal. Since lld2( UAV)jI, 
is assumed to be maximal, we may assume that U= V* and 
Now, this last expression represents a strictly convex function of the doubly 
stochastic matrix 
Id2 I Y112 I I Ix212 I Y212 . 
Then, Birkhoffs theorem asserting that the vertices of the convex polyhe- 
dron of doubly stochastic matrices are the permutation matrices shows that 
the maximum occurs only when 
v= x1 Yl 
[ 1 ;u, Y2 
is diagonal or has a zero diagonal, and U= DV* must have the same 
property* H 
LEMMA 2. IfAEM,,,(C), p>l, and 
then A is diagonal. 
Proof. Assume that A is not diagonal. We may assume without loss of 
generality that a,,#O, and we will let 
By Lemma 1, there exist unitary U,, V, and a,p > 0 such that 
0 
UzAzV2= o* p 
[ 1 
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and 
If we then pre- and postmultiply A by U, -k Z, _ 2, V, i Z,, _ 2 to obtain A’, we 
see that 
which proves Lemma 2. 
DEFINITIONS AND NOTATION. 
(i) s,, = {A E %,,,WI$,,(4 = 11. 
6) %n,n ={AEM,,,(C)(s,(A)= ... =s,(A)=l}={AEM,,,(C)IAA* 
= I,}. 
(iii) 9% = {A E M,&C)ls,(A) = 1, s,(A)=O} = {A EM,,,,(C)IP(A)= l= 
+p,,k(A)=skA)). 
(iv) An extreme point of s,, is an A ES,,, such that A cannot be 
written as 
A=B+(A-B) 
where B, A - B are linearly independent and 
THEOREM 2. Zf p> 1, then A&,, is an extreme point iff sk(A)= 
s,,,(A). 
Proof. We may assume without loss of generality that 
where 
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and 
A,=diag(s,+,(A),...,s,(A))EM,_,,,_,(C). 
If sk(A) >s,(A) and 0 <E <sk(A) - s,(A), then 
A=;(A+&,,,,)++(A-EE,,,,,,) 
shows that A cannot be an extreme point. 
Assume now that sk(A) = s,(A), and that 
A=B+(A-B), 
Now, 
$&I) =$p,k@) = 1, 
$,p,&) ( Q(B) = f 3 
$,,d4 - B,) < $,k(A - B) = ; 
iq$ that $,,k(Bd=$d4 - &I= ia 
If we next examine 
Ildk(B,)II, +#+zPp,#%) = fy 
we may conclude that dk(B1)= idk(Al). Lemma 2 then insures that B, is 
diagonal, and so B1=A,-B,=iA,. 
If we examine dmmk(Bs), we may conclude 
by an argument similar to the one establishing that d k( B,) = $ dk(AJ. 
If we argue as in Lemma 2, we see that if any off-diagonal element of 
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were nonzero, then we would have 
which would be a contradiction. Hence, we may assume B has the form 
and it remains to show B3 = 0, B, = 0. 
Computing BB* yields 
Examining this situation makes it apparent that the jth eigenvalue of BB* is 
larger than or equal to the jth eigenvalue of $ AA *, with strict inequality 
holding for at least one j if either B3 #O or B,#O. This yields 
s/(B) >&A), j=l,,.., m, 
with strict inequality holding for at least one j if either B3#0 or B,#O. 
Then, since 
wemayconclude B,=O,B,=O,B=iA. n 
LEMMAQ. Zf WE%,,,,, then kvlU is an extreme point of S,,, iff k <m. 
Proof. We may assume U= Z, = E,, + f - * + E_. Then writing 
shows that Z,,, is not an extreme point of S,., . 
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Assume now that k <m and that 
Z,=A+(Z,-A), 
(2) 
&,,(A)=+,,,(Z,-A)=$ 
Now, by examining all possible k-subsets of diagonal elements of A and 
I,,, - A, we may conclude that 
A 
d”(A)- ;d”(Z,) 
in order to avoid contradicting (2). If 
with A, square, then we may replace A in the argument with 
A’= [ V*A,V) PA, ] 
for any m x m unitary V. If we apply the previous argument to A’, we see 
that 
P(A’)=d”‘(V*AJ)=($ ,..., +), all V. 
This is equivalent to 
Ilxll-1 * (A+=;, all m-vectors x, 
or 
%(A)={+}, 
which implies A, = t Z E s,,(C). We now have that 
A=[ ;I 1 A,], 
and an argument identical with the one in the proof of Theorem 2 establish- 
ing Z3s = 0, Ba = 0 will in this case establish that A, = 0. n 
LEMMAS. ZfAE%, thenAisanextremepointof Sl,k $fk>l. 
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Proof. We may assume without loss of generality that A = E,,. Then 
E,,= +(E,,+EE~~) + ;(E,,-EE~~), O<E< 1, 
shows that E,, is not an extreme point of s,,,. 
Assume now that k > 1, and that 
E,,=A+B, 
@l&(A) =&J(B) = d * 
Since 
s,(A) < +l.dA) = ; 3 
%(B) < +1,m = ;. 
s,(A)+s,(B)>s,(A+B)=l, 
we may conclude that 
s,(A) =h,k(A) =%,/c(B) = s,(B) = :a 
These equalities imply that 
But then, 
implies that A, B are Iinearly dependent, and so A = B = j E,,. n 
LEMMAS. IfAQ%uk-‘G21,,,, then A is not an extreme point of S,,,. 
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The proof of Lemma 5 is the same as the proof of Lemma 2 in [5], and is 
therefore omitted. Lemmas 3, 4, 5 yield: 
THEOREM 3. The set of extreme points in S,, is 
6) %n,, if k=l, 
r), v k-‘%,z,, if 1 <k <m, . . . 111 if k=m. 
It is now necessary to state the following known lemmas which are 
needed to establish Theorem 4. 
LEMMA 6 (Marcus and Moyls [7]). Zf T is a linear transform&ion cm 
it4,,,( C) satisfying 
P(A) = 1 + p( T(A)) = I, 
then there exist tumsingulur U, V such that T has the form (1). 
LEMMA 7 (m=n, Marcus [6]; m<n, Grone [4]). Zf T i.s a linear 
transform&ion on M,,,,(C) which satisfies 
then there exist fixed unitary U, V such that T has the fnm (1). 
THEOREM 4. Zf T is a linear transformation on M,,,,(C) satisfying 
+l,dA) =+l,AT@h all A, 
for any k = 1,. . . , m then there exist unitary U, V such that T has the fbrm 
(1). 
The proof of Theorem 4 is essentially identical to the proof of Theorem 1 
in [5]. We conclude the paper with the following: 
CONJECTURE. If T is a linear transformation on %,,(C) which satisfies, 
for fixed k<m, 
+(A) = s,(A) iff s&‘(A)) = sm(T@)), 
then there exist fixed unitary U, V such that cwT has the form (1) for some 
O#fx E c. 
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Note that this conjecture would extend the known results to all the 
remaining cases of 4, ,-preserving transformations. 
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