In this paper we study the existence and structure of a least-energy solution for a class of singularly perturbed quasilinear Dirichlet problems. Using the moving plane method we show that this leastenergy solution develops to a spike-layer solution on convex domains.
Introduction
In this paper we study the following singularly perturbed problem: The study of solutions to related equations has received considerable attention in recent years. Problem (1.1)-(1.2) with p = 2 is known as the stationary equation of the KellerSegal system in chemotaxis (see [1] and references therein). It can also be seen as the limiting stationary equation of the so-called Gierer-Meinhardt system in biological pattern formation, see [2] for more details.
We define an "energy" J : W The corresponding problems for the case p = 2 and more general f (u) have been studied in [1, 2, 4, 5] (for the Neumann problem), Lin, Ni, and Takagi showed that for sufficiently small, any least-energy solution u of (1.1) has only one local maximum point x and x ∈ ∂Ω. Moreover, H (x ) → max x∈∂Ω H (x) as → 0, where H (x) is the mean curvature of x at ∂Ω. In [6] [7] [8] [9] (for the Dirichlet problem), Ni and Wei obtained that for sufficiently small, any least-energy solution u of (1.1) has at most one local maximum and it is achieved at exactly one point x ∈ Ω. More precisely,
where Ω − x = {x − x | x ∈ Ω} and x is near the "most-centered" part of Ω, i.e.,
In the present paper, we consider a natural generalization of the above mentioned results to the general p case. Because of the highly nonlinear term ∆ p , the problem becomes more complicated. But we overcome some technical difficulties here for the degenerate operator by virtue of the moving plane method. We prove that for sufficiently small, there exists a least-energy solution u of (1.1)-(1.2). Moreover, when Ω is convex domain, we shall prove that u has only one local maximum overΩ, and it is achieved at exactly one point x ∈ Ω which is bounded away from ∂Ω. Furthermore, we shall show that u tends to 0 as → 0 except at its peak x , thereby exhibiting a single spike-layer. But the exact location of peak is unknown. We suspect that it must be near the "most-centered" part of Ω as in [8, 9] . We leave this to the interested reader. However, in general bounded smooth domains, little is known. It seems to require additional work to find this. It is the goal of this paper to prove the following results. 
with w(0) > β, where β satisfies
where Ω = {y; 1/p y + x ∈ Ω}. Remark 1.1. Assume that Ω = B is a ball in R N and p > 1. Then as → 0, there exists a least-energy solution u of (1.1)-(1.2) such that u is radially symmetric and radially decreasing in B, i.e.,
(see Theorem 1 in [10] ). So the unique peak point x locates exactly the origin. Furthermore, u is unique for sufficiently small. Indeed, problem (1.3) has a unique solution, and it is nondegenerate (see Theorem 3 and its corollary in [11] and Appendix C in [4] for detail). (g1) g ∈ C 1+α (R) with 0 < α < 1, g(t) ≡ 0 for t 0, and g(t) = •(t β ) as t → 0 with
We shall prove that for sufficiently small, (1.1)-(1.2) has a least-energy solution which possesses a single spike-layer with the unique peak on convex domains. To obtain these results we observe that if u solves Eqs. (1.1)- (1.2) in Ω and x is a point in Ω where u maximizes, then the function w (y) = u ( 1/p y + x ) maximizes at the origin and satisfies Eq. (1.3) as → 0. Now, when problem (1.3) possesses a unique ground states solution w in R N , maximizing at zero and vanishing exponentially at infinity, the scaled solution w converges uniformly to w in C 1 loc -sense as → 0. Then the actual look of u would be a very sharp spike, centered at the point x , while approximating zero at an exponential rate in −1/p away from it. In fact, Serrin and Tang proved the existence and uniqueness of ground states solutions, that is, nonnegative, nontrivial solutions in R N such that u → 0 as |x| → ∞ of problem (1.3) by the comparison argument and separation technique (see Theorem 3 and its corollary in [11] ). Moreover, the solutions are decreasing exponentially due to f satisfying lim s→0 + f (s)/s p−1 = −1 < 0 and radially symmetric (see Theorem 2 in [10] ).
We will prove Theorem 1 by the moving method near ∂Ω. In order to avoid the boundary concentrations, it is a similar idea to that of [12] , we study the following problem first:
where ρ ∈ [0, 1/2). As Theorem 3.3 in [7] , we get a critical point c ,ρ of J ,ρ . In Section 2, it is shown that for is sufficiently small, u ,ρ is a nonconstant positive solution and there exists a sequence {ρ n } of ρ such that for 0
The organization of this paper is as follows. In Section 2, we construct the existence of a least-energy solution. The proof of Theorem 1 is given in Section 3. In Appendix A, we describe the moving plane method for p-Laplacian equations in detail.
Existence of a least-energy solution Theorem 2.1. Assume that f satisfies (1.2), there exists a positive solution u , which is a least-energy solution of (1.1), with u
where C 0 , C * 0 > 0 are two constants independent of .
Theorem 2.2. Assume that f satisfies (1.2), u is the least-energy solution obtained in
We first consider the functional J ,ρ defined as (1.5). Since we only consider the nonnegative solution u ,ρ , we assume that f satisfies f (s) ≡ 0 for s < 0. Let e = t 0 ϕ, there exits a critical point u ,ρ of J ,ρ with critical value defined as (2.5)-(2.6).
in which 
Next we prove that there exists a sequence {ρ n } of ρ, ρ n → 0 as n → ∞, such that u ,ρ n → u in C 1 (Ω) for some function u and J ,ρ n → J as n → ∞. To do so, we multiply both sides of Eq. (1.4) by u ,ρ and integrate over Ω, then by virtue of the condition on boundary we have
On the other hand, let h(z) = z q and there exists θ
Therefore, we obtain
where C depends on but is independent of ρ. A Hopf type boundary lemma (see [15] ) shows that u ,ρ is positive in Ω. It is also known that u ,ρ C 1,α (Ω) C for 0 < α < 1. We refer to [13, [15] [16] [17] for the regularity, comparison principle, and Hopf boundary lemma for p-Laplacian operators. The similar arguments to [12] imply that, for 0 < < 0 , there exists a sequence {ρ n }, ρ n → 0 as n → ∞, such that
Clearly, we know that u is a least-energy solution of Eqs. 
Therefore we obtain
by virtue of the result of (2.1)-(2.2) and we note
Step 2. In the following we prove (2.4). For simplicity, we write u instead of u , and C 0 instead of C 0 (1/p − θ) −1 . If we multiply both sides of (1.1) by u p(s−1)+1 (s 1) and integrate over Ω, then
We can find a constant A > 0 such that 
p and ν p if N p and k = N(ν − p)/(pν). The embedding constant γ depends only on ν, and Ω.
To see this, let Ω = {y | 1/p y ∈ Ω} and put v(y) = w( 1/p y) for y ∈ Ω . Then
Observe, however, that the embedding constant γ depends on ν and the cone determining the cone property for Ω , but is irrelevant to the volume |Ω | (see, e.g., [18] We define two sequences {s j } and {M j } by
We note that s j is explicitly given by
From p < q + 1 < ν it follows that s j > 1 for j 0 and s j → ∞ as j → ∞. By the similar arguments to the proof of Corollary 2.1 (
Step 2) in [1] , we can prove the following two inequalities hold true using reduction method: In the case N = 1, we may choose ν = ∞ and (2.11) takes the following form (see [18] ):
Then it is easily seen that (2.4) follows from this inequality and (2.3).
Remark 2.2.
Note that the results in this section hold for any bounded connected smooth domain Ω.
Structure of the least-energy solution on convex domain
Using the moving plane method, we study the shape of the least-energy solution u of (1.1)-(1.2) obtained in Theorem 2.1 on convex domains and prove that u develops to a spike-layer solution as → 0. In order to prove Theorem 1, we show several important lemmas first. Assume that u is the least-energy solution of (1.1)-(1.2) obtained in Theorem 2.1. Then there exists some σ > 0 independent of such that
where
Proof. By the moving plane method near ∂Ω as in Appendix A, we can find some σ > 0 (only dependents on Ω) independent of and ρ such that for any y ∈ Ω σ , there is a fixed-size cone K y ⊂ Ω σ with the vertex at y and u ,ρ (y) = min x∈K y u ,ρ (x). Since for 0 < < 0 (with 0 as in the proof of Theorem 2.1) and a sequence {ρ n }, u ,ρ n converges to a least-energy solution u in C 1 (Ω) as n → ∞, we know that u has the same properties as that of u ,ρ . Thus, for any y ∈ Ω σ , there is a fixed-size cone K y ⊂ Ω σ with the vertex at y and u (y) = min x∈K y u (x). We claim that for sufficiently small, then max Ω σ u < 1.
Suppose that there exists some point y ∈ Ω σ satisfying u (y ) 1. Then there is a fixed-size cone K y ⊂ Ω σ with the vertex at y and for any x ∈ K y satisfying u (x) u (y ) 1. By Theorem 2.2, we have
where C is a constant. So we obtain
Clearly, it is a contradiction as → 0. The proof is completed. ✷ Making use of an idea similar to that in the proof of Proposition 3.2 in [6] , we can easily prove the estimate of J (u ).
Lemma 3.2. We have
(s) ds, and w is the unique positive
Proof. The proof of this lemma can be obtained by using the same idea to that in the proof of Lemma 4.2 in [5] . We only need to replace ψ x j and φ x j with |Dψ| p−2 ψ x j and |Dφ| p−2 φ x j , respectively, and use the well-known Schwarz inequality. ✷ Lemma 3.4. Assume that u is as in Theorem 2.1 and x 1 , x 2 are two local maximum points of u . Then
Moreover, the regularity of p-Laplacian operators implies that U → w in C 1 loc (R N ) as → 0, where w is the unique positive radial solution of (1.3).
Applying Lemma 3.3, we can show that U has only one local maximum in B R for any R > 0. In fact, we choose two number a, On the other hand, we also know that for any R > 0,
On the contrary, we suppose Let
uniformly on compact sets (at least for a subsequence) when w is the unique positive (radial) solution of (1.3). Note that w(r) has only one maximum point in R N at 0. Suppose that x 1 and x 2 are two local maximum points of u , then by arguments of Lemma 3.3, we have −1/p |x 1 − x 2 | → ∞. On the other hand, from Lemma 3.2 we have
. We first claim that u has only a finite number of local maximum points. In fact, let R > 0 such that w(r) has 0 as its maximum point in B R (0). Then, for any R > 0, x is the only maximum point of u in the ball B 1/p R (x ) if > 0 is sufficiently small. Theorem A.1 follows from Theorem A.2 and an idea similar to that in the proof of Lemma A in the appendix of [7] . We first show that the moving plane method can be used near ∂Ω. Here we introduce some notation as in [19] .
For x ∈ R N and a unit vector γ ∈ R N , let T λ denote the hyperplane {x · γ = λ} which contains x and is normal to γ . For λ =λ large, T λ is disjoint fromΩ. Let the plane move continuously toward Ω, preserving the same normal, i.e., decrease λ, until T λ begins to intersectΩ . 
The lemma below implies that the moving plane procedure can be started. Since ρ > 0, we have that the operator in (A.3) is a uniformly elliptic operator (see Theorem 3.7 in [14] ). Since w ,ρ = 0 on T λ ∩ Ω, it follows from the maximum principle that w ,ρ > 0 in Σ(λ) and (w ,ρ ) 1 > 0 on T λ . But on T λ , (w ,ρ ) 1 = −2(u ,ρ ) 1 , and the lemma is proved. ✷ Now, by Lemmas A.3 and A.4, we give the proof of Theorem A.2 using the similar idea to that of [19] . In fact, if λ * * = inf λ: λ < λ 0 ; (u ,ρ ) 1 < 0, u ,ρ (x) < u ,ρ (x λ ) for x ∈ Σ(λ) , it follows from the same arguments as in [19] that at least one of the following occurs:
(i) Σ (λ * * ) becomes internally tangent to ∂Ω at some point P not on T λ * * ;
(ii) T λ * * is orthogonal to ∂Ω at some point Q ∈ T λ * * ∩ ∂Ω.
Note that λ * * is independent of and ρ. The proof of Theorem A.2 now follows from the compactness ofΩ.
