We discuss applications of shortcuts to adiabaticity (STA) to adiabatic quantum computation. After reviewing the fundamental properties and the present status of STA from the author's personal point of view, we apply the method to the adiabatic algorithm of the Grover's problem. We discuss two possible implementations of STA for the adiabatic quantum computations: the method of quantum adiabatic brachistochrone and the Lewis-Riesenfeld invariant-based inverse engineering.
Introduction
Adiabatic quantum computation (AQC) is one of the computational methods to solve optimization problems using quantum effects. [1] [2] [3] [4] [5] [6] [7] [8] We set the solution of the optimization problem to the ground state of the problem HamiltonianĤ p and consider the time evolution with the Hamiltonian
whereĤ d represents a driver Hamiltonian. The coefficients satisfy the initial condition B(0) = 0 and the final condition A(t f ) = 0 at the run time t f . When we consider the time evolution starting from the trivial ground state determined by the driver Hamiltonian, the state reaches, roughly speaking, the nontrivial ground state of the problem Hamiltonian at t = t f . By measuring the final state, we obtain the solution of the optimization problem. Since AQC uses the Schrödinger equation, we can exploit physical intuitions and various techniques developed for physical systems. The property that the final state becomes the ground state of the problem Hamiltonian is guaranteed by the adiabatic theorem. 9, 10) We require an infinitely-slow variation of the Hamiltonian to apply the theorem. In actual situations, it is an approximation rather than the theorem. The rigorous condition that the adiabatic approximation gives the correct result was studied in various works, [11] [12] [13] which show that establishing the rigorous condition is not so simple and is a cumbersome task. In addition to that, the choices of the driver Hamiltonian and the schedule (A(t), B(t)) are completely arbitrary, putting aside restrictions in experiments. The only property we need is thatĤ p andĤ d do not commute with each other.
Here, we use the word AQC, rather than quantum annealing. 4, 5) This is because we want to study closed systems in the present paper. In quantum annealing the system is generally coupled to the environment and we sometimes exploit dissipation and decoherence effects for a sampling. Even though we restrict our analysis to the closed systems, we have not fully understood the mechanism of AQC. The theory is mainly based on the static picture and, as we mentioned above, we have the arbitrariness of choosing the Hamiltonian. There is no general guiding principle to improve the performance.
In this paper, we discuss shortcuts to adiabaticity (STA) 14) as a tool to understand the fundamental properties of AQC, and to optimize the algorithm. This method treats the time evolution of the quantum states with finite speed. However, we show that the adiabatic picture is still useful to understand the nonadiabatic time evolutions. It is not a contradiction and we discuss that STA can be a key to understand the general structure of quantum, and even classical and statistical, dynamics. STA has been mainly applied to the quantum systems with small degrees of freedom, 14) but, in principle, it is also possible to apply to large systems such as AQC.
The structure of this paper is as follows. We first review STA in Sec. 2. Then, we apply the method to the Grover's problem. 15, 16 ) The Grover's problem is one of the fundamental models of AQC. 17) We consider two possible applications: quantum adiabatic brachistochrone from counterdiabatic driving (Sec. 3) and inverse engineering based on the LewisRiesenfeld invariant (Sec. 4). We finally summarize the results and discuss future perspectives in Sec. 5.
Shortcuts to adiabaticity

A crash course on shortcuts to adiabaticity
We discuss the theoretical aspects of STA. There are several ways to implement STA to dynamical systems. Although the method is best characterized theoretically by the LewisRiesenfeld invariant, we discuss the counterdiabatic driving before that. The counterdiabatic driving is also called the assisted adiabatic passage or the transitionless quantum driving. The Lewis-Riesenfeld invariant was originally proposed to solve systems with the time-dependent harmonic oscillator potential in 1969.
18) The counterdiabatic driving was proposed independently by several groups in the first decades of the 2000s. [19] [20] [21] [22] The developments of the relation to the Lewis-Riesenfeld invariant and the applications to quantum control started in 2010. 23) Since then we can find various developments, some of them are described below, and a lot of experimental implementations [24] [25] [26] [27] [28] [29] [30] in literature. We treat time-dependent systems with the Hamiltonian H 0 (t). This includes the AQC Hamiltonian in Eq. (1) . If the Hamiltonian is varied sufficiently slowly, the state follows the instantaneous eigenstates of the Hamiltonian. In systems with finite speed, we observe nonadiabatic transitions. Then, we find that the probability to obtain the ground state becomes smaller than unity. Especially, when there exists the anticrossing of energy levels, we have the Landau-Zener transition between the adjacent levels. 31, 32) The nonadiabatic transitions are suppressed by introducing an additional term to the Hamiltonian. [19] [20] [21] [22] The Schrödinger equation is written as
where |ψ ad (t) represents the adiabatic state ofĤ 0 (t).Ĥ CD (t) is the additional term called the counterdiabatic term. |ψ ad (t) is an approximate solution of the Schrödinger equation with the HamiltonianĤ 0 (t). Here, the equation becomes exact by introducing the counterdiabatic term. The adiabatic condition is not required any more.
To obtain the explicit form of the counterdiabatic term, we need to know the detailed structure ofĤ 0 (t).Ĥ 0 (t) is formally expressed by the spectral representation aŝ
Then, the adiabatic state is given by
where the dot denotes the time derivative. {c n } is a set of constants determined by the initial condition at t = 0. In this adiabatic state, the probability that the state is in one of the eigenstates |n(t) , given by |c n | 2 , is independent of t. By differentiating |ψ ad (t) with respect to t, we can obtain the formal expression of the counterdiabatic term:
This operator has an offdiagonal form when we represent the matrix by the instantaneous eigenstate basis {|n(t) }. As we mentioned above, this term prevents nonadiabatic transitions. This term is strongly related to the adiabatic theorem as we see from a different representation of the counterdiabatic term:Ĥ
We note that the naive version of the adiabatic condition is written as
For a givenĤ 0 (t), we solve the eigenstate equation and the solution is used to construct the counterdiabatic term added to the Hamiltonian. Then, we obtain the "adiabatic" time evolution for the original HamiltonianĤ 0 (t). This is not an approximation. Once if we can obtain the counterdiabatic term, we can realize the adiabatic state evolution with arbitrary speed. We note that |ψ ad (t) is not the adiabatic state of the total HamiltonianĤ(t) =Ĥ 0 (t) +Ĥ CD (t) but ofĤ 0 (t). In this sense, we have a nonadiabatic time evolution with respect toĤ(t).
We note that the counterdiabatic term had been used to describe the theoretical aspect of the adiabatic approximation, [33] [34] [35] before the development of STA. STA showed that the counterdiabatic term is useful not only for the formal analysis but also for practical applications.
The counterdiabatic driving can be characterized theoretically by the Lewis-Riesenfeld invariant.
18) It is a Hermitian operatorF(t) satisfying the relation
for a given HamiltonianĤ(t). This equation has the same form as the von Neumann equation. In that case,F(t) represents the density operator. We also mention that the Floquet operatorĤ(t) − i∂ t for periodic systems is interpreted as the Lewis-Riesenfeld invariant, if the Hilbert space where the time-derivative operator acts is defined properly. The LewisRiesenfeld invariant is not necessarily positive operator. By using Eq. (8), we can show the following three properties: (i). The eigenvalues ofF(t) are independent of t:
(ii). The solution of the Schrödinger equation is written as Eq. (4). {|n(t) } represents the eigenstates ofF(t) and the absolute values of the coefficients are independent of t. (iii). The Hamiltonian is divided into two parts asĤ(t) =Ĥ 0 (t)+Ĥ CD (t). H 0 (t) represents an operator that commutes withF(t), and H CD (t) is expressed as Eq. (5). If we can find the invariant, the state can be obtained by solving the eigenvalue problem. In Sec. 4, we discuss how this method is implemented to the quantum control problem. In this formulation, we do not introduce additional terms to the original Hamiltonian. Rather, the Hamiltonian is separated into two parts. We note that this separation is generally possible as we can understand from the existence of the solution of Eq. (8), which implies that any quantum dynamics can be understood by the picture of the counterdiabatic driving.
It is well known in general quantum systems that the Hamiltonian plays two important roles: measure of the system energy and generator of the time evolution. The present picture shows that the energy is measured byĤ 0 (t) and the state evolution is achieved by the generatorĤ CD (t). The state is not changed by the time evolution operator exp(−i∆tĤ 0 (t)) since the operator is diagonal in the instantaneous basis. It only affects the phase. On the other hand, exp(−i∆tĤ CD (t)) changes the state to a different one. Thus, the time evolution operator is represented by these two kinds of operators as
where T denotes the time ordering and ∆t represents an infinitesimal time interval. The equation for the Lewis-Riesenfeld invariant also appears in the method of quantum brachistochrone. 36, 37) For a given constraint, an operatorF(t) is defined and the quantum brachistochrone equation is given by Eq. (8), which show that the optimal path is characterized by STA. 38) Using this formulation, we can also study the stability of the counterdiabatic driving.
38)
Examples of shortcuts to adiabaticity
We show two examples that can obtain the counterdiabatic term explicitly. First we consider the single-spin Hamiltonian
where h(t) represents the magnitude of the magnetic field applied to the spin, n(t) is the unit vector representing the direction of the magnetic field. The spin operatorŜ = (Ŝ 1 ,Ŝ 2 ,Ŝ 3 ) satisfies the commutation relation
Then, the counterdiabatic term is calculated as [19] [20] [21] [22] 39) H CD (t) = n(t) ×ṅ(t) ·Ŝ.
This example clearly indicates the basic concept of STA. If we consider the magnetic field rotating in xy plane, the direction of the magnetic field in the counterdiabatic term is in z direction. Quantum fluctuation effects coming from the commutation relation in Eq. (12) prevent for the spin to stay in the xy plane. The counterdiabatic term suppresses unwanted fluctuations of the spin. We note that the counterdiabatic term is determined by n(t) and is independent of h(t). This is because the change of h(t) does not induce nonadiabatic transitions. It is instructive to see that the counterdiabatic term introduces an operator which is not present in the original Hamiltonian. The standard quantum annealing uses the Ising model in a transverse field in x direction. The counterdiabatic driving for the single spin systems implies that the fluctuations inevitably require additional operators in the Hamiltonian. In other words, the counterdiabatic term for the stoquastic Hamiltonian 40) is a nonstoquastic one. The second example is described by the Hamiltonian
wherex is the position operator andp is the momentum operator. U represents an arbitrary potential function. The time dependence comes from the dilation r(t) and the translation x 0 (t). This examples is known as the scale-invariant systems. [41] [42] [43] Using the property that the potential function has a single argument, we can calculate the counterdiabatic term explicitly. We havê
This form was first obtained for the harmonic oscillator potential. 44) This is first order inp and can be represented in a form with the gauge potential. The counterdiabatic term represents an electric field for a charged particle.
Correspondingly, the Lewis-Riesenfeld invariant can be found in these examples. 18, 45) We show the case of the two level system in Sec. 4 .
Most of experiments so far used these results. In the second example, the form of the potential is given by the Harmonic oscillator.
More on shortcuts to adiabaticity
Here we discuss various achievements developed so far. We expect that some of methods described below will be useful for AQC.
State-dependent driving. The counterdiabatic term in Eq. (5) works for arbitrary choices of the initial condition of the state. In practical calculations, we are mostly interested in controlling the ground state, for example. When we treat the nth state, we can use a modified counterdiabatic term
which means that the irrelevant terms can be dropped from the counterdiabatic term. We have some arbitrariness when we implement STA. Then, we can simplify the form of the counterdiabatic term. In addition, since we are mostly not interested in the overall phase of the state, we can use unitary transformations to modify the Hamiltonian. [46] [47] [48] [49] As a related method, a quantum state evolution is accelerated by using the fast-forward scaling. [50] [51] [52] [53] [54] A state-dependent acceleration potential is introduced in this method. The advantage of this method is that the operator form of the potential can be specified by ourselves, which is different from the counterdiabatic driving. However, the method sometimes fails to find the potential. 54) This can be understood from a simple spin example. Suppose that we want to control the spin by using the magnetic field in z direction. This control does not work for the spin in the z direction. The spin cannot deviate from the z axis by the z magnetic field.
Approximating the counterdiabatic term. There are many studies replacing the counterdiabatic term to a simple and realizable form approximately. 48, [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] In many-body systems, the counterdiabatic term usually involves many-body interaction terms, as we describe below. It is approximated by a noninteraction term. Probably this is the most practical way to implement STA to AQC. The problem is that the approxima-tion depends on the method to use and there are no guarantee that the approximation always works. We need to study many examples to clarify what kind of properties are important to improve the results.
Many-body systems. In AQC, the Hamiltonian is interpreted as that for interacting quantum spin systems. Various methods are invented in spin systems, and we can exploit such methods for STA. It is well known that the one-dimensional XY spin Hamiltonian can be solved by mapping the spin system to a noninteracting fermion system. 67, 68) The Hamiltonian is represented in a bilinear form of the fermion operators and the counterdiabatic term is obtained easily. The problem in this case is that the form of the counterdiabatic term is too complicated to realize. It is represented by infinite series of many-body nonlocal interaction terms. 48, 55, 57) In addition, the counterdiabatic term goes to infinity at the quantum phase transition point as we can understand from Eq. (5). What we can do is to use approximations such as truncating the series, 55, 57) restricting to the ground state, 48) and so on. Relation to nonlinear integrable systems. We showed two examples in which the explicit form of the counterdiabatic term is obtained. As a matter of fact, the counterdiabatic term can be obtained analytically in infinite series of Hamiltonians. In the classical nonlinear integrable systems, it is well known that the Lax formalism represents the integrability of the system. 70) In the Lax formalism, a pair of operators characterizes the system. Two operators satisfy the Lax equation which has the same form as Eq. (8). This means that by knowing the Lax pair we can obtain the corresponding counterdiabatic Hamiltonian. 69) We have infinite series of the Lax pair in integrable systems such as the KdV hierarchy.
70) The corresponding quantum Hamiltonian is complicated with higher-order terms in the momentum operator, but by using some procedures such as restricting to the ground state, we can obtain a realizable Hamiltonian. 69) We can also use the Toda hierarchy to solve the one-dimensional isotropic XY spin model. The correspondence to the integrable systems may not be useful for practical applications but it is instructive to know solvable systems.
Classical system. STA is not a specific method to the quantum systems. We can also formulate STA for the classical systems by using the adiabatic invariant. 41, 71, 72) Although the adiabatic theorem in classical mechanics looks very different from that in quantum mechanics, the applications of STA indicate that they are closely related with each other.
We can formulate the classical STA by using the HamiltonJacobi theory. 72) In STA, the Hamiltonian is separated into two parts. Correspondingly, the Hamilton-Jacobi equation is also separated into two parts. The new generalized action defined in the Hamilton-Jacobi formalism can be a key quantity to find the quantum-classical correspondence.
We can also consider the Lax formalism for classical systems. The dispersionless limit of the KdV equation is known in integrable systems. 73, 74) The classical limit corresponds to the dispersionless limit and the commutator in the Lax equation (8) is replaced by the Poisson bracket. Using this correspondence, we can find infinite series of dispersionless KdV hierarchy and the corresponding counterdiabatic driving in classical systems.
Geometric meaning of the counterdiabatic term. When the Hamiltonian is written by a set of time-dependent parameters λ(t) = (λ 1 (t), λ 2 (t), . . . ) asĤ 0 =Ĥ 0 (λ(t)), the counterdiabatic term is written asĤ CD (t) =λ(t) ·ξ(λ(t)).
ξ i (λ) represents the counterdiabatic term for variation of parameter λ i . This means that the counterdiabatic termξ i (λ) represents the generator for the parameter λ i . 41) When we decompose the counterdiabatic term as above, we can show that a pair of the counterdiabatic terms (ξ j ,ξ k ) satisfies the zero curvature condition
This clearly indicates the geometric role of the counterdiabatic term. 75, 76) This equation can be useful to obtain the counterdiabatic term. We can also consider the deformation of the integration path in (t, λ) plane.
76)
Quantum speed limit and energetic cost. In the Mandelstam-Tamm relation, 77) the energy variance ∆E = Ĥ2 − Ĥ 2 plays the role of velocity for the state evolution, which is known as the quantum speed limit.
78) It is also interpreted as the energy cost and is used to study optimal control of the system. [79] [80] [81] [82] If we implement the counterdiabatic driving the energy cost is represented by the counterdiabatic term:
By using this relation, we can study an optimization of AQC. A related study is done in the next section. Statistical dynamics. Although AQC treats closed systems, the effects of the coupling to the environment cannot be ignored in the realistic quantum annealing devices. There are several works to study thermal effects by using STA. The initial state is prepared by the canonical distributions and we consider the time evolution in closed system. Then, it was shown that the work fluctuation is characterized by the counterdiabatic term 83) and the entropy production is separated, again, into two parts. 84) We can also apply the idea of STA to the Master equation 85) and the stochastic equations. The stochastic equations have a similar form to the Schrödinger equation and it is not difficult in principle to apply the idea of STA to such systems.
Quantum adiabatic brachistochrone for Grover's problem
In this section, we treat the Grover's problem as a demonstration of STA. As a possible application, we consider an optimization of the schedule by using the method of quantum adiabatic brachistochrone. The availability of STA is on the choice of the error function.
Grover Hamiltonian and the counterdiabatic driving
In the Grover's search problem, we want to find the marked state |0 among N states |0 , |1 , . . . , |N − 1 . The oracle knows the solution and we repeat queries until the solution is obtained. Classically, the queries take N steps in average. The quantum algorithm outperforms the classical one and we find quadratic speedup √ N. 15, 16) To implement the problem to AQC, we consider the Hamiltonian 7, 17) 
where
Starting from the initial HamiltonianĤ(0) = A(0)(1 − |+ +|) with the initial ground state |ψ(0) = |+ , we consider the time evolution with the HamiltonianĤ(t). A(t) is monotonically decreasing from A(0)(> 0) to 0 and B(t) increasing from 0 to B(t f )(> 0). After the time evolution, the Hamiltonian is given byĤ(t f ) = B(t f )(1 − |0 0|). If the Hamiltonian varies sufficiently slowly, the final state is expected to be |ψ(t f ) ∼ |0 . This adiabatic approximation works at large t f . Our Hamiltonian can be effectively expressed in twodimensional Hilbert space. We set the basis by using |0 and
Then, the Hamiltonian is represented in the two-dimensional space asĤ
whereσ = (σ x ,σ y ,σ z ) is the Pauli operator vector and
The instantaneous Hamiltonian has eigenvalues E 0 (t) ±
∆(t)
2 . We note that ∆(t) represents the energy gap between the two eigenstates.
For this Hamiltonian, the counterdiabatic term is calculated asĤ
It is impossible to implement this Hamiltonian without knowing the marked state |0 . Below, we utilize this result to optimize the schedule (A(t), B(t)).
Quantum adiabatic brachistochrone
We consider an optimization of the schedule for a fixed t f . AQC works when adiabatic condition is satisfied. Referring to the adiabatic condition in Eq. (7), an error function ("Lagrangian") is defined as 86, 87) 
The total error ("action") is represented by the time integration as S = dt L QAB and the schedule, time dependence of (A(t), B(t)), is optimized by the Euler-Lagrange equation.
Here, we propose to use the error function
instead of using Eq. (30) . The difference is discussed below. We note that a similar error function was discussed in Ref. 87 . By putting the parameters as x(t) = (A(t), B(t)), we can write the error functions as
which defines the metric g µν (x). The introduction of the metric induces the Riemannian geometry and the Euler-Lagrange equation is interpreted as the geodesic equation. 86) This is applied to L QAB , 86) but, in the case of L CD , the metric does not have the inverse and we cannot apply the geometric interpretation. This is because two Euler-Lagrange equations are not independent with each other. For the error function L CD , the equations are written as
These equations are combined to give
This equation has the solution AḂ − BȦ = 0, which describes a trivial situation 48) A(t) B(t) = const..
In this case, the counterdiabatic term is shown to be zero. However, this schedule is not compatible with the present boundary condition. We conclude that the optimization of L CD by the Euler-Lagrange equation does not work in this case. In principle, it is still possible to minimize the error L CD for a given boundary condition, but the solution cannot be found from the extremization condition. Instead, we solve the Euler-Lagrange equation by imposing some conditions on (A(t), B(t)). We show below that the method works under some constraints. For the two-dimensional Hamiltonian in Eq. (23), L QAB is written as
Each term comes from the time dependence of E 0 , ∆, and n respectively. We note that the last term corresponds to L CD :
These expressions clearly show the difference between the two error functions. The time dependence of E 0 (t) does not change the state. It only affects the overall phase and does not conflict with the adiabatic approximation even if E 0 (t) changes rapidly. We also see that the time dependence of ∆(t) is harmless. The change of ∆ does not induce the change of the eigenstates when ∆ > 0. Thus, we consider that L CD is more appropriate than L QAB as an error function.
To compare the results, we consider the optimization under two possible constraints:
For the linear constraint, we parametrize A(t) = 1 − s(t) with the boundary conditions s(0) = 0 and s(t f ) = 1. The error functions L QAB and L CD are calculated as
We see that the difference is in the power index of the denominator. The Euler-Lagrange equations can be solved analytically to give 86) 
where τ = t/t f . For the quadratic constraint, we put A(t) = cos ϕ(t), B(t) = sin ϕ(t) with ϕ(0) = 0 and ϕ(t f ) = π/2. The error functions are calculated as The schedule is obtained by solving
We show the results of the schedules in Fig. 1 and the corresponding results of the ground-state probability at t = t f in Fig. 2 . We see that the L CD -optimization gives a more flat behavior of schedules than the L QAB -optimization around the intermediate time t ∼ t f /2 where the energy gap becomes small. Figure 2 shows that L CD -optimization slightly improves the L QAB -optimization.
In conclusion of this section, the optimization of the schedule using STA may be useful but further studies are required to find the advantage. 
Lewis-Riesenfeld invariant-based inverse engineering
Next, we discuss the control by using the Lewis-Riesenfeld invariant. The advantage of this method is that we do not need to modify the original Hamiltonian. Although we need to find the Lewis-Riesenfeld invariant defined in Eq. (8), it is not necessary to solve the differential equation. The schedule in the Hamiltonian is designed for a given solution trajectory. The method is called the invariant-based inverse engineering. 14, 23) We demonstrate the inverse engineering by using the Grover Hamiltonian in Eq. (23). In the two-level system, the number of the independent Hermitian operators is three (except the identity operator) and it is not difficult to solve Eq. (8) at least in the operator level. We put
where e(t) is a unit vector. This operator has time-independent eigenvalues ±1 and we obtain the equation for the LewisRiesenfeld invariant:
In the inverse engineering, we design ∆(t)n(t) by choosing e(t) in a proper way, which means that we do not need to solve the differential equation. e(t) can be chosen arbitrary except the boundary conditions at t = 0 and t = t f . At initial and final times, the state is expected to be one of the eigenstates of the Hamiltonian. We require the condition
We parametrize the unit vector e(t) e(t) = (sin Θ(t) cos Φ(t), sin Θ(t) sin Φ(t), cos Θ(t)) ,
to write the initial condition
and the final condition
For a given (Θ(t), Φ(t)), the schedule is obtained as
In the standard procedure, we use a polynomial function to parametrize (Θ(t), Φ(t)). 60, 88) For example, a possible form is given by
where τ = t/t f . We plot these functions in Fig. 3 and the corresponding schedule in Fig. 4 . Using the schedule obtained from these functions, we can realize the ideal time evolution. In principle, the final state at t = t f is exactly equal to the ground state of the problem Hamiltonian. We note that the state is not in an eigenstate of the Hamiltonian at intermediate values of t.
There are several problems in this method. For example, for a given (Θ(t), Φ(t)), A(t) and B(t) sometimes become very large or, even worse, are divergent. In fact, for (Θ(t), Φ(t)) in Eqs. (52) and (53) , A(t) and B(t) are divergent at large N and small t f , Thus, although this method should work well in principle, there are some difficulties for the practical applications.
Summary and perspectives
We have reviewed STA and discussed applications of STA to the Grover's problem. There are two implementations of STA to dynamical systems. We summarize the methods and discuss their advantages and problems.
Counterdiabatic driving: • This method realizes the "adiabatic" time evolution of the original Hamiltonian by introducing the additional counterdiabatic term. The idea is simple: the additional term suppresses the nonadiabatic transitions.
• Two typical problems are: (i). the general form of the counterdiabatic term is written in the spectral representation and it is often difficult to obtain the operator form explicitly.
(ii). Even if the counterdiabatic term is obtained theoretically, it is too complicated to realize in experiments.
• When the counterdiabatic term is difficult to find, we can use some approximation methods to replace the exact form of the counterdiabatic term to a simple and realizable form. We can expect partial suppression of the nonadiabatic transitions by using such methods.
• Originally, the counterdiabatic term was introduced to measure how much the time-evolution state deviates from the ideal adiabatic state. In this paper, we used such an idea to optimize the schedule in the Grover Hamiltonian. There is no need to realize the counterdiabatic term in this method. We can expect that the method becomes a general strategy to determine the schedule in AQC. • Possible forms of the counterdiabatic term can be a guiding principle to determine new driver Hamiltonians for future quantum annealing machines. For the transverse Ising model, the explicit form of the counterdiabatic term has not been obtained. We can only say that the counterdiabatic term involves the operatorσ y such as the magnetic field in y direction and two-body interaction terms such asσ • By solving the equation for the Lewis-Riesenfeld invariant for a given Hamiltonian, we can realize an ideal time evolution of the state.
• There is no need to introduce an additional term to the Hamiltonian. We can determine the time dependence of the coefficients in the Hamiltonian.
• Since the original form of the Hamiltonian is unchanged, it is very convenient for the quantum control problem. In this case, the state follows an adiabatic passage, denoted by the Lewis-Riesenfeld invariant, which is different from the passage, denoted by the original Hamiltonian.
• Generally, it is not so simple to solve the equation for the Lewis-Riesenfeld invariant. However, we should stress that we do not need to solve the differential equation, which is an advantage of this method.
• The solution is not unique. We determine the solution by requiring that it satisfies the boundary conditions. It sometimes gives a large value as we see in Fig. 4 , especially for small t f .
In STA, we need to know the adiabatic state of the system throughout the time evolution. However, AQC is a method to find the unknown final state. Then, it is impossible to implement STA to such systems. STA implies that any system can be understood from the picture of the adiabatic time evolution. The adiabatic state to obtain is different from the naive adiabatic state. It is important to know the difference between the two adiabatic states. There are still some questions and problems in STA. We expect that we can find unexpected use of STA in future studies to solve the optimization problem using AQC.
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