Abstract This work attempts to give new theoretical insights into the absence of intermediate stages in the evolution of language. In particular, a mathematical model, based on automata networks, is proposed with the purpose to answer a crucial question: How a population of language users can reach agreement on linguistic conventions? To describe the appearance of drastic transitions in the development of language, an extremely simple model of working memory is adopted: at each time step, language users simply lose part of their word memories according to a forgetfulness parameter. Through computer simulations on low-dimensional lattices, sharp transitions at critical values of the parameter are described.
Introduction
Contrarily to the extended view on language evolution [3, 7] which proposes a gradual transition through successive stages between a ''protolanguage'' (in simple terms a modern language minus syntax) and modern languages, recent works have suggested the absence of intermediate stages. For instance, in [5] it is suggested the appearance of phase transitions (scaling relations close to the Zipf's law) in the emergence of vocabularies under least effort constraints.
This work attempts to give new theoretical insights into the absence of intermediate stages in the evolution of language. The startpoint is a crucial question: How a population of language users can reach agreement on a linguistic convention? [2, [9] [10] [11] . Surprisingly, language users collectively reach shared communication systems without any kind of central control influencing the formation of language, and only from local conversations between few participants. The solution is partly based on two opposite alignment preferences, which guide the behavior of language users by the selection of the words that give the highest chance of communicative success and the removal of the words not involved in agreement [9, 10] . As a natural consequence, these strategies will lead to the self-organization of shared conventions.
To describe the appearance of drastic transitions in language formation, an extremely simple model of working memory is adopted [1] , understood as a temporal finite memory involved in online tasks and, specially, in language production and comprehension. At each time step, language users simply lose part of their word memories according to a predefined forgetfulness parameter. What is more, it is hypothesized that the features of language (in particular, the consensus on linguistic conventions) emerge drastically at some critical memory loss capacity [6] .
This work proposes a mathematical model based on automata networks [12, 14] . Automata networks are attractive models for systems that exhibit self-organization. From extreme simplified rules of local interactions inspired in real phenomena, automata networks exhibit astonishingly rich patterns of behavior. The essential feature of the adopted framework is locality: only from local communicative interactions, the emergence of complex language patterns will be described.
The work proceeds by introducing basic definitions and the rules of the automata (''The Model'' section). This is followed in ''Methods'' and ''Sharp Transitions on TwoDimensional Lattices'' sections by experiments based on an energy function that measures the amount of local agreement between individuals. Finally, a brief discussion about sharp transitions in language formation is presented.
The Model
Basic Notions G ¼ ðP; IÞ is a connected and undirected graph with vertex set P ¼ f1; . . .; ng and edge set I. The set P represents the finite population of individuals, whereas I is the set of possible interactions between individuals. This work indistinctly speaks of ''individual'' and ''vertex''. A crucial element of the model is that the interactions (defined by I) are local. The individual u 2 P participates in communicative interactions only with ''nearby'' neighbors. A positive integer parameter r (the radius) is introduced. The neighborhood of radius r of u is the set V r u ¼ fv 2 P : 0\dðu; vÞ 6 rg, where d is the usual distance on G (the length of the shortest path between two vertices). Communicative interactions occur then between an individual u 2 P and its associated set of neighbors located on V r u . W is a finite set of words. Each individual u 2 P is characterized by its state pair ðM u ; x u Þ, where M u is the memory to store words and x u 2 M u is a word that u conveys to the neighbors of V r u . In this context, within a communicative interaction (between a vertex and its neighbors), the ''central'' vertex plays the role of ''hearer'' and the neighbors play the role of ''speaker''. Indeed, the central vertex receives the words conveyed by its neighbors. This set of conveyed words is called W u , u 2 P. Some conveyed words are known, and some of these words are unknown by the central vertex u. Two sets are defined: B u ¼ fx 2 W u : x 2 M u g, the set of known words, and N u ¼ fx 2 W u : x 6 2 M u g, the set of unknown words.
Automata Networks
On the graph G, the naming automata is defined as the tuple A ¼ ðG; Q; ðf u : u 2 PÞ; /Þ, where -Q is the set of all possible states PðWÞ Â W (P denotes the set of subsets of W). So, the state associated with the vertex u 2 P, ðM u ; x u Þ, is an element of Q. -ðf u : u 2 PÞ is the set of local rules. Each cell is associated with the same local rule. Roughly speaking, the rule takes as inputs the words of W u (in particular, the sets B u and N u ) and it gives as output the new state of the vertex u. -/ is a function, the updating scheme, that defines the order in which the vertices are updated. Traditionally, automata networks suppose the existence of a global ''clock'' that establishes that all vertices are updated at the same time. In this work, a fully asynchronous scheme is considered. This updating scheme implies that at each time step, one vertex is selected uniformly at random. The purpose of considering a fully asynchronous scheme arises from the typical updating order of the Naming Game: at each time step, two vertices (speaker and hearer) are chosen at random.
The configuration X(t) at time step t is the set fðM u ; x u Þg u2P , where each individual u 2 P is associated with a state pair ðM u ; x u Þ. The vertex u 2 P is chosen according to the fully asynchronous scheme. The dynamics evolves in a simple way: the configuration at step t þ 1, Xðt þ 1Þ, is obtained by updating through the local rule f u the state of the vertex u. The configuration X 0 is a fixed point of the dynamics if X 0 ðtÞ ¼ X 0 ðt þ 1Þ for any vertex update.
Local Rules
The local rules ðf u : u 2 PÞ are based on the alignment strategies of the Naming Game [2] . Suppose that at time step t the vertex u has been selected. u and its neighbors of V r u define a communicative interaction, in which the vertex u plays the role of ''hearer'' and the neighbors of V r u play the role of ''speaker''. The vertex u faces two possible actions: (1) M u is updated by adding the words of N u [addition (A)] in order to increase the chance of future successful interactions; or (2) M u is updated by eliminating the words [collapse (C)] that do not participate in agreement. Here, a particular collapse action is considered. Suppose that each agent is endowed with an internal total order for the set of words (equivalently, if W Z the agents are endowed with the order \). Every agent chooses to collapse in the minimum word presented in the neighborhood. This rule represents, for example, the situation that the words differ according to their degree of relevance related to specific linguistic contexts [13] .
To measure the amount of memory loss, a third action, forgetfulness (F), is introduced. Let p 2 ½0; 1 be a parameter. In simple terms, to the extent that p increases, the amount of memory loss increases. P u is the subset of M u n fx u g 1 formed by bpðjM u j À 1Þc 2 words, selected at random without replacement from M u n fx u g. Then, the local rules read
In other words, in the case that ; 6 ¼ N u the local rule acts following two steps: first, by the forgetfulness action and, second, by the addition action (along these two steps the set W u do not change) (see Fig. 1 ).
Methods
To explicitly describe the amount of local agreement between individuals, a function, called the ''energy,'' is defined (for a similar function, see [8] ). This energy-based approach arises from a physicist interpretation. The energy measures the amount of local unstability of the configuration. Large values of energy imply the evolution until reach ordered low-energy configurations. At each neighborhood V r u , it is defined the function dðx u ; x v Þ, v 2 V r u , which is 1 in the case that x u ¼ x v (agreement between the vertices u and v), and 0 otherwise (disagreement). Thus, it measures the amount of local agreement of the neighborhood P v2V r u dðx u ; x v Þ; summing this quantity over all vertices defines the total energy of the configuration at that time:
The function E(t) is bounded by two extreme agreement cases: EðtÞ ¼ 0 if each individual conveys a different word, and EðtÞ ¼ À1 if all individuals convey the same word. Global agreement coincides with the final absorbing state of the Naming Game, where there is one unique shared word. The analysis is focused on a two-dimensional periodic lattice of size n ¼ 128 2 ¼ 16384 with von Neumann neighborhood. The final value E(t) (after 200n time steps or until reach EðtÞ ¼ À1) is described for several values of p and r: p varies from 0 to 1 with an increment of 10%, and r ¼ f1; 2; 3; 4g (respectively, 4, 12, 24 and 40 neighbors). In general, a von Neumann neighborhood of radius r supposes 2rðr þ 1Þ neighbors. Even though the radius r ¼ 4 Fig. 1 Example of forgetfulness (F) and addition (A) actions. W ¼ f1; 2; 3; 4g is the set of words. Suppose that at some time step the central vertex (u 2 P) has been chosen. Four individuals participate in the interaction: the central vertex u (the ''hearer'') and the three neighbors of V u (the ''speakers''). It is assumed that p ¼ 0:5. In the first row (F), u ''forgets'' the word ''1,'' and then ðf1; 2g; 2Þ is updated to ðf2g; 2Þ. In the second row (A), ðf2g; 2Þ is updated to ðf2; 3; 4g; 2Þ. In the third row (C), u cancels of the words in its memory, except the word ''1''. Then, ðf1; 2; 3g; 2Þ is updated to ðf1g; 1Þ 
Sharp Transitions on Two-Dimensional Lattices
Several aspects are remarkable in the behavior of E f versus p, as shown in Fig. 2 (top) . The parameters r ¼ 1 and p\1 imply that the dynamics reaches the global agreement configuration (EðtÞ ¼ À1). For r ¼ 2; 3; 4, the behavior of E f versus p exhibits three clear domains. First, E f reaches the minimum À1 for p\p 
Discussion
The sudden changes observed on two-dimensional lattices, the peaks in standard deviation, as shown in Fig. 2 , and the presence of power laws (Fig. 3) suggest the appearance of sharp (phase) transitions at p ¼ p r c , for r [ 1 [4, 5] . It was noticed that r ¼ 4 exhibits the most drastic sharp transition, at p r c % 0:17. Critical forgetfulness parameters are strongly related to scaling relations, as shown in Fig. 3 : low words (the first-ranked ones) are associated with multiple individuals, whereas several words are related to one-to-one individual-word associations. Despite of the fact that different radius, r [ 1, exhibit similar slopes, the scaling relations for r ¼ 4 differ from r ¼ 2; 3, as shown in Fig. 3 . More precisely, at r ¼ 4 the frequency-rank k is associated with small frequencies in comparison with r ¼ 2; 3.
The simple approach of this paper to forgetfulness (and, in general, to working memory) introduces a novel framework to study the influence of minimal cognitive mechanisms on the formation and evolution of languages.
Future work could involve the study of the dynamics on general topologies (for instance random graphs or longrange connections), more complex cognitive mechanisms of memory capacities, and the influence of large radius r (for instance, r $ ffiffi ffi n p ) on the appearance of sharp transitions. 
