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Abstract
The Wilson loop functionals in terms of Ashtekar’s variables were
the first (formal) solutions to the quantized hamiltonian constraint of
canonical gravity. Here it is shown that the same functionals also solve
the supergravity constraints and some evidence is presented that they
are artificially generated by multiplying the constraints by the metric
determinant, which has become a widely accepted procedure. Using
the same method in 2+1 dimensional gravity and supergravity leads
to wrong results, e.g. 2+1 gravity is no longer a purely topological
theory. As another feature of the densitized constraints it turns out
that the classical theory desribed by them is not invariant under space
time diffeomorphisms.
In the main part of this paper we will focus on the comparison of the
metric and connection representation of supergravity. Both will be derived
∗Work supported by DFG
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using Ashtekar’s variables [1], which simplify the construction of the canon-
ical theory, even in the metric formalism, considerably. For the N=1 theory
in 3+1 dimensions the canonical treatment ‘a la Dirac’ [2] in the metric (or
vierbein) representation leads to first class constraints which in the quantized
version become inhomogeneous second order differential equations [3] with
non-analytic coefficients, whereas in the connection representation they are
polynomials in the canonically conjugate variables and homogeneous in the
momentum variables [4].
But, as for the connection representation of pure gravity, one has to
multiply the supersymmetry constraint by the determinant of the spatial
metric to obtain a polynomial expression. However, in supergravity this
multiplication does not only produce a ‘densitized’ Wheeler DeWitt operator
but also the diffeomorphism constraint becomes a density of weight 1, because
both are generated by the commutator of the supersymmetry constraint with
its conjugate.
We will see that the densitized supersymmetry constraints are formally
solved by the same Wilson loop functionals which are known to solve the
Wheeler DeWitt constraint of pure gravity [5]. In contrast to pure gravity,
however, a single loop functional now solves all constraints without consid-
ering functionals that depend on knot classes only, i.e. the state functionals
are no longer invariant under spatial diffeomorphism.
Though this result comes out when dealing with supergravity, it can be
reproduced for pure gravity, too, just by dropping all the fermionic quan-
tities from the action and the constraints. When defining the polynomial
constraints in this way, a single loop functional again becomes a solution to
all constraints. Obviously, multiplying the diffeomorphism constraint with
extra vierbein factors destroys the invariance of the theory under spatial co-
ordinate transformations. In fact, for the classical theory we will explicitly
see that the invariance under space time diffeomorphisms is lost, if we use
the densitized hamiltonian constraint and allow the metric to be singular.
Another property of the loop functionals in supergravity is that they are
purely bosonic states, i.e. they do not depend on the fermionic variables.
There has been a discussion about the existence of such states [6, 7, 8, 9].
For the metric representation it was shown in [8] that purely bosonic states do
not exist, because they cannot fulfill one of the supersymmetry constraints.
This suggests that the Wilson loop states are nothing but solutions artificially
generated by multiplying the constraints with the metric determinant. Note
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that the solutions themselves are annihilated by this determinant.
To make all these arguments more precise, in the second part we will dis-
cuss N=2 supergravity in 2+1 dimensions, which is completely soluble both
on the classical and the quantum level. It will be shown that the metric
and connection representation are equivalent. However, to define the con-
nection representation properly, no extra factors of the dreibein are needed
to make the constraints polynomial, and both the metric and the connection
representation are able to deal with singular metrics.
But, if one starts from the four dimensional densitized constraints and re-
duces them to three dimensions, or, equivalently, if one multiplies the hamil-
tonian constraint by the metric determinant in the same way as for the 3+1
dimensional theory, one obtains a different set of constraints, the ‘densitized
connection representation’. In this representation, one again finds the loop
states and the quantum theory becomes completely different. In particular,
there are now infinitly many states even if the spatial topology is trivial and
one requires the state to be invariant under diffeomorphisms (which does not
follow from the constraints!), whereas in the ‘correct’ quantum theory there
are only finitely many classical degrees of freedom, i.e the wave functional
depends on finitely many variables only, and there is only one state for trivial
topology.
1 N=1 supergravity in four dimensions
The canonical formalism for N=1 supergravity in terms of Ashtekar’s new
variables has been worked out in [4]. We will use slightly different notation
here to make the results formally as similar as possible to the corresponding
results for the three dimensional theory below.
The first order action for N=1 supergravity is usually written as [10, 11]
I ′[E,Ω, ψ, ψ¯] =
∫
d4xL′EH + L
′
RS, (1.1)
where
L′EH =
1
2
EEA
MEB
NRMN
AB[Ω],
L′RS = iε
MNPQ(ψ¯MσNDPψQ −DM ψ¯NσPψQ) (1.2)
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are the Einstein Hilbert and Rarita Schwinger action, respectively. The nota-
tion is as follows. Indices from the beginning of the alphabet always denote
flat tangent space vectors, those from the middle of the alphabet curved
space time indices. The vierbein EA
M (or its inverse EM
A) thus has the flat
index A running from 0 to 3, raised and lowered by the lorentzian metric
ηAB = diag(−,+,+,+), and the curved index M , taking the values t, x, y, z.
E is the determinant of EM
A and εMNPQ the Levi Civita tensor density with
εtxyz = 1.
The spin connection ΩMAB defines the covariant derivative of a tangent
space vector with flat index
DMVA = ∂MVA +ΩM
A
BV
B. (1.3)
The field strength or curvature of Ω is given by
RMNAB[Ω] = ∂MΩNAB − ∂NΩMAB +ΩMA
CΩNCB −ΩNA
CΩMCB. (1.4)
We introduce Ashtekar’s variables by mapping the 4 · 6 components of
the real so(3, 1) spin connection ΩMAB onto 4 · 3 complex components of the
so(3,C) connection AMa, a = 1, 2, 3. The mapping is given by
AMa = JaABΩM
AB, A∗Ma = J
∗
aABΩM
AB, (1.5)
where the coefficients JaAB and J
∗
aAB form a basis of selfdual and antiselfdual
antisymmetric tensors, i.e.
JaAB = −
i
2
εAB
CDJaCD, J
∗
aAB =
i
2
εAB
CDJ∗aCD, (1.6)
where εABCD is the flat Levi Civita tensor with ε0123 = −ε0123 = 1. The
J-symbols are complete and orthonormal
JaABJa
CD + J∗aABJ
∗
a
CD = δ
[C
[Aδ
D]
B] =
1
2
δCAδ
D
B −
1
2
δDA δ
C
B ,
JaABJb
AB = J∗aABJ
∗
b
AB = ηab, JaABJ
∗
b
AB = 0, (1.7)
where ηab = δab is the ‘spatial’ component of the flat metric (remember that
a = 1, 2, 3 whereas A = 0, 1, 2, 3). Thus the relation (1.5) can be inverted to
give
ΩMAB = JaABAMa + J
∗
aABA
∗
Ma. (1.8)
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An explicit representation for J is
JaAB =
i
2
ηaAδ
0
B −
i
2
ηaBδ
0
A −
1
2
ε0aAB. (1.9)
Here we used that the range of the small indices is just a subset of that
of the big indices. Another useful property of J is that it provides a four
dimensional representation of so(3), which commutes with its conjugate
JaA
BJbB
C =−1
4
ηabδ
C
A +
1
2
εabcJcA
C ,
J∗aA
BJ∗bB
C =−1
4
ηabδ
C
A +
1
2
εabcJ
∗
cA
C ,
J∗aA
BJbB
C = JbA
BJ∗aB
C , (1.10)
Thus AMa is a so(3,C) connection acting on selfdual tensors TAB =
JaABTa as
DMTa = ∂MTa + εabcAMbTc (1.11)
and its field strength is given by
FMNa[A] = ∂MANa − ∂NAMa + εabcAMbANc. (1.12)
It follows from (1.5) that this field strength is related to the curvature RMNAB
by
FMNa = JaABRMN
AB, F ∗MNa = J
∗
aABRMN
AB, (1.13)
or
RMNAB = JaABFMNa + J
∗
aABF
∗
MNa. (1.14)
With the last formula the Einstein-Hilbert action splits into a part holo-
morphic in A and its conjugate. So after some algebra, which uses the self-
duality of J , L′EH becomes the real part of
LEH = −
i
2
εMNPQEM
AEN
B JaABFPQa[A]. (1.15)
As in [4] we represent the gravitinos as complex 2-component Graßmann
valued spinors, transforming in the selfdual complexified su(2) representation
of the Lorentz group. But we will not write out the spinor indices explicitly.
Instead, we introduce the four hermitian two by two matrices σA with
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
(1.16)
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Matrices with curved indices are obtained by multiplication with a vierbein:
σM = EM
AσA. Note that the algebra of these matrices is given by the J-
symbols
σAσa = 2iJaABσ
B, σaσA = −2iJ
∗
aABσ
B. (1.17)
The covariant derivative of a spinor χ then reads
DMχ = ∂Mχ−
i
2
AMa σaχ. (1.18)
A Dirac conjugate spinor, which is defined by χ¯ = χ†(iσ0) = iχ
†, transforms
under the complex conjugate or antiselfdual representation and its covariant
derivative is
DM χ¯ = ∂M χ¯ +
i
2
A∗Ma χ¯σa. (1.19)
Using the properties of J it is straightforward to show that iχ¯σAχ is real and
transforms as a vector. Note that χ¯χ is not a scalar but the 0-component of
a vector.
With these definitions we see immediately that also the Rarita Schwinger
action splits into a part holomorphic in A and its conjugate, thus L′RS is the
real part of
LRS = 2iε
MNPQ ψ¯MσNDPψQ. (1.20)
The total action I ′ is given as the real part of I[E,A, ψ, ψ¯] =
∫
d4xLEH+
LRS. As this is a holomorphic function of A, the equations of motion for
A are the same as those for Ω in I ′[E,Ω, ψ, ψ¯], which directly follows from
the Cauchy Riemann differential equations for holomorphic functions. As
shown in [4], the complex action becomes real (up to a total derivative) if
the equations of motion for AMa are satisfied and thus I and I
′ imply the
same equation for all fields. Therefore we can take the complex action as
starting point for the canonical quantization.
The metric representation
Though our lagrangian
L = iεMNPQ(− 1
2
EM
AEN
BJaABFPQa + 2 ψ¯MσNDPψQ) (1.21)
is written in terms of Ashtekar’s variables, it is still possible to reproduce the
metric (or vierbein) representation of D’Eath [3]. With the help of Ashtekar’s
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variables and the complex action L, however, the derivation of the constraint
operators becomes considerably simpler. Thus we will show this construction
briefly.
As we shall not use the variables AMa as canonical variables, we use 1.5
order formalism here, i.e. AMa is a function of the other fields EM
A and ψM ,
which is defined by its equations of motion. We already know that these
equations are the same as those for the real lagrangian L′. The solutions are
AMa[E, ψ] = JaABΩM
AB, (1.22)
where ΩMAB is implicitly given by
∂[MEN ]
A +Ω[M
A
BEN ]
B − ψ¯[Mσ
AψN ] = 0. (1.23)
The last equation is just the usual torsion equation obtained by differentiating
L′ with respect to ΩMAB.
We now split the space time spanned by the coordinates M = t, x, y, z
into a spatial hypersurface spanned by m = x, y, z and a coordinate t which
serves as the canonical time variable and which we assume to be a globally
defined coordinate. By inserting this into the lagrangians we obtain
LEH = −iε
mnpEm
AEn
BJaABFtpa − iε
mnpEt
AEm
BJaABFnpa
= 2iεmnp∂tEm
AEn
BJaABApa
− iεmnpDp(Em
AEn
BJaAB)Ata − iε
mnpEt
AEm
BJaABFnpa
LRS = 2iε
mnp(ψ¯tσmDnψp − ψ¯mσtDnψp
+ ψ¯mσnDtψp − ψ¯mσnDpψt). (1.24)
Here we have integrated by parts the Einstein Hilbert term to get a la-
grangian without second order time derivatives. Note that AMa is a function
of EM
A and ψM and the derivatives of EM
A. As already mentioned, the
imaginary part of L is a total derivative, thus in fact we have a real action.
A general discussion of the canonical formalism for a lagrangian of this type
is given in [12].
We can read off the momenta of Em
A and ψm. They are
PA
m =
δL
δ(∂tEmA)
= 2iεmnpJaABEn
BApa,
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π¯m =
δL
δ(∂tψm)
= −2iεmnp ψ¯nσp. (1.25)
Spinor derivatives always act from the left, which produces the extra sign
in the equation for π¯m. As there are no ‘mixing momenta’, i.e. the canoni-
cal variables split into configuration variables Em
A and ψm and momentum
variables PA
m and π¯m, there is no need to compute dirac brackets. Instead,
we can read off the correct brackets directly from
{Em
A, PB
n} = δABδ
n
m, {ψm, π¯
n} = −δnm1. (1.26)
Note the sign of the fermionic Poisson bracket, which has to be chosen such
that the brackets reproduce the correct equations of motion. 1 is the two by
two unity matrix.
The constraints are obtained directly from L by differentiating with re-
spect to the Lagrange multipliers Et
A, ψt and ψ¯t. They are
HA = −iε
mnpEm
BJaABFnpa − 2iε
mnp ψ¯mσADnψp,
S = 2iεmnpσmDnψp,
S¯ = 2iεmnpDm(ψ¯nσp), (1.27)
where HA is the combined Wheeler DeWitt constraint together with the gen-
erators of spatial diffeomorphism. This combination is useful in supergravity
because it is just the commutator of the supersymmetry constraints S and
S¯ .
As Ama appears here, they are rather complicated functions of the canon-
ical fields. Note, however, that all Lorentz covariant derivatives contain Ama
and not its conjugate, because ψm as well as ψ¯mσn transform under the self-
dual representation of the Lorentz group.
An additional constraint follows from the definition of Pm
A as a function
of the velocities ∂tEm
A (which are implicit in Apa in (1.25)). Of course, this
constraint is just the equation of motion for Ata, i.e. the t-component of the
torsion equation. The derivative of L with respect to Ata is
− iεmnpDm(En
AEp
BJaAB) + ε
mnp ψ¯mσnσaψp = 0 (1.28)
Writing out the covariant derivative explicitly and using (1.10) we get the
Lorentz constraint
La = −iε
mnp∂m(En
AEp
BJaAB)− JaA
BEm
APB
m + i
2
π¯mσaψp (1.29)
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To simplify the notation, we now introduce a ‘selfdual densitized dreibein’
defined by
e˜a
p = −εmnpEm
AEn
BJaAB. (1.30)
Note that this is complex and obeys certain reality conditions which we are
not interested in. Its determinant e˜ = dete˜a
m is given by the determinant
of the three metric gmn = Em
AEnA, thus e˜a
m can be inverted and divided
by the determinant to give an inverse dreibein eam which defines the spatial
metric via gmn = emaena. A straightforward calculation shows that these gmn
are in fact the spatial components of the four metric1 Gmn = EmAEn
A. The
dreibein also defines a spatial so(3,C) spin connection ωma by
∂[men]a + εabcω[mben]c = ∇[men]a = 0, (1.31)
where ∇denotes the full covariant derivative on the spatial hypersurface with
respect to the dreibein ema. As all derivatives appearing here are antisym-
metric the Christoffel connection can be omitted. We can also define the
full covariant derivative of the spinor ψn and the momentum π¯
m, both trans-
forming in the selfdual representation. The combinations not including the
Christoffel connection are (note that π¯m is a density of weight 1)
∇[mψn] = ∂[mψn] −
i
2
ω[ma σaψn], ∇mπ¯
m = ∂mπ¯
m + i
2
ωma π¯
mσa. (1.32)
Using this the Lorentz constraint can be written as
La = i∂me˜a
m − JaA
BEm
APB
m + i
2
π¯mσaψm (1.33)
We now want to quantize the theory in the E-ψ-representation. The wave
functional Ψ thus depends on Em
A and ψm, and the operators have to satisfy
[P̂Bn, ÊmA] = ih¯δ
A
Bδ
n
m, [ψ̂m, ̂¯πn] = ih¯δnm1. (1.34)
The simplest choice for P̂ and ̂¯π would be ih¯δ/δE and ih¯δ/δψ, respec-
tively. But because of the ∂me˜a
m term in La, which then becomes a multipli-
cator, the Lorentz constraint would fail to generate proper Lorentz transfor-
mations on the wave functional. To avoid this, one has to start from a more
1If one uses a gauge fixed vierbein with Em
0 = 0, i.e. the timelike unit covector pointing
along the t axis, the selfdual dreibein becomes real and equal to the spacelike part of the
vierbein.
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general representation given by
P̂Am = ih¯
δ
δEmA
− i
δG[E]
δEmA
, ̂¯πmα = ih¯ δ
δψmα
, (1.35)
where G[E] is a functional of the fields Em
A and α = 1, 2 denote the spinor
index. We will write out the spinor index only if its contraction is not sim-
ply given by matrix multiplication. With this representation the quantized
Lorentz constraint reads
L̂a = i∂me˜a
m − iJaA
BEm
A
(
h¯
δ
δEmB
−
δG[E]
δEmB
)
+ 1
2
h¯ (σaψm)α
δ
δψmα
. (1.36)
Now assume that G is given as a function of the e˜m
a. Then we have
iJaA
BEm
A δG
δEmB
=−2iεmnpJaA
BJbBCEm
AEn
C δG
δe˜bp
=−iεmnpεabcJcACEm
AEn
C δG
δe˜bp
= iεabce˜c
m δG
δe˜bm
. (1.37)
This obviously cancels against the ∂me˜a
m term if the derivative of G gives
the spatial spin connection ωmb. Such a functional, however, is well known
and serves as a generating functional for the canonical transformation from
the metric to the connection representation [13, 14]. The functional has the
simple form
G[E] = 1
2
∫
d3x εmnpema∂nepa, (1.38)
however, the dependence of G on e˜a
m and thus Em
A is highly nonlinear
because of the inverse dreibein ema in its definition.
The explicit operator for PA
m is now given by
P̂Am = ih¯
δ
δEmA
+ 2iεmnpJaABEn
Bωpa. (1.39)
It is therefore useful to introduce the quantity
QA
m = 2iεmnpJaABEn
B(Apa − ωpa), (1.40)
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which is represented by the quantum operator
Q̂am = ih¯
δ
δEmA
. (1.41)
The Lorentz constraint now generates (selfdual) Lorentz transformations
on the wave functional:
L̂a = −ih¯JaA
BEm
A δ
δEmB
+ 1
2
h¯ (σaψm)α
δ
δψmα
. (1.42)
To obtain a real constraint LA
B in the SO(3, 1) representation of the Lorentz
group, one has to compute the real part of LaJaA
B. As PA
m itself is not
real (because of the complex lagrangian), this becomes a more involved but
straightforward calculation. The result is, as expected,
L̂AB = −ih¯Em
[B δ
δEmA]
+ 1
2
JaA
B h¯ (σaψm)α
δ
δψmα
. (1.43)
The supersymmetry constraints of [3] are now easily reproduced. For S
we get
S = 2iεmnp σmDnψp
= 2iεmnp σm∇nψp + ε
mnp σmσaψp (Ana − ωna)
= 2iεmnp σm∇nψp + 2iε
mnpEm
AJaAB σ
Bψp (Ana − ωna)
= 2iεmnp σm∇nψp − σ
AψmQA
m. (1.44)
and the same calculation for S¯ yields
S¯ = 2iεmnpDm(ψ¯nσp)
=−∇mπ¯
m + ψ¯mσ
AQA
m. (1.45)
The quantum operator for S is obtained simply by inserting the operator
for QA
m:
Ŝ = 2iεmnp σm∇nψp − ih¯σ
Aψm
δ
δEmA
, (1.46)
which is exactly the same as the operator given in equation (4.6) of [3]. To
write down the operator for S¯ we have to give an explicit representation for
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ψ¯m, because S¯ does not depend on ψ¯m via π¯
m only. We have to invert the
relation (1.25), thus we have to find a matrix Dmq with
εmnp σpDmq = δ
n
q 1, (1.47)
which then gives us (see [3] for an explicit expression for Dmn)
ψ¯m =
i
2
π¯nDnm,
̂¯ψm = −12 h¯ δδψn Dnm. (1.48)
Inserting this we can also reproduce the conjugate constraint (equation
(4.10) of [3]), which reads
̂¯S = −ih¯∇m( δ
δψm
)
− i
2
h¯2
δ
δψn
Dnmσ
A δ
δEnA
. (1.49)
The representations of the remaining constraints HA are rather cumber-
some and we will not give them here. HAσ
A is the bracket of S with S¯ .
Thus every solution to the supersymmetry and Lorentz constraint is always
a solution to all constraints, if we define the operator ordering for HA by
ĤAσ
A = [Ŝ , ̂¯S ] (1.50)
There are some ansa¨tze for solutions of the supersymmetry constraints
in this representation [6, 7, 8, 9], but so far no exact solution is known.
See, however, [8], where it is shown that the constraints cannot be solved by
a purely bosonic state, i.e. a wave functional that does not depend on the
fermionic variables.
It is reasonable that there are no purely bosonic states, because the wave
functional should be invariant under supersymmetry transformations and
thus it cannot depend on the bosonic configuration only, as long as there are
no bosonic fields that are invariant under supersymmetry. For the densitized
constraints in the connection representation, however, we will find purely
bosonic solutions and this may be interpreted as a first hint that there is
‘something wrong’ with the loop states.
The connection representation
Again we start with the lagrangian
L = iεMNPQ(− 1
2
EM
AEN
BJaABFPQa + 2 ψ¯MσNDPψQ), (1.51)
12
but now we will use first order formalism. Thus the independent variables
are EM
A, AMa, ψ¯M and ψM . The momenta of Ama and ψm are
δL
δ(∂tAma)
= −iεmnpEn
AEp
BJaAB = ie˜a
m,
δL
δ(∂tψm)
= −2iεmnpψ¯nσp = π¯
m, (1.52)
leading to the Poisson brackets
{e˜a
m, Anb} = iηabδ
m
n , {ψm, π¯
n} = −δnm 1. (1.53)
The constraints are the same as before, except that now the Lorentz generator
comes out as the derivative of L with respect to the Lagrange multipliers Ata:
HA = −iε
mnpEm
BJaABFnpa − 2iε
mnp ψ¯mσADnψp,
La = iDme˜a
m + i
2
π¯mσaψm,
S = 2iεmnpσmDnψp,
S¯ = −Dmπ¯
m. (1.54)
In Ashtekar’s representation the variables Ama should appear as multipli-
cation operators and e˜a
m is replaced by a differential operator. To quantize
the constraints it is therefore necessary to write them as polynomials in e˜a
m.
L′a = La and S¯
′ = S¯ are polynomials already, so only S has to be multiplied
by a suitable function of En
A to obtain a polynomial S ′. The hamiltonian
constraint is then obtained by taking the bracket of S¯ ′ with S ′, which, of
course, gives again a polynomial. It turns out that we have to define
S ′ = 1
2
σC Eσt σC S , (1.55)
where Eσt is the ‘densitized upper t component’ of the curved Pauli matrices,
which depends on the ‘lower spatial components’ Em
A of the vierbein only.
Explicitly we have
Eσt = 1
6
εmnpεABCD σ
AEm
BEn
CEp
D. (1.56)
Note that this is the same transformation which was found to make the 2+1
dimensional matter coupled supersymmetry constraint in [15] a polynomial
in the canonically conjugate variables.
With the help of the polynomial S ′ we now define a new combination of
the hamiltonian and diffeomorphism constraints as a matrix K′ = {S ′, S¯ ′}.
It is then equal to HAσ
A, multiplied by the matrix in (1.55), and up to a
term proportional to S . So the complete set of constraints is
K′ = 1
2
iFmna σ˜
mσ˜nσa − 2iεabc σaD[mψn] e˜b
m π¯nσc,
L′a = iDme˜a
m + i
2
π¯mσaψm,
S ′ =−2σ˜mσ˜nD[mψn],
S¯ ′ =−Dmπ¯
m, (1.57)
where σ˜m = e˜a
mσa. Note that this is not the four dimensional curved Pauli
matrix with upper index.
Again, to solve the quantized constraints, we only need to solve L′a, S
′
and S¯ ′. Choosing the representation
̂˜eam = h¯ δ
δAma
, ̂¯πp = ih¯ δ
δψm
, (1.58)
they become exactly those given in [4]:
L̂′a = ih¯Dm
( δ
δAma
)
+ 1
2
h¯ (σaψm)α
δ
δψmα
,
Ŝ ′ =−2ih¯2εabc σcDmψn
δ
δAma
δ
δAnb
,
̂¯S ′ =−ih¯Dm( δ
δψm
)
. (1.59)
Given a wave functional Ψ[Ama, ψm], the constraints L
′
a and S¯
′ just gen-
erate local Lorentz and supersymmetry transformations, respectively. Thus
they require Ψ to be invariant under δAma = Dmλa, δψm =
i
2
λaσaψm and
under the chiral supersymmetry transformation δψm = Dmǫ, which does not
act on Ama.
In contrast to the metric representation, there are now purely bosonic
solutions to the constraints. In fact, they are just the same formal solutions
as those found in [5] for bosonic gravity, namely the Wilson loop functionals
Tη = TrPexp
i
2
∮
η
ds η˙m(s)Ama(η(s))σa (1.60)
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where η(s) is a smooth, non-intersecting loop in the spatial hypersurface,
and η˙m(s) denotes its tangent vector. As is well known, when computing the
second derivative of Tη with respect to Ama and Anb one obtains an expression
symmetric in m,n. Thus Tη is a solution to all the constraints, because the
second derivative in S ′ is antisymmetrized, and Tη also solves L
′
a and S¯
′,
because it is Lorentz invariant and does not depend on ψm.
There are some questions arising here. The first is: Where do these
purely bosonic solutions come from? They were not present in the metric
formalism. As was realized shortly after the discovery of the loop solutions for
pure gravity, they are annihilated by the determinant of the spatial metric
and therefore somehow represent states with singular metric [16]. So far
this is not a serious problem, as Ashtekar’s action and the constraints are
polynomials in the canonical variables and are thus able to handle singular
metrics.
But if the solutions represent states with singular metric, another prob-
lem arises: As we multiplied the constraints by Eσt, which is a third order
polynomial of the inverse vierbein Em
A, it seems that these solutions are not
solutions to the original constraints, but they are simply annihilated by this
factor. Note that the factors of e˜a
m are ordered to the right in S ′, thus the
extra factors act on the wave functional first.
A second problem is that these solutions also solve the constraints for
pure gravity. If we drop all fermions from the constraints, we are left with
L′a and K
′ only, and K′ again is proportional to the antisymmetrized second
derivative with respect to Ama. The solutions do not ‘see’ the factor Fmna in
K′, because they are already annihilated by e˜a
[me˜b
n]. Thus we can replace the
curvature by the Rarita Schwinger field strength D[mψn] without changing
the solutions, and this replaces K′ by S ′, thus switches from pure gravity to
supergravity.
This problem is somehow related to that arising when constructing loop
solutions for matter coupled gravity or when adding a cosmological constant;
e.g. there are extended Wilson loops solving the Wheeler DeWitt constraint
of gravity coupled to scalar fields [17], which do not ‘see’ the mass of these
fields, nor do the loop states depend on the cosmological constant. It seems
that they are just artificially generated by the extra factors of the vierbein
(or the dreibein in the gauge fixed version often used) and do not correspond
to solutions of the Wheeler DeWitt equation in its original metric represen-
tation.
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Obviously, this problem is closely related to the question how to treat
singular metrics, because multiplication of an equation by a term that may
become zero can change its solutions drastically. We will come to this prob-
lem again after discussing the three dimensional theory
There is still another feature of the loop solutions for supergravity. In the
usual connection representation of pure gravity, the loops are annihilated by
the Wheeler DeWitt constraint but not by the diffeomorphism constraints,
simply because they are not invariant under spatial diffeomorphism. One
usually solves this problem by defining a loop representation and requiring
the wave functional depending on the knot class of the loop only, which then
is invariant under diffeomorphisms.
But for supergravity we saw that Tη solves all constraints, though it is
not invariant under diffeomorphisms. To make this problem more explicit,
observe that the Wheeler DeWitt and diffeomorphism constraints are both
obtained from HA: The diffeomorphism constraint is given by D
′
m = Em
AHA
and the Wheeler DeWitt constraint is C′ = EEtAHA.
On the other hand, if we are allowed to obtain the Wheeler DeWitt op-
erator by multiplying HA by a third order function of the vierbein, there is
no reason why this should not be allowed for the diffeomorphism constraint.
This is exactly what we have done when using (1.59) as the constraint alge-
bra for supergravity. Doing the same for pure gravity, the loop functionals
become solutions to all constraints, too: there is no need to consider func-
tionals on knot classes only in the loop representation, as every arbitrary
function which has support on smooth loops only is a solution.
We will discuss all these problems in more detail in the last section.
2 N=2 supergravity in three dimensions
Let us now discuss the three dimensional theory, because some of the prob-
lems concerning the loop solutions can be made more explicit here as the
theory can be solved exactly. We use the same notation as in [7]. The bosonic
variables for N=2 supergravity are the dreibein eµ
a, a = 0, 1, 2 the flat and
µ = t, x, y the curved index, and the spin connection Aµa with curvature
Fµνa = ∂µAνa − ∂νAµa − εabcAµ
bAν
c, (2.1)
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where the flat indices are raised by the lorentzian metric ηab = diag(−,+,+),
and ε012 = −ε012 = 1. The gravitinos are again represented by 2-component
complex spinors ψµ. As the Lorentz group SO(2, 1) has a real spinor repre-
sentation SL(2,R), we choose real gamma matrices
γ0 =
(
0 1
−1 0
)
, γ1 =
(
0 1
1 0
)
, γ2 =
(
1 0
0 −1
)
, (2.2)
obeying
γaγb = ηab1− εabcγ
c. (2.3)
The Lorentz covariant derivative of a vector va, a spinor χ and its conjugate
χ¯ = χ†(iγ0) reads
Dµva = ∂µva − εabcAµ
bvc,
Dµχ = ∂µχ+
1
2
Aµ
a γaχ,
Dµχ¯ = ∂µχ¯−
1
2
Aµ
a χ¯γa. (2.4)
The lagrangian is
L = 1
2
εµνρeµ
aFνρa + 2ε
µνρ ψ¯µDνψρ. (2.5)
Splitting space time into space and time, i.e. splitting the index µ into
t and i = x, y, the configuration variables become Aia and ψi with their
momenta
δL
δ(∂tAia)
= εijej
a,
δL
δ(∂tψi)
= −2εijψ¯j . (2.6)
where εxy = εxy = 1. The Poisson brackets read
{Aia, ej
b} = εijδ
b
a, {ψi, ψ¯j} =
1
2
εij 1. (2.7)
The lagrange multipliers et
a, Ata, ψ¯t and ψt generate the constraints
Ha =
1
2
εijFija,
La = ε
ijDieja − ε
ij ψ¯iγaψj ,
S = 2εij Diψj ,
S¯ = 2εij Diψ¯j . (2.8)
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Note that their structure is similar to (1.54), but they are much simpler,
e.g. only La contains the dreibein. In particular, there are no operator or-
dering ambiguities and thus no anomalies in the algebra. In quantum theory
it is sufficient to solve La, S and S¯ , as {S , S¯ } = −Haγ
a.
The connection representation
Here we briefly review the main results of [7]. The operators in the connection
representation are
êia = −ih¯εij
δ
δAja
, ̂¯ψiα = i2 h¯εij δδψjα . (2.9)
The constraints split into a set of multiplication operators Ĥa and Ŝ , and
first order differential operators L̂a and
̂¯S , which generate local Lorentz and
chiral supersymmetry transformations (δψi = Diǫ) on the wave functional
Ψ[Aia, ψi].
The solution to the constraints is given as follows. ĤaΨ = 0 together
with Ŝ Ψ = 0 implies that Ψ has support only on those fields Aia, ψi which
have vanishing curvature Fija = 0 and vanishing supercurvature D[iψj] = 0.
To simplify the notation we introduce a matrix valued connection field Ai =
1
2
Aiaγ
a. The covariant derivative of a spinor then reads Diφ = ∂iφ+ Aiφ.
The complete set of curvature free pairs Ai, ψi is parametrized by a
SL(2,R) matrix field g and a spinor filed φ on the covering manifold of the
spatial 2-surface, which are subject to certain relations between their val-
ues on points mapped to the same point of the 2-surface (see [7]). These
conditions are in fact equivalent to the requirement that
Ai[g] = g
−1∂ig, ψi[g, φ] = g
−1∂iφ (2.10)
are single valued on the 2-surface. Obviously, Ai[g] and ψi[g, φ] are curvature
free.
A complete set of solutions to ĤaΨ = 0 and Ŝ Ψ = 0 now reads
Φg,φ[Ai, ψi] =
∏
x
δ(g−1∂ig − Ai)
∏
x
δ(∂iφ− gψi). (2.11)
This is in fact an overcomplete set as e.g. g and g0g, where g0 is a constant
group element, or φ and φ + φ0 with constant φ0, produce the same wave
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functional. Nevertheless, a wave function can now be written as
ΨF [Ai, ψi] =
∫
DgDφF [g, φ] Φg,φ[Ai, ψi], (2.12)
where the functional integral runs over all fields g and φ subject to the
restrictions mentioned above, and F [g, φ] is an arbitrary functional. The
measure we assume to be invariant under multiplication of g with an arbitrary
matrix field g 7→ gh and under addition of a spinor field φ 7→ φ+ χ.
The constraints L̂a and
̂¯S now impose additional conditions on F : L̂Ψ =
0 requires that Ψ is invariant under Lorentz transformations. As can be
verified, the change of Φg,φ under a Lorentz transformation with parameter
λ = 1
2
λaγa, i.e.
δAi = ∂iλ− [λ,Ai], δψi = −λψi, (2.13)
can be compensated by changing g as δg = gλ. Similarly, a supersymmetry
transformation generated by S¯ with parameter ǫ is given by
δψi = Diǫ, (2.14)
and the variation of Φg,φ can be compensated by δφ = gǫ. So we have to
require that F [g, φ] is invariant under Lorentz and supersymmetry transfor-
mations
δg = gλ, δφ = gǫ (2.15)
to obtain the full solution to all constraints.
For a 2-surface which is homeomorphic to R2 these restrictions imply the
F is constant, as every field configuration can be transformed into any other
by (2.15). But remember that λ and ǫ are single valued fields on the 2-surface
whereas g and φ are fields on the covering manifold. For nontrivial topologies
there remain finitely many degrees of freedom for F , called the moduli, which
cannot be gauged away by (2.15). For a more detailed discussion we again
refer to [7] and references therein.
The metric representation
We will now show that the complete solution to all the constraints can also be
given in the metric representation, and that it is equivalent to the connection
representation as it should be, because it is a quantum theory with finitely
many degrees of freedom and thus all representations should be equivalent.
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The transformation to the metric (or dreibein) representation is obtained
in two steps. First we introduce a ‘pseudo’ metric representation, which is
simply the Fourrier transform of the connection representation. As in the
four dimensional theory this is not the usual metric representation, because
of an extra multiplicator term in the Lorentz constraint. The original metric
representation is then obtained by an additional canonical transformation.
In the pseudo metric representation the operators are just given by in-
terchanging the multiplication and differentiation operators. The wave func-
tional now depends on ei
a and ψ¯i, the operators are
Âia = −ih¯εij
δ
δeja
, ψ̂iα = −
i
2
h¯εij
δ
δψ¯jα
, (2.16)
and the constraints read
Ĥa = ε
ij∂iÂja −
1
2
εijεabcÂibÂjc,
L̂a = ε
ij∂ieja − ε
ijεabcei
bÂjc − ε
ijψ¯iγaψ̂j ,
Ŝ = 2εij(∂iψ̂j + Âi ψ̂j),
̂¯S = 2εij(∂iψ¯j − ψ¯j Âi). (2.17)
The complete solutions to these differential equations can now be given by
Fourrier transforming the solutions for the connection representation. This
procedure is rather simple because we just have to replace the δ-functions in
Φg,φ by the corresponding exponentials. We define
Φg,φ[ei
a, ψ¯i] = exp
( i
h¯
∫
d2x εijTr(g−1∂igγj)− 2ε
ijψ¯ig
−1∂jφ
)
. (2.18)
Then, using
δΦg,φ
δeia
= −
i
h¯
εijTr(g−1∂jgγa) Φg,φ ⇒ ÂiΦg,φ = g
−1∂igΦg,φ (2.19)
and
δΦg,φ
δψ¯j
= −
2i
h¯
εijg−1∂jφΦg,φ ⇒ ψ̂i Φg,φ = g
−1∂iφΦg,Φ, (2.20)
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one immediately finds that ĤaΦ = 0 and Ŝ Φ = 0. A straightforward calcu-
lation then shows that acting on Φ with L̂a or
̂¯S again gives a variation that
can be absorbed by a suitable transformation of the type (2.15). As in the
connection representation we define the state functional by
ΨF [ei
a, ψ¯i] =
∫
DgDφF [g, φ] Φg,φ[ei
a, ψ¯i], (2.21)
where F again is a functional that is invariant under the transformations
(2.15). Thus every state in the connection representation corresponds to an
equivalent state in the pseudo metric representation and vice versa.
Observe that the states are constructed such that the constraints, though
they are second order differential operators, do not need any regularization.
Of course, the regularization is ‘hidden’ in the definition of Ψ as a functional
integral over the fields g and φ, whose measure has to be regulated somehow.
The final step from this pseudo metric to the usual dreibein representation
is similar to the procedure used in the four dimensional theory to obtain a
Lorentz constraint that generates proper Lorentz transformations on the wave
functional. Note that though ΨF is a annihilated by L̂a, is is not invariant
under Lorentz transformations.
To obtain an invariant state functional, we have to use another operator
for the connection, i.e.
Âia = −ih¯εij
δ
δeja
+ εij
δG[e]
δeja
. (2.22)
Again, G has to be chosen such that its contribution to L̂a cancels against
the derivative of the dreibein:
εabcei
b δG[e]
δeic
= εij∂ieja. (2.23)
A solution to this equation is
G[e] = 1
2
∫
d3x εijgklεabc ei
aek
b ∂jel
c, (2.24)
where gkl is the inverse of the two dimensional metric gkl = el
aeka. The
derivative of G with respect to the dreibein will be called ωia. Note that
this can not be interpreted as the spin connection for which the dreibein
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becomes covariantly constant: we are dealing here with a dreibein on a two
dimensional surface, i.e. it is not invertable and the requirement that the
torsion ∂[iej]a − εabcω[i
bej]
c vanishes does not imply that the full covariant
derivative of ei
a vanishes. The new operator for Aia now becomes
Âia = ωia − ih¯εij
δ
δeja
. (2.25)
Inserting this into the constraints we obtain
L̂a = −ih¯εabcei
b δ
δeic
− 1
2
h¯ψ¯iγa
δ
δψ¯i
,
Ŝ = ih¯∇i
( δ
δψ¯i
)
− 1
2
h¯2εijγa
δ
δψ¯i
δ
δeja
,
̂¯S = 2εij∇iψ¯j + ih¯ ψ¯iγa δ
δeia
, (2.26)
where ∇i again denotes the covariant derivative with respect to ωia, i.e.
∇[iψ¯j] = ∂[iψ¯j] −
1
2
ω[ia ψ¯j]γ
a (2.27)
For the Wheeler DeWitt operator we get a slightly cumbersome expression
which we will not give explicitly here: it is still the commutator of ̂¯S with Ŝ .
The constraints are now formally the same as those for the four dimensional
theory, except that they do not contain the inverse vierbein
The complete solutions to these constraints are now given by multiplying
the old solutions with the exponential of the functional G, i.e. replacing Φ
by
Φ˜g,φ[ei
a, ψ¯i] = exp
(
−
i
h¯
G[ei
a]
)
Φg,φ[ei
a, ψ¯i]. (2.28)
Inserting Φ˜ instead of Φ into (2.21) then gives the solution to the con-
straints in the metric representation.
2.1 The densitized connection representation
The connection representation for the three dimensional theory discussed
above is not directly related to that of the four dimensional theory. In par-
ticular, because of the simple structure of the constraints, it is not necessary
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to multiply the constraints by extra factors of the dreibein to obtain polyno-
mial expressions.
The situation is different when we consider, e.g., the dimensionally re-
duced version of the four dimensional N=1 theory, which contains additional
matter fields, but whose graviton and gravitino action is the same as that of
the N=2 theory discussed here. In [15] we found that for the matter coupled
theory we also have to multiply one of the supersymmetry constraints by an
extra factor of eγt = −1
2
εijεabcγ
aei
bej
c to get polynomial constraints, which
directly corresponds to the definition (1.55).
Thus the question arising here is what happens if we start with the con-
straints given in [15] for the matter coupled theory and just drop all the
matter terms. We then obtain
L′a = ε
ijDieja − ε
ijψ¯iγaψj ,
S ′ =−εijεklεabcek
ael
b γcDiψj,
S¯ ′ = 2εijDiψ¯j . (2.29)
They are just the three dimensional versions of (1.57) and can be constructed
in the same way, i.e. multiplying S by eγt and then defining H′a as the
bracket of S¯ ′ with S ′. A priori there is no reason why these constraints could
not be regarded as the canonical constraints of 2+1 supergravity, if (1.57)
describes 3+1 supergravity. They are nothing but their three dimensional
counterparts, and assumed we didn’t know that there is a much simpler
expression for them, we had to use them to quantize the 2+1 theory.
The quantized versions of the Lorentz and supersymmetry constraints
now become
L̂′a = ih¯Di
( δ
δAia
)
− i
2
h¯ (γaψi)α
δ
δψiα
,
Ŝ ′ = −h¯2εijεabc γ
cDiψj
δ
δAia
δ
δAjb
,
̂¯S ′ = −ih¯ Di( δ
δψi
)
. (2.30)
Their structure is again similar to (1.59) and, in fact, we can also give
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the Wilson loop solutions to them:
Tη = TrPexp
1
2
∮
η
ds η˙i(s)Aia(η(s))γ
a, (2.31)
which is obtained from the 3+1 version just by replacing the σa-matrices
by γa. Again, S¯
′ and L′a are solved by Tη because it is Lorentz invariant
and does not depend on the gravitino. If the loop is smooth and does not
have self intersections, the remaining constraints are solved because of the
same symmetry arguments as in 3+1 dimensions, thus every smooth loop
embedded in the spatial surface yields a state functional.
This is a completely different result than that obtained above, where we
found that the state is described by a function F that depends on finitely
many degrees of freedom, the moduli, only. Here the general solution is given
as an arbitrary superposition of Tη’s. In particular, the constraints do not
imply that the curvature vanishes and thus different loops really produce
different wave functionals.
At first sight, the problem seems to be that we are dealing with single
loops here instead of equivalence classes of loops under diffeomorphisms.
We already mentioned this problem for the four dimensional theory: it arises
because we also multiplied the diffeomorphism constraint by a dreibein factor.
The usual way to obtain the diffeomorphism and Wheeler DeWitt constraint
from Ha would in this case be D
′
i = ei
aHa and C
′ = 1
2
εabcε
ijei
aej
bHc.
Then D′i in fact generates diffeomorphisms on the 2-surface and requires
Ψ to be invariant, and C′ is automatically solved for every solution of S ′
and S¯ ′. Doing this, however, the result is still totally different. Using the
loop representation, the wave function becomes a function on the generalized
knot classes of the 2-surface. But there are still infinitly many2, even if
the topology is trivial, whereas for the metric or ‘undensitized’ connection
representation there is only one state ΨF with constant F .
3 Discussion
In the 2+1 case described above it is rather obvious that the loop solutions
are artificially generated by multiplying the constraints with a factor, which
2Of course, there are no real ‘knots’ on a 2-surface, but there are infinitly many link
classes, given e.g. by different numbers of disconnected loops.
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is in principle the determinant of the spatial metric. As this factor appears to
the right in the quantized constraints and already annihilates the loop func-
tionals, it is not clear what they have to do with the original theory described
by (2.8). Here we cannot argue that the ‘polynomialized’ primed constraints
can deal with singular metrics and thus we get new solutions representing
singular metrics: the constraints were polynomial from the beginning and
the unprimed constraints can handle singular metrics, too.
To make this argument more precise, consider the classical theory de-
scribed by the primed and unprimed constraints. If we allow the dreibein to
be singular, there are solutions to the primed constraints which do not solve
the unprimed ones. Just take the trivial example ei
a = 0, ψi = 0, but Aia
not curvature free.
Thus the primed constraints do not describe the classical theory defined
by the lagrangian (2.5), if we allow singular metrics, though the lagrangian
itself does not contain the inverse metric. A lagrangian which directly leads
to the primed constraint can be written in the same way as one usually
writes the Einstein Hilbert lagrangian in Ashtekars variables with the time
component of the dreibein split into a lapse and shift function. One has
to replace the Lagrange multipliers et
a by et
a = niei
a + nεabcεijeibejc, and
a similar replacement for ψ¯t, but let us drop the fermions now because the
following arguments also apply for pure gravity.
Differentiation with respect to n and ni then directly yields the primed
diffeomorphism and hamiltonian constraints. But the action is no longer
invariant under space time diffeomorphisms. The transformation of the vari-
ables n, ni and ei
a under the full 2+1 dimensional diffeomorphisms involve
the inverse of the metric determinant, as n is a density of weight −1.
The argument can be transfered to the four dimensional theory as well.
The lagrangian in term of Ashtekar’s variables we started from (see (1.21))
was polynomial in EM
A, thus it is well defined for singular metrics.3 Again,
to obtain the primed constraints directly, one has to introduce a lapse and
shift function by
Et
A = NmEm
A − 1
6
NεABCDε
mnpEm
BEn
CEp
D. (3.1)
3Observe that also the real first order Einstein Hilbert action is polynomial. But when
treating it canonically there arise second class constraints making the dirac brackets non-
polynomial. It is this fact and not the polynomial action that simplifies the canonical
treatment with Ashtekar’s variables.
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Thus there are two different actions for 3+1 gravity, one given by (1.21)
and the other one by inserting (3.1) and using N,Nm instead of Et
A as the
primary field variables. Both actions induce the same equations of motion
for non-singular metrics, and both are well defined for (different kinds of)
singular metrics.
As in the 2+1 theory the equations of motion are different for the dif-
ferent actions if the metric becomes singular. It seems that there is a priori
no reason why one lagrangian can be better than the other, because we do
not know the ‘correct’ equations of motion. But there is a crucial difference
between the two lagrangians: Only one of them is invariant under the full
diffeomorphism group of space time. If one requires the invariance of general
relativity under all diffeomorphisms and allows singular metrics, one has to
use the action (1.21). We can conclude that out of the following three prop-
erties of classical canonical gravity only two can be realized simultaneously:
- invariance under space time diffeomorphism,
- polynomial constraints,
- singular metrics allowed.
This classical argument is in agreement with our conclusion concerning
the loop solutions in the quantized theory. We saw that, if we also ‘densitize’
the diffeomorphism constraint, which came out automatically in supergrav-
ity, then the loops became solutions to all constraints without considering
wave functions that depend on the knot class only. Thus the invariance un-
der spatial diffeomorphisms is destroyed by multiplying the corresponding
constraint by extra factors of the vierbein. Now we saw that in the clas-
sical theory the invariance under space time diffeomorphisms is lost when
introducing the lapse function N of weight −1, i.e. when going over from the
unprimed to the primed constraints. Assuming that the arguments above ap-
ply to the quantized theory as well, we must conclude that quantum gravity
described by the loop states is not invariant under space time diffeomor-
phisms, because it explicitly needs the polynomial constraints and singular
metrics. This is rather unsatisfactory, because invariance under space time
diffeomorphisms is one of the first principles of general relativity: in fact, it
is ‘general relativity’.
So what is the conclusion out of this? Let us first note that the problem
does not arise with the use of Ashtekar’s variables. They can be eliminated by
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going back to the real action with EM
A and ΩMAB as primary fields. All the
arguments concerning the classical theory apply to this action as well, except
that there is no ‘reason’ to introduce a densitized lapse function because this
would not simplify the canonical constraints considerable.
The problem arises when one has to give up one of the three properties
listed above. For practical reasons it is most convenient to drop general in-
variance, because in the canonical formulation the manifest invariance is lost
anyway. But, as already mentioned, this should be the last principle given up
when dealing with general relativity. If one insists on 3+1 diffeomorphism
invariance and singular metrics, then one has to start with the unprimed
constraints and one is not allowed to multiply them by factors which may
become zero. In quantum theory it is even more inappropriate to order these
extra factors to the right.
On the other hand, if singular metrics are not allowed, then the different
actions and different sets of constraints are equivalent. Nevertheless there is
still a problem with the operator ordering. Note here that it is the ordering
with the extra factors appearing to the left in the Wheeler DeWitt operator
which leads to a closed algebra of constraints, whereas there is an anomaly in
the algebra admitting the loop solutions (see [18] for a discussion of different
factor orderings).
This is an interesting result, because the ‘Chern Simons’ state found in
[18] solves the constraints in the opposite factor ordering (and with a cos-
mological constant) and it does not correspond to a singular metric. In fact,
one doesn’t have to make use of the e˜a
m factors in the Wheeler DeWitt con-
straints to show that the Chern Simons form is a solution. It really ‘solves’ the
non-polynomial constraints, where the quotation marks shall indicate that
the problem is how to define the quantized versions of the non-polynomial
constraints properly.
These properties of the Chern Simons solution are easily proofed. As they
only exist for a non-vanishing cosmological constant, we add to L
1
2
ΛE =− 1
48
Λ εMNPQεABCD EM
AEN
BEP
CEQ
D
=− i
12
Λ εMNPQJaABJaCDEM
AEN
BEQ
CEP
D, (3.2)
where we used that Ja[ABJaCD] = −
i
4
εABCD. Now the diffeomorphism and
hamiltonian constraints become
HA = −iEm
BJaAB(ε
mnpFnpa −
1
3
Λe˜a
m). (3.3)
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Obviously, this constraint has a simple solution in the connection represen-
tation, namely the exponential of the Chern Simons form, as its derivative
yields the field strength:
Ψ = exp
( 1
h¯Λ
∫
d3x εmnp(3Ama∂nApa − ε
abcAmaAnbApc)
)
(3.4)
obeys (
εmnpFnpa −
1
3
h¯Λ,
δ
δAma
)
Ψ = 0. (3.5)
Of course, there are some problems with this functional, too; e.g. it is not
clear whether it is a normalizable state functional. But let us ignore these
problems for the moment and discuss only the properties related to the op-
erator ordering.
We see that Ψ is annihilated by ĤA, though this is not yet defined prop-
erly, because it is not clear how to represent Em
A in the connection repre-
sentation. But the solution does not depend on how it is defined.
Thus the question arises whether one can make sense out of the non-
polynomial expression HA in the connection representation. A possible an-
swer is the following. The action of ĈHA on Ψ should give zero for every
function C[Em
A] that makes CHA a polynomial in e˜a
m. Of course, this only
makes sense if the extra factors always appear to the left of HA. This would
just lead to the polynomial Wheeler DeWitt and diffeomorphism constraints
with the dreibein factors ordered to the left, as there are only four inde-
pendent choices for C that make CHA a polynomial. So the Chern Simons
functional is a solution of this type, whereas the Wilson loops are not.
Maybe this procedure to treat a non-polynomial constraint is as close as
possible to the classical theory which is invariant under the complete 3+1
diffeomorphism group. Thus there are more reasons to prefer the operator
ordering where the dreibein appears to the left than just the fact that only
then the quantum algebra closes.
Finally we should emphasize that, even if we do not use the polynomi-
alized constraints, Ashtekar’s variables still simplify the canonical treatment
in a way that may have been overlooked because the polynomial form of the
constraints seems to be their ‘simplest’ form and only this has been studied
so far.
But there is still a difference between the constraint HA in terms of
Ashtekar’s variables given in (3.3) and the original Wheeler DeWitt oper-
28
ator constructed in the metric representation [19, 20], which contains the
curvature scalar of the spatial metric and thus the inverse metric. However,
the only non-polynomial term in HA is the vierbein component Em
A, which
is not the inverse but a kind of ‘square root’ of the canonical variable e˜a
m (see
the definition (1.30)), and a square root of a differential operator is some-
times less a problem then to define its inverse; a well know example is the
Dirac operator as ‘square root’ of the Klein Gordon operator.
So the question is whether it is possible to define an operator ÊmA in the
connection representation such that
[ÊmA, ÊnB] = 0, [ε
mnpÊmAÊnBJaAB, Aqb] = −h¯δ
p
qηab. (3.6)
Then HA becomes well defined and the Chern Simons functional would be a
well defined solution to the constraints which correspond to the space time
diffeomorphism invariant and singular metric allowing version of Einstein
gravity.
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