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ABSTRACT 
 The goal of this research was to reduce dislocations and strain in high indium 
content bulk InGaN to improve quality for optical devices.   In an attempt to achieve this 
goal, InGaN pillars were grown with compositions that matched the composition of the 
bulk InGaN grown on top.  Pillar height and density were optimized to facilitate 
coalescence on top of the pillars.  It was expected that dislocations within the pillars 
would bend to side facets, thereby reducing the dislocation density in the bulk 
overgrowth, however this was not observed.  It was also expected that pillars would be 
completely relaxed at the interface with the substrate.  It was shown that pillars are 
mostly relaxed, but not completely.  Mechanisms are proposed to explain why threading 
dislocations did not bend and how complete relaxation may have been achieved by 
mechanisms outside of interfacial misfit dislocation formation.  Phase separation was not 
observed by TEM but may be related to the limitations of the sample or measurements.  
High indium observed at facets and stacking faults could be related to the extra 
photoluminescence peaks measured.  This research focused on the InGaN pillars and first 
stages of coalescence on top of the pillars, saving bulk growth and device optimization 
for future research.   
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The ultimate goal of this research was to reduce dislocations and strain in high 
indium content bulk InGaN to improve quality for optical devices.  The bulk material 
should have low dislocation density and strain.  To achieve the ultimate goal, I proposed 
that high indium content bulk InGaN should be grown on InGaN pillars.  I attempted to 
grow pillars with the following features to improve bulk InGaN growth on top; pillars 
were to be relaxed and at the same composition as the bulk so that new misfit strain was 
not introduced into the bulk when grown on top of the pillars.  Pillars would ideally bend 
dislocations to the side facets terminating on the free surfaces of the pillar walls to help 
reduce the threading dislocation density in the bulk.  Tall and dense pillars would be 
targeted to help facilitate lateral overgrowth of the bulk on pillars and to prevent growth 
of bulk InGaN directly on the substrate where new dislocations are likely to form.  I 
proposed that if pillars were grown tall and dense enough, the side facets of the pillars 
would remain free surfaces even after lateral overgrowth such that there would be no 
driving force for dislocations to continue threading in the bulk.  To realize a bulk-InGaN 
device, not only should the bulk material have low dislocation density and strain, but also 
fast lateral growth and a smooth surface.  However, the latter were only secondary 
considerations in this research and could be optimized in the future. 
The Green Gap 
Due to a lack of lattice-matched substrates for InGaN, dislocation formation and 
residual strain in InGaN are continuing issues.  High indium-content (20-30%) InGaN 
has been reported to have 2E9/cm2 and 2E10/cm2 dislocation density [17, 31] grown on 
GaN/ Al2O3.  The GaN that InGaN is grown on has ~2-3E8 /cm2 dislocation density 
which implies new dislocations are formed during InGaN growth.  Recent devices that 
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employ high-indium content InGaN include green LED’s, lasers, and solar cells emitting 
and absorbing, respectively, around 450-550nm.  [38, 48, 44, 22, 24, 29, 39, 6, 60, 9, 18, 
17, 2, 52]  The indium content for these devices is around 30%.  All of these devices have 
the common problems of poor quality and strain of the InGaN at high compositions, a 
problem termed, “The Green Gap.”   
When the InGaN/GaN/ Al2O3 system was first studied as a material for LED’s, it 
was surprising that light was emitted considering the high dislocation density ranging 
from 1E8 to 1E12/cm2.  Arsenide and phosphide devices seemed to be more sensitive to 
high dislocation density.  [5]  It was proposed that the fluctuations of indium within 
InGaN actually help localize carriers for more efficient radiative recombination by 
reducing non-radiative carrier recombination that occurs at dislocations.  [5, 44, 24, 7, 
42].  Chichibu (1999) showed that devices with 1E10 or 1E6 /cm2 threading dislocation 
density achieved similar light output.  [5]  This demonstrated that efficiency is not 
affected by TDD.  Others have claimed the same effect. [37]  However, at high current 
injection, “droop” of the LED efficiency is observed.  There is much debate about the 
cause of droop, one of the proposed causes being non-radiative recombination at 
dislocations [34].  This implies that the effect of dislocations is most pronounced at 
higher injection current.  At high current, indium-rich regions could be saturated, 
therefore any carriers above the threshold will be free to find dislocations and recombine 
non-radiatively.   Also, at high injection dislocations become more saturated with 
carriers, and at threshold it is possible dislocations act like conducting wires, shorting the 
device, giving carriers a lower resistance path to electrodes than travel through the bulk, 
thus reducing radiative recombination.  It is proposed that to further increase efficiency at 
high injection current, the non-radiative recombination must be reduced; it is not enough 
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to avoid non-radiative centers by localizing carriers.  The non-radiative centers 
themselves (i.e. dislocations, point defects) should be reduced.   
The piezoelectric field that is especially high at the interface of InGaN and GaN 
causes a reduction of radiative recombination.  Under strain, an electric field induces 
separation of carriers.  The strain comes from the mismatch between InGaN and GaN.  
Methods have been proposed to reduce this strain by increasing the lattice parameter of 
GaN under the InGaN active regions of the device, or growing superlattice structures for 
the same effect.  Growing InGaN on lattice-matched InGaN pillars may be a better 
alternative to strain reduction. 
InGaN Basics 
InGaN can grow in the zincblende and wurtzite phases.  The zincblende and 
wurtzite structures can form at lower growth temperatures, though at high temperatures 
the wurtzite phase dominates.  Wurtzite has six fold symmetry around the [0002] axis but 
it does not have inversion symmetry, leading to its spontaneous polarity.  The stacking of 
atoms in the wurtzite phase is AaBbAaBb whereas the zincblende phase stacking is 
AaBbCcAaBbCc, where each letter holds the place of an atomic plane in the structure, 
and the particular letter designates the position of an atom on that plane.  Atoms of the 
same type are most closely spaced in Wurtzite in the {0001} plane.  Therefore slip of 
atoms occurs most easily in this plane.  Slip is the glide of atoms in response to material 
stress.  Typical slip directions in wurtzite within the close packed plane are <11-20> and 
<1-100>.  The <11-20> direction is the direction between nearest neighbors.   
 Typical growth challenges associated with growth of InGaN are caused by non-
thermodynamic growth conditions, substrate mismatch, and atomic size differences.  
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Non-thermodynamic (i.e. kinetically dominated) growth conditions can lead to stacking 
faults and dislocation formation.  Substrate mismatch can lead to misfit dislocation 
formation, material relaxation, threading dislocations and stacking faults.  Atomic size 
differences can lead to phase separation, composition pulling, and atomic ordering.  All 
of these conditions and their consequences will be discussed below. 
 Dislocations.  The origin of perfect dislocations is not well understood.  They 
may occur for the same reason as stacking faults: random misplacement of atoms.  
Alternatively, the misplacement of atoms may not be random, but may instead be induced 
by local regions of high strain caused by mismatch or thermal gradients.  This strain may 
provide enough energy to break bonds and displace atoms relative to their equilibrium 
positions.  Finally, the termination of a stacking fault itself may result in the convergence 
of the two partial dislocations bounding the stacking fault; this would produce a perfect 
dislocation with higher energy than the energy sum of the two partial dislocations and SF.  
Despite the higher energy, in non-equilibrium conditions, this reaction could occur 
especially if it relieves a highly concentrated region of strain.  Subsequent growth will 
reproduce the dislocations that have formed.  All dislocations attempt to minimize their 
strain energy.  Therefore, dislocations do not terminate within a crystal.  There is a strain 
energy associated with dislocations, which can be minimized by the termination of the 
dislocation on a free surface (bonds that were strained can relax into free space at the 
surface).  The exception to this rule is a dislocation loop formed around a Frank stacking 
fault which self-terminates, reducing its energy such that termination on a free surface is 
not necessary.  Also, it has been calculated that screw dislocation cores produce less 
strain energy than edge dislocation cores; therefore dislocations are many times mixed 
type, acquiring as much screw-component as possible to reduce their total energy. [15] 
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 Misfit dislocation formation is a result of lattice mismatch between InGaN and 
Al2O3.  Misfit dislocation formation occurs when strain between the InGaN and its 
substrate can no longer be maintained; the lower energy situation becomes the one in 
which an extra plane of atoms forms within or is removed from InGaN, at the cost of the 
formation energy for this plane.  The misfit dislocation line that defines the edge of the 
additional plane of atoms will always have an edge component, meaning it moves in the 
basal plane or at an angle < 90degrees to the basal plane.  It was movement in the x and y 
directions that allows strain relief in the epitaxial InGaN that was strained in the x,y 
directions due to a-lattice parameter mismatch.  The separation distance between misfit 
dislocations is well defined and periodic.  It is because of their ability to relieve a very 
localized stress that misfit dislocations are thought to be immobile.  Once they form, they 
maintain their position and do not thread in the crystal.  If misfit dislocations moved, they 
would no longer be accommodating the local stress, therefore moving would be 
unfavorable.  Once fully relaxed, the InGaN should assume its natural lattice parameter to 
best accommodate the atoms of its particular composition.   
 The strain energy of a dislocation has two components: core energy and elastic 
strain energy.  The core energy is generally approximated and is considered to be small 
relative to the elastic strain.  [15]  Therefore the elastic energy can be used alone to 
approximate the conditions in which a dislocation will move or disassociate.  The elastic 
energy of a dislocation is simplified to be 
E = αGb2     (1) 
where G was the bulk modulus, b is the Burgers vector, and α  was a factor that includes 
poison’s ratio, dislocation radius, dislocation core radius, and the angle that determines 
the component of the dislocation vector that lies in the x or y direction. 
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 A dislocation reaction will occur if the product of the reaction is lower energy 
than the initial energy (Frank’s rule), the square of the Burgers vector is enough to make 
this determination assuming is α ~ 0.5 – 1.0 and G was constant for the material.  [15]  
Dislocation reactions do not require material strain to occur so long as they follow 
Frank’s rule.  When strained, dislocations can undergo reactions that would otherwise be 
unfavorable according to Frank’s rule.   
 The energy required to extend and move dislocations under strain is the energy 
barrier to plastic deformation.  The forces acting on dislocations are the following: misfit 
stress (promoting dislocation movement), line tension and Pierls’ force (resisting 
dislocation movement).  Misfit stress must create a larger force than the sum of resistive 
line tension and Pierls’ forces.  Line tension is the force that resists non-linear dislocation 
formation.  The energy of a dislocation is proportional to the length of the dislocation line 
(i.e. proportional to the Burgers vector strength).  Straight dislocations have lower total 
length then non-linear dislocations.  The Pierls’ force is the frictional force experienced 
as atoms move past one another.  In an equilibrium crystal structure, atoms have assumed 
their characteristic separation based on the reduction of frictional forces (due to repulsive 
electron-cloud overlap) and enhancement of Coulomb forces (attraction between 
positively charged nucleus and negatively charged electron cloud).  If atoms are forced 
closer to one another (as they are during glide), they experience higher repulsive forces. 
[15, 53] 
 Dislocation bending is an important consideration for this research.  Once 
dislocations have bent, they have an opportunity to be terminated if they encounter other 
dislocations with the same Burgers vectors but with opposite signs or if the encounter a 
free surface.  If dislocations can be made to terminate, the density of dislocation in the 
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bulk material will be reduced.  Dislocation bending has been enhanced in multiple ways.  
First of all, it has been shown that when dislocations come critically near a pyramidal 
facet, they will bend to more quickly relieve their strain at the free surface.  [45] More 
generally, the energy of a dislocation line is reduced when the dislocation line is 
perpendicular to a free surface.  [49].  It has been found that the shape of the nucleated 
islands in GaN and InGaN materials is critical for reduction of dislocations in the bulk.  
The density of nucleation islands is also important: the longer a material undergoes 
lateral growth (during coalescence of the islands) the higher the probability of dislocation 
bending in the direction of lateral growth.  A lower denst6iy of nuclei leads to a longer 
coalescence time.  [26] The addition of silicon to GaN has assisted dislocation bending as 
well.  It has been proposed that silicon makes the surface more rough, thereby making it 
easier for dislocations to bend. [3].  It has also been proposed that the addition of silicon, 
an n-type point defect, reduces the energy required to form p-type point defects, namely 
gallium vacancies, to maintain charge neutrality in the lattice.  These vacancies diffuse to 
regions of high strain, such as dislocation lines, to help relieve the strain.  The vacancies 
contribute to dislocation climb making it possible for dislocations to bend. [62].   
The primary dislocation reduction technique for gallium nitride (i.e. the most 
effective technique with the exception of growing expensive free standing GaN) is 
Epitaxial Lateral Overgrowth (ELO).  ELO does two things to help reduce dislocations 
depending on the growth conditions: 1) the typical ELO process masks areas of the 
material such that dislocations under the mask are never formed nor threaded into the 
bulk material and 2) ELO can help bend dislocations that do form from the material  
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between islands.  These bent dislocations have an opportunity to terminate each other, 
reducing the overall density of dislocations threading through the bulk material.  [45, 64, 
1, 13, 12]   
ELO has been applied primarily to bulk GaN but should apply to bulk InGaN as 
well.  The anticipated disadvantage of InGaN however, is the reduced ability to grow 
laterally with smooth layers.  The atomic size difference of Ga and Indium atoms -- and 
hence the large difference in mobility of surface atoms – may contribute to a roughened 
surface.  More importantly, InGaN is grown at lower temperatures than GaN, reducing 
the mobility of atoms on the surface.  I expect lateral overgrowth of InGaN to be more 
difficult than GaN.   
 Stacking Faults.  Stacking faults occur when atoms move to an available site 
that happens to be the wrong site for continuation of the underlying crystal structure.  
One type of stacking fault in wurtzite (AaBbAaBb) stacking occurs when an atom goes to 
a C position instead of an A position, forming locally the zincblende structure 
(AaBbCcAaBbCc).  The stacking fault has a surface energy associated with it.  Partial 
dislocations, which define the boundaries of the stacking fault, also have an associated 
energy.  Therefore, stacking faults and dislocations are non-equilibrium defects, however 
they can form due to kinetic limitations.   
 The types of stacking faults that can occur are Shockley and Frank stacking 
faults.  Shockley faults occur when wurtzite stacking becomes AaBbCcAaBbCc instead 
of AaBbAaBb as mentioned above.  The partial dislocations which bound the stacking 
fault have Burgers vectors = 1/3<1-100>.  Partial dislocations have less than a full unit 
translation within a unit cell (the magnitude of the Burgers vector is less than one).  Frank 
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stacking faults occur when point defects coalesce.  These point defects could be 
interstitials or vacancies forming extrinsic or intrinsic stacking faults, respectively.  The 
lattice response to the formation of a Frank stacking fault could be considered as 
movement in the direction of a Shockley partial dislocation plus the additional 
displacement in the 0001 direction.  Therefore the resulting Frank partial Burgers vector 
is 1/6<20-23>.  
 Strain and Relaxation.  Strain is an important issue for materials grown 
epitaxially on mismatched substrates.  Misfit (δ ) is calculated as: 
δ = (aInGaN – aAl2O3)/ aAl2O3    (2) 
where a is the lattice parameter.  The misfit strain between GaN and InN is 11%.  The 
misfit strain between GaN and Al2O3 is 16%.  The misfit strain between GaN and 
various compositions of InGaN can be calculated based on the predicted lattice parameter 
of InGaN with different compositions.  For 15% and 30% InGaN grown on GaN, about 
1.7% and 3.3% misfit strain is expected, respectively. 
 When materials are first deposited on a substrate with different lattice parameter, 
they attempt to maintain the lattice parameter of the substrate (pseudomorphic growth).  
[58] This elastic strain will only be maintained while it is energetically favorable to do so.  
At a critical thickness the strain energy becomes so high that plastic deformation 
(breaking bonds) becomes the lower energy alternative.  In this case, misfit dislocations 
are formed.  The density (or separation) of misfit dislocations determines how much the 
material has relaxed to accommodate strain.  The distance between misfit dislocations 
required for 100% relaxation is calculated as  
D = dIngaN / δ      (3) 
where dInGaN is the interplanar spacing of the equilibrium crystal.  [46]  
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 The critical thickness depends on the amount of misfit between substrate and 
material grown, as well as certain growth conditions which enhance the ability of the 
material to glide in response to the strain.  For example, at higher temperature atoms are 
more mobile and have more thermal energy to overcome activation barriers.  At higher 
temperature, stress from thermal coefficient mismatch to the substrate is reduced as well.  
The ability to form misfit dislocations would be determined by adding the effects of 
temperature on stress and mobility (reduced stress counteracting misfit dislocation 
formation, increased mobility and system energy increasing the probability of forming 
misfit dislocations).  Another kinetic factor to consider is growth rate.  At slower growth 
rates the atoms have more time to move to lower energy positions therefore lower critical 
thicknesses are likely.  According to thermodynamics, a material will always move to a 
lower energy position.  However, diffusion limitations can reduce the ability of atoms to 
reach their lower energy positions.   Growth conditions dictate the kinetics. 
 The critical thickness of InGaN at different indium compositions grown on GaN/ 
Al2O3 has been calculated by different models.  [14]  Using these models, InGaN with 
10%In was predicted to have a critical thickness of tc = 10 – 1000nm depending on the 
model.  InGaN with 30%In was predicted to have a critical thickness of tc = 2 – 40nm. 
 Multiple misfit strain reduction mechanisms have been proposed.  In the 
Matthew-Blakeslee model, surface dislocation loops glide to the interface of high misfit 
strain.   The portion of the dislocation loop that has Burgers vector components in the 
direction of misfit strain will remain localized at the region of high-strain to minimize the 
effect.  The misfit segment is then bound by two threading dislocations (the remaining 
portion of the original loop) according to the model and TEM observations in the GaAs / 
GaAs0.5P0.5 system.  Matthew and Blakeslee proposed that as growth continues (misfit 
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strain not being completely relieved) the original threading dislocations bounding the first 
misfit dislocation continue to propagate, however they propagate in a back and forth 
motion such that misfit dislocations are formed at every interface, the portion of the 
threading dislocation that best accommodates strain becoming localized in the plane.   
[35]   
 Tersoff (1994) proposed that new dislocations are created at the surface to 
accommodate misfit strain similar to the Matthew Blakeslee model.  [57]  However, 
Tersoff  (1994) goes further to say that dislocation nucleation was facilitated by the 
undulating high-strain areas of a rough surface (rough means pits or islands are formed).  
The rough surface is formed as a response to misfit strain also (in the case that there are 
not enough dislocations already present in the bulk material to glide in response to 
strain).  The increased surface area of the rough surface allows elastic relaxation of strain 
as atoms push outwards away from the bulk without opposition from other atoms (the 
surface has dangling bonds, open to free space).  However the increased surface area 
increases system free energy at the same time since the total surface energy depends on 
the total surface area.  A balance of energies determines which mechanism for strain 
relief is preferred (this was calculated).  Then, if it is energetically favorable to form a 
rough surface, it also becomes easier to nucleate new dislocations at the surface at 
regions of local high energy.  Jesson (1997) demonstrated by TEM that regions of local 
high strain (“cusps” of the surface morphology) on a rough SiGe surface are easy 
locations to nucleate new dislocations.  [19]  The localized strain is a force that can push 
atoms into non-equilibrium positions initiating dislocations or stacking faults.  Once 
dislocations are formed, they can move as necessary to relieve strain or become fixed at 
the interface to best accommodate the strain (misfit dislocations).  
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 Jahnen (1998) suggested that the V-pits commonly observed in InGaN can help 
relieve misfit strain without having  to create or move dislocations.  Similar to surface 
roughening in the Tersoff model, the v-pits increase total surface area allowing more 
overall lattice expansion at the free surfaces, i.e. elastic relaxation.  To accommodate 
lateral misfit strain, surfaces that have components in the x-y directions are necessary to 
relieve strain.  The smooth surface with normal in the [0002] direction could allow 
atomic expansion in the [0002] direction which would not help accommodate lateral 
misfit.   [16] 
 Materials can plastically deform by movement of dislocations along slip systems 
specific to the crystal structure as proposed in the models above.  The slip systems in 
hexagonal crystals are in Table 1.   The shear stress factor is cos λ and gives the shear 
component of stress.  λ is the angle between the slip system vectors. 
Table 1. 
Slip systems in wurtzite and their shear stress factors.  [53].    
 
Only dislocations with all or part of their Burgers vectors in x or y directions can 
accommodate lateral strain (i.e. they must have a non-zero shear stress factor).    
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Therefore the only possible slip systems that participate in plastic relaxation of misfit 
strain are {11-2-2}<11-2-3>, {1-101}<11-2-3>, and {1-102}<1-101>.   
 As a crystal is strained, energy is added to the system which helps reduce the 
activation barrier for bond-breaking.  Therefore it could be expected that when strained, a 
crystal is likely to form more than the equilibrium number of point defects.  These point 
defects are likely to be at the highest-strain region, i.e. near the interface of mismatched 
materials. It is not difficult to understand, then, the higher probability of forming stacking 
faults at the interfacial region of two mismatched materials.  An agglomeration of point 
defects is classified as a Frank stacking fault.  The disassociation of partial dislocations 
around the stacking fault could lead to perfect threading dislocations that are found in 
such high density at material interfaces. 
The strain-offset technique most commonly seen in literature is the 
implementation/growth of a buffer layer between the substrate and mismatched bulk-
materials.  [33].  These structures are designed to partially or completely relax the 
material before growth of the active layers.  The relaxation is often gradual (step graded 
or continuously graded superlattice structures) to prevent reaching a critical strain level at 
which point surface roughness and a high density of dislocation nucleation are 
energetically favorable.  [57]  In the pillars, I was not concerned with dislocation 
formation during relaxation because I intended to bend the dislocations before growth of 
the device on top of the dislocated pillar structure.  I expected misfit dislocations to be 
confined to the interface of sapphire and InGaN and threading dislocations to be 
terminated on pillar side facets.   
 GaN and InGaN pillars and wires have been fabricated  by etching bulk GaN 
into columns, growing GaN on SiN or SiO2 masks to achieve selective growth of 
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columns, using a high density of catalyst nuclei to initiate columnar growth, and finally 
by choosing growth conditions that optimize vertical growth without any assistance of a 
mask, etching, or catalysts.  [56, 11, 28, 21].  The latter technique of growing pillars 
directly is what I attempted in this research.  I expected to reduce dislocations in similar 
ways as a mask structure: the regions in between pillars would not have an opportunity to 
create dislocations (similar to areas under a mask), therefore overall dislocation density 
may be reduced.  Also, the dislocations that are created in the pillars should have an 
opportunity to bend and annihilate (at pillar side walls instead of annihilating with one 
another as in the typical mask-ELO process).  This surface termination of dislocations 
requires that the free surfaces of the pillars are maintained and that overgrowth does not 
fill in the free space between pillars.  This concept has recently been implemented for 
GaN where voids are maintained between nanostructures during the overgrowth [11].  In 
Frajtag’s (2011) work, the material is GaN instead of InGaN.  Other differences include 
the structure formation (by etching, not direct growth) and the diameter of the 
nanostructures (nanowires instead of pillars).  TEM images showed one self-terminated 
dislocation pair (forming a loop).  This dislocation was supposed to prove that 
dislocations terminated on the side facets, however it wasn’t clear that the dislocations 
bent in the pillars themselves towards the sidewalls.  It seemed instead that the 
dislocations may have terminated during overgrowth simply by proximity to each other, 
not proximity to a side facet.  It is not clear where the dislocations came from, nor how 
they terminate.  In the research I attempted to show more definitively if dislocations 
would bend on the side walls, and if they do not bend, I will explain some possible 
mechanisms.   
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The advantages of etch, mask, and catalyst techniques to form nanostructures are 
the generally improved height uniformity of columns and their improved aspect ratios.  
The disadvantages include the time and money required to etch and pattern, the 
availability of reactors that grow wires (MBE and RF-nitrogen plasma MOCVD), and the 
ex-situ processing required.  If choosing to grow the nanostructures instead of producing 
them by etching or masking, the growth of wires as a nano-structure template for bulk 
growth seems to be ideal since it is not energetically favorable for threading dislocations 
to nucleate in wires (diameter <100nm).  However, nitride wires grown by MOCVD 
typically require a metal catalyst (which could contaminate the wire making it useless for 
electronic devices), a mask of some sort, or an RF-nitrogen plasma source to achieve a 
high aspect ratio required for nanowires.  InGaN nanowires have a further complication 
in that the indium tends to segregate forming different compositions at the core and 
surface of the wire.  At the wire surface the large indium atoms can better relax.  So, in 
this work I focused instead on InGaN pillars, anticipating that I could bend the 
dislocations that are formed in the pillars and achieve an InGaN composition more or less 
typical of bulk InGaN (i.e. not all of the indium is segregated to the surface). 
Much work has been done on the GaN nano-structures themselves (above), but 
less on bulk material overgrowth on top of these nano-structures.  [11, 56].  Instead, 
general conditions that favor lateral growth can be found in the ELO papers mentioned 
above [45, 64, 1, 13, 12] and by considering the energy and kinetics of MOCVD growth, 
detailed in the “InGaN Basics” section.  I did not attempt to optimize the overgrowth 
process but tried to choose the best conditions from the start based on previous research 
to get good lateral growth (high V/III ratio, low pressure, etc). 
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The goal of this research was to perform epitaxy lateral overgrowth of InGaN on 
top of lattice-matched InGaN pillars.  Using lattice-matched InGaN pillars as the 
template for bulk InGaN growth seemed the best way to overcome high dislocation 
density and strain at the same time.  The benefits of using lattice matched substrates for 
high indium content bulk InGaN has been discussed by Sharma (2010).  [51]  It was 
proposed that to increase the efficiency of LED and laser devices at high emission 
wavelength, lattice-matched substrates should be used.  For InGaN, there are no lattice-
matched substrates, but they could be grown.  These lattice matched substrates would be 
InGaN of the same composition as the device itself or within a composition range that 
gives <2% mismatch to the InGaN device grown on top.  30%In InGaN grown on GaN 
gives about 3% strain.  It is also proposed that the devices will have a reduced dislocation 
density as well due to the reduced lattice mismatch.  This paper supports the idea of 
lattice-matched InGaN pillars used as templates for high-indium content InGaN devices.  
The work done by Sharma (2010) was theoretical and has not been experimentally 
attempted to my knowledge. 
Phase Separation, Composition Pulling, Ordering.  Atomic size differences in 
InGaN lead to atomic ordering, phase separation, and composition pulling.  If InGaN did 
not have atoms with such different sizes (In and Ga), or if InGaN had only a very small 
amount of indium, a random arrangement of indium in the lattice would be 
thermodynamically preferred.  This random arrangement increases the system entropy, 
thereby reducing the overall energy of the system.  However, as the percentage of the 
indium atoms increases, and as strain builds due to the forced fitting of crystals with very 
different tetrahedral radii and bond energies, the enthalpy of the system dominates the  
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free energy.  It then becomes more favorable for indium to assume an ordered or 
clustered position in the lattice.   
Ordering increases the periodicity by an integer multiple.   For example, indium 
may prefer to incorporate on every other group III site resulting in a repetition that is 2x 
the value of the repetition of the random lattice.  Northrup (1999) has demonstrated if 
InGaN ordering does occur, it likely occurs on the 10-11 facet, Figure 1.  [41]  On this 
facet indium can assume a bond with either one or two nitrogen atoms as opposed to the 
three-bond requirement in the bulk or on the (0002) facet.  Having fewer bonds, the bond 
length of indium can be extended, helping the large indium atom better fit.   
 
Figure 1.  Preference of indium incorporation and ordering at {10-11} facets.  [41] 
 
Clustering is also called phase separation.  Clustering is another way in which 
indium atoms can become non-random, forming periodic regions of high-indium content 
relative to the rest of the lattice.  [47]  The composition of indium at which phase 
separation will occur can be observed on a phase diagram at the boundary of the 
miscibility gap.  (Note: a phase diagram assumes equilibrium, and phase separation could 
be hindered or accelerated due to kinetic effects).  A phase diagram has been calculated 
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by Stringfellow (2010) [55] and compared to results from other authors for the 
observation of multiple phases of MOCVD-grown InGaN, dependant on composition and 
temperature.  These results are presented in figure 2.  The results seem consistent in the 
appearance of two phases within the spinodal region.  One and two phase have both been 
observed in the metastable region of the miscibility gap, and this likely depends on the 
kinetics of different growth conditions.  Phase separation in the metastable region is not 
spontaneous and requires nucleation and diffusion to occur [46].  It has been shown that 
phase separation can be increased or decreased based on growth rate of the material, 
which demonstrates the role of kinetics.  [47] A faster growth rate could trap indium 
atoms before they have a chance to diffuse to phase-separated regions (i.e. double phase).     
 
Figure 2.  Phase diagram calculated by Stringfellow (2010) [55] including results from 
other authors for the observation of multiple phases, dependant on composition and 
temperature. 
Composition pulling yields a composition gradient across the thickness of a 
material.  It is because of interfacial strain that large indium atoms may not be favored to 
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form bonds near the interface.  An indium adatom at the substrate interface would be 
strained such that the bond is weak and indium quickly desorbs.  It is because of the size 
difference between indium and gallium that gallium atoms are preferred to form bonds 
at/near the mismatched interface with sapphire, having less strain than the indium atoms.  
Indium will not be incorporated in the compositions that would otherwise be dictated by 
set MOCVD conditions (most importantly temperature) until some critical thickness is 
achieved.   [20]   
In the presence of a strain field caused by atomic size differences, both phase 
separation and new dislocation formation can occur; it has been found that as indium 
composition increases, material quality degrades.  This is not necessarily because of the 
phase separation that occurs, but because it is difficult to decouple phase separation from 
new dislocation formation.  I proposed that formation of new dislocations at the 
mismatched interface, increasing as the composition of indium increases, is inevitable.   
However, if these dislocations could be bent within the pillars, they would not be able to 
degrade the electronic properties of the overgrown bulk material.  As mentioned earlier, 
the formation of indium rich regions (i.e. phase-separated regions) likely enhances the 
performance of LED’s by localizing carriers.  If high indium content, phase separated 
InGaN can be grown with reduced dislocations, the quality should be greatly improved.  
 Electronic Properties.  The affect of dislocations on electronic properties of 
materials is known.  [32, 27]  The dangling bonds and strain associated with dislocation 
lines create energetic states within the lattice, trapping free carriers necessary for current 
conduction.   
The affect of strain on electronic properties is also a concern for LED’s and 
lasers where the point was to achieve radiative recombination.  Strained InGaN will 
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create a piezoelectric field which tends to push n-type carriers to the nitrogen-polar side 
of the device and p-type carriers towards the Ga-polar side of the device (nitrogen has a 
higher electron affinity, therefore was most likely to accumulate electrons when strained).  
[4, 50]  The misfit strain separates electrons and holes in the active region of the device 
where the electrons and holes should instead be attracted to each other and radiatively 
recombine.  It is possible that phase separation and composition pulling are the same; 
phase separation could be more of a bulk response to strain due to large misfit atoms and 
composition pulling is an interfacial response to the same.  Both lead to the presence of 
multiple compositions of indium within a material.  Phase separation tends to happen 
within the plane misfit plane and composition pulling could be observed as a composition 
gradient perpendicular to the misfit plane. 
 Facets.  The stability of facets formed during nitride epitaxy is determined not 
only by the energy of the facet, but also by the polarity.  The dominating energy will be 
determined by growth conditions.  The energy of a free surface (facet) was  
Es = [(cosθ/a)*(1/a) + (sinθ/a)*(1/a)] * Eb/2   (4) 
where a is the distance  between nearest neighbors in the close packed plane, {0001}, 
Eb/2 is the  energy per broken bond, θ  is the angle between the close packed plane and 
the facet of interest, and cosθ is the shear stress factor (cos λ in the paper of Srinivasan, 
2003). Using this equation, the energies of different common crystal facets formed during 
nitride growth can be calculated.  The pyramidal facets have the highest energy (having 
the highest number of dangling bonds).  [13] Therefore, if facet polarity and growth 
conditions were not a factor in determining stable facets, the pyramidal facets would 
rarely form. 
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The polarity of a facet is determined by the atoms at the surface (nitrogen or 
gallium terminated), Figure 5.  For typical epitaxy of nitrides on sapphire, the surface of 
the substrate, (0002), is terminated with nitrogen before metal organic sources were 
introduced.  On this nitrogen-terminated surface, a monolayer is completed as soon as 
gallium bonds to the nitrogen.  Therefore, the crystal that starts with a layer of nitrogen 
will terminate with a layer of gallium.  It follows that the (0002) facet (i.e. parallel to the 
substrate surface) will be gallium terminated.  The common (10-11) that is found to be 
stable in GaN is nitrogen terminated.  [13]  The stability of the nitrogen-terminated facets 
makes sense since typical GaN growth conditions have a high nitrogen / gallium ratio 
(V/III).  For InGaN growth which requires even more nitrogen to prevent desorption of 
already-deposited material, I would expect stability of the (10-11) facet as well.   
 
Figure 3.  Typical facets observed in GaN and InGaN along with their dangling bond 
density, DB (number of dangling bonds per unit area). [13] 
Other growth conditions that affect facet stability include pressure and 
temperature.  It has been shown that higher temperature leads to the stabilization of 
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prismatic and basal plane facets.  [45]  The high temperature gives atoms more mobility 
which promotes lateral growth, extending the surface area of the (0002) facet.  Also, 
under high temperature and low pressure conditions, the volatility of nitrogen is higher.  
This destabilizes the (10-11) facet that terminates with nitrogen and promotes 
rectangular-shaped islands. [13] 
Using hydrogen as a carrier gas (instead of nitrogen) for GaN growth, it has been 
shown that (10-11) facets are preferred.  In this case it was not proposed that the nitrogen 
polar facets are more stable (quite the opposite, actually).  Since the (10-11) facets have 
the highest energy, the bonds are weaker.  It is easier for hydrogen to etch these facets 
than to etch the facets with fewer dangling bonds. Once hydrogen bonds to nitrogen 
forming a stable NH3 molecule, it has a higher probability of leaving the surface, 
removing nitrogen and starting an etching process that competes with growth on that 
facet.  The chemical potentials of gallium and hydrogen were used to determine surface-
terminating atom will produce the lowest energy.  [10].  Under the typical growth 
conditions of GaN with hydrogen carrier gas at high temperature, hydrogen was found to 
be the preferred terminating atom on (10-11), which indicates the higher likelihood of 
etching these facets. 
EXPERIMENTAL METHODS 
The reactor used for the growth of the InGaN pillars and bulk overgrowth was an 
Aixtron AIX200-RF.  Ammonia (NH3) was used as the nitrogen source precursor.  
Trimethyl-Gallium and Trimethyl-Indium Were the metal-organic precursors for gallium 
and indium, respectively.  N2 was used as the carrier gas for TEGa and TMIn.  The 
variables kept constant include pillar growth time (15min) for the majority of 
22 
 
 
 
23 
 
).   
experiments, satellite rotation speed (~50rpm), nitrogen flow, and TEG flow 
(8.6umol/min) for the majority of experiments.  Variables that Were modified include 
pressure (225-750 mbar), NH3 flow (200-745 sccm), Temperature (790-970 C), TMI 
flow (4-16 umol/min), and TMI delivery speed (i.e. “push” between 100 and 215 sccm
The original recipe for bulk InGaN on bulk GaN was optimized by previous 
growers in the group.  The conditions for bulk InGaN are very different than what I need 
for pillars.  Therefore, I changed everything except temperature and nitrogen flow for the 
pillars.  The original bulk recipe is, however, similar to what I needed for the bulk InGaN 
growth on top of the InGaN pillars, however there are still some key modifications.  For 
example, typical bulk growth on the reactor uses 3000 sccm NH3.  I chose 6000 sccm 
NH3 to improve the lateral growth as much as possible; the higher V/III ratio should lead 
to better lateral growth.  Since the focus of this research was not optimizing the lateral 
growth (simply proving that I could grow pillars and demonstrate coalescence) then I did 
not experiment with the lateral overgrowth conditions.  There is much work that can be 
done here still. 
I observed the following measurable features: pillar height, density, and width by 
AFM.  I observed PL wavelength of pillars, bulk overgrowth #1 and bulk overgrowth #2  
to make sure that I could obtain the same composition of indium at all steps despite 
process changes (temperature has the largest affect of changing indium composition, but 
pressure, ammonia, and gallium flow changes will also affect the indium incorporation).  
I observed threading dislocation density and type, misfit dislocations, phase separation, 
mis-orientation, and lattice spacing by TEM.   
 
 
Step 1 of the experiment was to determine best conditions to grow tall, dense 
pillars.  I set the temperature to give ~17% InGaN (888C).  I varied pressure and 
ammonia, anticipating that these would be the primary factors to change the pillar height 
and density based on the kinetic limitations associated with these two variables. 
Step 2 of the experiment was to vary the InGaN composition by changing 
temperature. 
Step 3 of the experiment was to demonstrate lateral overgrowth on pillars.  
Having obtained the best conditions for pillar growth, I decided that the best conditions 
for lateral overgrowth would be the opposite of the conditions needed for pillars.  The 
intent was not to optimize the bulk growth, but just to demonstrate coalescence of the 
pillars (without growth in between pillars that could lead to an increase of threading 
dislocation density).   
Step 4 of the experiment was to determine the conditions necessary to match bulk 
%In to pillar %In to keep good lattice matching and not introduce new defects.  When I 
changed to bulk conditions, I expected %In to change as well.  I expected I would need to 
optimize the temperature for bulk growth to match the pillar indium composition. 
MOCVD Growth Basics 
Growth Process and Reactions.  Metal Organic Chemical Vapor Deposition is 
commonly used to grow epitaxial semiconductor layers, with precise control of layer 
thickness.  The reactor used in this research for the growth of the InGaN pillars and bulk 
overgrowth was an Aixtron AIX200-RF.  This reactor uses radio frequency (RF) to heat 
the graphite-coated SiC satellite during growth with thermocouple-control.  Precursor 
gasses were flown horizontally over the rotating substrate to improve growth uniformity.  
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The precursor gasses react at the surface promoting growth of our nitride material.  
Precursor gasses can undergo a number of reactions (Figure 4), the desired reaction being 
physical adsorption (weak van-der Waals forces of attraction) to the surface followed by 
chemical bonding with the surface and bonding with the other (complementary) group III 
or group V adatoms also weakly adsorbed to the surface.  This process repeats leading to 
the growth of the material.  [54]  
 
Figure 4.  Possible chemical reactions that can happen during MOCVD growth. [54] 
 
The methyl groups attached to group III or group V atoms that assist the metal delivery 
should detach from the metals and leave the reaction chamber via an exhaust system.  
Although, if the right precursors are not used (and depending on growth conditions which 
favor impurity incorporation), there is an increased chance that hydrocarbons are 
incorporated into the growth.   
Adatoms and molecules preferentially nucleate at steps, ledges, and dislocation-
termination sites in order to reduce the number of dangling bonds in the system.  Surface  
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energy is reduced with nucleation on these faceted-features, since surface energy is  
proportional to the number of dangling bonds.  [46] 
Unfavorable reactions that can occur during MOCVD growth include adduct 
formation, incomplete decomposition of precursors at the growth surface, or desorption 
of layers that have already been grown.  Adducts are formed by gas-phase and surface 
reactions.  Adduct formation can lead to particle incorporation in the material.  Adduct 
formation will also reduce the amount of precursor available for growth, thus lowering 
the growth rate.  Not only that, but adducts that precipitate from gas phase onto the 
growth surface or adducts that are formed at the growth surface can physically block any 
other atoms from attaching to the surface, locally inhibiting growth.  This will affect 
material quality.  Adduct formation is reduced when pressure is lowered since there are 
then fewer atoms to collide with each other in the gas phase. Adduct formation is also 
reduced when temperature is reduced; thermal energy assists the breaking of bonds 
(pyrolysis) in the gas phase and on the surface, leading to increased reaction between 
species.  Finally, gas phase adduct formation can be reduced by flowing a smaller amount 
of precursor into the reactor.  There is always a balance between having too little 
precursor and too much, however.  In both cases, material growth rate will be very low. 
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decomposed  
Incomplete decomposition of precursors is also unfavorable.  For example, to 
decompose NH3 to access reactive nitrogen for growth, the temperature must be at least 
400C.  As the temperature increases the amount of NH3 that undergoes pyrolysis 
increases, however at the typical growth temperatures of InGaN (between 600-900C) the 
amount of pyrolyzed NH3 is still fairly low (<15%). [54] This means there was less 
active nitrogen than desired in the system.  If metal organics are not complete
 
 
(for example, Cp2Mg) then hydrogen and carbon have a higher probability of 
incorporating in the material.   
Finally, the desorption of layers that have already been grown is an unfavorable 
MOCVD reaction.  This is especially relevant for InN and InGaN growth.  The bond 
energy of InN is weaker than GaN, 7.7 vs. 8.9 eV, respectively.  This means the vapor 
pressure of InN is higher making it relatively easier for the InN bond to break and the 
indium and nitrogen species to desorb to the surface.  Once desorbed, the atoms can 
either be reincorporated into the growth or desorb completely, taken away by the exhaust 
system.  Providing more active nitrogen at the surface can help the desorbed indium re-
incorporate into the material or reducing the probability of desorption in the first place.  
Alternatively, the growth chamber pressure can be increased to better compete with the 
vapor pressure of InN, making it more difficult to desorb. 
Adsorption vs. Desorption.  The number of occupied sites on a surface is 
dictated by the vapor pressure of species and the adsorption coefficient (which is the ratio 
between adsorption and desorption rate constants).  This is based on the Langmuir model 
which says for a fixed number of surface sites, some sites are occupied and others are left 
vacant.  [54].   
Θi = kapi / (kd + kapi)    (5) 
where Θi is the fraction of occupied sites on the surface, ka and kd are the adsorption and 
desorption rate constants, respectively, and pi is the partial pressure of the molecules in 
the vapor phase.  At vacant sites atoms can desorb or adsorb and within a given time the 
number of occupied sites is changing based on external conditions which affect the vapor 
pressure of the material.  The primary reactor conditions which effect how well the 
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surface is occupied by atoms (i.e. how Ill the atoms stick to the surface) are pressure and 
temperature.  At higher vapor phase partial pressures and lower temperature, the surface 
coverage is nearly unity.  It is not preferred to grow under the conditions of full surface 
coverage, however, since material quality is highly dependant on the ability of atoms to 
attain low-energy positions; atoms require good mobility to find these lowest-energy 
positions.  If the surface is completely saturated, atoms will have low mobility.  The 
Langmuir model is oversimplified, especially for heterogeneous reactions, but gives a 
general idea of the factors that affect how Ill atoms stick to the surface.  At lower 
temperatures, there is less energy available to break bonds that have already formed on 
the surface (however strong or weak they may be).  For higher partial pressure of the 
vapor phase precursors, the higher concentration of molecules above the surface helps 
drive diffusion towards the solid, i.e. promoting adsorption.  When the mol fraction (xi) 
of precursors in the gas phase is kept constant, increasing total pressure (Ptotal) will 
increase partial pressure (pi) as well as increasing the number of mols (ni) of the 
precursor. 
xi = (pi / Ptotal) = (ni / ntotal)    (6) 
 
Boundary Layer.  Before atoms arrive to the surface, they are transported 
through the gas phase.  Just above the surface is a boundary layer in which the transport 
of atoms is limited by their diffusion.  In the boundary layer, atom velocity is reduced due 
to flow dynamics.  The boundary layer height dictates how quickly atoms arrive to the 
surface.  The boundary layer thickness is affected by the viscosity of the gas phase as 
well as the velocity of atoms directed towards the susceptor.  [54].  The velocity of gas 
can be increased by flowing gasses at higher speeds and by increasing the rotation speed 
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of the satellite that the wafer sits on.  For a given boundary height, the rate at which 
atoms reach the surface is determined by their diffusion coefficients.  The diffusion 
coefficient is proportional to temperature divided by pressure.   
D = (D0P0/T0)*(T/P)b      (7) 
where the subscript “0” indicates standard conditions, and b is material dependent.  
Therefore, as pressure increases or temperature decreases, the diffusivity of atoms in the 
boundary layer decreases and they reach the surface at a slower rate. 
Growth Regimes.  At high temperatures, growth is limited by thermodynamics 
(i.e. atoms move towards lower energy conditions and have plenty of thermal energy to 
do so).  At low temperatures, growth is limited by kinetics (the ability of atoms to reach 
low energy positions is reduced since diffusivity is proportional to temperature).  At mid-
range temperatures, growth is limited by mass transport especially across the boundary 
layer just discussed.  In this regime, growth is less temperature dependent, but more 
pressure dependent.  Growth in this research was performed at mid-range temperatures, 
therefore I expected to see a high dependence on pressure and precursor flow. 
 
Figure 5.  Growth regimes based on temperature.  [8] 
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 Nucleation Theory.  The nucleation of GaN and InGaN is important in general, 
but specifically for this research because the pillars were the first growth I deposited on 
the substrate.  In other words, the pillars were the nuclei.  The goal was to achieve a high 
density of tall pillars. 
 The density of islands that nucleate during the initial stage of growth is 
determined by total free energy of the system (thermodynamic consideration) and atomic 
diffusion at the surface of the substrate (kinetic consideration).  The system energy of a 
nucleus is determined by both volume and surface energy contributions.   
G = -4/3πr3ΔGv + 4πr2γSL    (8) 
where ΔGv is free energy associated with volume change between vapor and solid and 
γSL is the interfacial free energy between the vapor adatoms and solid substrate.  [46] The 
volume free energy term decreases as the nucleus radius increases.  The interfacial energy 
increases as the nucleus radius increases.  The critical radius size that a nucleus must 
have to maintain stability is the size that produces the highest free energy.  Any 
additional material added to the nucleus past the critical radius size will lower the total 
free energy and thus will promote the increase of the nucleus size.   
 Until the critical radius size is reached, the adsorption and desorption of atoms 
from the surface is a random occurrence (though adsorption and desorption can be 
promoted by changing growth conditions, as described above).  When enough atoms 
happen to come close enough to each other to form a nucleus with the critical radius size, 
then the nucleus will adsorb more atoms than it will desorb and growth will occur.  Once 
the critical nucleus size is achieved, the growth of the nucleus is not only controlled by 
adsorption and desorption processes, but also surface diffusion.  The faster atoms can 
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diffuse on the surface (for example, at higher temperature), the more likely they are to 
travel larger distances and more quickly find atoms to increase nucleus size.  At high 
temperatures, it was expected that a low density of large nuclei would form.    
Sapphire Substrate Surface Preparation.  The substrate {Al2O3)surface must 
be prepared before the growth of InGaN.  Preparation involves a high temperature bake 
with hydrogen carrier gas to remove hydrocarbons and oxygen from the surface.  This 
bake is followed by nitridation of the surface; ammonia is flown over the surface at low 
temperature to terminate all surface bonds of Al2O3 with nitrogen.  AlN is formed, the 
oxygen that was removed from the Al2O3 becoming bound to hydrogen and leaving 
through the exhaust.  Growth of GaN on nitrogen-terminated Al2O3 has been shown to 
yield the best quality GaN [59, 23].  The same should be true for InGaN.  If nitrogen does 
not saturate the surface, then growth of InGaN will occur partially on oxygen-terminated 
sapphire and partially on nitrogen-terminated sapphire.  Growth on these two different 
surfaces will create a step in the structure leading to an inversion domain boundary within 
the InGaN.  The inversion domain boundary is a boundary between two different polarity 
materials of same structure.   
Growth Conditions.  The main reactor conditions that I can control which 
dictate how InGaN grows include: precursor type, precursor temperature, V/III ratio and 
ratio of group III precursors, substrate temperature, carrier gas, purity of the gas sources, 
and reactor pressure. 
Precursor Type.  Trimethylgallium (Ga(CH3)3), trimethylindium (In(CH3)3), 
and ammonia (NH3) were used as the gallium (group III), indium (group III), and 
nitrogen (group V) sources to form InGaN, respectively.  The decomposition onset 
temperature of ammonia is 400C.  As substrate temperature increases, more active 
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 phase 
decomp
er words catalysis was not enhanced by a heterogeneous nucleation site, unlike 
NH3. 
or 
tempera
trogen in the vapor phase, driving the reaction towards 
adsorption instead of desorption.   
nitrogen becomes available through the increased decomposition of NH3.  At 
temperatures between 400 and 900C, it is likely that NH3 only decomposes at the 
substrate surface (preferring heterogeneous nucleation).  This has been determined by the 
fact that the pyrolysis efficiency is low when NH3 is heated in a quartz tube without a 
substrate.  Above 900C pyrolysis efficiency steeply rises indicating gas
osition of NH3. [8] 
TEGa begins to decompose at 500C and has complete decomposition at 650C.  
TMIn decomposes between the temperatures of 250C and 400C.  [54, 63].  Pyrolysis of 
group III alkyls does not show significant change in or out of the presence of a surface.  
In oth
Precursor Temperature.  The temperature of a precursor can be increased to 
increase its dimer vapor pressure such that more molecules of  the precursor are picked 
up by the carrier gas for a given carrier gas flow.  The precursor temperature is a key 
parameter in determining the amount of precursor flowing at a given moment.  The V/III 
ratio and ratio of type three elements are calculated accurately so long as the precurs
ture, type, and constants are known, as well as the specified reactor flow rates. 
Precursor Ratios..  The V/III ratio must be high for InGaN growth.  At low 
temperatures, NH3 only decomposes on the substrate surface providing just a small 
amount of active nitrogen for growth.  For this reason a large amount of NH3 is needed to 
get adequate growth.  At higher temperatures, a high V/III ratio is needed for a different 
reason: it helps prevent desorption of volatile nitrogen from the InGaN crystal by 
increasing the partial pressure of ni
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to the ratio of the group 
III atoms in the solid, as demonstrated by Ou (1999), Figure 6.   
 
The ratio of group III precursors in the vapor is related 
 
Figure 6.  Solid vs. Vapor phase composition of indium in InGaN for different growth 
temperatures.  [43] 
 
Substrate Temperature.  The growth of InGaN can be considered as a 
combination of the growth conditions needed for InN and GaN.  The growth of InN 
requires a much lower substrate temperature than that used for GaN.  InN desorbs at 
600C.  Since pyrolysis of NH3 does not occur below 400C, the practical temperature 
range for InN growth is 400-650C.  High quality wurtzitic GaN is grown around 1050C.  
The ideal temperature range for InGaN growth was between the values for InN and GaN.  
It has been shown thermodynamically and experimentally that InGaN will grow without 
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ndium was applied (too much 
indium 
ans that stacking faults and dislocations form more readily, 
reducin
ays, there is a balance; if the 
growth 
GaN would be extremely low.  Growth 
the formation of indium metal droplets between the temperatures of 500 and 900C.  The 
latter assumes the correct vapor phase composition of i
can also lead to indium droplet formation).  [43]   
At lower temperatures there is less indium and nitrogen desorption and higher 
compositions of indium in InGaN can be attained.  The latter is possible by the slower 
movement of atoms at low temperatures: if not given enough thermal activation energy to 
move to a lower energy (less strained) position in a set amount of time before the next 
layer is grown, the indium will be trapped in the material. Since indium is a much larger 
atom than gallium, staying in the crystal in the perfect wurtzitic structure induces a large 
amount of strain and is considered to be the higher energy configuration.  Unfortunately, 
at lower temperatures, not only is it possible to get higher indium content, but the 
material quality is also reduced for the same reason (low atomic mobility).  Lower 
mobility of atoms also me
g material quality. 
At higher temperatures the mobility of atoms increases, however the ability of 
indium to desorb also increases leading to a higher probability of forming nitrogen 
vacancies.  An attempt to trap indium atoms at the higher temperatures can be made by 
increasing the growth rate of the material.  Growth rate depends mostly on the flow of the 
gallium precursor and available active nitrogen.  As alw
rate is too fast surface roughness begins to occur. 
Carrier Gas.  Nitrogen gas was used as the carrier for TMIn and TEGa for 
InGaN growth.  Hydrogen tends to attack the nitrogen on high energy facets forming 
NH3 and consequently etching the facets.  Since nitrogen is already so volatile in InGaN, 
if hydrogen is used as the carrier gas, the GR of In
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would b
e the one that sustains high indium content in solid InGaN at higher 
tempera
  It has been shown that at lower pressures, indium incorporation is increased.  
[25] 
CHARACTERIZATION 
Atomic Force Microscopy 
first measurement made on a wafer.  
I used a Park System AFM XE-150 with silicon tips. 
e in competition with hydrogen etching.   
It has been calculated thermodynamically that a higher indium content can be 
sustained in InGaN at higher temperatures using N2 as a carrier gas.  [30] Without N2 as 
the carrier gas, nitrogen was etched and/or desorbs leaving behind liquid indium metal at 
the surface.  Higher temperature generally leads to higher crystal quality, so the preferred 
carrier gas will b
tures.     
Reactor Pressure.  The MOCVD used in this research can reach pressures 
between 5-1000mbar, though the minimum pressure used for growth was typically 
100mbar.  The basic high temperature (HT) GaN growth is performed at 300mbar on our 
reactor to get the optimal growth rate and crystal quality while reducing the number of 
parasitic reactions that occur in the gas phase.  Growing at lower pressure reduces the 
concentration of all gas phase molecules above the substrate which not only reduces 
parasitic reactions to improve film uniformity, but also reduces the number of atoms 
available for deposition.  However reducing pressure also increases the diffusivity of 
atoms. 
Atomic Force Microscopy (AFM) is a quick surface technique used to determine 
the density and average height of pillars.  AFM is the 
 
 
AFM works like this: a laser is pointed at a very thin silicon tip, the tip being 
positioned very near the surface of the sample.  The tip is vibrated at a frequency that 
gives the maximum signal for the particular tip.  The tip is scanned across the sample 
surface, the frequency of the tip changing based on its electrostatic interaction with the 
material underneath.  The forces cause dampening of the tip vibrational frequency.  The 
deflection of a laser from the tip into a photo detector provides a monitoring system for 
the frequency changes.   The frequency modulations give information about the relative 
height of features on the sample surface and their lateral dimensions.  Relative to TEM, 
AFM samples a much larger area, and hence gives a better statistical view of the pillar 
density.  AFM scan areas can range between 0.5x0.5um to 100x100um.  TEM is more 
useful for an accurate measure of the pillar diameter and height when viewed in plan-
view and cross section, respectively.  The accuracy of the AFM for determining pillar 
height and width is limited by the scan rate, the sensitivity of the piezoelectric stage 
controllers, the tip radius of curvature, and the density of pillars.   
Photoluminescence  
Photoluminescence (PL) is a quick way to measure the emission wavelength 
from the sample.  This wavelength can be correlated to the indium composition of an 
InGaN sample based on XRD measurements and simulation (discussed in the XRD 
section).  The assumptions made for XRD simulation do not apply to the InGaN pillars 
grown on Al2O3, but the simulation gives an approximation of the InGaN composition I 
could expect in the pillars.  I used a NanoMetrics RPM2000 PL mapper with 375nm cube 
laser and 400nm long pass filter, 11.6mW laser (1.5W/cm2) 0.25nm / pixel resolution, 
1mm slit width, and 300g/mm grating.   
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The penetration depth of the laser used to excite the sample can be calculated 
using the Beer-Lambert Law: 
I/I0 = exp(-μ x)     (9) 
where I/I0 is assumed to be 37%, defining the intensity at the extinction depth of a 
sample, μ is the absorption coefficient and x is the penetration depth.  The absorption 
coefficient of GaN vs photon energy is well documented.  For laser wavelength of 
375nm, the absorption coefficient is about 90,000 / cm.  Therefore the penetration depth 
of the 375nm laser is about 110nm.  This is about the height of most pillars I tested; 
therefore the entire depth of the pillars was probed by the PL laser.  For bulk samples, 
only the top 100nm of the bulk materials was measured. 
What is most helpful about the PL is this: assuming that the PL wavelength does 
correspond to some indium composition, I can match the PL wavelength of the pillars to 
the wavelength of the bulk to make sure I have about the same composition in both.  So, 
even if the absolute value of the indium composition is not exactly known, I at least know 
that the compositions match between pillars and bulk growth because their PL emission 
wavelengths are the same.  An assumption I are making is that the pillars do not alter the 
energy of InGaN by inducing a quantum confinement effect (as in nano wires, quantum 
dots, or quantum wells) or by strain.  Quantum confinement and strain could change the 
emission wavelength/energy of the sample even if the indium composition is the same.  I 
feel it is safe to make the assumption that the pillar wavelength is not affected by 
quantum confinement and strain since the pillars are large and relaxed.  Even though I do 
not know the exact composition of InGaN using PL, I can expect to be somewhere in the  
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ballpark of the derived composition of bulk InGaN (using PL calibrated to XRD curves).  
XRD may suggest I have 30% and I actually have 35% indium, for example.   
It should be noted that when devices are made, they do not necessarily target a 
certain composition of indium, but instead target a desired emission wavelength.  
Depending on growth conditions, device structure, and strain, different compositions 
could correspond to the same emission wavelength.  Even though I cannot get an accurate 
indium composition measurement from PL, I chose this tool as the monitor for 
composition because it is quick.   
The width of the PL intensity can indicate the range of indium compositions and 
defect states.  For a broad spectrum you might expect different indium compositions, 
each emitting at slightly different wavelengths, therefore forming a convoluted peak that 
appears to be very broad or a peak with a shoulder(s) on it.  A broad peak could also 
indicate poor material quality.  Defect energy states that might be formed in the material 
could give signals near the primary peak making it seem broader.  Film quality that seems 
questionable by PL can be corroborated by TEM. 
Transmission Electron Microscopy  
Transmission Electron Microscopy (TEM) is used to observe material structure 
down to the atomic scale.  An electron beam is used to impinge a very thin sample.  The 
interaction of the beam with the atoms of the structure produces a diffracted image or a 
diffraction pattern (depending on the location of the viewing plane) representative of the 
crystal.  In low-magnification, a bright field or dark field image can be obtained.  A 
bright field image shows all diffracted intensity from the sample.  A dark field image  
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shows the intensity from only one particular set of diffraction conditions, chosen by the 
tilt of the crystal relative to zone axis.   
I used a JEOL 4000FX TEM with 400kV filament electron gun.  Sample 
preparation followed the following steps: cut the samples with a diamond blade making a 
“sample sandwich” that consisted of two pieces with perpendicular orientations (so that 
both 1-100 and 11-20 zone axis’ Were easily accessible by the 12 degree tilt sample stage 
of the microscope).  The samples Were then double-side polished with diamond lapping 
paper (30um to 1um grit size).  The samples Were dimpled using first a diamond wheel, 
then diamond paste (6um to 1um grit).  The samples Were mounted on a copper disk and 
remaining wax dissolved with acetone.  Finally the samples Were ion milled with argon 
gas.  I found that 25kx magnification worked best for weak beam dark field images.  For 
high resolution images I typically used 500-600kX. 
Low-magnification bright field TEM is useful for verifying the heights of the 
pillars (in cross section) and the separation between them (in cross section and plan 
view).  Cross section shows only about 5um of material at best, so it is not a statistical 
technique.   In plan view a larger area of sample can be observed so pillar density can be 
ascertained and compared to AFM results.  Really, however, AFM which can scan up to 
100um of sample in multiple different locations, is the most statistical way to verify pillar 
density.  Plan view is better than cross section TEM for pillar density determination, but 
both only look at a very small area of the sample.  The height of pillars is expected to 
much more accurate in TEM.  The height of pillars as determined by TEM can be used to 
calibrate AFM.  AFM is a much faster technique and once calibrated, can be used for the 
statistical observations needed between the samples of different pillar growth conditions.  
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TEM operated in dark field mode tilted in different directions from zone axis can 
show the types of linear and planar defects in the pillars and overgrowth.  These defects 
are defined by their line and Burgers directions.  For wurtzite materials, the typical 
defects that are seen in dark field mode include perfect dislocations of edge 1/3 <11-20>, 
screw [0001], and mixed 1/3<11-20> type.   The g.b criterion is used to determine the 
Burgers vector of dislocations observed.  [61] The g vector is the direction of tilt away 
from zone axis.  Defect vectors that have any component in the same direction as the 
direction of tilt will show intensity in the real space image.  If the dot product of the tilt 
direction and Burgers vector is zero, then the two directions are perpendicular to each 
other and the dislocation will not be observed under those tilt conditions.  The line 
directions for both edge and screw dislocations are in the <0001> direction.  However, 
screw dislocations are strained/displaced in the <0001> direction and edge dislocations 
are strained/displaced in the <11-20> direction.  Therefore, following g.b criterion, tilting 
in the <0001> direction will show screw dislocations and mixed dislocations, but not 
edge dislocations.  Tilting in the <11-20> direction will show edge and mixed, but not 
screw dislocations.   
High angle annular dark field (HAADF) TEM can be used to see mass contrast in 
the samples.  In HAADF, electrons diffracted at only high angles are detected (by a 
special detector).  Higher mass atoms (i.e. indium in the InGaN matrix) diffract the 
electron beam at a higher angle and appear brighter in the image.  HAADF can be used in 
combination with spectrometry (electron energy loss spectrometry) to determine if the 
bright regions do in fact correspond to indium-rich regions.  Elements can be identified 
accurately by the energy of the electrons that they divert away from the primary  beam.        
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High-resolution Transmission Electron Microscopy (HRTEM) (i.e. bright field 
mode at high magnification) can be used to determine the structure of the pillars and bulk 
overgrowth (in the case wurtzite vs. zincblende).  The projection of atomic positions 
observed at high magnification shows their stacking sequence. 
At high magnification I have the capability to identify misfit dislocations with the 
help of TEM software.  I used the software to perform a Fourier transform (FFT) of the 
high magnification image to convert the image into a reciprocal space diffraction map.  I 
then did inverse FFT of a particular plane of interest chosen in the reciprocal space map 
to produce an image again.  By choosing prismatic planes perpendicular to the growth 
interface for this FFT/IFFT process, I can see if there are misfit dislocations in the pillars.  
The misfit dislocations will always have an edge character to accommodate lateral misfit 
strain; therefore I observe the misfit dislocations as extra half-planes confined at/near the 
high-strain interface.  The separation (i.e. density) of misfit dislocations will indicate the 
degree of relaxation of the epitaxy material.   
A diffraction pattern can be seen in TEM by positioning the viewing plane such 
that it intersects the crossover point of the diffracted signal coming from the sample.  
This diffracted pattern is the Fourier transform of the real space image.  Bright spots seen 
in the diffraction pattern correspond to certain families of planes of atoms in real space.  
Planes of the same family diffract at the same wavelength, i.e. coherently.  Coherent 
waves are observed as high intensity spots in the diffraction pattern.  The separation 
between families of planes (diffraction spots) is inversely proportional to their separation 
distance in real space.  The diffraction pattern can be used to determine if the crystal is 
ordered, misoriented, or has phase separation. 
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If the crystal is ordered, then the distance between periodic repetitions will 
increase by some integer multiple.  For example, if Indium tends to occupy every other 
site as opposed to being randomly distributed in the lattice, then the distance between 
repeat units in the crystal doubles.  The doubling observed in real space would become a 
halving of periodicity in reciprocal space.  Allowed crystal reflections for wurtzite are 
well documented.  Comparing the ratios of distances between allowed reflections will 
give information about whether periodicity has changed from that of a randomly 
distributed wurtzite lattice.  For example, the [0001] reflection is not an allowed 
reflection in non-ordered wurtzite ([0002] is allowed).  However, ordered wurtzite along 
the <0001> direction would show intensity in the [0001] diffracted position. 
Misorientation of crystals can be observed by diffraction pattern “smearing.”  If 
diffracted spots are extended on either side, the extensions maintaining their separation 
from the 000 diffracted spot, then they represent rotation of crystals relative to each other 
in real space.  The radial line from the 000 spot to the diffracted spot center can be 
compared to the radial line of the 000 spot to the extended intensity of the diffracted spot.  
The angle between these two radial lines will give the angle of rotation between crystals 
that otherwise have the same structure. 
If the material is phase separated, this will be observed by satellite peaks 
observed in the diffraction pattern.  The main diffraction spot will be extended in the 
direction that phase separation occurs.  The main diffracted spot has a distance from the 
000 position that is characteristic of a particular bulk composition (i.e. lattice parameter 
associated with that bulk composition).  Phase separation is the local deviation of bulk 
composition/lattice spacing.  For InGaN, phase separation results in local regions of 
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higher indium content.  Satellite peaks reflect this composition change and the direction 
in which the composition change occurs.  The distance between the primary diffracted 
peak center and the center of the satellites can give a relative idea of the separation 
between phase separated regions.  [47] This is the wavelength of composition 
modulation.  It has been demonstrated that higher indium compositions in the bulk result 
in closer-spaced phase separated regions.   
RESULTS 
Pillar Height and Density 
In order to maximize pillar height and density, and account for the interactions of 
variables, I varied pressure and ammonia of the pillars simultaneously in a simple 3x3 
matrix, Table 2.  NH3 was varied from 200 to 745 sccm and pressure was varied from 
375 to 750mbar.  The results of the matrix are presented in Figures 7 and 8.  These results 
include AFM measurements of density and height as well as photoluminescence 
measurements of pillar peak wavelength (indicative of indium incorporation).   
Overall I found that the tallest pillars were grown at 200sccm ammonia and 500 
torr.  The most dense pillars were grown at 745sccm ammonia and 375 torr.  Looking at 
the matrix alone, it would seem that pillars are more dense as ammonia increases and 
pressure decreases.  Generally, pillars are taller as ammonia decreases and pressure 
increases.   
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Table 2. 
Pressure vs. ammonia conditions used to optimize height and density of pillars. 
 Ammonia 
Pressure 200 sccm 325 sccm 745 sccm
375 Torr 110315H 101026H 101025H 
500 Torr 110318H 110322H 110421H 
750 Torr 101104H 11102H 110419H 
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Figure 7.  Pillar density, height, volume, and indium wavelength vs. pressure at three 
different ammonia flows. 
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Figure 8.  Pillar density, height, volume, and indium wavelength vs. ammonia flow at 
three different pressures. 
Indium Incorporation 
The pillars with the optimized height and density were grown at a pressure of 375 
torr and low ammonia flow of 325sccm.  Having chosen the pillars that had the best 
combination of height and density, I grew pillars using these conditions, but varying 
indium incorporation by changing temperature.  The temperatures required to get 400, 
440, and 520nm wavelengths, respectively, were 945C, 888C, and 800C as shown  
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in Figure 8.  The wavelength tracked was of the primary peak observed for each sample.  
As will be shown later, I found multiple peaks by PL. 
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Figure 9.  PL wavelength vs. Temperature. 
The next results are all observed by TEM.  A summary of samples tested by 
TEM are presented below in Table 3.  Facets, misfit dislocations, threading dislocations, 
stacking faults, phase separation, and coalescence are all observed. 
Table 3.  A summary of samples tested by TEM 
Sample # Growth type PL wavelength est. %In
110616H pillars 400nm 11%
101026T pillars 440nm 16%
110528M pillars 530nm 28%
110725D pillars + coalescence 400nm 11%
110621H pillars + coalescence 440nm 16%
110725H pillars + coalescence 530nm 28%  
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Facets 
The pillars that I observed in TEM had a combination of pyramidal and prismatic 
facets as shown in Figure 10.  The zone axis used for observation of facets angles was 
[11-20].  Measuring the angles of the facets yields the following values: ~20, ~35, ~40, 
~55, and ~60 degrees.  The angle between the 0002 plane and (10-11) or  (11-22) facets 
is ~58 degrees.  Giving room for error in angle measurements, the measured values of 
~55 and ~60 degrees could match to the expected angles for the (10-11) and (11-22) 
facets.  The 40 degree angle could correspond to the (10-12) facet.  The 20 and 35 degree 
facets could possibly both correspond to (1-103) where the expected angle is 28 degrees.  
There may be error in measurements, especially for smaller pillars which have less of an 
edge to make good measurements. 
 
Figure 10.  Pillars from sample 101026T (16% indium) with facets that are representative 
of all pillar samples tested. 
 Samples with pillars and 30 minutes of coalescence were also observed, Figure 
11.  The measured facet angles on the [11-20] zone axis for the 16% indium sample with 
coalescence were: ~30, ~40, and ~60 degrees.  These angles could correspond to the {10-
13}, {10-12}, and {10-11} facets, respectively.   
 
47 
 
 
 
  
Figure 11.  Sample 110621H (16% indium, pillars and coalescence). 
Misfit dislocations 
Misfit dislocations were observed at the interface between InGaN and sapphire.  
The zone axis was [11-20] such that the observed planes were (1-100) with a larger 
spacing than between (11-20) planes making it easier to get high resolution images.  For a 
sample that had PL wavelength of about 424nm (estimated %In ~13.8%), the measured 
average distance between misfit dislocations was ~ 7*dAl2O3  which is ~29 Å where dAl2O3 
is the interplanar spacing of sapphire (10-10) planes.  An InGaN sample at 13.8%In 
would be expected to have an average distance between misfit dislocations of about 23 Å.  
Therefore the lattice is about 80% relaxed.  Samples of ~400, ~440, and ~530 nm 
wavelength (estimated 11%, 16%, and 28% indium, respectively) were also measured.  
The measured separation distances between misfit dislocations were ~33, ~29, and 25 Å, 
respectively.  The expected separation distances between misfit dislocations were ~24, 
~23, and 21 Å, respectively.  The first observation is that, as expected, the misfit 
dislocation separation decreases as %In is increased.  Also, as the indium composition 
increases, the percentage of relaxation increases.  The 11, 16, and 28% indium samples 
are 71, 79, and 85% relaxed, respectively.  The inverse Fourier transform images for all 
samples mentioned above are shown in figures 12, 13, 14, 15. 
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Figure 12.  Misfit dislocations formed at the interface of sapphire and ~11%In InGaN. 
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Figure 13.  Misfit dislocations formed at the interface of sapphire and ~14%In InGaN. 
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Figure 14.  Misfit dislocations formed at the interface of sapphire and ~16%In InGaN 
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Figure 15.  Misfit dislocations formed at the interface of sapphire and ~28%In InGaN 
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There is a lot of room for error in these calculations.  First of all, I am assuming a 
composition of indium based on the correlation between PL wavelength and %In by 
using Vegard’s law with an approximate bowing parameter of ~0.6eV.  Also, depending 
on the quality of the high resolution images, misfit dislocations may appear to be present 
when they are not and v.s.  Despite the error, it seems clear that 100% relaxation did not 
occur as expected at the interface of InGaN and sapphire, assuming that the same 
composition of indium persists in the entire layer.  This is not likely true, as will be 
discussed later. 
I did not observe misfit dislocations elsewhere in the bulk.  For two high quality 
HRTEM images (corresponding to 14% and 16% indium) there did not seem to be any 
misfit dislocations beyond the interface.  For lower quality images (corresponding to 8% 
and 28% indium) there may appear to be misfit dislocations beyond the interface.  
However, due to the quality of these images, they cannot be trusted. 
Threading dislocations 
Threading dislocations were observed in the pillars with about 11% indium 
composition (sample 110725D) most clearly.  For area 1 (Figure 16), the g-vectors of 
[11-20] and [0002] were compared to each other.  For area 2 (Figure 17), zone axes of 
[10-10] and [0002] were compared to each other.   
a  
 
b  
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Figure 16.  Weak Beam dark field of area 1 for sample 110725D where g = [11-20] for a. 
and g = [0002] for b. 
a  
 
b  
 
Figure 17.  Weak Beam dark field of area 2 for sample 110725D where g = [10-10] for a. 
and g = [0002] for b. 
I see from sample 110725D that there are primarily screw type dislocations, 
having a density of about 1-2E10/cm2, visible only in the [0002] orientation.  
Dislocations which appear when both the [0002] and the <1-100> or <11-20> planes are 
excited are mixed type with density of about 2-5E9/cm2.  Finally, the density of pure 
edge type dislocations (which are not seen at all in the <0002> condition) was difficult to 
determine.  It seems all of the dislocations observed in <1-100> or <11-20> g-vector 
conditions had a corresponding strain contrast in the [0002] image.  For all of these weak 
beam dark field observations, results could be skewed since there is still high strain in the 
pillars and the misfit strain in the <1-100> and <11-20> directions competes with the 
dislocation strain in the same directions.        
I did not observe systematic dislocation bending towards side facets.  There were 
a few bent dislocations, but this is typical for the initial growth layers of GaN and 
sapphire.  There was not a large influence of pillar side walls on dislocation bending. 
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Stacking faults 
Stacking faults were observed in all samples by weak beam dark field after the 
first coalescence step on pillars when <1-100> planes were excited (in the [11-20] zone 
axis).  It seems there are more stacking faults in the 28% indium sample as compared to 
the 11% indium sample, which could be expected due to higher strain of the 28% sample.   
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Figure 18.  Stacking faults observed for g = [01-10] of sample 110725D (11% indium). 
 
Figure 19.  Stacking faults observed for g = [01-10] of sample 110621H (16% indium). 
 
Figure 20.  Stacking faults observed for g = [01-10] of sample 110725H (28% indium). 
High resolution TEM images show stacking faults at the interface of  many 
pillars.  Figure 21 is an example of one such image of an interfacial stacking fault for 
sample 110725D.  This is representative of all other samples as well. 
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Figure 21.  Stacking faults at the interface of InGaN and sapphire for sample 110725D.   
Phase separation 
Phase separation was not observed as expected.  Plan view images were taken for 
samples with 11% and 28% indium with pillars and 30 minutes of coalescence, and the 
diffraction patterns show strong double diffraction.  Figure 22 shows the double 
diffraction from the 11% indium sample.  It is difficult to interpret from these double-
diffracted images if there is phase separation or not.   
 
Figure 22.  Diffraction pattern of the [0002] zone axis for sample 110725D with 11% 
indium, pillar and 30minutes coalescence time.   
 
 
For the 16% indium sample with pillars only, the diffraction pattern was 
observed with weak double diffraction, Figure 23.  In this sample the diffraction spots 
seem symmetric which would imply phase separation has not occurred.  
 
 
 
 
 
 
 
Figure 23.  Diffraction pattern of the [0002] zone axis for sample 101026T with 16% 
indium, pillars only. 
It is possible that phase separation and ordering are competing mechanisms. [47]  
High growth rate and facets promote ordering.  Both are present in the pillar growth.  
However, ordering is not observed for any of the samples tested.  The [01-10] zone axis 
can show ordering without concern of double diffraction effects; the [0001] diffraction 
spot will not appear due to double diffraction, only due to ordering.  Since this [0001] 
spot does not show up, ordering is not shown to occur.   
Comparing the photoluminescence spectra of different samples, Figure 24, it 
seems that phase separation does occur, despite the results of the TEM diffraction pattern.   
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a b  
c  
Figure 24.  PL spectra for the a) 11%, b) 16%, and c) 28% indium samples. 
For the sample with ~400 nm peak wavelength, there is a primary peak observed by PL, 
however there is a peak-tail on the high-wavelength side that likely corresponds to a 
phase separated indium-rich region.  Also, a peak at 805nm is observed which would 
correspond to 58% indium if it is in fact from the pillars.  For the sample with ~440nm 
peak wavelength, a primary peak is identified with a broad FWHM.  A peak at 862nm is 
seen as well which could possibly correspond to 63% indium.  For the sample with ~ 530 
nm wavelength, two primary peaks are observed, the second primary having half the 
intensity of the 530nm peak and occurring at ~400nm.  Very high wavelength peaks 
occur as well in the spectra of the 16%indium sample: 798 and 1063nm, possibly 
corresponding to 58 and 68% indium, respectively.  The FWHM of the 400, 440, and 530 
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peaks for three different samples, respectively are 20nm, 56nm, and 85nm.  A broader 
FWHM could also be an indication of an indium composition distribution in the layers 
and follows the correct trend (increasing FWHM with increasing %In of the primary 
peak).  The intensity of most secondary peaks in these spectra are low and perhaps this 
helps explain why the composition fluctuations are not observed in TEM diffraction 
patterns.  The 400nm peak that accompanies the 530nm peak in the 16% indium sample, 
however, is half the intensity of the 530nm peak, and I would expect to see contrast in a 
diffraction pattern.   
It seems from PL that unmixing of indium and gallium on the cation sublattice 
must be occurring (either by phase separation, composition pulling, or preferred 
nucleation on certain lower-energy sites).  Diffraction patterns do not seem to be the best 
way to observe phase separation in this research (possibly due to weak signal of indium 
rich regions relative to bulk, double diffraction effects, and the difficulty of selecting 
single pillars without also selecting sapphire).  To better observe indium-rich regions by 
TEM imaging, without contrast interference from strained regions (i.e. bulk residual 
strain and strain around dislocations and stacking faults), high-angle annular dark field 
(HAADF) images were taken of the sample 110725H, with ~ 530nm wavelength i.e. 
~28% indium.  The resulting images are shown in Figure 25.  Bright regions correspond 
to higher indium compositions.  The bright regions are shown on pyramidal facets and at 
stacking faults implying higher indium incorporation at these regions.  An EELS image 
was also taken on one pyramidal facet, Figure 26, to prove that indium was in fact higher 
at these facets.  Following the gallium signal, it was shown that the pyramidal facet 
observed was gallium poor implying an indium-rich region. 
57 
 
 
 
  
 
 
 
 50nm 100nmAl2O3Al2O3
Pillar facets
Stacking Faults
Figure 25.  HAADF TEM image of sample 110725H (~530nm peak wavelength, ~28% 
indium) 
Ga Signal Image
Sample Area
 
 
 
 
 
 
 
 
Figure 26.  TEM EELS image showing regions that are gallium-poor (i.e. indium-rich). 
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Coalescence on pillars 
On top of the pillars I grew bulk InGaN.  I grew first for 30 minutes to observe 
the coalescence of pillars.  The overgrowth pressure and ammonia conditions were 
chosen to be the opposite of the pillar conditions; I increased ammonia flow to 6000sccm 
and reduced pressure to 200 torr.  The high V/III ratio and low pressure conditions are 
typical for bulk growth to give good lateral growth.  The conditions seemed to work well 
on the pillars, as observed in Figure 27, so I kept these conditions. It seems that no matter 
what facets the pillars had (a mixture of prismatic and pyramidal), during the coalescence 
growth the pyramidal facets were preferred.  This makes sense because nitrogen 
stabilizes the pyramidal facets and the amount of ammonia is about twenty times higher 
than for the pillar growth. It also appears that voids are maintained between pillars during 
coalescence, which was my target.  This would suggest that the height and density of 
pillars is suitable to support lateral growth on top. 
 
Figure 27.  Bright field TEM image demonstrating 30 minutes of coalescence of ~14% 
indium InGaN on top of ~14% indium pillars. 
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DISCUSSION 
Pillar Height and Density 
 At all pressures, as ammonia changes, there is a large height delta that has a 
consistent trend of decreasing with increasing ammonia.  The dependence of pillar height 
with ammonia flow can be explained by surface occupation.  When the surface is more 
saturated with nitrogen, metal adatoms have fewer free-sites to move to, therefore their 
diffusion is limited, as is pillar height.  As ammonia is reduced, metal atoms can diffuse 
over larger distances to lower energy positions, i.e. to more stable, larger nuclei that have 
already formed.  The trend of decreasing pillar height with increasing ammonia is not 
linear, and the non linearity is more pronounced at higher pressures.  There must be an 
interaction between ammonia and pressure that reduces pillar height.  I can expect that 
pillars will be shorter if the amount of precursor reaching the surface is reduced.  It is 
known that at high temperatures, as pressure and ammonia increase, parasitic reactions 
can occur, causing sources to interact in the gas phase, preventing them from reacting at 
the surface where they can contribute to growth.  It is also known that increasing pressure 
will reduce the diffusivity of gasses through the boundary layer, thus limiting the 
precursor availability at the substrate surface.  Both interactions between pressure and 
ammonia are feasible explanations for the non-linearity of the height vs. ammonia curves 
at different pressures. 
The largest response of pillar density to ammonia occurs at the lowest pressure 
(375 mbar): as ammonia increases, density increases.  At low pressure the diffusivity of 
atoms to the surface is high (diffusivity is inversely proportional to pressure).  In this case 
of high diffusivity, the density is only limited by the amount of active nitrogen available.  
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So, as ammonia increases, the surface becomes more saturated with active nitrogen and 
density increases.  For all of these experiments, a constant flow of metal organic 
precursors were flown.  For a constant amount of metal, but with increasing nitrogen 
surface saturation, the metal atoms do not have to travel so far to form stable nitride 
bonds and nuclei.  Therefore, the density of pillars increases with ammonia flow.  At 
higher pressures (500 and 750 mbar) the trend of increasing density at higher ammonia 
flows still exists, though with reduced severity (in fact it may seem stability is reached).  
At higher pressures a competition is formed between available nitrogen and the inability 
of atoms to reach the surface since their diffusivity is reduced through the boundary layer 
by the higher pressure.  As mentioned previously, there is the also the possibility that gas 
phase reactions (adducts) reduce the amount of available source gasses at the substrate 
thereby reducing the density.   
Looking at the dependence of pillar density and height on pressure for constant 
ammonia flows confirms the same findings observed above.  In terms of height, what 
becomes more obvious, however, is that the pillar height has a weak dependence on 
pressure.  As for density, at high ammonia flow, pillar density decreases as pressure 
increases.  Again this makes sense when considering that parasitic reactions and 
diffusivity become limiting factors at higher pressures.  The largest response of density 
with pressure occurs for high ammonia flows because the availability of ammonia is 
limiting.  Without enough ammonia, no matter how much pressure changes, the density 
will not vary much.  Likewise, no matter how much ammonia is changed, if atoms cannot 
make it to the surface at a fast enough rate, density will not change much.  Therefore, in  
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the case of density vs. ammonia, the largest response was at low pressure (where 
diffusivity of atoms to the surface was not limiting). 
Indium incorporation 
 In figures 7 and 8 I tracked the peak wavelength of the pillars as opposed to the 
indium compositions.  For bulk InGaN, curves of wavelength vs. %In by XRD, SIMS, or 
RBS have been obtained.  For pillars, however, the samples are too rough for accurate 
SIMS or RBS analysis.  And XRD lattice parameters that are measured cannot be related 
directly to composition because peaks observed could either indicate indium composition 
of a particular hkl plane, or could be diffraction from a different plane altogether.  For the 
purpose of this research, it was enough to say that we had relatively higher values of 
indium content in the pillars at different conditions.  I know that 530nm wavelength 
(green) devices typically require ~30% indium and 450nm devices (blue) typically 
require ~15%In. 
In general, the incorporation of indium is dependent on how well it is held at the 
surface.  Indium nitride has a weaker bond than GaN.  Not only that, but because of 
mismatch strain to the substrate (which is larger for InN than GaN), the weak bond is 
made even weaker by the strain.  Attempts to increase indium incorporation should 
involve reducing volatility of the atoms or growing faster than the rate of desorption of 
indium atoms.  It is known that temperature greatly affects indium incorporation.  At 
higher temperatures, indium atoms have more energy to break bonds and volatize, 
therefore at higher temperatures less indium is incorporated.  Also, increasing gallium 
flow increases indium incorporation because growth rate is increased which “traps” 
indium atoms before they have time to volatize.  In this research, the effect of ammonia, 
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pressure, and indium flow on indium incorporation were observed, the effect of 
temperature and gallium flow being already well documented. 
 Interestingly, the trends of indium incorporation vs. pressure and ammonia 
followed the trends of density very well.  Therefore it can be expected that the 
mechanisms are similar.  As ammonia increased, indium composition increased.  As 
more active nitrogen is available (at higher NH3 flows), indium adatoms have a greater 
chance of finding active nitrogen to form a stable bond, reducing desorption and 
increasing pillar indium concentration.  At higher pressures, the inability of atoms to 
reach the surface due to lower diffusivity through the boundary layer competes with the 
higher ammonia values.  Therefore a stable indium concentration is reached.  As pressure 
increased (at constant ammonia flow), indium composition in the pillars decreased, as 
explained above by the reduced ability of atoms to reach the surface.   
Facets 
At low ammonia flows, I expected the prismatic facets to be most stable since 
they are the lowest energy facets (have the fewest number of dangling bonds) and at low 
ammonia flows, I would expect there is not enough active nitrogen available to stabilize 
the prismatic (nitrogen-terminated) facets.  The fact that I still observe pyramidal facets, 
however, could be explained by several factors: temperature, pressure, and indium 
incorporation.  At lower temperature atoms have less mobility, therefore the extension of 
the (0002) surface area may not happen as quickly as vertical growth.  More importantly 
at low temperatures, the nitrogen atoms have a lower vapor pressure, therefore the 
pyramidal facet is more stable than at high temperatures.  As for pressure effects, higher 
pressure reduces nitrogen desorption, also helping to stabilize the pyramidal facets.  It is 
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also possible that the pyramidal facets are favored to reduce the energy of indium atoms 
in the pillars.  If an indium atom is removed from the bulk to a 10-11 surface site, the 
system energy is reduced.  Indium is able to form a bond with one or two nitrogen atoms 
as opposed to three, thereby allowing the bond length of In-N to increase, putting less 
strain on the InN.  [41]  There is likely a combination of all these factors at my chosen 
growth parameters since I see both pyramidal and prismatic facets in the pillars.   
The pyramidal facets observed along the [11-20] zone axis have multiple 
relationships to the (0002) basal plane.  The angles measured could correspond to (1-
101), (1-102), and (1-103) facets.  All of these facets are possible and each have different 
advantages.  The dominant facet of the 16% indium sample with coalescence is ~30 
degrees relative to the basal plane.  The 30 degree facet corresponds to the lowest energy 
facet, (1-103) (lowest energy based on the energy estimated from the number of dangling 
bonds alone).  The mid-energy facet, ~60 degrees relative to the basal plane, is (1-101).  
This is not the lowest energy, but it is nitrogen-polar and the growth conditions may favor 
stabilization of the nitrogen polar facet.  The highest energy facet of the three is (1-102) 
since it has a higher number of dangling bonds.  It is not clear why this facet would form.  
Pillar Defect Study  
Misfit Dislocations.  It was anticipated that most relaxation would occur at the 
interface of InGaN and sapphire since the %strain ranges between 16-20% for 0-30% 
indium incorporation.  It is shown that this did occur, relaxation on average being ~80%.  
To determine if the pillars are completely relaxed, a more rigorous STEM inspection 
would be needed.  First, I would need to determine the composition of a pillar along its 
height using STEM-EDX.  Then, by measuring the distance of atoms in a good quality, 
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high resolution TEM image and calibrating to the atomic separation of a known silicon 
sample, I could determine if the correct lattice parameter is attained for the particular 
composition of indium measured.  If my samples had been bulk samples, I would have 
been able to determine composition and relaxation by XRD.  However, by powder 
diffraction, I find a set of angles that could be from one of multiple different planes 
depending on the composition of indium.  The composition being unknown, I cannot 
assign a particular reflection to a particular plane.     
Starting at about 18-20% strain, and relaxing at the interface by ~70-85%, still 
leaves a residual strain of ~5, ~4, and ~3% for the 11, 16, and 28% indium samples, 
respectively.    There are multiple mechanisms that could help completely relax pillars 
after their initial relaxation at the interface.  My first proposal is that strain may be 
relieved elastically.  This is more possible in pillar samples (higher surface area) than in 
bulk material.  With so many free surfaces, bond lengths can stretch more easily into free 
space allowing atoms to yield to the force that indium incorporation imposes.  Though 
strain relaxation can happen this way, it is not likely to relieve completely such high 
residual strain as 3-5% that I observe in the pillars.  Strain is also relieved in the pillars by 
the glide of edge or mixed type threading dislocations.  Dislocation movement in the 
direction of shear stress can help relieve strain.  The density of mixed type dislocations 
was about 2-5E9/cm2, which is a relatively high value (typical of GaN grown on sapphire 
without optimization of the nucleation layers) and could certainly contribute to strain 
reduction by glide.   
Threading Dislocations.  It is interesting that the screw-type dislocation density 
is about five times higher than the density of mixed type dislocations.  Screw dislocations 
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do not contribute to lateral strain relaxation.  However, indirectly, lateral strain could 
contribute to the formation of c-type dislocations.  Point defects that are likely to 
accumulate at the highly strained interface of sapphire and InGaN may form Frank type 
stacking faults.  The disassociation of two Frank partial dislocations could form a screw 
type dislocation.  This mechanism was proposed by Narayanan (2001) [40]: 
½ [0001] + ½ [0001] = [0001]     (10) 
In Figure 21 it is clear that stacking faults form at the interface.  By weak beam 
dark field imaging, interfacial stacking faults are observed when the (1-100) planes are 
excited which would suggest the stacking faults are formed by growth accidents 
(Shockley type), not by accumulation of point defects (Frank type).  Therefore, another 
mechanism for the formation of c-type dislocation must be proposed; screw type 
dislocation formation can occur by growth on steps, “pits,” at the surface of sapphire.  
[36] 
The formation of perfect mixed-type dislocations can occur by the disassociation 
of Shockley and Frank type partials [40]: 
1/3 [1-100] + ½ [0001] = 1/6 [2-203]   (11)   
The spontaneous reaction of equation 11 is energetically neutral (the energy is the same 
on both sides).  However, due to the high interfacial strain driving force, the reaction is 
likely to occur.  When the perfect dislocation is formed, it can glide more easily in 
response to strain (relative to the stacking fault partials).  Again, I do not see stacking 
faults when g = [0002] which should mean that Frank faults are not present.  However, 
the proposed likely mechanisms for screw and mixed type dislocation formation depend 
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on the presence of Frank stacking faults.  I leave it as a possibility that strain contrast in 
the WBDF images makes it difficult to see Frank stacking faults that may be present.  
Alternatively, pits in the sapphire surface could lead to mixed type dislocations (as well 
as c-type mentioned earlier) [36].  I make one final proposition as well, that the formation 
of dislocations could be similar to the formation of stacking faults, without necessarily 
coming from the combination of partials bounding stacking faults. Depending on the 
growth conditions, physically adsorbed atoms could be trapped in the growing layers.  
These atoms, not having formed a strong chemical bond to the surface yet (for reasons of 
strain or time) would be only weakly attracted to atoms on the surface, but may form 
bonds with neighboring adsorbed atoms that help hold the atom in the layer in a 
metastable position.  The bond lengths around this atom would be different than the bulk 
producing a certain amount of strain as well.  This scenario does not reduce the total 
system energy, but instead may happen as an accident induced by the kinetics of the 
system, similar to the formation of Shockley type stacking faults which occur so readily 
in nitrides and in my pillars particularly.  Subsequent growth on the misplaced atom 
would continue to propagate the misplacement forming a dislocation.   
I did not observe dislocation bending in the pillars.  This is an unfortunate result 
since the quality of our overgrown bulk layers not only relies on reduced mismatch of 
pillars to bulk, but also reduced threading dislocation coming from the mismatched 
sapphire substrate.  It is possible that the dislocations did not bend for multiple reasons.   
First of all, in order to optimize the height and density of the pillars in my reactor while 
maintaining a desired composition of indium, I had to grow at a fast rate and at low 
temperature.  In such conditions, mobility of atoms is reduced and dislocation glide is 
more difficult.  Also, point defects, like vacancies that are required for dislocation climb, 
67 
 
 
 
which dislocations require for bending, may have not had enough time or energy to 
diffuse to the dislocations.  It is also possible that the dislocations did not come close 
enough to the pyramidal facets to induce bending to a free surface.  Perhaps if the pillars 
had been narrower, it would have put the facets closer to the threading dislocations and 
induced bending.     
Stacking Faults.  Stacking faults are observed for pillars with a 30 minute 
coalescence step.  (TEM of only pillars without coalesced material on top resulted in poor 
weak beam dark field resolution.  The intensity of the small amount of material was too 
low, making it difficult to get a signal under weak beam conditions).  Stacking faults are 
observed in the pillars and in the coalescence material as well.  Stacking faults seem to 
occur at random (with the exception of stacking faults observed consistently at the 
interface of sapphire and InGaN).   
The formation of Shockley type stacking faults is facilitated by strain, fast 
growth rate, low temperature, and in general reduced mobility of atoms.  All of these 
conditions were met during the pillar growth, and three of these conditions were met for 
the coalescence growth.   
It is possible that the growth rate was sped up even further as pillars formed; after 
atoms from mis-oriented pillars evaporated, they could be contributed to the growth of 
more energetically-favored pillars (Oswald ripening).  This is a likely scenario since I 
observe by the plan view diffraction pattern of pillars that very little mis-orientation is 
present.  In fifteen minutes it seems self-selectivity of pillar orientation has occurred.  
This can be expected and compared to island nucleation studies for GaN growth on 
sapphire.  [REF, Lorenz] 
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Phase Separation   
Based on the InGaN phase diagram [55], I would expect to have phase separation 
for the 530nm wavelength sample, the possibility of phase separation for the 440nm 
sample (depending on the nucleation driving force and diffusivity of atoms during cool-
down), and no phase separation for the ~400nm wavelength sample.  The low wavelength 
sample was grown at higher T, putting it further from the miscibility gap.  The higher 
wavelength sample was grown at ~800C and has ~28% indium, putting it in the spinodal 
region.  Based on the phase diagram, it seems 28% should not be possible at 800C.  
Instead, ~20% and 80% indium is expected in phase separated regions.  A peak for 80% 
indium would occur at ~1100nm.  In fact, a peak at ~1070nm with low intensity was 
observed for the 28% indium sample.  And, the primary peak at 530nm is very broad (the 
wavelength defining the minimum of the FWHM being ~500nm, i.e. ~24%In).  This 
gives the possibility that phase separation did occur, yielding ~20% and ~80% indium 
regions.  However, limited by diffusivity, full phase separation of the material did not 
occur, and the original composition of ~28% remained the primary composition.  It is 
interesting that lower temperature is required to grow a higher %In sample, however at 
lower temperature mobility is reduced.  This makes it more difficult for the atoms of the 
high %In sample to diffuse, competing with phase separation that would be expected of 
the high %In sample.  A full review of the complexity of InGaN phase separation is given 
by Stringfellow (2010) [55]. 
It was difficult to grow a sample with less than 400nm wavelength (~11% 
indium).  The inability to grow less than 11% indium was not expected.  Between the 
temperatures of 735 and 940, the trend of wavelength vs. temperature was about 17nm 
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for every 20 degrees C.  When I increased the temperature by 30 degrees, from 940 to 
970C, however, the wavelength stayed constant at ~400nm.  If not temperature limited, I 
thought perhaps the indium incorporation was growth rate limited, so I reduced the TEG 
flow by half; still the wavelength was 400nm.  I have already demonstrated the 
dependence of %In on NH3 flow, so perhaps if I reduced the ammonia while at 940C I 
would reduce the indium composition below 11%.  However, since ammonia was key for 
obtaining the right height and density of pillars, I was not willing to reduce the ammonia 
for lower indium composition.  In bulk InGaN, this strong dependence of indium 
incorporation on temperature is not the same as what I observe in this research.  In bulk, 
as temperature increases, indium continuously decreases.   
Perhaps the lower limit of indium has to do with the pyramidal facets in my pillar 
growth.  The pyramidal facets help incorporate more indium (as observed in the HAADF 
image and EELS analysis, Figures 25 and 26).  As I increase temperature, I increase the 
ability of atoms to desorb, so I would expect less indium, however the pyramidal facets 
may have such a strong sticking coefficient that indium at a certain composition is 
maintained, determined by the surface saturation of the facets.  Of course, the high 
pressure conditions of the pillars should not be ignored either, helping to compete with 
the desorption of indium as well.  Ammonia may also dominantly affect the %In 
incorporated at the facets.  Indium will not stick to a surface without sufficient nitrogen.  
It seems the incorporation of indium at facets may have more to do with the ability to get 
precursor to the facets from the gas phase, not the mobility of indium atoms on the 
surface to the facets.  Otherwise temperature would have more of an effect on 
incorporation.   
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By HAADF I also observed a higher %In at the stacking faults.  The high indium 
is likely the cause of the stacking faults, not the result.  Indium has low mobility, even 
lower at low temperatures.  The immobility of indium likely initiated growth faults.  
There is not expected to be any real driving force for indium segregation at a stacking 
fault relative to the regularly stacked lattice; there is no anticipated strain reduction at the 
stacking faults (the lattice spacing, therefore the mismatch is the same as the non-faulted 
region, just the stacking is different).  However, if indium atoms do happen to collect by 
accident or limited diffusivity, forming a growth fault, the like-like bonds of the now-
indium-rich region may reduce the local energy in a similar way that phase separated 
regions would.   
I do not expect phase separation for the 11% sample grown at ~940C, yet still I 
observe a peak at 805nm.  So, it seems probable that phase separation is not causing the 
peaks observed in all samples between 798-862nm.  The secondary PL peaks observed in 
all samples at high wavelength (798-862nm) corresponding to ~58-63% indium could 
possibly be due to the higher amount of indium at the stacking faults.  Alternatively, the 
facets could incorporate ~60% indium.  Considering the low intensity of the peaks 
between 798-862nm, I would expect these to correspond to high indium at stacking 
faults, not facets.  The partials that bound the stacking faults could be a source of non-
radiative recombination, reducing emission from the indium rich regions.  The facets, 
however, are not directly linked to defects and are likely to emit at higher intensity.   
It should be noted that in the HAADF TEM images, I did not observe mass-
contrast bands as I would have expected for a phase separated sample.  [47]  Based on PL 
of the ~28% sample, there is a peak that could correspond to a phase-separated 
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composition of ~80% indium.  This indium rich region in the pillars with coalesced 
growth on top is not apparent as it should be when phase separation is present.  This 
being the case, it could be that the peak at ~80% indium corresponds to high indium at 
faults or facets specifically in the 28% indium sample, and is not in fact correlated to 
phase separation at all.  I cannot prove by chemical EEL analysis that phase separation is 
occurring since I cannot find clear indication of phase-separated regions by mass contrast 
or by TEM diffraction.   
Coalescence on Pillars  
I found that voids between pillars were maintained during overgrowth.  This 
seems more obvious in the low-magnification bright field image (Figure 27) than in the 
weak beam dark field images (Figures 16 through 20).  Since dislocations were not 
observed to bend in the pillar, the fact that the pillar side facets are maintained as free 
surfaces does not seem quite as important.     
I found that the overall height after coalescence was about 300nm; this is 
~200nm taller than the pillars themselves.  The growth conditions were set to favor 
lateral growth, but total flow was increased (TEG also) and the time was doubled, so 
vertical growth occurred as well.  Despite the fact that voids were maintained, it seems 
growth occurred on the side facets of pillars and on the tops of pillars.  Since atoms reach 
the tops of the pillars first, it is likely that growth occurs fastest at the tops of the pillars 
(while still occurring on the side facets at a slower rate).  Eventually coalescence is 
achieved blocking atoms from the pillar side walls and voids are maintained between 
pillars.   
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CONCLUSION 
The goal of this research was to reduce dislocations and strain in high indium 
content bulk InGaN to improve quality for optical devices.   I grew pillars as a template 
for bulk InGaN, these pillars having compositions that matched the compositions of their 
respective, targeted bulk compositions.  I anticipated that the pillars would be completely 
relaxed since the mismatch between InGaN of 0-30% indium content and sapphire is 
about 16-20%.  However, I found that the pillars were only ~80% relaxed by misfit 
dislocations.  Further relaxation may have occurred elastically at the nearby-free surfaces 
of the InGaN pillar walls, though complete relaxation is not expected to occur elastically.  
Stacking faults were observed throughout the pillars and the coalescence layers and may 
correlate to an increase in the growth rate due to decomposition of smaller pillars, 
contributing growth material to the taller, more stable pillars.  Low atom mobility due to 
growth conditions likely contributed to the formation of stacking faults and threading 
dislocations as well.  The density of mixed type threading dislocations was ~2-5E9/cm2 
and screw type was ~ 1-2E10/cm2.  I anticipated that the threading dislocations that did 
form would be bent towards the side facets of the pillars.  This was not observed.  The 
highly vertical growth conditions that we used for pillars did not facilitate dislocation 
bending.  The pillar facets were not close enough to the threading dislocations to induce 
bending.  Facets of multiple types were observed in the pillars, which indicate the growth 
was in a regime where competing mechanisms occurred and stabilized different facet 
types.  It was found by mass-contrast TEM imaging that a high amount of indium 
incorporates at facets and stacking faults.  The amount of indium was not quantified by 
TEM, but may correspond to constant peaks observed in photoluminescence of all 
samples correlating to ~11% and ~60% indium.  Phase separation was not apparent by 
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mass contrast imaging nor by TEM diffraction, though a peak at ~1100nm may 
correspond to the high-indium content composition of a phase separated material for the 
sample having a primary PL peak at ~530nm (~28%In, well within the coherent spinodal 
of an InGaN phase diagram). 
I would say in summary that many of the assumptions I had were not proven in 
this research: dislocations did not bend, phase separation was not clearly observed, pillars 
were not 100% relaxed.  However, I was able to show that coalescence could occur on 
top of the pillars (lacking much in smoothness, but coalesced none the less), while 
maintaining the free surfaces of at least some of the pillars.  I also correlated higher 
indium incorporation to facets and stacking faults which is an important point when 
growing a device and trying to control indium composition uniformity.  I still think the 
idea of this project makes sense, however I would suggest using a different growth 
system or substrate to better facilitate vertical structures with even higher density than I 
achieved in this work.  Perhaps one of the biggest challenges I anticipate with bulk 
InGaN growth on top of any three dimensional structure is the control of roughness; not 
only will device contacts be more difficult on a rough sample, but indium will 
incorporate differently on rough surface features. 
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FUTURE WORK 
In the future, it would be interesting to grow thick bulk InGaN on top of these pillars to 
determine if the threading dislocation density has been reduced by bending during the 
coalescence step.  This research focused primarily on the pillars themselves and the 
ability to coalesce. After growing the bulk InGaN, if it is proven that threading 
dislocations are reduced, then a device should be attempted on such bulk material.  This 
would be a way to demonstrate the improved efficiency of a device with high indium 
content and reduced dislocation density.  In order to grow a device, the smoothness of the 
bulk InGaN should be optimized. When bulk InGaN is grown, the quality of the bulk 
material can be determined by Hall measurement.  Resistivity and mobility values can be 
compared to bulk GaN and typical InGaN structures.  It is expected that mobility will be 
high and resistivity low, though likely still not as low as in the binary GaN system itself. 
 I think the concept of this research could be proven, but I would choose a 
different substrate: either silicon without a mask or silicon with a mask, the mask being 
nano-imprinted to facilitate the initiation of narrow pillars (or nanowires).  The key 
advantage of silicon is that an insitu mask can be created after an initial metal-seed layer 
is grown by flowing only ammonia.  The ammonia reacts with silicon in between the 
seeds forming silicon nitride.  Subsequent growth will primarily occur only on the seeds, 
since GaN and InGaN do not nucleate well on amorphous silicon nitride.  Masked silicon 
would give a much more uniform distribution of pillars/wires.  If wires are grown, I do 
not need to be concerned with dislocation bending at side facets, since dislocations are 
not energetically favored to form in nanowires.  Maintaining the free surfaces of the 
nanowires would still be important however to minimize strain of the bulk material 
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grown on top.  The disadvantage of growing on silicon is the external surface preparation 
needed before growth.  My lab was not equipped for this cleaning, so I did not pursue 
silicon.  To facilitate vertical growth needed for pillars and wires, I would suggest using a 
nitrogen plasma source instead of ammonia.  Hydrogen from the ammonia contributes to 
etching, competing with the growth rate which is already low for InGaN.  Finally, if it is 
possible to get a smoother sapphire surface such that faults are not formed due to steps at 
the surface, then I would suggest using this sapphire for growth.  An experiment using 
this hypothetical pit-free sapphire could help prove whether or not screw and mixed type 
threading dislocations observed in this work are primarily from the sapphire or from 
disassociation of partial dislocations bounding the stacking faults. 
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