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Pipe condition assessment is critical to avoid
breakages. Remote Field Eddy Current
(RFEC) is a commonly used technology to as-
sess the condition of pipes. The nature of this
technology induces some particular noise into
its measurements. In this paper, we develop
a 3D simulation based on the Finite Element
Analysis to study the properties of this noise.
Moreover, we propose a filtering process based
on a modified version of graph-cuts segmen-
tation method to remove the influence of this
noise. Simulated data together with an exper-
imental data-set obtained from a real RFEC
inspection show the validity of the proposed ap-
proach.
Keywords : Remote-field Eddy-current, Non-
Destructive Testing, Image Segmentation, Finite Ele-
ment Analysis.
1 Introduction
Inspection in pipelines used in water, oil and gas trans-
portation systems is critical to avoid leaks and breakages,
which can result in significant damage to the utilities
network infrastructure and adjacent properties, expen-
sive repair costs and cause major inconvenience to the
public.
Non-Destructive Testing (NDT) sensors are used to
estimate the condition along the pipeline. In-line tools
provided with this kind of sensors are used to inspect
large sections of the pipeline in one go. Examples of
NDT sensing techniques include acoustics that measure
time-of-flight [Bracken and Johnston, 2009], Magnetic
Flux Leakage (MFL) that measure variations in mag-
netic fields [Edwards and Palmer, B, 1986], and Remote-
Field Eddy-Current (RFEC) that measure both time-of-
flight and signal strength of a varying electromagnetic
field [Atherton, 1995].
Figure 1: Russell NDE Systems Inc. Sea-Snake in-line
tool used to detect pipeline corrosion, pitting, wall thin-
ning and graphitisation.
The RFEC (also known as Remote Field Technique)
has the capability of measuring the wall thickness of fer-
romagnetic pipes, as well as detecting and sizing flaws
therein. RFEC in-line tools, such as the one shown in
Figure 1, measure the “time of flight” (phase shift) and
the signal strength (amplitude) of a signal emitted by an
exciter coil and detected by an array of receivers. The
exciter field induces strong Eddy currents in the inner
walls of the pipe near the exciter. These currents pro-
duce their own magnetic fields, which are always in op-
position to the exciter field. Defects and anomalies are
thus detectable because they interfere with the preferred
Eddy current paths and magnetic fields.
In RFEC, the magnetic field travels twice in the pipe
wall (as shown in Figure 2) which induces important
phase lag and amplitude attenuation. This double diffu-
sion (double through-wall effect) in the pipe wall makes
RFEC technique less sensitive in some areas, due to the
effect of the exciter present in the measured region.
In this paper, we propose an approach to remove the
effect of the exciter, which as we will show through 3D
Finite Element Analysis (FEA), it is manifested as a cir-
cumferential contribution. An approach for background
segmentation based on graph-cuts, commonly used in
computer vision, is employed to remove such circum-
ferential contribution. This approach is validated using
both FEA simulations and experimental data obtained
from a condition assessment inspection in water pipes
using the Sea-Snake RFT tool (Figure 1).
2 Remote Field Technology
As mentioned above, remote field Eddy current is an
Eddy current pipe inspection technique [Atherton, 1995]
used to estimate the wall thickness of a pipe. The first
apparition of the RFEC technology was in the patent of
W.R. MacLean in 1951 [MacLean, 1951]. The history
and the application field of the RFEC are depicted in
[Schmidt, 1989].
2.1 Design of the tools
When the first RFEC tools were introduced, the design
contained two single coils separated on the axial direc-
tion by more than twice the diameter of the pipe. One of
these coils, commonly referred as the ‘exciter coil”, was
used to generate a magnetic field. The second coil was
used as a sensor to measure the magnetic field at this
distance and used to be called the “receiver coil”.
Many improvements have been done on the design of
RFEC tools. In [Pasadas et al., 2013] advancements
on the receivers which replace the exciter coil were pro-
posed, while [Atherton et al., 1989] focus on a magnetic
saturation of the pipe, and [Cardelli et al., 1993] worked
on the global design of the tool.
For the tool used in this paper to acquire experimen-
tal data, the receiver coil has been replaced by an array
of multiple sensors that are positioned circumferentially.
56 receivers give the phase shift and amplitude measure-
ments around the pipe at a given instant. For each cycle
of the exciter frequency, a clock is started and the ar-
rival time of the signal at the detector is used to reset
the clock. The time interval gives a measurement of the
time of flight. The signals acquired are amplified, filtered
and digitised on-board the tool.
Odometry readings are integrated with the signal
reading to be associated directly with the location of
the pipe from where they were taken.
2.2 Behaviour of the magnetic field
In RFEC the exciter coil is driven by a low frequency
sinusoidal current generating Eddy currents and a mag-
netic field. The pipe behaves as a waveguide below the
cut-off frequency. The exciter field induces strong Eddy
currents in the inner walls of the pipe near the exciter.
These currents produce their own magnetic fields, which
are always in opposition to the exciter field. At a dis-
tance of about three pipe diameters, the field in the pipe
wall is stronger than the field within the pipe, and can
be detected by receivers positioned in the pipe in this
“remote field region” [Lord et al., 1988].
Maxwell equations govern the behaviour of RFEC. A
solution of Maxwell equations is possible by considering
the magnetic field as a plane wave without losses while
propagating in the air and the material of the homoge-
neous pipe with infinite conductivity.
Given these approximations, the expressions for the
magnetic field B and the electric field E can be obtained
in a straightforward manner [Stratton, 2007]. The solu-















with B0 the amplitude of the magnetic flux, ω the angu-
lar frequency, µ, , σ the electromagnetic proprieties of
the medium and d the distance of propagation.
The most important information to extract from this
expression is the linear relationship between the log-
amplitude of the signal and the distance of propagation,
together with linear relationship between the phase of
the signal and the distance of propagation.
Also in (1), the first exponential influences the ampli-
tude of the magnetic field, while the second exponential
is influencing the phase. When acquired by the receivers,
the total distance of propagation of the magnetic field
within the pipe is twice the thickness of the pipe (i.e.
the thickness of the pipe in the exciter coil area plus the
thickness of the pipe in the receiver area).
This effect can be observed as well by using the Poynt-
ing vector (defined as S = E ×H, where H is the mag-
netic flux) when solving Maxwell equations using FEA
(without the assumptions made to obtain (1)). Using
this operator, [Atherton and Czura, 1991] has shown the
effect of the “double through wall”, defined as the mag-
netic field leaving the pipe at the exciter coil location




Figure 2: Sketch of a section of a pipe including the
RFEC tool showing the path of the magnetic field. The
amplitude of the direct field is reduced by the eddy cur-
rent while propagating inside the pipe. The remote field
propagates outside of the pipe and goes back inside the
pipe in the receiver area.
3 Finite Element Analysis
FEA is a common method to find a solution of the RFEC
problem (solving Maxwell equation via finite elements).
In this section we used FEA to analyse how the dou-
ble through-wall effect impacts the magnetic field in the
presence of a local defect.
Although 2D FEA is quite efficient and fast to com-
pute, there are two main disadvantages by using a 2D
geometry; 1) it is only possible to create a defect along
the circumference, 2) the path of the flow of the mag-
netic field is defined by a plane. On the other hand, by
using a 3D geometry, the magnetic field flow along the
circumferential axis can be studied. The main disad-
vantage of the 3D simulations is the high computational
complexity and memory requirements due to the large
areas that need to be analysed in detail (three times the
pipe diameter).
3.1 3D Simulation geometry
In recent years, there have been some efforts to perform
3D FEA of the RFEC using simplifications that allow ex-
ecuting a simulation. [Wu et al., 2009] used two different
simulation scenarios combined: the first one to simulate
the magnetic field and a second one with a smaller sec-
tion of the pipe. By using the distribution of the mag-
netic field acquired from the precedent simulation and a
finer mesh, the authors were able to analyse the inter-
action with the defects of the pipe. In [Nakata et al.,
1990] a 3D open-boundary was defined to allow the use
of symmetries and the infinite element domain to reduce
the size of the geometry.
In this work, we propose to model the pipe as a in-
finite cylinder and the exciter coil as a small cylinder.
A local defect is created on the side of the pipe in or-
der to analyse the behaviour of the magnetic field while
it propagates outside of the pipe (see Figure 3). This
defect is displaced in the axial direction to simulate the
impact on the receiver measurement with the different
configurations of the geometry.
We propose to use anti-symmetries for the magnetic
field and symmetries for the current in the axial direc-
tion. The current symmetries are imposed by defining
n ×H = 0 on the axial boundaries, with n the normal
of the boundary (since the pipe and the exciter coil are
modelled by cylinders it is convenient to use cylindrical
coordinates) and H the magnetic field. On the angu-
lar boundaries, we set symmetries on the magnetic field
by defining n ×A = 0, where A is the magnetic vector
potential.
Using these boundary conditions allows us to create
four planes of symmetry, which reduces the size of the
geometry by more than 24. Moreover, we use an infinite
element domain to reduce the radial size of the air-box,









Figure 3: Geometry of the FEA using symmetries on
the axial and polar axis (symmetry plans S1, S2 and
S3). The exciter coil (in blue) and the pipe (in grey) are
model by section of cylinders to reduce the complexity
of the computation.
with ρ the radius of the air-box. The final geometry used
for this simulation is shown in Figure 3.
3.2 Output of the simulation
After varying the location of the local defect to three
different locations; a) outside the influence of the exciter
and receiver, b) on top of the exciter and c) on top of the
receiver, the Poynting vector (describe in 2.2) is shown
in Figure 4.
As shown in Figures 4a and 4c, the magnetic field be-
haves in a similar way in both cases with a slight change
in the receiver area. However, for a variation of geome-
try over the exciter coil area, the magnetic field spreads
along the pipe as shown in Figure 4b. When the mag-
netic field reaches the receiver area, it is homogeneous
around the circumferential axis. It could then be per-
ceived as a circumferential change on thickness from all
the receivers.
In order to generate a set of measurements from the
FEA simulation that emulates the output of the exper-
imental tool, we used the location of the defect as a
parameter sweep and took an array of measurements
(phase shift and amplitude) along the circumferential
axis. One hundred simulations were generated at dif-
ferent defect locations from the area of the exciter coil
towards the receiver area.
The phase and the amplitude of the magnetic field
measured for this parameter sweep are shown in Figures
6 and 5. Note that the pipe has been converted from
cylindrical coordinates to Cartesian coordinates, where
the Y axis goes along the circumference in all the plots.
According to these results, the contribution of the ex-
citer coil can be considered as a circumferential offset on
both phase and amplitude. This behaviour seems logi-
cal, as the different parts of the wave going through the
pipe in the exciter coil are superimposed while propagat-
ing along the pipe. When these waves reach the receiver
(a) (b) (c)
Figure 4: Plot of the streamline, showing the path of the magnetic field which expand from left to right, in different
geometries: there is no defect in (a), a defect is located in the exciter coil area in (b), and in (c) the defect has been






























Figure 5: Measurement of the phase of the magnetic field
with a sweep on the defect position along the pipe. The
first “wave” on the left correspond to the signal while
the defect is located in the exciter coil area. The second

































Figure 6: Measurement of the amplitude of the magnetic
field with a sweep on the defect position along the pipe.
area they could be considered as plane waves.
Using these simulation results, the RFEC signal can
be separated into two distinct parts; 1) the background
field, which includes the contribution of the exciter coil,
and 2) the defect field which has a direct correlation with
the local geometry located near the receivers. Note that
estimating the geometry of the local defects is critical to
assess the condition of the pipe.
4 Background segmentation
In this section we describe the proposed approach to
remove the background field from the RFEC signals in
order to obtain signals/images that consider only the
defect field and therefore correlate in a direct manner
with the real status of the pipe.
Several techniques under different names, according to
the research field, to separate the background from the
foreground in sensor outputs have been presented in the
literature. In computer vision this is commonly referred
as image segmentation for 2D images (a survey can be
found in [Peng et al., 2013]), or background subtraction
for videos as examined in [Mayo and Tapamo, 2009].
In robotics this is commonly referred as background seg-
mentation as is applied to 3D scans to extract the ground
such as in [Douillard et al., 2012]. The main difference
between these works is the prior assumed to produce an
efficient segmentation.
The majority of the work in background segmenta-
tion has been applied to 2D images, among the many
different methods available thresholding, region grow-
ing, histogram based, graph-cuts are the most common.
Our approach is based on the graph-cuts method pre-
sented in [Felzenszwalb and Huttenlocher, 2004]. This
method presents multiple advantages such as speed, effi-
ciency and, more importantly, the ability to handle slow
change of intensity, which is needed considering the na-
ture of RFEC signals.
More related to our work and specifically for back-
ground segmentation in RFEC is the method presented
in [Zhang, 1997], which relies on manually picking two
measurement lines as a reference (the measurement lines
are defined along the axial direction) that are the most
representative of the background. To create the back-
ground field, a simple linear interpolation in between
each points of the measurement lines is employed. The
main downside of this method is the need for a manual
intervention.
4.1 Graph-based segmentation
Given the nature of the REFC signal, a segmentation
method with a high sensitivity on the circumferential
direction to separate the signal with high influences from
the defect field is required. We propose a modification of
a segmentation algorithm that makes it more sensitive
in this direction.
The segmentation algorithm used in this work is based
on the graph-cut theory [Felzenszwalb and Huttenlocher,
2004]. This method transforms an image into a graph
G = (V,E), with each pixel defined as a vertex vi ∈
V . Each pixel is link to the pixels in its neighbourhood
with edges (vi, vj) ∈ E. Where each edge has a weight
w((vi, vj)) that is defined by a positive measurement of
the dissimilarity between vi and vj .
The pixels V are segmented into components C ⊂ V
according to a decision criteria D defined as:
D(C1, C2) =
{
true if Dif(C1, C2) > MInt(C1, C2)
false otherwise
(2)
where the difference is
Dif(C1, C2) = min∀vi∈C1,∀vj∈C2,∀(vi,vj)∈E
w((vi, vj)) , (3)
the minimum internal difference is
MInt(C1, C2) = min(Int(C1) + τ(C1), Int(C2) + τ(C2)) ,
(4)
the internal difference Int(C) within the Minimum Span-









Using n as the number of pixels in the image and m
the number of edges, Algorithm 1 generates the final
segmentation S based on the distance criteria.
In the authors’ implementation, the weight is defined
for monochrome images as w((vi, vj)) = |Ii − Ij |. How-
ever, to improve the sensitivity of the segmentation on
the circumferential direction, we proposed to modify the
weight to be inversely proportional to the axial distance,
w((vi, vj)) =
|Ii − Ij |
|yi − yj |+ 1 , (7)
with I the intensity of the pixel v and y its circumferen-
tial position.
Algorithm 1 Graph-based segmentation
INPUT: G = (V,E)
OUTPUT: S = (C1, ..., Cr)
1: sort E into pi = (o1, ..., om), by increasing w
2: initialisation: create a Ci for each vi
3: for q = 1,...,m do
4: Set i and j from the edge oq = (vi, vj)
5: if Cq−1i 6= Cq−1j &w(oq) ≤ MInt(Cq−11 , Cq−12 )
then
6: merge Cq−1i and C
q−1
j in S
q−1, Sq = Sq−1
7: else
8: Sq = Sq−1
9: return S = Sm
The signals from the RFEC tool are high resolution
on the axial direction (one measurement each 2 mm) and
low resolution on the circumferential direction (one mea-
surement each 6.4◦). The edges are defined according to
a square neighbourhood, the weight will then be higher
on the circumferential direction than the axial direction
since a higher spatial distance will be covered by the
neighbourhood. This property of the images combined
with the threshold parameter k leads to high sensitivity
of the segmentation on the circumferential direction.








which represents the background of the signal. This
mask is then composed by the large region that rep-
resents the background and small regions that are more
likely to be the locals defects.
The background field is then estimated as a circum-
ferential offset, using the average value of the magnetic
field within the mask.
The circumferential offset gives us an estimation of
the background field. This background field is then sub-
tracted from the magnetic field to obtain the defect field.
5 Evaluation of the approach
In order to show the performance of our approach, we
have compared the proposed algorithm with the one pro-
posed by Zhang in [Zhang, 1997]. Simulated and ex-
perimental data from an actual inspection are used to
evaluate both approaches.
5.1 Simulated data
The FEA simulation presented in Section 3.2 is used to
show the performance of our method. The results are
presented focusing on the phase of the signal which is
displayed on Figure 5.
As mentioned above, the approach proposed


















































































































































































Figure 7: Result of the background removal technique. Our method automatically estimates the background (b)
from the full-field (a) and build the defect field (c) by subtraction. For comparison we show the result of the method
describe in [Zhang, 1997] where slices representative of the background are extracted manually (d) to estimate the
background field (e) and recreate the defect field (f) using the same method.
RFEC signal along the axial direction, which are the
most representative of the background (this corresponds
to the slices on either side on Figure 7d) are used
as a reference to estimate the background field. The
background field obtained by linear interpolation of
these lines is shown in Figure 7e.
Zhang’s method is used as a benchmark, because if the
two measurement lines are properly picked, the method
will accurately remove the background in simple cases
such as this simulated scenario. We use the extracted
slides which are shown in Figure 7d as a reference to
estimate the background. The background segmentation
is shown in 7e and the final result of the defect field
extracted with this method is shown in the Figure 7f.
As shown in Figure 7f, this method performs very well
on simulated data, but it has several important issues.
There is a need to find the measurement lines which are
more representative of the unknown background. More-
over the background is estimated using only two mea-
surements, which can lead to a noisy estimation. Fi-
nally, the process is time-consuming in particular for
large datasets.
The estimated background using our method is pre-
sented in Figure 7b and the results of the background
extraction is shown in the Figure 7c.
Our method shows similar performance to Zhang’s ap-
proach on this data, which has the optimal performance
in the presence of no-noise. Moreover, our method offers
the advantage to be automatic therefore can be applied
to large datasets and it is more robust to perturbation
as we will show in the results using real data.
5.2 Real data
Experimental data from a 1-km RFEC inspection in a
660mm diameter cast-iron water pipe has been used to
validate our algorithm. The raw data has been provided
to us in the form of signal phase and amplitude asso-
ciated to the distance measured by the tool’s odometer.
The tool used to collect this dataset is shown in Figure 1.
Three pipe sections have been chosen to be extracted
due to their poor condition and used as ground-truth.
The extracted pipe sections have been processed using a
protocol established to get relevant information of their
quality. Measurements from the nearest joint along the
pipe have been taken to locate the section. The pipes
have been cleaned and a 3D profile of the remaining wall
thickness has been established using a high-definition 3D
scanner as shown in Figure 8. An accurate 2.5D thick-
ness plot has been produced as described in [Skinner et
al., 2014].
In order to show the real-data results instead of the
Figure 8: 3D profile of a extracted pipe obtain with a
3D laser scanner.
Figure 9: Graph-cut segmentation approach applied to a pipe segment. The full field (a) is transformed into a
labelled map of region (b). The region corresponding to the background is then transformed into a background field
(c), which is extracted from the full field to obtain the defect field (e).
surface plots used for the simulated data, we opted to
use color images where the vertical axis represents the
circumferential axis of the pipe, the horizontal axis is
along the axial direction and the colour axis represents
the magnitude of the signal (in the case of RFEC) and
the thickness (in the case of the ground-truth). A spa-
tial normalisation is applied on each image to scale it to
the same resolution, which requires interpolation. Using
the fact that each image comes from a cylindrical model
that has been converted into a two dimensional matrix,
when changing the circumferential resolution it is bene-
ficial to create an overlap on the extrema. This method
produces a better approximation while interpolating the
values located near the edges (which correspond to the
overlapping region of the circumferential axis).
More formally, from the original image I of size r1×s1,
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To resize the image Ir1,s1 to the size r1 × s2 we use a






Table 1: L1 norm comparison wrt the ground-truth
raw data our approach Zhang’s approach
pipe 1 139.8 120.3 124.2
pipe 2 156.2 156.4 156.3
pipe 3 183.0 169.4 174.5
The additional columns created are then deleted to
match to size r1 × s2.
We then apply the background segmentation to im-
prove the correlation between the real geometry and the
RFEC data. Figure 9 shows the result of each step of
the segmentation algorithm applied on a pipe length, in-
cluding the segmentation into different regions (b), the
creation of the mask (c) use for the estimation of the
background (d) and the result of the final defect-field (e)
obtain through this method.
Both RFEC data and ground-truth data are standard-
ised to allow direct comparison of their values within the
same range. The result after the normalisation and stan-
dardisation processes is shown on Figure 10.
A quantitative evaluation has been done by computing
the Manhattan distance Manhattan distance (L1) be-
tween each method and the values of the ground-truth.
The result of this evaluation is presented in Table 1.
The results in Table 1 show that RFEC signals corre-
late better with the ground-truth once the background
Figure 10: Comparison of different methods to segment and remove the background from the RFEC signal of two
pipe segments (top and bottom): (a) raw data (b) proposed method (c) method by Zhang et.al (d) ground-truth
has been extracted. Moreover, our algorithm does not
required a manual selection of the sensor lines from the
background as Zhang’s approach do and it performs bet-
ter as shown in the results presented in Table 1 and in
Figure 10 for the two of the three pipe segments. Note
also that Zhang’s approach shows a lack of stability (the
stripes at the top-right corner of Figure 10b are artefacts
of this method).
6 Conclusions
Using a simulation based on the finite element analysis
of the RFEC technology, we have provided a qualitative
insight on the behaviour of the magnetic field. We have
analysed the influence of the pipe’s geometry in the ex-
citer coil area. This influence is shown to behave as a
circumferential offset and can be describe as a part of
the “background of the signal”.
In addition, we proposed an automatic method to re-
move the background component of the signal based on
the modification of a standard graph-based segmentation
method. The modification of this method increases the
sensitivity of the segmentation along the circumferential
direction. We validated our approach on a controlled en-
vironment generated with a 3D FEA simulation, as well
as on a real dataset acquired with a RFEC tool associ-
ated with a 3D profile of the pipe.
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