Abstract -In this article we first review previous exact approaches as well as theoretical contributions for the problem of reducing the bandwidth of a matrix. This problem consists of finding a permutation of the rows and columns of a given matrix which keeps the non-zero elements in a band that is as close as possible to the main diagonal. This NP-complete problem can also be formulated as a labeling of vertices on a graph, where edges are the non-zero elements of the corresponding symmetrical matrix. We propose a new branch and bound algorithm and new expressions for known lower bounds for this problem.
Introduction
Let G=(V,E) be a graph with vertex set V (|V|=n) and edge set E (|E|=m). A labeling or linear layout f of G assigns the integers { 1, 2, …, n } to the vertices of G. Let f(v) be the label of vertex v, where each vertex has a different label. The bandwidth of a vertex v, B f (v) , is the maximum of the differences between f(v) and the labels of its adjacent vertices. That is:
: max where N(v) is the set of vertices adjacent to v. The bandwidth of a graph G with respect to a labeling f is then:
The bandwidth B(G) of graph G is thus the minimum B f (G) value over all possible labelings f. In other words, the bandwidth minimization problem consists of finding a labeling f that minimizes B f (G). If we consider the incidence matrix of graph G, the problem can be formulated as finding a permutation of the rows and the columns of this matrix that keeps all the non-zero elements in a band that is as close as possible to the main diagonal. This is why this problem is known as the Matrix Bandwidth Minimization Problem (MBMP).
The main application of this problem is to solve non-singular systems of linear algebraic equations. The preprocessing of the coefficient matrix to reduce its bandwidth results in substantial savings in the computational effort associated with solving the system of equations. The MBMP is known to be NPhard (Papadimitriou 1976) , even for certain families of trees (Garey et al. 1978) .
Two lines of research can be identified for this problem. The first one is devoted to heuristic approaches. For many years researchers were only interested in designing relatively simple heuristic procedures and sacrificed solution quality for speed (see for example Cuthill and McKee 1969, or Gibbs, Poole and Stockmeyer 1976) . Recently, metaheuristics such as tabu search (Martí et al. 2001) or GRASP (Piñana et al. 2004) , have been developed for this problem in order to obtain high quality solutions. The second line of research consists of the development of theoretical results (mainly lower bounds) and exact methods for the MBMP. Beginning with the density lower bound proposed by Chvátal (1970) , different lower bounds on the minimum bandwidth have been introduced. As far as we know there are only two previous exact procedures for this problem. The first one by Del Corso and Manzini (1999) is able to solve small and medium instances. The second one (Caprara and Salazar 2004) , extends the previous one by introducing tighter lower bounds, thus solving large size instances. Surprisingly, both lines of research ignore each other and the developments in one line are not used at all in the other. For example, it is well-known that the performance of a branch and bound algorithm can be improved by considering a good initial solution obtained with a heuristic method. However, both previous branch and bound methods start practically from scratch. On the other hand, lower bounds and optimal solutions of known instances provide an efficient way to measure the quality achieved by a heuristic procedure.
In this paper we first describe in Section 2 previous lower bounds and theoretical results known for these problems. Section 3 presents our contributions to extending these results. A description of the two exact algorithms based on the branch and bound methodology mentioned above is given in Section 4. Section 5 presents our exact method for solving this problem, which takes advantage of high quality heuristic solutions, and the paper finishes with a computational study and associated conclusions. The computational study also includes a comparison of the best-known heuristic methods for this problem with respect to the best lower bound identified for each instance.
Previous theoretical results
The bandwidth minimization problem can be trivially formulated as: Del Corso and Manzini (1999) 
Based on this concept, the authors propose a branch and bound procedure (see Section 4) in which each node in the enumeration tree corresponds to a UPO(g), and a lower bound on B g (G) permits them to eventually prune some nodes, thus reducing the enumeration.
Considering the distance d (u,v) between vertices u and v as the minimum number of edges in a path from u to v in G, Caprara and Salazar (2004) introduce the following stronger formulation, although as they state its continuous relaxation is still useless for solving the problem.
They also propose the following expression to compute a lower bound on the bandwidth B g (G) of a UPO(g):
where F=V-A is the set of non-assigned (free) vertices, N h (u) is the set of nodes at a distance at most h from u (N 1 (u)=N(u)), and ⎡a⎤ represents the smallest integer greater than or equal to a. The maximum on h is calculated from among the h-values for which the cardinal computed in the numerator is greater than 0. Caprara and Salazar (2004) also introduce the following three integer linear programming problems to obtain lower bounds on B g (G) that we denote as ILP 1 (g,u i ), ILP 2 (g) and ILP 3 (g) 1 . They state that the maximum value of ILP 1 (g,u i ) for i=1,.., k is equal to LB 1 (g), the value of ILP 2 (g) gives the lower bound proposed by Del Corso and Manzini (1999) , and ILP 3 (g) provides a tighter lower bound of B g (G) than the other two problems. u∈A,v∈F,(u,v 
In our opinion, the proof given in Caprara and Salazar (2004) for these results is not complete and, moreover, it is easy to check that problems ILP 1 (g,u i ) and ILP 3 (g) can give fractional optimal values, but LB 1 (g) gives an integer value by construction. In the next section we will give slightly modified formulations of problems ILP 1 (g,u i ) and ILP 3 (g) to overcome this difficulty. We will also complete the proof of these results and will introduce new expressions, LB 2 (g) and LB 3 (g), to match the value of the optimal solutions of ILP 2 (g) and ILP 3 (g) respectively.
It should be noted that these integer problems and theoretical results were not directly used to solve the MBMP in the previous papers, and therefore the modifications we are proposing do not affect the solution methods presented in those studies, which as far as we know perform remarkably well.
New proofs and expressions for lower bounds
Consider the following modification of the problems ILP 1 (g,u i ) and ILP 3 (g) described in the previous section:
* , where ILP 1a (g,u i ) * is the optimal value of problem ILP 1a (g,u i ).
Proof: Consider the problem ILP 1a (g,u i ) and the node u i (
) with label i. Let layer L j be the set of unlabeled nodes at distance j from u i (for consistency = ) (
Let v j be the vertex with the highest label in a given non-empty layer L j . The formulation of ILP 1a can be simplified by considering only the constraint associated to v j for each layer L j , since it dominates the constraints associated with the other vertices in the same layer. Thus, ILP 1a (g,u i ) can be stated as:
Let f*∈UPO(g) be the following labeling. First we assign the labels k+1, k+2, …, k+|L 1 | to the nodes in L 1 . Then we label the nodes in L 2 from k+|L 1 |+1 to k+|L 1 |+|L 2 |, and so on. We will prove that f* is an optimal labeling since its value, b(f*), is minimum. Let v j* be the node in L j* in which the right-hand side value in the associated constraint takes the maximum value across all the v j nodes (thus providing the bvalue of f*):
To prove that the proposed labeling f* is an optimal solution of ILP 1a (g,u i ), we will show that it cannot be improved. If we want to construct a labeling f in UPO(g) with a value b(f) < b(f*) we should label v j* with a value lower than f*(v j* ). Let v be the vertex with label f*(v j* ) in f. If v is in layer L r with r ≤ j*, then the associated constraint leads to a greater or equal solution value:
If v is in layer L r with r>j*, then at least one vertex in a layer lower than or equal to j*, receives in f a label greater than f*(v j* ). Note that since in f* vertices are labeled consecutively, and |L 1 |+|L 2 |+..+|L j* |= f*(v j* )-k, if f does not label any vertex in these layers with f*(v j* ), it needs to use a greater label for at least one of them. Therefore, in any case, b(f)≥b(f*) and f* is optimal.
We now introduce a new expression, LB 2 (g), to directly compute a lower bound for a partial ordering. Moreover, we show that it produces the same value obtained with the solution of the Integer Linear Programming problem ILP 2 (g) introduced above.
where ILP 2 (g) * is the optimal value of problem ILP 2 (g).
Proof: Given the k nodes labeled with 1, 2, …, k, respectively, we construct an optimal solution f* of ILP 2 (g) with value LB 2 (g).
Starting with k+1, we label the vertices adjacent to u 1 consecutively. Let v 1 be the vertex in N 1 (u 1 )∩F with the highest label. Then the constraint in ILP 2 (g) associated with v 1 , 1 ) ( 1 ) (
dominates the constraints associated with the other vertices in N 1 (u 1 )∩F. We now proceed in the same way and label the vertices in (N 1 (u 2 )∩F) -(N 1 (u 1 )∩F) consecutively. Let v 2 be the vertex in this set with the highest label. Therefore the constraint in ILP 2 (g) associated with v 2 ,
dominates the constraints associated with the other vertices in (N 1 (u 2 )∩F) -(N 1 (u 1 )∩F). Note that this set can eventually be empty, and in that case the constraint above is dominated by the one associated to v 1 .
Proceeding in this way, we obtain a set of vertices v 1 , v 2 , .., v k with associated constraints,
which, taken altogether, dominate the other constraints in the formulation. Then the objective value b of this solution is reached in the maximum of the k right-hand sides, which corresponds to expression LB 2 (g).
Finally, to see that f* is optimal, let v j* be the vertex associated to the constraint in which LB 2 (g) is reached:
where .
As in the proof of proposition 1, to construct a labeling f with a value b(f) < b(f*), we should label v j* with a value lower than f*(v j* ). Let v be the vertex with label f*(v j* ) in f. As in Proposition 1, if v is in N 1 (u i ) with i<i*, it generates in f a constraint with a right-hand-side value equal to or greater than f*(v j* )-i*. If i>i*, then at least one vertex in a N 1 (u r ) with r ≤ i* receives a label greater than f*(v j* ). Therefore, in all cases b(f)≥ b(f*) and f* is optimal. Now we introduce a new expression, LB 3 (g),that provides a lower bound on the value of the problem ILP 3a (g). The maximum for index h is calculated from among the h-values for which the set computed in the numerator is not empty (its cardinal is greater than 0).
For any labeling f, let L hj be the set of unlabeled nodes at distance h or lower from the nodes u 1 , u 2 ,…, u j with j ≤ k:
Let v hj be the node in L hj with the highest label. This node then has the following constraint associated in ILP 3a (g):
Although we do not know which u i is connected with v hj and at what distance d, we can bound both values in the expression above by j and h respectively. Moreover, the value of the label f(v hj ) cannot be lower than |L hj |+k. Thus:
Then the value of any labeling f is bounded by LB hj for any h and j. In particular, the value of the optimal solution of ILP 3a (g) is bounded by the maximum of these values, which is LB 3 (g)
Previous branch and bound algorithms
Del Corso and Manzini (1999) propose two exact branch and bound methods. The first algorithm (MB_ID) uses a depth first search strategy, while the second one (MB_PS) extends it with the perimeter strategy to improve the search performance. Both algorithms are based on an enumeration scheme to check the existence of a solution of a given bandwidth.
The MB_ID algorithm first searches for whether or not a solution exists with value b t =b low , where b low is a trivial lower bound of the graph bandwidth (b low ≤B(G)). If the search fails and no solution with this value exists, the lower bound is updated (b low =b low +1) and MB_ID now searches for a solution for the new target value b t =b low . The method continues in this way until a solution with value b t is found or the time limit is reached.
Each node in the search tree of the branch and bound represents a UPO. The initial node branches into n nodes. Label 1 is assigned to vertex 1 (u 1 =1) in the first node, to vertex 2 (u 1 =2) in the second node and so on. Each of these nodes in the first level branches into n-1 nodes (which will be referred to as nodes in level 2). For instance, the second node in the first level (in which vertex 2 is labeled with 1) has n-1 successors in level 2. Label 2 is assigned to 1 in the first node (u 1 =2, u 2 =1), to 3 in the second node (u 1 =2, u 2 =3) and so on. Therefore, at each level in the search tree, the MB_ID algorithm extends the current partial ordering by adding one more vertex.
Consider a node in the search tree and its associated set A={u 1 , u 2 , .., u k } with the labeled vertices (g(u i )=i for all u i in A). Let AdjList be the set with the unlabeled vertices that are adjacent to at least one node in A. The algorithm computes the maximum label, max(v), for each vertex v in AdjList, which is compatible with the target bandwidth b t : The MB_PS algorithm performs the same search as the MB_ID, and also applies both tests in each node of the search tree. However, before starting the construction of the UPO in a node, MB_PS generates the set P of all LPOs of length d. An LPO of length d is defined as an assignment of the integers {n, n-1, …, n-d+1 } to d vertices of G. The set P is called the perimeter and usually takes a small d-value due to memory limitations. The algorithm deletes from P every non-b t -compatible LPO (we say that a UPO g and an LPO p are b-compatible if there is a labeling f of bandwidth b in UPO(g) ∩LPO(p) ). The MB_PS algorithm then applies the following test:
Test 3 -If the perimeter does not contain any b t compatible LPO, the current node in the search tree is fathomed, since it cannot contain a solution of bandwidth b t .
Note that checking the compatibility of an LPO and a UPO is a hard problem. The authors propose a heuristic method to discard non-compatible partial orderings. As mentioned above, given a UPO and a target bandwidth b t , the method computes the maximum label max(u) for each non-assigned adjacent vertex u. Symmetrically, given an LPO, it calculates the minimum label min(u) for each non-assigned adjacent vertex u. The method then checks if min(u) ≤ max(u) for every non-assigned vertex in G. If this inequality does not hold for every vertex in G, these partial orderings are not compatible. Caprara and Salazar (2004) extend the MB_ID method by adding two major improvements. First, they propose tighter lower bounds in each node of the search tree, which can be computed in a very efficient way. Second, the authors start from an improved b low value computed as the maximum of α(G) as Given an upper partial ordering g, the introduction of the distance allows the computing of the maximum label max(v) to all the non-assigned vertices in G according to: 
The method continues in this way until all vertices in F have their corresponding max-value.
Note that in Expression (3) the minimum can be attained in more than one vertex u. In some of these cases, Caprara and Salazar (2004) These tighter max values are more time-consuming to compute than the original ones based on Expression (3). Therefore, the LeftToRight algorithm first computes Test 4 in each node with the original max-values, and only resorts to applying it with the improved values if the subproblem is not fathomed with the first test. Caprara and Salazar (2004) propose a second branch and bound method, named Both, in which vertices are labeled with the first or last available labels. Therefore, each node in the search tree represents the set of solutions in the intersection of the corresponding LPO and UPO. This allows, as in the perimeter described above, the introduction of the min-values and the application of a similar test to Test 4 but for the min-values (including the computation of tighter min-values).
A new branch and bound algorithm
As far as we know, the GRASP algorithm by Piñana et al. (2004) provides the best heuristic solution for this problem. We therefore use this solution as the initial upper bound of our branch and bound procedure. Then, instead of performing a series of branch and bound enumerations (each one for a b t value), we examine a single branch and bound tree. Specifically, if b up is the solution's value for the GRASP method, we perform a search for a solution of value b t = b up -1. We apply the same enumeration and tests described in the LeftToRight method. If no solution with value b t or lower exists, the method finishes and b up is the optimum. However, if we obtain a solution of value b ≤ b t in a node of the search tree, we update the upper bound and the target value (b t = b up = b-1) and continue the exploration in this tree. Note that we do not examine again the nodes that have been fathomed in previous iterations. If they did not contain any solution with the old b t value or lower, they will not contain any solution with the new b t value or lower.
If the time limit 3T/4 is reached and the tree exploration has not finished, the algorithm returns the current b up as an upper bound of the problem. In that case, we resort to the scheme of the previous methods and solve a series of consecutive problems starting with b t =b low =max(α(G), γ(G)) for a maximum time of T/4.
In the "heuristic community" it is known that quality solutions can usually be found in the neighborhood of good solutions. Some metaheuristics, such as path relinking (Laguna and Martí, 2003) , are based on performing small variations in high quality solutions (called elite solutions) to incorporate good attributes in order to improve these solutions. In line with this argument, we first renumber the vertices of the graph according to the GRASP solution and then perform the enumeration following this ordering in a depth first search. The first examined branch in the search tree then provides the GRASP solution, and the adjacent branches correspond to small variations of this solution. Moreover, note that in the application of Test 4 to prune a node, we labeled the vertices according to their max-value. This is essentially a constructive procedure in the case that the node is not fathomed, and can eventually provide a good solution. We have experimentally found that the combination of both strategies is able to produce high quality solutions.
Consider a node in the search tree and its associated set A={u 1 , u 2 , .., u k } with the labeled vertices (g(u i )=i for all u i in A). The algorithm computes the maximum label, max(v), compatible with the target bandwidth b t for each vertex v in AdjList with the Expression (1). It then computes the maximum label for each vertex in F with Expression (3) in an iterative manner, partitioning set F into different subsets as described in the previous section. We now introduce a way to compute for certain cases a minimum label, min(v), for each vertex v in F. Note that this minimum is not related to that computed in the perimeter or in the Both method. In those cases the minimum was computed from an LPO, and in our case we compute it from a UPO. 
It is obvious that
We proceed in this fashion for each set F h obtained by partitioning F as described in the previous section.
We illustrate our procedure with the graph in Figure 1 . Consider a node of the search tree in which vertices a and b are labeled with 1 and 2 respectively (u 1 =a, u 2 =b and k=2) and we search for a solution of value b t =3. The MB_ID method would compute the max value for each label in AdjList={c, d, e}. Table 1 In our branch and bound algorithm we perform the same calculations but we also compute the minimum label for each vertex in F. For the vertices in F 1 its trivial value is 3 (min(c)=min(d)=min(e)=3) and then, since max(e)=5=k+|F 1 |, we obtain: min(f)=min(g)=6 for the vertices in F 2 . These min values are shown in Table 1 and they allow to significantly reduce the number of nodes in the search tree (since obviously we only look for assignments between the minimum and maximum values for each vertex). Moreover, with a further computation we can strengthen these bounds for feasible labels. In our example, since the only possibility for vertex f is label 6, we can also set the label of vertex g to 7. Then, with a backward step, from the min values in F 2 we can update the min values in F 1 . Specifically, min(g)=7 implies min(d)=min(e)=4 to satisfy b t =3. This leads to setting the label for vertex d as equal to 4 and finally the labeling of vertices c and e as equal to 3 and 5 respectively. Therefore, we conclude that the only feasible assignment with u 1 =a, u 2 =b and b t =3 is: u 3 =c, u 4 =d, u 5 =e, u 6 =f and u 7 =g. So our branch and bound algorithm will prune this node and search for a solution with b t =2.
As stated in previous sections, it is well-known that the continuous relaxation of the direct formulation of this problem is useless. Consider the following formulation, introduced in Piñana et al. (2004) in which x ij =1 if label j is assigned to vertex i, and 0 otherwise. If we solve its relaxation (replacing (5) constraints with 0≤ x ij ≤1) in the example given in Figure 1 , we would obtain the solution x ij =1/7 for all i and j with a value b=0. However, if we consider the node in the search tree with u 1 =a and u 2 =b and add this constraint (x a1 =x b1 =1) to the relaxation, we obtain a solution with value 2.72. This provides a lower bound of value 3 for this node, which is actually the best value that can take a lower bound since we have shown a solution of bandwidth equal to 3.
Finally, we have also considered the adaptation of the perimeter introduced by Del Corso and Manzini (1999) to our method. In the root node of the search tree we generate the perimeter set P of all LPOs of length d, delete from P every non-b t -compatible LPO and apply Test 3. Subsequent nodes inherit the b tcompatible LPOs from their father node, update this set and apply Test 3 again. Note that we have introduced above a way to compute minimum and maximum label values for the vertices in F from a UPO (min UPO , max UPO ). In a similar way we can compute minimum and maximum values for the vertices in F from an LPO (min LPO , max LPO ). We then improve Test 3 to check compatibility and if min UPO (u) >max LPO (u) or min LPO (u) >max UPO (u) for any u in F, the partial orderings are not compatible and the LPO is deleted from P.
Computational experiments
The procedures described in the previous section were implemented in C, and all the experiments were performed on a Pentium 4 CPU at 3 GHz. We have considered the set of 113 instances from the HarwellBoeing Sparse Matrix Collection, introduced in Martí et al. (2001) for this problem and used subsequently in different papers. We have also included 40 random instances in our experiments. The codes were compiled with Microsoft Visual C++ 6.0, optimizing for maximum speed. Caprara and Salazar (2004) show that their two methods, LeftToRight and Both, outperform the procedures introduced by Del Corso and Manzini (1999) . We therefore compare our method with these two methods identified as the best.
We have experimentally found that the bound based on the continuous relaxation described above permits us to prune an extra number of nodes in the search tree. However, the computational effort associated with this bound does not compensate for its inclusion in the method. We will therefore not apply it in the final version of our algorithm. We have considered two versions of our branch and bound procedure. The first one, named BB, does not include the perimeter strategy while the second one, called BBP does include it. At each node of the search tree, both methods apply Tests 1, 2 and 4 with the computation of minimum and maximum values for the labels of vertices in F. BBP also applies improved Test 3. The results of our preliminary experiments to determine the value of the perimeter length d in the BBP method are in line with those reported by Del Corso and Manzini (1999) and recommend a small value to avoid memory overload. Specifically, we found d=2 to be the best trade-off value between effectiveness and memory requirements. Table 2 shows the number of optima retrieved for each method along with the average CPU time in seconds for the 33 small instances (n≤200) in the Harwell Boeing collection. We also compute the difference, called Absolute Gap, between the upper and lower bounds obtained with each method. When the method is able to obtain the optimum this Gap equals 0. In our second experiment we compare the performance of our proposed procedures (BB and BBP) using relatively larger graphs (as compared to those in the first experiment). As expected, we can see in Table 3 that these medium instances are more difficult to solve than the small instances reported in Table 2 since Gap values are now larger and, the number of optima that each method is able to match is now significantly smaller. Nonetheless, these results are in line with those in Table 2 and show the superiority of the BB and BBP approaches compared with the other methods. However, the BBP method now obtains solutions of a similar quality to the BB but in longer running times. We have experimentally found that the performance of this method deteriorates as the graph becomes larger due to memory requirements.
In our third experiment we target the remaining instances in the Harwell Boeing collection. Specifically, we consider the 43 instances with a number of vertices between 500 and 1000. Although we set the time limit T at equal to 1 hour in all the methods, we found that the LeftToRight and Both algorithms exceed this limit in this set of instances, probably given the way that they check the computer time. For example, considering the instance bp_200 the Both, LeftToRight and BB methods obtain a relative gap of 74.2%, 98.4% and 46.8% in 38491.3, 76990.2 and 3600.4 seconds respectively. Moreover, due to memory limitations, the BBP method is not able to solve some of the instances in this set. Therefore, we will only report the results of the BB method in these large instances. The Appendix includes a table with the best exact (within 1 hour) and heuristic solutions found for all the instances considered in order to establish a benchmark for future research. As in most optimization problems, these results confirm that the larger the size the more difficult the problem. In large instances the BB method obtains an absolute gap of 32.2 (more than twice the absolute gap in medium instances).
BB
In our final experiments we have considered 40 random instances. In particular, we generate 10 instances with n=100 and m=200, 10 with n=100 and m=600, 10 with n=200 and m=400, and 10 with n=200 and m=2000. The graph generator constructs an instance in two steps. In the first one, it randomly generates a tree in order to obtain a graph with a single connected component. Then, in the second step, the procedure randomly generates the remaining arcs to match the desired number of arcs m. Note that we target sparse graphs and if we did not proceed in this way, we would probably obtain several connected components. These instances are available at http://www.uv.es/~rmarti. Table 5 reports the average of the absolute and relative gap in each set of 10 instances for any of the four methods considered. We do not report the number of optima achieved in this experiment since none of the methods is able to completely solve (with a gap value of 0) any of the 40 instances. Table 5 also confirms that, in random instances, as n increases the average gap obtained also increases. For example, the BBP method obtains an average absolute gap of 3.0 in the set (n=100, m=200) and of 10.4 in the set (n=200, m=400). A similar trend can be observed in the other methods and sets. As in the previous experiments, the BBP method compares favorably with the other approaches in relatively small and medium instances.
Both

Conclusions
We have developed an exact procedure based on the Branch and Bound and GRASP methodologies to provide bounds and solutions to the problem of minimizing the bandwidth of a graph (matrix). We have compared our method with a recently developed exact procedure. Our implementation was to be shown competitive over a set of problem instances from the Harwell Boeing public domain library as well as in random instances.
We have also introduced new theoretical results for this problem. Specifically, we propose new proof and expressions for known lower bounds of partial orderings. Moreover, we have illustrated that the continuous relaxation of the integer linear formulation in a node of the search tree can provide useful lower bounds and, although not used in our method, this aspect opens new avenues of research for the bandwidth minimization problem.
