We study the dynamics of a droplet placing on an inclined rough surface, which can be described by gradient flows on a Hilbert manifold. We propose unconditionally stable first/second order numeric schemes to simulate the geometric motion of the droplet described using motion by mean curvature with moving contact lines. The schemes base on (i) explicit moving boundaries, which decouple the dynamics of the contact lines and the capillary surface, (ii) a semi-Lagrangian method on moving grids and (iii) a predictor-corrector method with an inexact nonlinear elliptic solver. To demonstrate the accuracy and long-time validation of the proposed schemes, several challenging computational examples -including breathing droplets, droplets on inhomogeneous rough surfaces and quasi-static Kelvin pendant droplets -are constructed and compared with exact solutions to quasi-static dynamics obtained by desingularized differential-algebraic system of equations (DAEs).
Introduction
The dynamics and equilibrium of a droplet on a substrate are important problems with many practical applications such as coating, painting and printing. The capillary effect, which contributes the leading behaviors of the geometric motion of the droplet, is characterized by the surface tension on interfaces separating two different physical phases. Particularly, the capillary effect greatly affects the dynamics of the contact angle and the contact line of a droplet, where three phases (gas, liquid and solid) meet. Dated back to 1805, Young introduced mean curvature to study the contact angle of a capillary surface and proposed Young's equation for the contact angle, between the capillary surface and the solid substrate, of a static droplet. The geometric motion of a dynamic droplet is more challenging and extensively studied in the literature at the modeling [9, 10, 11, 12] , analysis [18, 22, 4, 6, 19, 24, 15, 17] , and computations level [38, 32, 30, 33] .
In this paper, we study the dynamics of a droplet placing on an inclined rough surface using vertical/horizontal graph representation. After deriving the governing equations via gradient flows on a manifold, we propose some unconditionally stable numeric schemes and perform the accuracy check with several challenging examples.
First, we give a gradient flow formulation of the dynamic droplet by regarding the geometric motion of this droplet as a trajectory on a Hilbert manifold with boundary, where the obstacle occurs. Gradient flows on manifolds and the corresponding interpretation of minimizing movement with proper metrics have been the focus of recent researches in both analytic and numerical aspects [3, 27, 1] . This general formulation is also able to describe geometric motions of droplets with topological changes, for instance, splitting and merging. To completely describe the dynamics of the droplet, a free energy including capillary effect and gravitational effect, and a Riemannian metric (dissipation potential) in the gradient flow structure will be specific in different physical settings [9, 2, 12] . For the quasi-static dynamics, i.e. the capillary surface is determined by an elliptic equation, there are many analysis results on the global existence and homogenization problems; see [7, 22, 24, 16] for capillary surface described by harmonic equation and see [4, 5, 8, 17] for capillary surface described by spatial-constant mean curvature equation. We also refer to [2, 17] and the references therein for quantitative/qualitative theory of droplets on rough surface.
Next, we propose some unconditionally stable numerical schemes with second order accuracy for the droplet dynamics described by the motion by mean curvature and the moving contact lines. The unconditionally stable scheme is based on explicit boundary moving, which decouples the dynamics for the contact lines and the capillary surface. The challenging due to moving grids is handled by a semi-Lagrangian method with second order accuracy. To achieve a second order scheme efficiently, we also design a predictor-corrector scheme with inexact nonlinear elliptic solver, which maintains the second order accuracy. There are many other numerical methods proposed for simulating the dynamics of droplets or in general dynamics of multiple interfaces; c.f. the front-tracking method [26] , fixed domain method [28] , the level set method [40] , the phase-field method [20, 23, 35] or the threshold dynamic method [13, 14, 34] and the references therein.
Third, we construct many challenging and important computational examples to demonstrate the validation and efficiency of our numerical schemes. (i) Using a quasi-static solution without gravitational effect, we check the second order accuracy in space and time for our numerical schemes. (ii) We construct a breathing droplet with a closed formula solution, and we use it to show the long-time validation of our numerical schemes. (iii) We use some complicated inclined rough surface such as the classical Utah teapot to demonstrate the contact angle hysteresis of a droplet on inhomogeneous rough surface and the competition between capillary effect and gravitational effect. (iv) Using the horizontal graph representation and a desingularized formula for quasi-static dynamics, we also give some simulations for Kelvin pendant drops with repeated bugles. For recent studies of steady solutions to Kelvin pendant droplet problem, we refer to [30] ; see also [32] for simulations of a liquid drop when its volume increases. We also emphasize that there is a rich literature on droplets with different physical effect, such as viscosity effect, Marangoni effect, electromagnetic effect, electronic effect or surfactant effect; see for instance [31, 36, 37, 25] .
The rest of this paper is organized as follows. In Section 2, we reformulate the dynamics/quasistatic dynamics of a droplet as a gradient flow on a Hilbert manifold with boundary. The gradient flow of a specific free energy and the corresponding governing equations for droplets on inclined rough surfaces will be given in Section 2.6. In Section 3, we derive unconditionally stable 1st and 2nd order schemes for droplet dynamics on inclined rough surfaces. The truncation error estimates and peusdo-codes for 1st/2nd order schemes are given in Appendix A and Appendix B respectively. In Section 4, we give some accuracy validations of our schemes compared with the quasi-static solution and demonstrate several challenging examples such as droplet in teapot, breathing droplet and Kelvin pendant droplet.
Gradient flow formulation for dynamics of partially wetting droplets
In this section, we describe the geometric motion of a droplet as a gradient flow with obstacle on a Hilbert manifold. More precisely, we study the motion of a two-dimensional droplet placed on a substrate, which is identified by the area A := {(x, y); a ≤ x ≤ b, 0 ≤ y ≤ u(x)} with sharp interface. The motion of this droplet is described by a capillary surface u(x, t) ≥ 0 and partially wetting domain a(t) ≤ x ≤ b(t) with free boundaries a(t), b(t) (physically known as contact lines). After choosing the configuration states, we will introduce the driving free energy and the dissipation mechanism described by a Riemannian metric, and then we completely determine the motion of the droplet. The dynamics/quasi-static dynamic of droplets with/without volume constraint will be discussed. The extension of gradient flow formulation to a droplet on an inclined rough surface is carried out in Section 2.6. Extension to high-dimensional case is natural for some axial symmetric cases; see Section 4.2.
2.1. Dynamics of a droplet as a gradient flow on manifold: without volume constraint. Now we describe the geometric motion of the droplet with the configuration states η = {a, b, u(x)}. We use a Hilbert manifold [29] to describe the configuration states We use a trajectory on this manifold to describe the dynamics of the droplet. Consider a trajectory η(t) ∈ M starting from initial state η(0) = {a(0), b(0), u(x, 0)} ∈ M,
It is natural to assume the motion of the droplet η(t) is modeled by a gradient flow on manifold M described above. (i) The dynamics is driven by a free energy F(η) on manifold M; (ii) The dissipation mechanism of the dynamics is described by a Riemannian metric g η on the tangent plane T η M, which will be discussed in (2.7) below. Now we describe the tangent plane T η M. Since the geometric motion has an obstacle condition u(x, t) ≥ 0, manifold M has a boundary, i.e. {η ∈ M; u(x) = 0 for some x ∈ (a, b)} (when the droplet has a splitting-type topological change). On the boundary, the tangent plane is not a linear space and has the restriction described below. Following the convention, we will choose the outer normal n of A. Notice
Denote v(x, t) := ∂ t u(x, t). Then the tangential plane at η(0), denoted as T η M is
Here a , b are the horizontal velocity at the contact ending points (physically also known as the contact line speeds) and v(x), x ∈ [a, b] is the vertical velocity. The last inequality in the definition of T η M in (2.4) is only effective for η on the boundary of the manifold M, i.e. where the obstacle occurs.
Define the contact angles (inside the droplet A) as
see Fig 1 (a) . Then the physical meaning of the constraint in (2.4) is naturally from the fact that the contact angles are proportional to the quotient of the vertical velocity and the horizontal velocity, i.e.
Next, one need to propose some dynamic boundary conditions describing the relations between the contact line speeds a , b and the contact angles θ a , θ b . Under the smoothness assumption for the relation between the contact angle and the contact line speed, linearized around the equilibrium, Davis [9] obtained the linear relation between the perturbed contact line speed and the perturbed contact angle. This is consistent with Onsager's quadratic dissipation potential (see also Doi [37] ), which leads to the first two terms in the Riemannian metric introduced in (2.7) below; see [22] for both L 1 and L 2 Riemannian metrics. We also refer to [2] for a different L 1 metric for the contact line speed, which gives a rate independent gradient flow [27] .
To describe the dissipation mechanism of the dynamics, we introduce the a Riemannian metric g η . For any
where β > 0 indicates the capillary relaxation time on the capillary surface. We consider the energy functional
Particularly, one can consider three typical free energies: (i) Dirichlet energy G(x, u, u x ) = 1 2 ∂ x u 2 + σ, where σ is a constant; c.f. [7, 24, 16, 37] ; (ii) Area functional G(x, u, u x ) = 1 + (∂ x u) 2 + σ; c.f. [4, 5, 17] , as a consequence, the choice of the last term in g η gives the mean curvature flow; c.f. [21] ; (iii) free energy for droplets on inclined rough surface; see (2.35) below.
We now derive the gradient flow of F(η) on manifold M with respect to the Riemannian metric g η . For an arbitrary trajectoryη(s) = {ã(s), b(s),ũ(x, s)} (physically known as a virtual displacement) passingη(t) = η(t) with tangent direction q :=η (t) = {ã ,b ,ṽ(x)} ∈ T η(t) M, we know the gradient flow on manifold M can be formulated by
Notice also from the Riemannian metric g η(t) ,
where ∂tu(x,t) √ 1+(∂xu) 2 is the normal velocity in the direction of the outer normal. Now we derive the governing equations by taking different q ∈ T η(t) M. First, taking q = {ã , 0, 0} ∈ T η(t) M, from (2.11), we have the equation at the endpoint a,
Similarly, we can derive the equation at the endpoint b. Thus the governing equations for u(·, t) ∈
2.2.
Gradient flow on a manifold for a Obstacle Problem: with volume constraint. In this section, we consider a gradient flow with volume constraint. Recall (2.1), (2.4) and denote the volume of the droplet as V . To ensure the volume preserving condition b(t) a(t) u dx = V, t ∈ [0, T ], we consider the gradient flow of extended free energy F(η, λ) on manifold M × R for η(t) ∈ M and a Lagrange multiplier λ(t)
Then the gradient flow of F(η, λ) with respect to Riemannian metric g η defined in (2.7) is
Therefore the governing equations for u(·, t) ∈ H 1 0 (a(t), b(t)) and λ(t) are
2.3. Gradient flow for a single droplet: without merging and splitting. The variational inequality formula above are able to describe the merging and splitting of several drops. However, how many parts the droplet will end up is unknown. When the droplet is separated into two parts, and ideally the generated contact line speed has the same formula with (2.18) and (2.19), we can treat them separately. Existence of global weak solutions including topological changes (splitting and merging) is studied in [22] using a continuum limit of a time discretization. We call a separated droplet as a single sessile drop if u(x, t) > 0 for x ∈ (a(t), b(t)) with the gravity downwards, i.e. g > 0. Another scenario is when a light drop is in a heavy fluid, the drop experience buoyancy due to gravity. In this case, we call a separated droplet as a single pendant drop if u(x, t) > 0 for x ∈ (a(t), b(t)) with the gravity upwards,i.e. g < 0. Another equivalent problem is a drop pendant on ceiling with u < 0 for x ∈ (a(t), b(t)) and g > 0. In the remaining paper, we only consider nonnegative solutions. For those single sessile/pendant drop cases, the variational inequalities become variational equalities and the weak formulations can be equivalently converted to a strong PDE formulations. Therefore the governing equations without volume constrain (2.15) become
u(a(t), t) = u(b(t), t) = 0, 
where V is the initial volume of the droplet.
2.4. Gradient flow for a single droplet with quasi-static dynamics. If we consider the gradient flow in the quasi-static setting, i.e. β = 0, we can regard u(x, t) as being driven by a(t), b(t). In other words, we consider {a(t), b(t), u(x, t)} with u(x, t) as the solution to
This gives a reduced manifold R 2 = {a, b}. Correspondingly, we have the quasi-static trajectory η qs (t) := (a(t), b(t)), the quasi-static tangent plane T ηqs and the quasi-static free energy
With the quasi-static metrics g ηr (η r ,η r ) = a ã + b b , we have the gradient flow for quasi-static dynamics
Then by the calculation in (2.12), we have the gradient flow for a(t), b(t)
Notice the right hand sides depend on u which is solved by the nonlinear elliptic equation (2.25) .
Combing the ODE (2.28) with the elliptic equation (2.25) gives a complete description of the quasi-static dynamics of the droplet. After spatial discretization, the resulted system is known as a differential-algebraic system of equations (DAEs); see detailed description in Section 4.1.1.
2.5.
Free energy for the droplet and Young's angle. To give a specific free energy, we will follow the same notations and terminologies in the classical book of De Gennes [11] . To consider the interactions between the three phases of materials: gas, liquid, and solid, denote γ sl (γ sg , γ lg resp.) as the interfacial surface energy density between solid-liquid phases (solid-gas, liquid-gas resp.). γ sl , γ sg , γ lg > 0 are also known as the surface tension coefficients. Surface tension contributes the leading effect to the dynamics and equilibrium of the droplet. Surface energy between liquid and gas is the excess energy due to the one half lower coordination number (in the mean field approximation) of molecules at the surface compared with those sitting in the liquid bulk (Doi [12] ). Besides gravity, we neglect other forces, such as viscosity effect, Marangoni effect(solutocapillary effect and thermocapillary effect), electromagnetic effect, evaporation and condensation, etc. To count the total area of the capillary surface (with surface tension γ lg ) and the area of the contact domain of the droplet (with the relative surface tension γ sl − γ sg ), we take the total free energy of the droplet as
where ρ is the density of the liquid, g is the gravitational acceleration. The competition between the three surface tension coefficients will in the end determine the steady shape of the droplet. Let the density of gas outside the droplet is ρ 0 = 0. We denote the capillary coefficient as κ := ρg γ lg and the capillary length as L c := 1 √ κ . For a droplet with volume V , its equivalent length (characteristic length) L is defined as V = 4π 3 L 3 in 3D and V = πL 2 in 2D. The bond number Bo := ( L Lc ) 2 = κL 2 shall be small enough to observe the capillary effect [11] . Notice for simplicity in presentations of the governing equations, we allow κ < 0 in the case of pendant droplet. Hence when κ < 0, the capillary length is L c = 1 √ |κ| and the bond number is Bo = ( L Lc ) 2 = |κ|L 2 . By Young's equation [39] , the equilibrium contact angle θ Y is determined by the Young's angle condition
Adhesive forces between the liquid and the solid cause the liquid drop to spread across the surface (called a partially wetting liquid on a hydrophilic surface), while cohesive forces within the liquid cause the drop to ball up and avoid contact with the surface (called dewetting or non-wetting liquid on a hydrophobic surface). From Young's angle condition (2.30) the partially wetting liquid case (hydrophilic surface) corresponds to
where σ is called relative adhesion coefficient between the liquid and the solid. In this case, the relative adhesion coefficient −1 < σ ≤ 0. On the other hand, the non-wetting liquid case (hydrophobic surface) corresponds to
In this case, the relative adhesion coefficient 0 ≤ σ < 1. The case θ Y = 0, σ = −1 is called completely wetting. For simplicity, we assume γ lg = 1 in this paper.
2.6. Gradient flow for a single droplet on a rough and inclined surface. In this section, with some modifications for the free energy and the Riemannian metric, we turn to describe the gradient flow and the governing equations for a single droplet on a rough and inclined surface. Given a rough solid surface described by a graph function w(x), the droplet is then described by
Here we follow the convention for studying droplets on an inclined surface and use the Cartesian coordinate system built on an inclined plane with effective inclined angle θ 0 such that − π 2 < θ 0 < π 2 , i.e. tan θ 0 x is the new x-axis we choose.
The motion of this droplet is described by the relative height function (capillary surface) u(x, t) ≥ 0 and partially wetting domain a(t) ≤ x ≤ b(t) with free boundaries a(t), b(t). Consider the manifold
Then the tangential plane at η(0), denoted as T η M is
Define the Riemannian metric g η(t) for the rough surface
1+(∂x(u+w)) 2 is the normal velocity along the outer normal direction. Now we consider the energy functional associated with the rough surface
where ρ is the density of the liquid, g is the gravitational acceleration. In the inclined case, for a droplet with volume V in 2D, the effective bond number is
To ensure the volume preserving condition b(t) a(t) u dx =: V , we consider the gradient flow of an extended free energy F(η, λ) on manifold M × R for η(t) ∈ M and the Lagrange multiplier λ(t)
Then the gradient flow associated with F(η, λ) with respect to Riemannian metric g η defined in (2.7) is
By energy functional (2.35), and same calculations as that for (2.18)-(2.21),
For simplicity, we denote h(x, t) := u(x, t) + w(x), then the governing equations for a single droplet become
where the two angles are defined as ∂
It is easy to check the steady state a (t) = b (t) = 0 recovers Young's angle condition.
Remark 1. For w(x) = 0, i.e. the surface is a perfect inclined plane with angle θ 0 , the derivation above recovers the classical model for capillary droplets on an inclined surface.
Remark 2. We remark the first equation in (2.39) with the free parameter λ(t) is translation invariant for x to x + x 0 . At the equilibrium, the right hand side in the first equation is exactly the hydrostatic balance
where we have chosen by convention the pressure outside of the drop to be zero and inside p =
due to the force balance on the capillary surface.
numerical schemes for droplets dynamics on a rough and inclined surface
In this section, we consider a droplet (described by a vertical graph function) on a rough and inclined surface in the partially wetting case, i.e. the relative adhesion coefficient −1 < σ ≤ 0. Notice the dynamics for the moving boundary a(t), b(t) in (2.39) leads to a uniform upper/lower bound, we have an unconditionally stable explicit scheme for the time stepping of moving boundary; see Remark 3. This explicit discretization decouples the computations for the moving boundary a(t), b(t) and capillary surface u(x, t). To achieve a second order scheme in time and space, we should particularly take care of the following issues. First, due to the moving grids x n ∈ (a n , b n ) for each time step n, one need to map h n (x n ), x n ∈ (a n , b n ) to h n * (x n+1 ), x n+1 ∈ (a n+1 , b n+1 ) based on a semi-Lagrangian method upto second order accuracy. Second, to achieve a second order scheme efficiently, we design a predictor-corrector scheme with inexact nonlinear elliptic solver, which maintains the overall second order accuracy. Third, the effects from the inclined rough substrate and the volume constraint will be included. We will derive the first order scheme and give its truncation error in Section 3.1. Then we derive the second order scheme and give its truncation error in Section 3.2. The proofs for truncation error estimates will be left to Appendix A. Before we present the schemes, we list some key notations below in Table 1 . Table 1 . Commonly used notations in this paper.
Symbols
Meaning
PDE moving boundary at t n a n , b n Numerical moving boundary at t ñ a n+1 ,b n+1
Predictor numerical moving boundary at t n+1
Numerical spatial variable at t n x n j = a n + jτ n , τ n = b n −a n N Moving spatial grids at t ñ
Predictor variable at t n+1
Intermedia numerical rescaled solution from predictor 3.1. First order unconditionally stable scheme based on explicit boundary moving and semi-implicit motion by mean curvature.
3.1.1. First order scheme based on explicit boundary moving and semi-implicit motion by mean curvature. Now we design a numerical algorithm for the motion by mean curvature in (2.39).
Let t n = n∆t, n = 0, 1, 2, · · · with time step ∆t. We approximate a(t n ), b(t n ) by a n , b n respectively. With some proper spatial discretizations (such as finite difference, finite element, spectral approximation), we approximate h(x n , t n ) by h n (x n ) for x n ∈ (a n , b n ). We approximate λ(t n ) by λ n . We propose the following three-step algorithm for updating a n , b n , h n , λ n from n to n + 1.
Step 1. Compute the one-side approximated derivative of h n at b n and a n , denoted as (∂ x h n ) N and (∂ x h n ) 0 . Then by the dynamic boundary condition in (2.39), we update a n+1 , b n+1 using
Step 2. Rescale h n from [a n , b n ] to [a n+1 , b n+1 ] with O(∆t 2 ) accuracy using a semi-Lagrangian discretization. For x n+1 ∈ [a n+1 , b n+1 ], denote the map from moving grids at t n+1 to t n as (3.2) x n := a n + b n − a n b n+1 − a n+1 (x n+1 − a n+1 ) ∈ [a n , b n ].
Define the rescaled solution for h n as
It is easy to verify by the Taylor expansion h n * (
Step 3. Update u n+1 and λ n+1 semi-implicitly.
where the independent variable is x n+1 ∈ (a n+1 , b n+1 ). For convenience, we provide a pseudo-code for this scheme in Appendix B.1.
Remark 3. From (3.1), we know for n∆t < T ,
so the explicit scheme for moving boundary is unconditionally stable.
Remark 4. We interpreter the above time-discrete scheme as a De Giorgi's minimizing movement formulation for the gradient flow. For simplicity, consider the case w(x) = 0, θ 0 = 0. Define the approximated energy functional at t n+1 (3.6)
u 2 dx, and the distance function at t n+1
Then for the updates in (3.4), u n+1 satisfies the minimizing movement problem (backward Euler scheme)
In other words, the update in (3.4) can be implemented by this minimizing problem.
3.1.2. Truncation analysis for first order scheme. In this section, we state the truncation error for the first order scheme, whose proof is in Appendix A.
] be the exact solution to (2.39) evaluated at t = t n+1 with initial data at t = t n , a n , b n , h n (x n ) for x n ∈ [a n , b n ]. Then we have the first order truncation error estimates
where h n * and x n are given by
For simplicity, h(t n+1 ) represents h(·, t n+1 ) in the lemma above and the remaining contents. By mapping moving domain to a fixed domain
, the proof of this lemma is standard so we put it in Appendix A.
3.2.
Second order numeric algorithm based on a predictorcorrector method with an unconditionally stable explicit boundary moving. In this section, we use the predictorcorrector method to obtain a second order scheme. With the notations in Table 1 , we still approximate a(t n ), b(t n ) by a n , b n respectively and approximate h(x n , t n ) by h n (x n ) for x n ∈ (a n , b n ). However, it is more convenient to use a fixed domain variable
We will first present the derivation of the second order scheme based on the relation
Derivation of a second order scheme based on the predictor-corrector method for DAEs with an inexact algebraic solver. To design a second order scheme, we illustrate the idea using the predictor-corrector method for an analogous DAEs. Assume we have an exact DAEs
where the second algebraic equation is equivalent to u = G(b) for some function G. However, in practice, one may not solve u = G(b) exactly, which is to solve a mean curvature flow in our case. Therefore, we design the predictor-corrector method to solve a DAEs with an inexact algebraic solver. Given b n , u n such that u n = G(b n ) + O(∆t 2 ).
Step 1. Solve the predictorb n+1 by forward Euler
Step 2. Obtain the predictorũ n+1 by solving algebraic equation up to a second order accuracy
Step 3. Solve the corrector b n+1 by the trapezoidal method
Step 4. Obtain the corrector u n+1 by solving the algebraic equation up to a second order accuracy
Indeed, we show the second order error estimate of this scheme below.
which gives the second order accuracy for b n+1 and thus u n+1 .
3.2.2.
Derivation of the second order accuracy for the semi-Lagrange term. Now we derive the second order scheme based on (3.11) . First, consider the semi-Lagrange term
2 ) can be approximated by
b n −a n and the relation a n+1 − a n+ 1 2 = a n+ 1 2 − a n = a n+1 −a n 2 . The last term (3.18) can be approximated by
Therefore, we can define the intermedia variable
Indeed, one can further give the second order spatial discretization ofh n * (x n+1 ) to see it has a similar form with (3.3). Notice the second order spatial discretizations for I 2 , I 3 are
Define the second order spatial discretization (3.20)
In summary, we have the second order approximation
3.2.3.
Second order predictor-corrector scheme and unconditional stability for explicit boundary moving. Now we present the second order scheme with continuous spatial variables.
Step 1. Predictor. Since we show the nonlinear elliptic solver in motion by mean curvature needs second order accuracy in Section 3.2.1, we repeat the first order scheme in Section 3.1 to update a n+1 , b n+1 using (3.1) but replace the semi-implicit elliptic solver by an implicit nonlinear elliptic solver, i.e., (3.22) β
where the independent variable is x n+1 ∈ (a n+1 , b n+1 ). Denote the results as the predictor
To solve (3.22) , one can use the Newton iteration or solve (3.4) by replacing the stretching term 1 √ 1+(∂xh n * ) 2 iteratively after updating. Step 2. Explicit boundary moving. Compute the one-side approximated derivative of h n at b n and a n , denoted as (∂ x h n ) N and (∂ x h n ) 0 . Then update (3.23) a n+1 − a n ∆t = 1 2
Step
where h n * is defined in (3.19 ) and the equality holds in the sense of changing variables to the fixed domain Z = x−a(t) b(t)−a(t) ∈ [0, 1] and Z = Z(x n+1 , t n+1 ) = Z(x n , t n ) = Z(x n+ 1 2 , t n+ 1 2 ). For convenience, we provide a pseudo-code for this scheme in Appendix B.2.
Remark 5. From (3.23), we know for n∆t < T , we have exact the same bound for the stability estimate in (3.5), so the explicit scheme for moving boundary in the second order scheme is still unconditionally stable.
3.2.4.
Second order truncation error estimates for the predictor-corrector method. The strategy of the second order truncation error estimates is same as that of Lemma 3.1 by noticing in a fixed domain in terms of Z ∈ [0, 1] the predictor-corrector method gives us a second order scheme and then we prove the mapping from Z to x n+1 keep the second order accuracy. For completeness, we put the proof of Lemma 3.2 in Appendix A.
] be the exact solution to (2.39) evaluated at t = t n+1 with initial data at t = t n , a n , b n , h n (x n ) for x n ∈ [a n , b n ]. Letã n+1 ,b n+1 be the predictor obtained by (3.1) andh n+1 (x n+1 ) =Ũ n+1 (Z) forx n+1 ∈ [ã n+1 ,b n+1 ] be the predictor obtained by (3.22) . Then we have the second order truncation error estimates (3.25)
where h n * is defined in (3.19).
Validations and computations
In this section, we will first use the DAEs solution for the quasi-static dynamics to check the second order accuracy of the numerical schemes proposed in the last section. Then we design several challenging and important examples: (i) a periodic breathing droplet with a closed formula solution and a long-time computational validation; (ii) dynamics of a droplet on an inclined rough surface and in a Utah teapot; (iii) Kelvin pendant droplet with repeated bulges and the corresponding desingularized DAEs solver for quasi-static dynamics based on horizontal graph representation.
4.1.
Desingularized DAEs formula and accuracy check for the quasi-static dynamics. In this section, we will first derive the DAEs for the quasi-static dynamics using a desingularized formula. Then we give an accuracy check for the case w(x) = 0 and θ 0 = 0 using the corresponding quasi-static solutions, which can be obtained using the desingularized DAEs solver. 
with boundary condition u(a(t), t) = u(b(t), t) = 0. Multiplying (4.1) by u and integration by parts give immediately that κ > 0 implies λ > 0. In this subsection, we will derive the following DAEs for b(t), λ(t), u m (t) in three steps, which completely describes the quasi-static motion
where u m (t) is the maximal point of u(x, t).
Step 1. Symmetry of the quasi-static profile for fixed t > 0. It is easy to see (4.1) is translation invariant for x → x + , so initially we assume a(0) = −b(0) < 0 without loss of generality. Due to the reflection invariant under x → −x, the solution u(x) is even. Hence ∂ x u(−x) = −∂ x u(x) and a (t) = −b (t). Therefore we always have a(t) = −b(t) < 0.
Step 2. The maximal height for equilibrium. Combining the symmetry in Step 1 and the gradient flow for the quasi-static dynamics (2.28), we have
where u(x, t) satisfies (4.1) with the boundary condition u(−b(t), t) = u(b(t), t) = 0.
Multiplying ∂ x u in (4.1) and integration by parts show that
For θ defined as tan θ = −∂ x u| x=b , this leads to
where u m (t) is the maximal point of u(x, t). Combined with (4.3), we know
Step 3. Hodograph transformation and desingularization. Now we use the hodograph transformation to give a closed formula for the quasi-static profile with a given u m .
Consider the inverse function of u(x, t) for 0 ≤ x ≤ b(t). From du dx = dX du and (4.4),
Assume we are always in the single graph representation setting, i.e. cos θ(t) = C(t) = J(0) > 0,
Recall the dynamic equation for the endpoint (4.6). To solve b, u m and λ together, we need another equation based on the volume preserving condition in (4.1). On one hand, by the volume constraint we know,
To desingularize X u (u m ) = ∞, we use the following formula
On the other hand, to desingularize dx du in the numerical implementation, denote w := √ u m − u. Then we have
It is easy to check . Then (4.14) can be approximated by
.
Combining ODE (4.6) and two algebraic equations (4.12) and (4.14), we obtain DAEs (4.2) for b(t), λ(t), u m (t). With the desingularized formula (4.16), there is no singularity in the DAEs, so it can be solved efficiently and accurately by any ODE solver such as ode15s in Matlab, whose results will be used to check the accuracy for our PDE solvers. Furthermore, by (4.10) and X(u m ) = 0, we can solve the capillary surface X(u, t) by the integral formula Finally, we give the equilibrium solution for DAEs (4.2). Taking b (t) = 0 in (4.6), we have the algebraic equation
This, together with (4.14) and (4.12), we can determine uniquely the steady solution (b, u m , λ).
4.1.2.
Accuracy check between DAEs and 1st/2nd order PDE solvers. We first use the DAEs solver ode15s in Matlab to solve the solution to DAEs (4.2) with the initial data With u m (0) = 1, we start the DAEs by first solving the initial data b(0) and λ(0) from (4.2). The final time in ode15s is T = 1. We obtain b(0) = 3.832203449327490, b(1) = 3.065160982538375. Compared with the DAEs solution, we show below the accuracy check for the first order scheme in Section 3.1.1 and the second order scheme in Section 3.2 in Table 2 and Table 3 respectively. We use the same parameters β = 0, κ = 0, initial angle θ in = 1. and initial contact domain, the solution will remain axially symmetric, denoted as u(r, t). As a consequence, the quasi-static profile is a spherical cap, whose center may be above the ground. To describe this spherical cap solution, we denote the height of the center as u * (t) ∈ R. Furthermore, notice the mean curvature of a d-dimensional ball is H = d−1 R , where R is the radium of the spherical cap.
Consider the partially wetting case in 3D when the droplet is represented by the single graph
Then u * (t) = 2 λ(t) − u m (t) and we have
For the droplet in the non-wetting case, the capillary surface can not be expressed uniquely by the graph function u(r). In the non-wetting case, in which the center u * (t) is above the ground, one shall use two graph representation (with same notations) for 0 ≤ u ≤ u * (t) and u * (t) ≤ u ≤ u m respectively; see also the horizontal graph representation in Section 4.5. The spherical cap formula (4.22) holds true for these two pieces.
To efficiently formulate the DAEs for the quasi-static profile, denote contact angle θ as tan θ = −∂ r u| r=b . Then by elementary calculation we obtain the classical spherical cap volume formula in 3D (4.23)
With this θ, the boundary motion (4.3) becomes
In 2D case, the volume formula becomes
4.2.1.
Construct an exact breathing droplet solution and compare with numerical simulations. Motivated by the spherical cap solution in the last subsection, with a prescribed contact angle θ(t), we construct a breathing spherical cap solution satisfying
where the parameters κ(t), σ(t) will be determined below. Here we consider only the partially wetting case 0 < θ(t) ≤ π 2 . Now we proceed to derive the formula κ(t), σ(t) for this breathing droplet. Given θ(t) with oscillations, we will first calculate u(x, t) and b(t) from the spherical cap formula and then find κ(t) and σ(t) such that the PDE (4.26) holds with the Lagrangian multiplier λ(t).
Step 1. Given the initial data θ(0) and b(0). Calculate volume V from (4.25).
Step 2. Calculate u(x, t) and b(t). From the spherical cap formula (4.25)
,
This construction automatically preserves the volume V and we know Step 3. We find κ(t), σ(t) and λ(t) such that (4.26) holds. From the formula in Step 2, we can solve (4.30)
Particularly, for the quasi-static case β = 0, we have
The constructed breathing droplet solution can be easily extended to 3D; see Appendix D.
Let the oscillated contact angle be θ(t) = θ in + A sin t, with θ in = 1.3π 8 , A = 0.2. Now we show the evolution of breathing droplet and the periodic recurrence for [0, 30π]. The dynamics of the breathing droplet in Fig. 2 is computed by the first order scheme in Section 3.1.1 with κ(t), σ(t) in (4.30) and with initial contact domain [−3, 3] and initial profile calculated by (4.28) for t = 0. The parameters in the PDE solver are β = 0.1, final time T = 30π, time step ∆t = T 1500 = 0.0628, N = 1000 for moving grids in (a(t), b(t)).
4.3.
Capillary motion of a droplet in the Utah teapot. The Utah teapot is an important object in computer graphics history, whose 2D cross section can be completely described by several cubic Bézier curves. In this section, we will use the bottom and the mouth of the Utah teapot as the inclined rough substrate to demonstrate the competition between the gravitational effect and capillary effect for droplet with small Bond number.
We use four points (x i , y i ), i = 1, · · · , 4 to construct a cubic Bézier curve (x( ), y( )) with parameter ∈ [0, 1]. Denote the Bernstein basis polynomials as (4.32)
Then the cubic Bézier curve is uniquely given by
Now we construct the bottom and the mouth of the Utah teapot using 10 points x i , y i , i = 1, · · · , 10 listed in Table 4 . For the bottom of the teapot, we use (x i , y i ) for i = 1, · · · , 4 and (x i , y i ) for i = 4, · · · , 7. For the mouth of the teapot, we use (x i , y i ) for i = 7, · · · , 10. Notice the inclined rough substrate is now expressed by parametric curve (4.33) . Let (x) be the inverse function of x( ), then w(x) = y( (x)) in the first order and second order schemes. To evaluate function w at endpoint Computed by the first order scheme in Section 3.1.1 with κ(t) and σ(t) in (4.30) and oscillated contact angle θ(t) = θ in +A sin t, with θ in = 1.3π 8 , A = 0.2. The parameters in the PDE solver are β = 0.1, T = 30π, ∆t = 0.0628, N = 1000 for moving grids, initial domain [−3, 3] and initial u(x, 0) calculated by (4.28) . Each subfigure shows the breathing droplet at time snapshots [0, π 2 , π, 3π 2 ] and the recurrence after 15 periods. a in the numerical implementation, one can use linear interpolation a = (1 − α)x( i ) + αx( i+1 ) for some α ∈ [0, 1]. Now we take the physical parameters as κ = 5, β = 0.2 and the initial droplet as
with initial endpoints a(0) = 2.4, b(0) = 2.9. The corresponding effective Bond number can be calculated by (2.36) with effective inclined angle θ 0 = 0.226π, Bo = 0.1312. In the second order scheme, we use N = 1000 moving grids uniformly in (a(t), b(t)). We take final time as T = 96 with time step ∆t = 0.08. Different capillary motions with different relative adhesion coefficients (upper) σ = −0.8 and (lower) σ = −0.6 are shown in Fig. 3 respectively. In each figure, the green line is the initial droplet, red lines are the evolution of the droplet at equal time intervals, and the blue line is the final droplet at T = 96.
4.4.
Dynamics of droplets on an inclined rough surface. In this section, we show the contact angle hysteresis (CAH) for a droplet on inclined rough surfaces. Gravity will pull the droplet down while CAH will resist its motion. Therefore, one will observe the top of the droplet becomes thin while the bottom of it becomes thick. Besides, the contact line speeds depend on both the contact angle θ a , θ b and the local slope of the rough surface θ 0a , θ 0b (in (2.39)), which changes constantly due to the boundary motion. Consequently, one can observe the contact line speed will change accordingly.
To demonstrate those phenomena, we take two typical rough surfaces w 1 (x) = A(sin(kx) + cos(2kx)) 2 , A = 0.08, k = 5, (4.35) w 2 (x) = A(sin(kx) + sin(kx/2) + cos(2kx)), A = 0.1, k = 5. (4.36)
We take the physical parameters as κ = 0.3, β = 0.3 and initial droplet as 
4.5.
Kelvin pendant drop with repeated bulges. In 1886, Lord Kelvin proposed a geometric integration procedure that the quasistatic profile remains no long graph representation and becomes "repeated bulges" when the height of the pendant drop exceeds a critical height u c . To compute the "repeated bulges", which certainly break the vertical single graph representation setting, we will first describe the droplet using inverse function X(u) (in horizontal graph setting) and give the gradient flow formulation in terms of X(u). By solving the DAEs for X(u) with κ < 0, which describes the quasi-static dynamics of a pendant droplet, we will recover multiple interfacial shape including lightbulb, hourglass shapes with different bond numbers. We refer to [30] for simulations and stability analysis of a liquid drop in hydrostatic states. For the case the capillary surface can not be expressed uniquely by the graph function u(x), we use the horizontal graph setting suggested by the inverse function X(u). Assume there is only one maximum, denoted as u m , for the height of the quasi-static profile u(x) of the droplet. In the following derivation for the dynamic system, we always assume there is only one maximum for u(x), which is indeed correct for the quasi-static dynamics of a pendant droplet (see (C.16)). Therefore for the right part of the droplet, i.e. from maximal point x m such that u(x m ) = u m to the right end point, u(x) is injective and thus revertible. In the following we only consider the right part of the droplet while the left part of the droplet can be handled by the same method. For simplicity, we assume the maximal point is u(0) = u m and assume the droplet is axially symmetric (see also the symmetric arguments in Section 4.1.1). Now we use the inverse function to identify the droplet on the right of its maximum X = 0
Next we give the following governing equations for a 2D droplet in terms of X(u), which can be derived similarly using a gradient flow on a Hilbert manifold (4.39)
The derivation is given in Appendix C for completeness.
To compute the Kelvin pendant droplet problem, we consider the quasi-static dynamics by taking β = 0 in (4.39). After desingularization, the quasi-static dynamics can be recast as the following DAEs for (X(0, t), u m (t), θ(t), λ(t)) (4.40)
where J(u, θ) := − κu 2 2 + λu + cos θ. After solving (X(0, t), u m (t), θ(t), λ(t)) from the above DAEs, we can further compute the formula for X(u, t)
We use the DAEs solver ode15s in Matlab to solve the solution to DAEs (4.40) with the initial data Proof of Lemma 3.1 (first order truncation error estimates). Let a(t n+1 ), b(t n+1 ), u(x n+1 , t n+1 ) for x n+1 ∈ [a(t n+1 ), b(t n+1 )] be the exact solution to (A.1) evaluated at t = t n+1 with initial data at t = t n , a n , b n , u n (x n ) for x n ∈ [a n , b n ]. We outline the idea of proof below.
Step 1. Truncation error estimate (3.9) for moving boundary. By Taylor expansion (A.2) a(t n+1 ) = a n + a (t n )∆t + O(∆t 2 ), and the boundary condition in (A.1),
we have (A.4) a(t n+1 ) = a n + ∆t(σ + 1
Similarly for b(t n+1 ), we also have
Next, we prove truncation error estimate (3.10) and divide the proof into four steps.
Step 2. Map the moving domain to fixed domain. We map the moving domain [a(t), b(t)] to the fixed domain [0, 1] by Z(
. Particularly, at different times we have the relation
for independent variables x k ∈ [a k , b k ], k = n − 1, n, n + 1 2 , n + 1 respectively. Denote U (Z, t) := u(x, t). Then changing of variables shows that
Then we recast (A.1) in terms of Z, U variables
Step 3. Truncation error for the term ∂ t u = ∂ t U + ∂ Z U ∂ t Z. First, using the backward Euler approximation, we can approximate this term. From relation (A.6), we have for
where (A.10)
x n = a n + b n − a n b(t n+1 ) − a(t n+1 ) (x n+1 − a(t n+1 )).
which is exactly (3.3) .
In summary, the semi-Lagrangian term has first order accuracy
Step 4. Truncation error for the stretching term 1 √ 1+(∂xu) 2 . From the relation between x n and x n+1 in (A.10) and the truncation error in Step 1, we have
Combing (A.10) and (A.11), we have (A.14)
In summary, we have
Step 5. Truncation error for u(x n+1 , t n+1 ), 
We conclude the proof.
Proof of Lemma 3.2 (second order truncation error estimates). Let a(t n+1 ), b(t n+1 ), u(x n+1 , t n+1 ) for x n+1 ∈ [a(t n+1 ), b(t n+1 )] be the exact solution to (A.1) evaluated at t = t n+1 with initial data at t = t n , a n , b n , u n (x n ) for x n ∈ [a n , b n ]. We will prove truncation error estimates (3.25) and (3.26) separately in Step 1 and Step 2. We outline the idea of proof below.
Step 1. Second order truncation error for the moving boundary (3.25) .
We first illustrate the idea of the usual truncation error estimates for the predictor-corrector
which is equivalent to
Moreover, for any smooth function w(v), we have the second order estimate
(A.19) also gives another method for second order truncation error estimate by evaluating the equation v = f (v) at t n+ 1 2 , which is (A.18). The truncation error in Step 2 will rely on this method.
Second, we again recast the equation for the moving boundary in terms of the fixed domain variable U (Z, t) = u(x, t) with Z(x, t) = x−a(t) b(t)−a(t) ∈ [0, 1].
(A.21) t) ).
Third, analogue to the usual predictor-corrector ODE solver, we calculate the truncation error for a n+1 . Notice
Taylor's expansion gives us a(t n+1 ) = a n + ∆tg(a n , b n ,
Hence from Taylor's expansion of g(ã n+1 ,b n+1 , ∂ zŨ n+1 ) (A.23) a(t n+1 ) − a n ∆t = 1 2 g(a n , b n , ∂ z U n ) + 1 2 g(a n + ∆tã n+1 − a n ∆t , b n + ∆tb
providedã n+1 −a n ∆t − (a ) n and ∂zŨ n+1 −∂zU n ∆t − (∂ zt U ) n | z=0 has O(∆t) accuracy.
Finally, we proveã n+1 −a n ∆t − (a ) n and ∂zŨ n+1 −∂zU n ∆t − (∂ zt U ) n | z=0 has O(∆t) accuracy. Since the predictorã n+1 is given by the first order scheme in Section 3.1, we knowã n+1 −a n ∆t − (a ) n has O(∆t) accuracy and we obtain (3.9) . To estimate ∂zŨ n+1 −∂zU n ∆t , we give the following claim. Claim 1: Assume we have the error estimates
Then we have the second order accuracy
The proof of Claim 1 is based on changing moving domain to fixed domain by Z =x
, which is similar to (A.21) and will be omitted. Notice the first order accuracy of predictorã n+1 ,b n+1 and we used implicit elliptic solver with second order accuracy in (3.22) for predictorũ n+1 , so the assumptions in claim 1 are satisfied automatically. Thus from the Taylor expansion and claim 1 we know
Therefore, we complete the second order truncation error estimates for the moving boundary (3.25).
Step 2. Second order truncation error estimates (3.26) for u n+1 . First from the similar argument for (A. 19) , we have the following generalized claim Claim 2: For any smooth function w(v(x, t), v x (x, t), v xx (x, t), x, t), we have
where the equality holds in the sense of changing variables to fixed domain Z = x−a(t) b(t)−a(t) with the relation (A.6).
Second, notice the derivation for the term ∂ t h in (3.21) gives the second order accuracy
Using further Claim 1 and Claim 2, we obtain the second order accuracy for (3.26).
Therefore, we complete the second order truncation error estimates for (3.26) .
Appendix B. Pseudo-codes for first and second order schemes B.1. First order in time and second order in space. We present a pseudo-code for the first order scheme in Section 3.1.1: 1. Grid for time: t n = n∆t, n = 0, 1, · · · , where ∆t is time step. 2. Moving grid for space: Fix N and denote τ n = b n −a n N as spatial step size.
(B.1)
x n j = a n + jτ n , j = −1, 0, , 1, · · · , N + 1.
Update the moving grids
x n+1 j = a n+1 + jτ n+1 , j = 0, 1, · · · , N, τ n+1 = b n+1 − a n+1 N .
From (3.3),
h n * j = h n j + h n j+1 − h n j−1 2τ n (a n+1 − a n + j(τ n+1 − τ n )), j = 1, · · · , N − 1;
Solve h n+1 semi-implicitly
For j = 1, · · · , N − 1, with h n+1
Due to the O(|x n+1 − x n |) = O(∆t) accuracy for ∂ x u * and ∂ x u n (x n ) in (A. 14) , to ensure the stability in the implementation, we replace (B.5) by
The resulted linear systemĀy = f has a non-singular matrix
A is a diagonal-dominated tridiagonal matrix defined below, and e T = (1, · · · , 1) ∈ R N −1 . Denote A (N −1)×(N −1) = (a ij ) with
and (B.4) becomes for j = 1, · · · , N − 1,
. Notice we have a nonhomogeneous boundary condition so to impose the nonhomoneneous boundary condition for j = 1, N − 1, we need to compute a 1,0 h n+1
N ) and move them to the right hand side.
B.2.
Predictor-corrector scheme: second order in time and space. We present a pseudocode for the second order scheme in Section 3.2.3: 1. Grid for time: t n = n∆t, n = 0, 1, · · · , where ∆t is time step. 2. Moving grid for space: Fix N and denote τ n = b n −a n N as spatial step size.
(B.10)
Denote u n j ≈ u(x n j , t n ) with u n 0 = u n N = 0. 
where ∂ x h n+1
Denote the results as the predictorã
6. Update the moving grids
7. From (3.21), for j = 1, · · · , N − 1
](a n+1 − a n ), κu−λ = 0 provided κu m = λ. Therefore we obtain the DAEs for (X(0, t), u m (t), θ(t), λ(t)) (4.40).
