An empirical investigation of factors influencing the successful treatment of organisational issues in information systems development by Omar S. Al-Mushayt (7196984)
 
 
 
This item is held in Loughborough University’s Institutional Repository 
(https://dspace.lboro.ac.uk/) and was harvested from the British Library’s 
EThOS service (http://www.ethos.bl.uk/). It is made available under the 
following Creative Commons Licence conditions. 
 
 
 
 
 
For the full text of this licence, please go to: 
http://creativecommons.org/licenses/by-nc-nd/2.5/ 
 
An Empirical Investigation of Factors Influencing the Successful 
Treatment of Organisational Issues in Information Systems 
Development 
By 
Omar Saeed Al-Mushayt 
A Doctoral Thesis 
Submitted in partial fulfilment of the 
requirement for the award of 
The Degree of Doctor of Philosophy of the 
Loughborough University 
January 2000 
© By Omar Saeed Al-Mushayt, 2000 
ACKNOWLEDGEMENTS 
I wish to express my sincere thanks and appreciation to a number of people without 
whose support and encouragement this work would not have been completed. 
First and foremost, my grateful thanks to my supervisors, Professor Malcolm King 
and Dr. Neil N. F. Doherty, for their patience, extreme understanding, and 
constructive criticism. Their availability, time and research experiences have been 
invaluable for the smooth completion of this research. 
I would like to extend my sincere thanks to Professor John Wilson, Director of 
Research, and Dr John Loan-Clarke, my panel member, for their valuable advice and 
support throughout the last three years. Special thanks are extended to the Business 
School staff and Loughborough University in general, and in particular Professors L. 
Damodaran and Ken Eason, for their advice and constructive comments during the 
pretesting stage of the mail survey. 
My deepest thanks go to my wife Fatima Abumelha who supported me throughout 
the last three years and devoted here time to me and our chlidderen Mussab and 
Noaf. 
I am grateful to; the Saudi Government for their financial support throughout my 
Master and PhD studies; all the staff of the Emarit Asir, especially, the Governor of 
the Asir region HRH Prince Khalid Al-Faisal, and his Deputy Mr. M. Bin Zaid who 
have encouraged me to pursue my PhD studies. 
Thanks are also due to all my fellow' Saudi PhDstudents in Loughborough 
University for their social support And encouragement. 
Many people have helped me throughout the duration of this research whom I wish 
to thank but whose names cannot be listed here. 
Above all, my greatest thanks and gratitude to My God the Almighty who gave me 
the strength and perseverance to endure this challenging journey. 
i 
DEDICATION 
For 
My father Sheiklr Saeed Bin Ali Bin Mushayt 
My mother D. A. Al-Essa 
My wife F. S. Abumilha 
My children Mussab and Noaf 
ii 
ABSTRACT 
There are far too many Information Systems (IS) projects which end in failure. 
It is widely recognised that the primary reasons for this are essentially human and 
organisational and rarely technical. Although it is found that the vast majority of IT 
specialists consider human and organisational issues to be of equal if not of greater 
importance than technical issues, in practice they are still focusing on technical 
aspects at the expense of human and organisational issues in Information Systems 
Development (ISD) and implementation. Despite the awareness of the importance of 
human and organisational issues in ISD, little is known about how these issues can 
actually be addressed. This study attempts to fill this gap by investigating empirically 
how, when and by tinhorn a set of 14 specific organisational issues are treated in 
practice, and explores whether the treatment of this set of issues is dependent upon the 
employment of specific Systems Development Methods (SDM) or the successful 
adoption of organisationally oriented best practice factors. 
In excess of 2,250 questionnaires were posted to IS/IT directors in different 
British organisations which had over 250 employees, and 344 valid responses were 
received. This mail survey was followed by a series of focus groups interviewees with 
IT practitioners. It was envisaged that the integration of the two strategies would 
provide a very effective mechanism for combining the complementary advantages of 
the qualitative and quantitative research approaches. The interviews provided a 
richer picture of the research statistical results and explored their meaning and 
implications. 
This research presents empirical evidence that the level of organisational 
issues consideration, the tinting of treatment, and the person/people responsible for 
the treatment during ISD significantly influence the overall level of systems' success. 
The findings also show that there is a significant correlation between the adoption of 
best practice factors and the overall success of IS and the treatment of organisational 
issues. There is, however, no significant relationship between the use of systems 
development methods and the overall success of IS or the treatment of organisational 
issues. These findings suggest that it is not the choice of a specific systems method that 
ensures the consideration of a wide range of organisational issues, but the successful 
adoption of the organisationally oriented best practices approaches. 
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Introduction 
CHAPTER ONE 
INTRODUCTION 
1.1 Background Research Problems 
Information Technology (IT) is becoming increasingly important for all aspects of 
organisational life. Every organisation, irrespective of its mission, role, or size, needs 
to embrace IT enthusiastically if it wishes to survive, and hopefully prosper, in an ever 
more competitive world. Commentators suggest that IT is now firmly on the 
boardroom agenda where it is discussed together with land, labour and capital (Currie, 
1995). Recent statistics claim that the world's largest economies spend, on average, 
4% of their gross national product on IT, and this figure is expected to double within 
the next eight years (Poulymenakou and Holmes, 1996). 
Unfortunately, in recent years a large number of stories have appeared in the press and 
academic literature relating to large-scale, high profile information systems (IS) 
projects which have ultimately resulted in failure. Statistics on the success and failure 
of information systems are plentiful, and generally depressing. For example, Gladden 
(1982) suggested that 75% of all system developments are either never completed or 
not used; Lyytinen and Hirschiem (1987) found that more than 50% of all system 
development projects end in failure. More recently, an extensive review of system 
development practices (Clegg et al, 1997) found that up to 90% of IT projects do not 
meet their goals, 80% are late and over budget and 40% are abandoned. 
One of the factors that is widely recognised as contributing to many of these failures is 
the tendency of systems developers to focus on technical issues at the expense of 
organisational issues. Therefore, there is a growing realisation among IS researchers 
that the reasons for most, if not all, IS project failures are human and organisational 
issues in origin, and rarely purely technical (McFarlan, 1981; Markus and Robey, 
1983; Eason, 1988; Clegg et al, 1996 and 1997; Buchanan, 1991; Hornby et al, 1992; 
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Ewusi-Mensah and Przasnyski, 1994; Poulymenakou and Holmes, 1996; Doherty and 
King, 1998a, b). 
The relationship between IS failure and organisational issues is not, however, a new 
phenomenon. Indeed, Morgan and Soden (1973; p. 157) having examined ten large IS 
failures, stated "our conclusions reflect the fact that almost all of the failures leere of 
management and personnel, rather than technology". Furthermore, Henry Lucas 
(1975) wrote a book called `Why Information Systems Fail', and stated, "the primary 
cause of systems' failure has been organisational behaviour problems" but it seems 
that it has taken a long time for us to fully understand this. 
The current IS literature suggests that human and organisational issues are now more 
important and will become even more critical to the successful development and 
implementation of IS than they were in the past (Doherty and King, 1998b). When 
questioned the vast majority of IT executives said they felt organisational issues were 
of equal, if not greater, importance than technical issues (Doherty and King, 1998a). 
Despite the growing recognition of the importance of organisational issues within the 
IS community, unfortunately, much recent research suggests that human and 
organisational issues are still not well addressed during Information Systems 
Development (ISD) processes (Clegg et al, 1997). Most IS researchers put this down 
to the fact that the existing systems development methods are still primarily 
technology driven (Clegg et al, 1994; Eason, 1988; Doherty and King, 1998a), and 
that much of the responsibility for this rests with IT professionals (Homby et al, 
1992). 
Neither the functionality of existing systems development methods nor the training of 
IS developers has lead to the effective treatment of human and organisational issues. 
Furthermore, little is known about how human and organisational issues are treated, 
other than there is little commonality in terms of the approaches adopted. As a result 
there is a pressing need for empirical research to investigate the area further and fill 
the existing gap. Hence, this thesis will explore the factors which influence the 
successful treatment of individual human and organisational issues during information 
systems development and implementation. 
2 
Introduction 
In fact, the present study is a continuation of previous research done in this area such 
as those mentioned above, and, in particular, the studies conducted by Clegg et al 
(1997); Doherty and King (1998a, b) and Homby et al (1992). 
1.2 Objectives of the Study 
The are a number of fundamental questions which form the focus of this thesis. These 
include: 
0 `How are organisational issues treated by IT directors in practice? ' 
" `What is the influence of the employment of different development methods on the 
overall success of systems development projects? ' 
" `What is the influence of the adoption of best practice factors on the overall 
success of the system? ' 
" `What is the effect of the treatment of organisational issues on the overall level of 
systems success? ' 
" `Is the choice of a specific system development method, the successful adoption of 
best practice or the treatment of organisational issues, the most influential in 
determining systems success? ' 
" `What is the relationship between adoption of best practice factors and the 
treatment of organisational issues? ' 
" `What is the relationship between the choice of specific development methods and 
the treatment of organisational issues? ' 
It was envisaged that it would be possible to address these issues by empirically 
exploring information system development process practices in a wide range of 
organisations across all sectors of industry. More specifically, the primary objectives 
of this study are: 
1. To investigate how organisational issues are treated in practice. 
2. To explore whether the treatment of organisational issues is influenced by the 
employment of specific development methods or the successful adoption of best 
practice factors. 
3 
Introduction 
3. To explore the relationship between the treatment of organisational issues and the 
overall level of success. 
4. To explore whether the successful adoption of best practice, the treatment of 
organisational issues, or the choice of development method is the most influential 
in determining systems success. 
1.3 Context of the Study 
This study explores the factors that influence the successful treatment of 
organisational issues during an ISD process. Here an ISD process is defined as: 
66 a knowledge-intensive system, incorporating the expertise and skills of many 
different people over extended periods of time and facing high levels of internal 
and external uncertainty. " (Clegg et al, 1997; p859). 
The study focuses on large companies in the United Kingdom that have recently been 
involved in IS development projects. The main purpose for selecting this group of 
companies was to explore their common practices with regard to the treatment of 
specific human and organisational issues during the system development process and 
relate that experience with overall IS success. 
The sample of this study was generated from two sources; a commercial database 
named Executive Grapevine Company (EGC) and a list used previously by an IS 
research group at Loughborough University Business School. The sample covers 
companies that have over 250 employees. This sampling procedure generated around 
2,250 companies from a variety of industries. A total of 344 useable questionnaires 
was received; a response rate around 15%. 
Whilst the statistical results of this sample proved to be very interesting, it is not 
always clear how the results should be interpreted and what implications they have for 
the practice of systems development. Therefore, four focus group interviews were 
conducted to provide a richer picture of the research results. The preliminary group 
consisted of five IS academics, whilst the other three groups consisted of 5-6 IT 
practitioners, all of whom had extensive managerial experience on information 
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systems projects. The purpose of these focus groups was mainly to review a selection 
of the more interesting results in order to explore their meaning and implications. 
1.4 Significance of the Study 
This study presents a number of significant contributions to this increasingly 
important but under researched area. It builds upon the previous research and widens 
our understanding of how organisational issues can best be considered and treated 
during the information system development process. One of the distinctive 
contributions this study makes is to extend the current knowledge relating to the 
treatment of organisational issues during the system development process. Currently 
little is known about how human and organisational issues can best be treated during 
systems development. Indeed, this study is among the earliest to explore the factors 
that influence the successful treatment of human and organisational issues. In fact, the 
majority of IS research in this area focuses on specific systems development methods, 
which are predominantly technology driven (Eason, 1988). This technical orientation 
of system methods has typically resulted in the approach of implementing a system 
and then attempting to cope with its organisational implications (Doherty and King, 
1998b) thus the resultant IS failure rate is still high. The study offers a means of 
moving beyond the treatment of organisational issues through the application of 
traditional development methods to the treatment of human and organisational issues 
through the adoption of organisationally oriented best practice factors. 
This study presents empirical evidence that the level of organisational issues 
consideration, the timing of treatment, and the individuals responsible for the 
treatment in the information systems development process significantly impact on the 
overall level of IS success. The findings also show that there are significant 
relationships first between the adoption of best practice factors and the overall level of 
IS success, and second between the adoption of best practice factors and the treatment 
of human and organisational issues. However, no significant relationship was found 
between the use of systems development methods and the overall success of IS or the 
treatment of organisational issues. These results indicate that it is not the choice of a 
specific systems development method that secures the consideration of a wide range 
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of human and organisational issues, but the successful adoption of the organisationally 
oriented best practice factors. 
The findings of this research provide empirical evidence that it is not the size, the type 
of the organisation sector, or the choice of systems method that influences the 
successful treatment of human and organisational issues but the successful adoption of 
best practice factors. In addition, it has been found that organisations which consider 
a wider range of human and organisational issues achieve higher levels of systems 
success. Furthermore, organisations which ensure the treatment of human and 
organisational issues at more than one stage of the system development and give more 
responsibility to the users, have higher levels of systems success than others. 
Another significant contribution of this study can be seen from a methodological 
perspective. The coupling of an extensive survey with the focus groups provided a 
very effective mechanism for coupling and integrating qualitative and quantitative 
research approaches. 
1.5 Organisation of the Study 
Chapter One gives an overview of the thesis, the identification of the research 
problems, the reasons for undertaking this research and the significance of the study. 
Chapter Two reviews thoroughly the relevant IS literature regarding human and 
organisational issues in the information systems development and implementation 
processes. It includes the definition, classification and importance of organisational 
issues; IS success and failure; and technical issues. In addition, it discusses systems 
development methods as specific treatment approaches for organisational issues and 
the adoption of best practice factors as general treatment approaches. This leads to a 
conceptual and operational definition of the treatment of organisational issues in the 
systems development process. Chapter Three investigates major gaps in the relevant 
IS literature and how they can be filled. Moreover, it discusses the research 
objectives; the research variables; and the conceptual framework of the research. 
Chapter Four covers the research design, which includes the questionnaire, research 
strategies, the mail survey, and the focus groups interviews. As this study is survey 
based, questionnaire development and the administration of data collection are given 
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emphasis. Chapter Five explains how the research variables were operationalised and 
incorporated into the questionnaire. It also shows the results of pretesting, details of 
how the pilot study was carried out, and the follow-ups. Chapter Six presents the 
profile of the responses, which provides the basis for understanding the characteristics 
and ISD process 'experiences of the responding companies. Chapter Seven discusses 
the evaluation and validation of the summated IS success scale and the creation of 
new variables for the analysis. Chapter Eight covers the first three objectives, which 
includes the relationships between the overall success and the five groups of variables. 
Chapter Nine covers the remaining two objectives of the research which are: 
examining the relationship between the adoption of best practice factors and the 
treatment of organisational issues; and examining the relationship between the 
employment of systems development methods and the treatment of organisational 
issues. Chapter Ten provides an interpretation of the statistical findings based upon 
the results of the focus groups and the relevant literature. Chapter Eleven is a 
summary and conclusion of the final results of the investigation limitations, and gives 
recommendations for future research. Figure 1.1 presents a graphical overview of the 
structure of the thesis. 
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Chapter 1 Introduction 
" Context of the study 
" Significance of the study 
Chapter 2 Literature Review 
" IS Failure (definition, types, 
reasons) 
" Organisational Issues (definition, 
classification, importance) 
" The Treatment of Organisational 
Issues During ISD process 
(systems development methods, 
adoption of best practice factors) 
Chapter 3 Research Framework 
" Conceptual Framework 
" Research Objectives 
Chapter 4 Research Design 
" Mail Survey 
" Sample Process 
" Focus Groups Interviews 
Chapter 5 Questionnaire Design and 
Data Collection 
" Structure of the questionnaire 
" Operationalistion Variables 
" Pilot Study 
" Main Survey 
" Follow ups 
Chapter 6 Descriptive Profile of 
The Responses 
" Descriptive Profile of the 
Sample 
Chapter 7 Validation of IS 
Success Measurement 
" Evaluation and Validation of 
the DeLone and McLean's 
(1992) IS success Model as a 
Summated Success Scale for 
this Study 
" Creation of New Measures 
Chapter 8 Exploring The 
Relationships Between The 
Overall IS Success and The 
Research Variables 
" Objectives 1 and 2 
Chapter 9 Adoption of Best 
Practice Factors, SDM and 
Organisational Issues 
" Objectives 3 and 4 
Chapter 10 Discussion 
" Conducting focus groups 
" An Interpretation of the Key 
Statistical Findings in Light 
of the Focus Groups Results 
and the Relevant Literature. 
Chapter 11 Conclusion 
" Implications for Research and 
Practice 
" Limitations and Awareness 
for Future Research 
Figure 1.1: Overview of the research process and corresponding chapters 
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CHAPTER TWO 
LITERATURE REVIEW 
2.1 Introduction 
The view that Information Systems (IS) are becoming increasingly important in 
organisations is now widely accepted in the literature (McFarlan 1984; Eason, 1988; 
Peppard 1993; Currie 1995). Some commentators even suggest that information 
technology is now firmly on the boardroom agenda where it is considered the equal of 
capital, labour and land (Flowers, 1996). Others predict a future where every 
organisation, irrespective of its mission or role, will critically depend on information 
technology in every functional area (Currie, 1995). 
This chapter will confirm that despite the profound importance and rapid growth of 
information systems projects, a large number still end in failure, which is very wasteful in 
terms of human resources, money and/or time. In addition, it is shown from the literature 
that most if not all of these failures are not due to technical issues but to organisational 
issues which are treated poorly in practice. 
This chapter will firstly review the concept of information systems failure, both in terms 
of its definition and its principal causes, and also by reviewing practical examples from 
the literature. There then follows a discussion of the nature and importance of human and 
organisational issues, which are increasingly being implicated in information systems 
failure. Finally the methods by which human and organisational issues are commonly 
treated are reviewed. 
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2.2 A Review of Information Systems (IS) Failures 
Failure of IS projects is not new, but it is a growing phenomenon. It has been reported 
that at least 50% of all IS projects end in failure and 70% of the budget is spent on system 
maintenance (Lyytinen and Hirschheim, 1987). Another study reported that almost 75% 
of all system development projects undertaken are either never completed or not used 
when completed (Gladden, 1982). Jones (1989) reported that 25% of all major system 
development processes are cancelled before completion, while 60% of large projects will 
experience major cost and schedule over-runs. Furthermore, Marwick (1990) found that 
at least one third of their samples of IS projects encountered problems of running heavily 
over budget, with more than half going over time and having problems after 
implementation. More recently Clegg et al (1997) found that 80-90% of IT investments 
do not meet their performance objectives. 
Readers in the UK will be familiar with examples of such failures, including the disaster 
of the London Ambulance Service's computerised despatch system (LAS), which within 
a week of installation: 
... slowed down and then 
locked up altogether. Attempts to reboot the 
system failed to cut-in, the control room staff had no alternative but to revert to a 
fully manual paper-based system. (Flowers, 1996; p. 4) 
This along with the case of the Wessex Regional Information System Plan, which failed 
after having at least £43 million spent on it, has probably put back the development of 
effective IS in the National Health Service for a decade. This is because everyone is now 
terrified of becoming "another Wessex" (Wilson, 1997). 
Outside the UK other examples of IS failures can be observed: the opening of Denver's 
new international airport was delayed for more than a year, at a cost of more than 
$lmillion per day, because of software problems in the automated baggage-handling 
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system (Guinan et al, 1998). The Norwegian army's IT project was terminated in August 
1995 after a decade of development and a cost of around £63.5 million (Tolsby, 1998) 
2.2.1 Perspective on the Definition of IS Failure 
In this study, IS definition incorporates all 4 types of IS failures as cited by Lyytinen and 
Hirschheim (1987), (see Section 2.2.2). Information system researchers view IS failure 
differently. Some argue that IS failure occurs if the potential benefits of an IS are not 
realised (Alter and Ginzberg, 1978); if the users' attitudes are negative (Barley and 
Pearson, 1983); if a functioning system is not delivered (Gladden, 1982), if the 
information system is unable to meet a specific stakeholder group's expectations 
(Lyytinen and Hirschheim, 1987), if the information system is not used (Lucas, 1975), if 
there is substantial user resistance (Robey and Markus, 1984), if it does not meet their 
performance objectives (Clegg et al, 1997), and/or if the IS does not meet user needs 
(Guinan et al, 1998). 
2.2.2 Types of IS Failures 
Lyytinen and Hirschheim (1987) conducted one of the most comprehensive pieces of 
research into IS failures. They identified four types of IS failure: 
1. Correspondence failure - when the information system does not meet its objectives. 
2. Process failure - when the information system cannot be produced within its budget 
and time frame. 
3. Interaction failure - when the information system is not used or has a low level of 
use. 
4. Expectation failure - when the information system does not meet the expectations of 
the stakeholders. 
In addition, they classified the reasons for information systems (IS) failure into four major 
groups 
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1. Features of the IS: Features of the information system covers those aspects that 
are typically thought of as part of the IS itself, i. e. the technical and data domains. 
2. Features of the IS environment: Features of the information system environment 
cover the other two domains: the user and organisational domains. 
3. Features of the ISD process: Features of the information system development 
process deals with recognisable aspects of the development process, methods, 
organisations, and the like. 
4. Features of the ISD environment: Features of the information system 
development environment cover the larger societal and cultural environment. 
Each group can be further divided into several failure-reason classes. Lyytinen and 
Hirschheim (1987) noted twelve failure-reason classes in total into which the existing IS 
literature can be classified (see Table 2.1), although the boundaries between the twelve 
classes are not always clear-cut or easy to pin down. 
Table 2.1: Classification of IS failure reasons adapted from Lyytinen and Hirschheim 
(1987; p. 286). 
Group Content Type of reason 
IS (I)Technical and operational reasons - lack of sophisticated technology mostly 
controlled 
IS (2) Individual reasons - lack of fit to the IS users' capabilities (cognitive mostly 
Env. style, stress adaptation, motivation) controlled 
(3) Organisational reasons - lack of fit of the IS to the rest of the mostly 
organisation (age, stage, context, etc. ) controlled 
(4) Environmental reasons - lack of fit of the IS to operating organisation mostly 
environment (stability of IS function, organisational incentives, etc. ) controlled 
ISD (5) Method-based reasons - inadequate and powerful methods controllable 
(6) Decision-making-based reasons - insufficient attention to types of controllable 
decisions supported 
(7) Work-based reasons- insufficient attention to nature of work controllable 
(8) Contingency reasons - insufficient attention to contingency factors in controllable 
ISD (type of system, development environment, risks, etc. ) 
(9) Implementation reasons - lack of sufficient attention to organisational controllable 
implementation 
(10) System assumption-based reasons - insufficient attention to biased or controllable 
wrong assumptions that drive ISD 
ISD (11) Analyst-based reasons - IS professionals' insufficient cognitive and controllable 
Env. social skills and too limited behavioural codes 
(12) User-based reasons - users' insufficient skills and capabilities and controllable 
their limited knowledge of computing 
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On the other hand, Whyte and Bytheway (1996) suggested that the information system 
failure literature is divided into three distinct aspects; the product which is delivered to 
the users (e. g. software and hardware systems, user documentation and training courses); 
the process that creates the system (traditionally including systems analysis, technical 
design, program coding) and the service which deals with softer issues (answering 
questions, dealing with problems, and generally addressing the concerns and aspirations 
of users). Evidence shows that IS managers spend most of their time monitoring aspects 
of their operation which are more concerned with the product and the process, and which 
have little to do with service. 
2.2.3 Reasons of IS Failures 
Four major research works are reviewed here to give an overview of the reasons for 
information system failure. Firstly, Ewusi-Mensah and Prazasnyski (1994) suggested that 
the abandonment of an information system development process is concerned with the 
process of IS development and thus deals with the anticipated or expected failure of the 
project prior to its full implementation. Their study examined the perceptions of top IS 
executives and system managers in Fortune 500 companies, to determine or ascertain the 
common underlying factors in system development process abandonment decisions in 
their organisations. The discussion was based on the factor analysis of the data on 
economic, technical and organisational issues combined. 
The following factors emerged as the primary causes of systems abandonment in their 
analysis: 
1. Escalating project costs and lengthening completion schedules were the most frequent 
and important factors which contributed to most abandonment decisions. 
2. The lack of appropriate technical infrastructure and expertise within the organisation. 
3. Insufficient training for the users. 
4. Technological inadequacies and shortcomings. 
5. Loss of critical personnel and changes in management associated with the project. 
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6. End-user resistance to change / user conflicts and technical disagreement. 
7. Lack of senior management commitment. 
8. Satisfying existing or emerging technology. 
9. Lack of funds. 
10. Discouraging end user participation. 
11. Consequence of merger/acquisition by another company. 
Secondly, in a review of three major cases of IS failure conducted by Doherty and King 
(1994) it was indicated that, despite the fact that the systems which had been investigated 
varied greatly in their purpose and nature, there was a high degree of commonality in the 
factors which caused their failure. These factors are: 
1. Over-ambitious scope. 
2. Unrealistic project budget and timetables. 
3. Poor senior management. 
4. Inadequate project management. 
5. Inadequate quality assurance/control. 
6. Insufficient user training. 
7. Lack of user involvement. 
8. Poor control in selection of supplier. 
9. Inappropriate implementation strategy. 
10. Poorly controlled use of consultant. 
11. Organisational problems. 
12. Behavioural problems. 
Thirdly, a similar study conducted by Flowers (1996) reviewed five case-studies mainly 
in the UK, concerning major IS failures, namely: The Performing Right Society (PRS), 
the London Ambulance Service Computerised Dispatched System (LAS), the London 
Stock Exchange TAURUS, the Wessex Regional Information Systems, and The Field 
System. Flowers (1996) embarked upon a task similar to that which Lucas (1975) had set 
himself twenty years previously, but with the advantage of having many more years 
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experience of enormously expensive IS failures, some catastrophic, such as LAS and 
Wessex, to reflect upon. 
Flowers (1996) developed the concept of `Critical Failure Factors' (CFF) and proposed 
that there is more to failure than system failure. Indeed the causes of IS failure lie as 
much with failures of management and project direction as with the software. He 
suggested that the following issues are the critical failure factors: 
1. The organisational context (hostile culture and poor reporting structure). 
2. The management of the project (over-commitment, throwing good money after bad, 
political pressures, influential outsiders, internal power struggles, external power 
struggles). 
3. Conduct of the project- initiation phase: technology-focused developments, the lure 
of the leading edge, and underestimating complexity. Analysis and design phase: 
poor consultation, design by committee, poor user involvement, technical "fix" for a 
management problem, poor communication, and poor procurement. Development 
phase: staff turnover and competency. Implemnentation phase: receding deadlines, 
and testing and training. 
Fourthly, Whyte and Bytheway (1996) after an extensive review of the IS literature 
suggested the following as the main causes of systems' failures: 
1. Over-optimistic estimates that subsequently lead to the system being delivered late 
and over budget. 
2. Ill-defined project objectives, mostly arising from uncertainty regarding the business 
needs to be satisfied. 
3. Poor communication between users and development staff. 
4. Lack of user involvement. 
5. Lack of user commitment to the project and system. 
6. The technical limitations of a system and systems which are unfriendly and inflexible. 
7. The use of inexperienced staff to develop systems. 
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Table 2.2: A summary of the causes of IS failure 
Cause of IS Failure Ewusi- 
Mensah & 
Prazasnyski 
(1994) 
Doherty 
& King 
(1994) 
Flowers 
(1996) 
Whyte & 
Bytheway 
(1996) 
1. Budget and time overruns     
2. Lack of funds  
3. Lack of technical knowledge and expertise/    
inexperienced staff to develop systems 
4. Technological inadequacies and shortcomings  
5. Lack of senior management support and   
commitment 
6. Poor user training    
7. Behavioural problems / End-user resistance to   
change 
8. Management change & loss of critical personnel  
9. Satisfying existing or emerging technology   
10. Lack of user participation     
11. Consequence of merger/acquisition by another  
company 
12. Over-ambitious scope    
13. Inadequate project management   
14. Organisational problems (culture and structure)   
15. Poor consultation   
16. Insufficient testing / Inadequate quality   
assurance 
17. Poor selection of supplier  
18. Inappropriate implementation strategy   
19. Technology focused development  
20. Ill-defined project objectives  
21. Poor communication between users and   
development staff 
22. Lack of user commitment  
23. Political pressures, influential outsiders external  
and internal power struggles 
24. Staff turnover and competency  
25. Underestimating complexity  
As a result of the review of the four studies discussed earlier a total of 25 different critical 
failures factors have been identified and are listed in Table 2.2. With the exception of a 
few factors, such as 3,4,9, and 19, which have a technical orientation, all of these factors 
have an organisational and behavioural orientation. This indicates that there is a high 
degree of agreement about the principal causes of information system failure. This 
confirms that the primary causes of information systems failures are human and 
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organisational issues. It should also be noted that "budget and time overruns" and "lack 
of user participation" are mentioned in all four studies, which indicates their importance. 
2.3 Human and Organisational Issues 
Whilst it is clearly important to address the relevant technical issues such as systems 
security (Roy and Park, 1995); testing and quality assurance (Pitman, 1992); data 
modelling (Chen, 1976); or programme design (Jackson, 1975), human and organisational 
issues are the focus of this study. Hence, a comprehensive review of the relevant 
literature regarding human and organisational issues was conducted. This section will 
discuss mainly what is meant by the term "human and organisational issues", the 
classification of human and organisational issues, and their importance during the IS 
development process. - 
2.3.1 Definition of Organisational Issues 
The term "organisational issues" has come almost exclusively from the research 
conducted into the causes of IS failure. In addition, the term organisational issue has 
frequently been used in the research literature as a generic expression to describe a wide 
range of non-technical aspects, which have an impact upon the outcome of information 
system projects (Doherty and King, 1998a, b). 
Despite the growing body of research in this area and the increasing recognition of the 
importance of organisational issues, there have been few attempts to explicitly define the 
term. In fact, even the term organisational issue has not received universal acceptance. 
For example, Markus and Robey (1983) and Pliskin et al (1993) follow the example of 
Schultz and Slevin (1975) and refer to the "organisational validity" of systems, whilst 
Hornby et al (1992), Clegg et al (1997) and Lucas (1975) prefer the term "human and 
organisational issues". Ginzberg (1981) expanded the term to include Management 
Information Systems (MIS) and defined it somewhat differently as a "fit" or "match" 
between the system and its organisational context (Markus and Robey, 1983). On the 
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other hand, Markus and Robey (1983) viewed organisational validity as a quality, which 
can be assessed on at least four levels of analysis, including user-system fit, structure- 
system fit, power distribution-system fit, and environment-system fit. Pliskin et al (1993) 
proposed a fifth level, the organisational culture-system fit. The definition found to be 
the most explicit and comprehensive was proposed by Doherty and King (1998b; p. 105): 
"An organisational issue (in the context of information systems 
development) is any distinct area on the interface between a technical system and 
the characteristics and requirements either of the host organisation or its 
individual employees, which can lead to operational problems within the 
organisation. " 
This definition was ultimately adapted to develop a working definition for this study that 
will be discussed in Chapter Three. 
2.3.2 Classification of Human and Organisational Issues 
Different researchers have different views on the classification of organisational issues. 
Some stress the impact upon specific individuals within an organisation, and others 
emphasise wider issues, which have an impact on the organisation as a whole. For 
instance, the classification system of failures proposed by Lucas (1975) distinguished 
between "organisational" and "individual" factors. Lyytinen and Hirshchiem (1987) 
differentiate between "organisational" and "user" issues. On the other hand, Pliskin et al 
(1993) made the distinction between "micro and mnacro". The micro level includes six 
aspects: user satisfaction, user familiarity with the task, user motivation, user quality, user 
involvement, and user cognitive style. The macro level includes five aspects: 
organisational hierarchy, channels of communication, distribution of power, IS as a 
strategic weapon within the organisational environment, and organisational culture 
(Figure 2.1). 
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)rganisational 
Issues 
L 
1.1 Organisational Structure 
1. Organisational 1.2 Power Distribution 
Alignment 1.3 Organisational Culture 
2.1 Cost-benefit Analysis 
2.2 IS Strategy 
2. Organisational 
Contribution 2.3 Prioritisation 
2.4 Future Needs of the Organisation 
3.1 Training Provision 
3. Human Issues 
3.2 Healtlh/Ergonomic & Safety Factors 
3.3 User Motivation /needs 
3.4 Job Redesign 
4. Transitional 
--f- Issues 
4.1 Timing of Implementation 
4.2 Organisational Disruption 
5. System 
_ Integration Issues 
5.1 System's Interfaces 
Figure 2.1 Classification of organisational issues 
Based on Doherty and King (1998b) . 
19 
Literature Review 
More recently Clegg et at (1996) classified the psychological and organisational issues 
into five aspects. They believe that these five aspects are critical to the success of new 
systems, and not often adequately addressed during the life cycle. The five issues are: the 
designing of work organisations, the planning of organisational impacts, job design, the 
allocation of tasks between human and computers, and the usability of new systems. 
More recently, Doherty and King (1998a, b) classified organisational issues into five 
groups, namely; organisational alignment, organisational contribution, human issues, 
transitional issues and system implementation issues. Each one of these five groups is 
discussed in more detail below. 
2.3.2.1 Organisational Alignment 
The term "organisational alignment" is used by Doherty and King (1998a) in the same 
way that Markus and Robey (1983) used the term "organisational validity" to describe 
"the degree of fit or match between a system and its organisational context". A large 
number of researchers (Eason, 1988; Walton, 1989; Pliskin et al, 1993; Poulymenakou 
and Holmes, 1996; Clegg et al, 1996 and 1997) have now recognised that this fit or match 
between an information system and its host organisation is vital in determining its 
ultimate success. 
Doherty and King (1998a) identified three organisational issues, which should be 
considered when aligning any IS and its host organisation, namely; the systems impact on 
organisational structure, organisational culture and the distribution of power. These 
issues are found to be largely ignored by IS developers as they are considered to be the 
responsibilities of the users' representative. Furthermore, they identified three different 
proactive ways and one reactive way in which a newly introduced IS can be successfully 
"aligned' with all "organisational characteristics". The three proactive ways are: 
ISD projects can be used as an explicit mechanism for redesigning an 
organisation. 
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2. The existing organisational design can be viewed as fixed, and the new IS can be 
designed to match its organisational environment. 
3. It should be recognised that there must be organisational adaptation to 
complement technological change. 
The alternative to proactive alignment is reactive alignment whereby a system is 
developed and implemented and the organisational implications are only considered when 
problems arise. There is much evidence to suggest that most organisations opt for 
reactive alignment (Applegate et al, 1988). 
For the purpose of clarification each of these three organisational alignment issues is 
briefly discussed below: 
1. Organisational Structure: Mullins (1996; p. 332) defined structure as: "The pattern 
of relationships among positions in the organisation and members of the 
organisation". The need for structure in any organisation is to define and distribute 
tasks and responsibilities among the organisation members, and to co-ordinate their 
activities so they are directed towards achieving the goals and objectives of the 
organisation. The structure defines tasks and responsibilities, work roles and 
relationships, and channels of communication within the three levels of the 
organisation (i. e. technical, managerial, community). 
Several researchers have emphasised the important role IT can play, either directly or 
indirectly, in changing the structure of an organisation (Markus and Robey, 1983; 
Stebbins et al, 1994; Raymond et al, 1995). For instance, Applegate et al (1988) 
highlighted the importance of IT in determining the level of centralisation or 
decentralisation, as well its impact on the flexibility of the organisational structure. 
2. Power Distribution: The introduction of a new information system, or the 
modification of an existing one in organisations, very often causes a change in the 
organisational environment. Redistribution of power is one result of these changes 
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and an expected product of the interaction between the new system characteristics and 
the existing organisational characteristics (Markus, 1983; Markus and Robey, 1983; 
Hornby et al, 1992; Pliskin et al, 1993; Doherty and King, 1998a). Those people who 
lose power will resist this new order of power distribution in the organisation. On the 
other hand, those who gain power will accept it. User resistance might aggravate or 
cause system failure. 
3. Organisational Culture: The study of "culture" started during the late 19th and early 
20th century and was based on studies of so-called primitive societies (Peppard, 
1993). Sathe (1987) defined cultures as "the set of important assumptions, beliefs and 
values, (often unstated) that members of a community share in common". Culture is a 
notoriously difficult concept to pin down. It is all too easy to assume that differences 
among societies may be attributed to culture per se, with no attempts to delve into 
reasons which lie behind these differences (Mullins, 1996). There is now an 
increasing realisation that the introduction of IT can have a significant influence on 
the culture of the organisation (Romm et al, 1991; Pliskin et al, 1993; Butterfield and 
Pendegraft, 1996; Flower, 1996). Walton (1989) suggests that at its most basic the 
impact of IT on culture can be seen in terms of its potential to facilitate empowerment 
or whether it is utilised as a force for control. 
2.3.2.2 Organisational Contribution 
This group includes issues which focus on ensuring that a proposed system will make a 
positive contribution to the performance of the whole organisation or its sub-groups. It is 
suggested that the group includes the following issues: 
1. Cost benefit analysis: It is essential that an explicit analysis is conducted to 
determine how a proposed information system will meet an organisation's current 
needs. Thus the completion of a thorough cost-benefit analysis should help to ensure 
that the development effort is focused upon an overall contribution to the 
organisation's objectives (Flatten et al, 1992). In addition, the "IS Requirements 
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Analysis" may be used to determine the information needs of managers (Robey and 
Markus, 1984), whilst most systems development methods also emphasise the need to 
conduct a "user requirement analysis" (Doherty and King, 1997). 
2. Information systems strategy alignment: The creation of an information system 
strategy to guide the selection and development is a key factor (Earl, 1989; Coombs, 
1992). It is, therefore, important that during the initial stages of the information 
system development process the contribution of the proposed system to the wider 
information systems strategy is explicitly reviewed. 
3. Prioritisation of deliverables: The ability to prioritise an accurate specified 
requirement during an information system development process ensures a strong 
focus on organisational needs (Doherty and King, 1998b). 
4. Future needs of the organisation: Finally, as an IS operates in a highly dynamic 
environment, it is important that the future needs of the organisation are explicitly 
considered. As Gilb (1980) suggested, it is more important to develop an "open 
architectural framework", which can accommodate changing requirements, than it is 
to spend too much time evaluating the current requirements. 
2.3.2.3 Human Issues 
This group includes those issues which have an influential impact on the working 
practices and the environment of specific employees. As a results these issues would 
include all issues which directly relate to the relationship between the system and those 
individuals who have a major operational interaction with it, rather than wider 
organisational issues which have an impact on the organisation as a whole. 
It is suggested that the following issues have a behavioural orientation: 
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Identification of training needs: Appropriate training is a requirement that ensures 
all the system's users have the necessary skills and awareness to successfully operate 
the system (Nath, 1989; Clegg et al, 1997). Eason (1988) suggests that in addition to 
skills-focused training, it may also be necessary to implement team building exercises 
to help members of staff work in the new structure, and adapt to the new working 
practices. 
2. Impact of health and safety/ergonomic issues: If users have major concerns with 
regard to the impact of a system on their health, or the ergonomic design of the 
system, it is highly unlikely that they will welcome its introduction. A recent study by 
Clegg et al (1997) on the role of human and organisational factors and the 
performance of information technology, highlights the importance of both ergonomic 
and health and safety issues on the ultimate success or failure of a system. 
3. Level of user motivation: It is important that an assessment is made of how the 
motivational needs of the users will be satisfied by the proposed system (Clegg et al, 
1996). 
4. Redesign of jobs: In parallel with the design of a new system, it is essential that there 
is a redesign of jobs with which the system either directly or indirectly interacts 
(Eason, 1988). 
2.3.2.4 Transitional Issues 
These issues refer to whether the tuning of an implementation and the perceived level of 
organisational disruption are addressed during the information system development 
process. It is argued that these types of issue could have a significant impact on the long 
term success or failure of the information system (Flowers, 1996). 
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2.3.2.5 System Integration 
These issues are concerned with the level of systems integration, which has a direct 
impact on the dissemination and utilisation of information within an organisation. 
Although the importance of systems integration and implementation of enterprise-wide 
infrastructures has been highlighted (Waterhouse, 1996), it has not previously been cited 
as an example of an organisational issues. Doherty and King, (1998a) suggest that this 
category includes interfaces to existing systems and the extent to which this issue is 
addressed during IS development processes. 
2.3.3 Importance of Human and Organisational Issues 
More than a quarter of a century ago Morgan and Soden (1973; p. 157) wrote: 
" 
... the authors 
have examined about ten large MIS failures (and are 
familiar with the details of another ten) and have detected many similarities 
among them. Our conclusions reflect the fact that almost all of the failures were 
of management and personnel, rather than technology". 
This article was followed by a book written by Lucas (1975) emphasising that the major 
reasons for IS project failure can be attributed to organisational behaviour issues. Indeed 
most of today's research still supports Morgan and Soden's (1973) and Lucas's (1975) 
proposition. There is a strong indication that organisational issues are becoming 
increasingly important because of the critical role they play in determining the ultimate 
success of IS projects. Findings from public enquiries, detailed case studies and surveys 
show that organisational issues are critical; the lack of attention to human factors and 
wider organisational issues affects subsequent performance (Clegg et al, 1994). More 
recent research suggests that the primary reasons for IS failure are social and political in 
nature and have little to do with technical issues (Lederer and Nath, 1991; Clegg et al, 
1996). 
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A study, which was conducted by Doherty and King (1998b), shows that 60% of senior 
information technology professionals perceive organisational issues as being more 
important than technical issues in determining the successful outcome of information 
system development projects. Another 33% reported that organisational issues were of 
equal importance to technical issues. Long (1987) reported that whilst 10% of IS failures 
are due to technical issues, 90% can be accredited to organisational and managerial issues 
(Lederer and Nath, 1991). Organisations often experience difficulties in management 
change through their system projects because they fail to understand the role of 
individuals within the change process (Poulymenakou and Holmes, 1996). Indeed, IS 
failure literature has so far been quite limited in its value, though there has been an 
observable shift towards studying the social, behavioural and organisational aspects 
(Suaer, 1993). Doherty and King (1998a) suggested that the reasons for the increasing 
importance of organisational issues could be found by considering changes in the 
organisational utilisation of information technology. They suggested that in the past, 
information systems were primarily developed to support the central functions within a 
business by simply automating existing processes, without essentially changing the way 
in which an organisation operated. However, the current tendency is for information 
systems that are highly integrated and have the ability to disseminate information 
throughout an organisation, and often become an integral part of the actual product or 
service provided. Such a tendency, which is presented in Table 2.3, means that a new 
information system may bring about changes to an organisation's structure, culture, and 
working practices, all of which in turn could change the way in which resources and 
power are distributed throughout the organisation. 
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Table 2.3: The changing nature of IT in organisations (Doherty and King, 1998a; p. 42) 
Perspective Historical Current Future 
Primary benefit Increased productivity Plus improved Plus strategic benefits 
decision-making 
Focus 
Scope 
Environment 
System development 
Information provision 
Organisational impact 
Automate existing 
processes 
Stand-alone functional 
applications 
Relatively stable 
Highly centralised 
Highly formalised 
Moderate impact 
Seek process Completely reengineer 
improvements organisation 
Increased integration High level of integration 
Increasingly dynamic 
Relatively centralised 
Formal reports + ad 
hoc enquiries 
Strong impact 
Highly dynamic 
Increasingly 
decentralised 
Highly disseminated 
Very strong impact 
2.4 The Treatment of Organisational Issues in System Development Projects 
Despite the profound importance of human and organisational issues, as discussed above, 
recent research suggests that human and organisational issues are still not properly 
addressed during the information system development process (Eason, 1988; Homby et 
al, 1992; Lim et al, 1992). This could be because the system development is still a 
technology-driven process (Clegg et al, 1997). As Hornby et al (1992: 165) note; 
"Systems analysts do not claim to have knowledge or understanding of 
organisational issues in IT systems, and there is no evidence that they are 
encouraged to consider such issues. In fact it could be said that the relvard and 
control systems within which analysts work actively encourage then not to 
consider them. They are rewarded, in the main, for delivering technically sound 
systems on linse and to budget" 
In addition, the literature on the treatment of human and organisational issues within 
systems development process is probably less developed (Doherty and King, 1998a). 
Furthermore, this literature falls into two main categories; specific systems development 
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methods (Hornby et al, 1992), and the adoption of general organisational approaches (i. e. 
best practices) (Clegg et al, 1997; Doherty and King, 1997). Hence, these two groups are 
discussed in detail below. 
2.4.1 Systems Development Methods 
Many organisations have attempted to solve the traditional problems occurring within 
information system development by employing a variety of specific systems development 
methods. These are usually designed to ensure that systems development processes are 
completed on time, within budget, and to specifications which have been agreed and 
signed off by the user organisation. In some cases, the employment of systems methods 
has led to major improvements in productivity in system developments, while in other 
cases the systems methods has come to be regarded as a bureaucratic impediment which 
is a source of expensive overheads (Jones and Kydd, 1988). 
Jones and Kydd (1988) viewed the implementation of systems development methods as 
an organisational change process and characterised it by a high level of uncertainty (i. e. 
absence of information) and equivocality (absence of clarity), and the resolution of 
equivocality and the reduction of uncertainty are critical to the success of development 
methods. 
Avison and Taylor (1997; p. 12) defined systems development methods as: 
"..... a system of procedures, techniques, tools and documentation aids, 
usually based on some philosophical view, which help the system developers in 
their efforts to implement a neiv information system. " 
There has been a huge increase in the number of commercial system development 
methods. There are at least 100 commercially available methods, quite apart from the 
many hundreds that are in use within companies as in-house aids (Chatzoglou and 
Macaulay, 1996). Jayaratna (1994) suggested that more than one thousand brand-named 
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development methods exist. Despite this increase in both the quality and the quantity of 
systems methods, the number employed in systems development processes is still low. 
Chatzoglou and Macaulay (1996) found that 47% use no development method and the 
remainder use a number of unrelated techniques and tools. 
In addition, more recently Fitzgerald (1998) found that 60% of the people he surveyed 
(162 valid responses out of total 776) were not using any development method, and only 
6% of the respondents followed a systems development method rigorously. Finally, he 
found that the forecast is not positive for methodology advocates as 79% of those not 
using systems development methods indicated that they did not intend to adopt one. 
2.4.1.1 The Treatment of Organisational Issues in Systems Development Methods 
Recent research suggests that human and organisational issues are still not well addressed 
during the system development process. Most IS researchers put this down to the fact 
that existing systems development methods are still fundamentally technology driven 
(Mumford, 1987). Most existing systems development methods have a strong technical 
and functional orientation (Hirschheim and Klein, 1992; Mumford and Henshall, 1979), 
and most of the existing technical methods exclude explicit consideration of 
organisational issues (Clegg et al, 1997). 
The work of both Eason (1988) and Homby et al (1992) emphasised the serious 
deficiency of the highly popular structured designed methods, such as SSADM, Yourdon 
and SSAD, when it comes to effective treatment of organisational issues. Unfortunately, 
socio-technical approaches, such as ETHICS (Mumford, 1986), which are more 
organisationally centred, are still very rarely used in practice (Doherty and King, 1997). 
Therefore, Doherty and King (1997), suggested that there is a pressing need to find ways 
of either: altering existing structured methods to successfully consider human and 
organisational issues; enhancing current socio-technical methods to make them more 
acceptable to IT specialists; or perhaps developing a new class of organisationally 
oriented methods. 
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Poulymenako and Holmes (1996) confirm this view by proposing that the technical 
orientation of systems development methods has resulted in the approach of 
implementing a system and then trying to adapt it to the organisational context. 
Furthermore, the role of human and organisational issues in systems development 
methods has been described as "too little too late" (Lim et al, 1992) and "marginalised" 
(Clegg, 1994). 
Hornby et al (1992) reviewed 15 system methods to assess to what extent they 
incorporated the consideration of a set of relevant organisational issues. They found that 
no single method covered the full life cycle and that most of the gaps in systems 
development methods were in the human and organisational aspects. They also found 
that IS developers did not know how to address organisational issues because they simply 
did not understand them. They felt that they were not rewarded for considering them but 
were for delivering technically sound systems on time and within the budget allocated. 
Therefore, a number of social scientists have attempted to design systems methods, which 
are more organisationally focused. This work includes; Mumford's (1986) ETHICS 
approach to systems development; the HUFIT PAS tool-kit approach developed by 
HUSAT at Loughborough University (Taylor, 1990); and USTM (User Skills and Task 
Match) developed by HCI Research Unit Huddersfield Polytechnic and ICL (Hutt and 
Macauley, 19987). Although, there are considerable differences between these 
approaches (e. g. in focus and emphasis), they are all within the broad tradition of socio- 
technical design (Hornby et al, 1992). In addition, they all attempt to structure 
information into a format that ensures coverage of important issues in a systematic 
manner and in relatively structured format that is intended to be compatible with 
mainstream technical approaches to systems development. 
An alternative to treating organisational issues as an integral part of systems development 
methods might be to adopt techniques and approaches which would supplement existing 
systems development methods. For example, Walton and Vittori (1983) highlight the 
importance of producing an "organisationally innpatt statement ", whilst Sauer (1993), 
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proposes that "an organisational impact analysis" should be conducted independently of 
the main design effort. Likewise, Clegg et al (1996) have developed five interdependent 
tools which have been designed to incorporate explicit consideration of certain human 
and organisational issues; the design of work organisation, job design, the allocation of 
tasks, usability and task analysis, and can be used in conjunction with more conventional 
development methods. 
2.4.1.2 Usage of Systems Development Methods 
Clegg et al (1996) found that, IS developers are "pragmatists and satisfiers rather than 
rational optimisers". They typically work on more than one project at a time on a 
temporary basis. They are constrained by the resources available, especially knowledge 
and time, and by the expectations on them, e. g. by their managers and clients. They use a 
variety of methods when it suits them and according to the problems they encounter. It 
was found that most IS developers use some sort of method and it was difficult to find an 
IS developer who did not use one. 
Chatzoglou and Macaulay (1996) found that the systems development methods most 
frequently named were SSADM and in-house SDM. They also found the Object Oriented 
Approach (OOA), Prototyping and Soft System Method (SSM) being used in a few 
systems development processes (see Table 2.4). They suggested that their findings 
supported other surveys (Hardy et al, 1994), where in-house and SSDAM are by far the 
most used SDM, and OOA is used by only 4% of development processes. Hopker (1994) 
found that 11% of the system developments investigated used SSDAM and 6% used 
prototyping. Many IS researchers have suggested that there is no best system 
development method for all situations (Chatzoglou, 1997). 
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Table 2.4: Frequently of usage of specific SDM according to Chatzoglou and Macaulay 
(1996; p. 223) number of projects 72. 
SDM Description Relative Usage 
SSADM Structured Systems Analysis and Design Methodology 14% 
IN HOUSE Different in House SDM (not named) 14% 
PROTOTYPING Prototyping 5% 
OOA Object Oriented Analysis 5% 
SSM Soft System Methodology 4% 
LSDM LBMS-Structured Development Methodology (a version 3% 
of SSADM 
SSAD Structured Systems Analysis and Design 1.5% 
IEM Information Engineering Methodology 1.5% 
CORE Controlled Requirements Expression 1.5% 
ETHICS Effective Technical and Human Implementation of 1.5% 
Computer Based Systems 
MULTIVIEW A framework for Information Systems definition which 1.5% 
includes aspects of SSM, ETHICS and SSADM 
PRINCE Projects in Controlled Environments 1.5% 
EXCELERATOR A CASE tool which supports drawing of data-flow 1.5% 
diagrams and structured analysis generally 
BIS An IPSE tool which supports SSADM 1.5% 
HTA Hierarchical Task Analysis 1.5% 
COMMANDER Not known 1.5% 
SUMMIT-D Not known 1.5% 
2.4.2 The Adoption of Best Practices 
In addition to the specific systems methods (Section 2.4.1) which have an orientation 
towards the treatment of organisational issues, it is also possible to identify a number of 
best practices which whilst not being organisational issues in their own right, do have a 
major impact upon how successfully organisational issues will be treated. It is believed 
by IS researchers that these best practices may facilitate the treatment of organisational 
issues (Doherty and King, 1997; Clegg et al, 1997). 
Perhaps the most obvious example of such an approach is active user involvement. 
Indeed, as Hornby et al (1992) have reported, many systems analysts assume that by 
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involving end users they will have implicitly addressed all the salient organisational and 
human issues. It is believed that these best practices are most likely to ensure adequate 
consideration of organisational issues and could also increase the likelihood of the overall 
success of the IS projects. Therefore, a best practice approach can be viewed as the 
process or action for dealing with and/or overcoming any organisational problem which 
might occur during the information system development process. 
It is possible to identify a number of organisationally oriented best practices from the 
literature which are perceived as having an important role in facilitating the treatment of 
human and organisational issues in the IS development process. More specifically, the 
importance of the following eight best practices has been commonly cited: 
1. Undertaking realistic project proposals (Doherty and King, 1997). 
2. Assembling a well-balanced project team (Whyte and Bytheway, 1996). 
3. Encouraging senior management support (Clegg et al, 1997; Doherty and King, 
1997). 
4. Encouraging user participation (Clegg et al, 1997; Doherty and King, 1997). 
5. Instituting comprehensive training (Clegg et al, 1997). 
6. Ensuring the alignment of IS with business strategy (Doherty and King, 1997). 
7. Ensuring effective communication (Whyte and Bytheway, 1996). 
8. Identifying who is responsible for the treatment of organisational (Poulymenakou and 
Holmes, 1996). 
Each of the above approaches is discussed in detail below. 
2.4.2.1 Realistic Project Proposals 
The problems of running over-budget and behind schedule for IS projects is well 
recognised in the IS literature (Ewusi-Mensah and Prazasnyski, 1994; Flowers, 1996; 
Gunian et al, 1998). McFarlan (1981) pinpointed these problems and suggested that time, 
cost and technical problems turn out to be almost impossible to predict simultaneously. 
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He notes that different IS projects need different management approaches. 
The review of IS literature suggests that one of the major reasons for IS failures is the 
over-optimistic estimates that subsequently lead to the system being delivered late and 
over budget (Whyte and Batheway, 1996). Clegg et al (1997) suggested that systems are 
rarely delivered either on time or within budget as originally specified. They found that 
less than 20% met time and cost target. As Clegg et al (1997; p. 856) suggested: 
"Managers change plans and milestones in the light of events, adjusting 
time and cost targets as they go along. In part this reflects the facts that the 
organisations and environments within which IT investments take place are 
themselves subject to change. In addition, people are rewarded for getting a new 
system in `on tine' they can 'get it right' later (for example, in later versions). " 
It is evident from the IS literature that many IS projects are initiated against a background 
of unrealistic time-scales and costs along with over-ambitious objectives. Consequently, 
systems developers may have to devote all of their time and effort to the creation of a 
technical solution, and not have the opportunity to consider how the system will operate 
in its organisational environment. Thus, the setting of realistic time-schedules and 
budgets will provide the framework to facilitate the treatment of a wide range of human 
and organisational issues during systems development. 
2.4.2.2 Assembling a Well-Balanced Team 
In order to avoid misrepresentation of the stakeholders and the neglecting of 
organisational issues in the system development process, an IS project team should 
include an appropriate mixture of representation, experience and expertise (Whyte and 
Bytheway, 1996; Doherty et al, 1998). IS researchers have suggested that the 
development process is still technology-driven and dominated by IT specialists (Hornby 
et al, 1992) and that the role of other stakeholders such as users and managers have only a 
marginal influence. Therefore, a development team which comprises not only IT 
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specialists but also people possessing a thorough knowledge of the organisation, in terms 
of its objectives, working practices and personnel, will ensure that organisational issues 
are considered and treated more effectively. 
2.4.2.3 Senior Management Commitment and Support 
Commitment to IS development was defined by Ginzberg (1981; p. 54) as: 
"... doing what is necessary throughout the stages of system development, 
installation and use to ensure that the problem is understood and that the system 
development solves that problem ". Commitment is "... a state of mind that holds 
people and organisations in a line of behaviour. " 
Newman and Sabherwal (1996) suggested that IS development successes have long been 
believed to be dependent upon the commitment of management. Senior management 
commitment and support are considered to be the most important factors in the planning, 
development and implementation of IS projects. In addition, commitment to and support 
of IS projects have an impact on the organisation's effectiveness in transforming IT 
investments into useful outputs. In general, senior management commitment and support 
have two critical roles to play: firstly, to ensure that the constant flow of resources is 
adequate and timely (Sauer, 1993); secondly, to create a positive attitude among other 
managers and users towards the new IS project (Kaye, 1990). These two points will 
therefore ensure and inspire users and analysts to consider and treat human and 
organisational issues more (Doherty and King, 1997). 
On the other hand, a lack of management commitment and support could result in 
indifference or deliberate resistance, which might result in the abandonment of the IS 
project (Ewis-Mensah and Prazasnyski, 1991). Furthermore, Locket (1987) and Beath 
(1991) suggest that in addition to the general support of senior managers, a project needs 
a highly visible "champion" if it is going to succeed. While Newman and Sabherwal 
(1996) agree that senior management commitment is clearly important to the success of 
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IS development, they argue that managers might become "too committed". This could 
lead to committed decision-makers continuing to invest in additional resources, even 
when faced with indications that the IS project may be failing. 
2.4.2.4 User Participation 
User involvement is possibly the most written about and the most widely accepted issue 
for addressing organisational issues. For more than three decades, the concept of user 
involvement has been commonly accepted as a critical ingredient in the success of a 
system development process (Barki and Hartwick, 1989). A large number of IS 
researchers suggest that there is a positive relationship between perceived user 
involvement and the degree of satisfaction with the implemented IS (Hornby et al, 1992; 
McKeen et al, 1994; Saleem, 1996; Hunton et al, 1997). 
Ives and Olsen (1984; p. 587) defined user participation as the "participation in the system 
development process by representatives of the target user group". Moreover, Tait and 
Vessey (1988) suggested that user involvement in system development can be one 
possible approach for overcoming IS implementation failure. Others view user 
involvement as an important mechanism for introducing change which in turn leads to 
more successful systems, and view user involvement as a means of reducing resistance to 
the change process (Mumford, 1986). Damoderan (1996) argues that participants within 
the system development process are frequently unsure as to what is required from them. 
Clegg et al, (1997) suggested that users have a critical role in systems development, 
especially in identifying their needs and requirements and actively assessing to design and 
implement new systems. However, users are rarely successfully involved in these ways 
and actual levels of user participation are typically low. They also suggested that the 
trend is towards more user involvement, however, the lack of substantial progress in this 
area is related to the dominant technical orientation of systems development process. 
Hence, active user involvement throughout the systems development process is extremely 
important for human and organisational issues to be considered and treated more. Indeed, 
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as suggested by Hornby et al (1992), user participation in the process of systems 
development will mean that the salient human and organisational issues will be covered. 
2.4.2.5 Comprehensive User Training 
The price of ignorance can be high, and sometimes can be catastrophic. The failure of the 
London Ambulance Services Computerised Dispatch System (LAS) is a perfect example 
of what could happen if staff are not given the necessary training before a system 
becomes operational (Flowers, 1996). Adequate training needs sufficient financial and 
time support. The LAS development team, who were faced with inadequate time to fully 
test their system due to project slippage, had gone live with a partially tested system, and 
the errors that were subsequently discovered were then dealt with during "system 
maintenance". Therefore, if there had been a good user training programme in place 
before the system went live this would have ensured better testing. 
A good training programme is hard to get right and very easy to get wrong. Rapid 
advances in IT and the continuation of existing information systems make it imperative 
for organisations to have staff who are willing to use and capable of using IS in order to 
stay competitive (Nath, 1989). 
Some users tend to under-utilise the facilities at their disposal; they rely on a few facilities 
with which they are familiar and ignore the rest. Eason (1988) suggested that this is 
because of the limited training sessions provided to users. Therefore, it is essential that 
the user develops an organised understanding of what the system contains, what benefit it 
can provide and how to use it. Eason (1988) also suggests that in addition to skills- 
focused training, it may also be necessary to implement team-building exercises to help 
members of staff work in the new structures, and adapt to the new working practices. 
Hence, a good training programme before and beyond the system is put into operation, 
will educate users and enable them to articulate their requirements and needs from the 
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new system. Consequently more human and organisational issues will be considered and 
treated in the systems development process (Clegg et al, 1997). 
2.4.2.6 IS Alignment with Corporate Strategy 
Establishing an IS strategy is a key factor in the successful development of any IS project. 
IS strategy is considered to be long-term in orientation falling within the range of senior 
management duties (Currie, 1995). Earl (1993) suggests that Strategic Information 
Systems Planning (SISP) has become a top priority in many organisations in recent years. 
This strategy should be aligned with the overall organisational strategy. The production 
of an IS strategy guides the selection and development of the IS project throughout its 
development stages. 
Furthermore, Lederer and Sethi (1991) suggested that alignment between IS and 
corporate strategy ensures that the system supports organisational needs and activities at 
every level and identifies critical applications for the system development process. Earl 
(1989) recognises that whilst companies may produce formal documentation listing their 
strategic and operational plans for technology, it is important to remember that informal, 
ad hoc sub-strategies also emerge. In fact, the political aspects of SISP should not be 
ignored (Markus, 1983; Currie, 1995). 
Robson (1994) has noted that IS projects can either be; "valuable tools lohen correctly 
aligned to business needs, or heavy cost burden when inappropriate". Therefore, the task 
of aligning information systems to business needs can be best achieved through the 
development of integrated information systems strategy (Avergou and Cornford, 1993; 
Doherty and King, 1997). 
Clegg et al (1997) reported that organisations are still not good at aligning new 
technology systems with business goals and needs. They found that only 25-50% of IS 
projects achieve this alignment. The blame for this lack of alignment was laid at the door 
of senior management. Therefore, senior managers should secure high levels of 
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alignment between the business needs/goals and the new system, as this will facilitate 
more human and organisational issues to be considered and treated. 
2.4.2.7 Effective Communication 
For the new system to come into being and actually be used, excellent communication 
among all individuals involved in the development process, particularly between analysts 
and users, is essential. The success of the eventual system implementation rests on the 
capability of analysts, users, and managers to communicate in a meaningful way (Kendall 
and Kendall, 1995). Hornby and Clegg (1992) conducted a case study which describes 
the process of participation during the design and implementation of a new Computer 
Based Information System (CBIS) in a large bank. They found that after implementation 
there were aspects of the system that the users and managers did not understand. 
The idea of more intense interaction between management, users and system developers 
has taken firm root in the IS literature. Different stakeholder groups have different 
interests and different expectations from the system. Therefore, effective channels of 
communication should exist to overcome their differences. Negotiation more explicitly 
recognises the durability of these differences and achieves solutions not by integrating 
them but by bargaining (Markus and Robey, 1983). 
"What facilitates productive, collaborative effort is effective communication (Bostrom, 
1984; Cronan and Means, 1984; Guinan, 1988; Kaiser and King, 1982; Martin and 
Furest, 1984; Salaway, 1987) " (McKeen et al, 1994; p. 434). Most writers agree on the 
need for greater communication between all the interested parties in an IS project, both in 
terms of quality and quantity (Whyte and Bytheway, 1996). 
Therefore, organisations should encourage effective communication between stakeholders 
(i. e. managers, IS developers, and users) throughout the systems development process. 
This will prompt more human and organisational issues to come to the surface and 
consequently more issues will be considered and treated. 
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2.4.2.8 Identifying Responsibilities 
Most IS projects today are the result of collective action and the problem of "too many 
hands" can arise (Currie, 1995). When a system gives rise for concern, the identification 
of who is responsible is obscured. Moreover, how and where the problems or errors 
within the system/organisation were introduced, is often very difficult to identify. To be 
able to explicitly address all organisational issues and find justification for any ignored 
organisational issues during a system development process, allocation of tasks and 
assignment of responsibilities among the members of the IS project team should be 
established (Nissenbaum, 1994; Poulymenakou and Holmes, 1996). 
2.5 Summary 
From this chapter it can be concluded that there are far too many IS projects which end in 
failure and the primary reasons for this include both technical and organisational issues. 
However, it is widely recognised that the more serious dimension of this failure is 
essentially human and organisational in nature. In addition, it is found that the vast 
majority of IT specialists consider human and organisational issues to be of equal, if not 
greater, importance than technical issues (Doherty and King, 1998b). 
Despite this growing awareness among the IS community of the importance of human and 
organisational issues in the systems development process, it is evident from the literature 
that the treatment of human and organisational issues is never an easy task compared with 
technical issues. Furthermore, most system developers find it difficult to address and 
treat human and organisational issues adequately and efficiently. This might be a result 
of the difficult nature of human and organisational issues and their intangibility. 
The previous literature also indicates that the treatment of human and organisational 
issues is focused on either the employment of specific systems development methods or 
the adoption of general organisational approaches. Most of the specific development 
methods used today are technically driven methods such as SSADM. On the other hand, 
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the socio-technical SDM which exist, such as ETHICS, are more human and 
organisationally orientated whilst still being limited in both number and usage. 
This chapter has reviewed eight general organisational approaches or best practices that 
pay more attention to human and organisational issues. They are considered to be 
organisationally focused and can facilitate the treatment of human and organisational 
issues during IS development (Doherty and King, 1997; Clegg et al, 1997). 
Finally it is noticeable that there are many significant gaps in the existing IS literature 
regarding the treatment of human and organisational issues in the information system 
development process; the following important areas for research can be identified: 
" It is not yet known how individual organisational issues are treated in practice; in 
particular it is not known: 
- to what extent organisational issues are considered; whether they are treated 
explicitly or implicitly; 
- at which stage(s) of the systems development (i. e. feasibility, analysis and design; 
implementation) they are treated; 
- who is/are typically responsible for their treatment; the user staff, IT staff or both. 
" It is not known to what extent the type of treatment, the timing of the treatment, and 
the responsibility of the treatment of human and organisational issues can influence 
the overall level of IS success. 
" It is not known to what extent the employment of systems development methods or 
the adoption of the best practices can influence the level of the treatment of human 
and organisational issues and the ultimate success of IS projects. 
Consequently, there is a pressing need to investigate empirically how, when, and by 
whom organisational issues are treated in practice, and to explore whether the treatment 
of human and organisational issues is dependent upon the employment of a specific SDM, 
or the successful adoption of the best practices. In addition, there is a need to explore the 
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relationship between the treatment of organisational issues and the overall level of system 
success. It also needs to be investigated whether the development method itself, the 
successful adoption of best practices or the treatment of organisational issues are the most 
influential in determining system success. These issues will be the main focus of this 
study and will be discussed in subsequent chapters. 
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CHAPTER THREE 
RESEARCH FRAMEWORK 
3.1 Introduction 
The previous chapter has reviewed the relevant IS literature regarding human and 
organisational issues in the information systems development and implementation 
processes. It included a review of IS failures; the definition, classification, and 
importance of organisational issues; and specific and general treatment approaches. 
The current chapter investigates major gaps in the relevant IS literature and explores 
how they can be filled. Moreover, five distinct objectives are specified and five major 
groups of variables are identified and discussed. A conceptual framework, which 
provides a graphic depiction of the relationships between different groups of 
variables, is also presented. 
3.2 Critique of Relevant Literature 
It is evident from the literature review, presented in the previous chapter, that there is 
a gap in the current IS literature concerning the treatment of human and organisational 
issues during systems development. More specifically, it has been found that, in spite 
of the growing recognition and the profound importance of organisational issues in 
determining the success/failure of IS projects, little empirical research has been 
undertaken to explore how individual organisational issues are treated in practice. 
The research presented in this thesis was initiated to help fill this gap. 
The work of many researchers, for example, Lucas (1975); Markus and Robey (1983); 
Lyytinen and Hirschheim (1987); Eason (1988); Hornby et al (1992); Clegg et al 
(1994,1996,1997); Chatzoglou and Macaulay (1996); Doherty and King (1998a, b) 
have been influential in shaping this research. However, there are two pieces of work 
in particular, Clegg et al (1997) and Doherty and King (1998a), which have been of 
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most significance in determining the research objectives and framework, and in 
identifying and operationalising the research variables. Each of these two works is 
described in more detail below. 
In the first investigation, conducted by Clegg et al (1997), the aim was to gather and 
collate information from researchers and consultancies in the UK regarding the 
performance of IT and the role of human and organisational factors. The research 
method used in their study was in-depth interviews with 45 experts. The major 
findings of their investigation were: 
(a) 80-90% of IT investments do not meet their performance objectives and the 
reasons for this are rarely purely technical in origin. 
(b) Around 80% of new systems are delivered late and over budget. 
(c) Most organisations are not good at evaluating the performance and impact of their 
investments in IT. 
(d) Most investments in IT are technology-led. 
(e) Organisations are not successful at attending to non-technical aspects of changing 
technology and most organisations lack an integrated approach to organisational 
and technical change. 
(f) The majority of companies fail to consider how work should be organised and 
jobs designed to make the new technologies effective, and the importance of these 
issues is significantly under-estimated. 
(g) SDMs are in widespread use for project management purposes and for 
undertaking systems analysis and design, and they are widely criticised for their 
predominantly technical orientation. 
(h) In most cases, users do not have a substantial influence on an information system 
development process, which has an adverse effect on subsequent performance. 
(i) Senior managers are criticised for their lack of understanding of the links between 
technical and organisational issues. 
(j) Senior managers perceive their staff as costs rather than investments, as units of 
production, and as sources of errors and unpredictability. They place too much 
attention on cost reduction and rapid payback. 
(k) Best practice within companies include: adopting a more integrated approach to 
organisational and technical change; developing a strategic approach to change; 
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ensuring appropriate objectives are set, reviewed and evaluated; considering the 
way work is organised and jobs designed; using methods which help organisations 
explicitly incorporate human and organisational factors; training and educating 
users and others; heavily involving users in all stages of the development process; 
and investing substantial resources in human and organisational issues, around 
50% of the total cost of change. 
The above study (Clegg et al, 1997) identified ways in which systems are developed 
and implemented, a range of human and organisational aspects, and the role of 
managers and users as critical areas influencing IS success. In addition, one of the 
main implications of this study is that the poor performance of IT is the result of the 
complex set of interacting forces that will be difficult to change. Therefore, the study 
reports ideas regarding "best practice" within organisations, along with suggestions of 
what needs to be done on a national scale to improve performance and practice in this 
area. Indeed, an important objective is that action on these human and organisational 
issues becomes embedded in practice, part of the natural way of managing 
organisational and technical change. 
The second major research project that this study is based on is the work undertaken 
by Doherty and King (1998a). Their findings support the results of previous 
researchers, such as Morgan and Soden (1973); Lucas (1975); Markus and Robey 
(1983); Eason (1988); Ewusi-Mensah and Prazasnyski (1991,1994,1995); Hornby et 
al (1992); and Clegg et al (1997), that the lack of consideration of organisational 
issues in information system development process can cause IS failure. In addition, 
they classified organisational issues into five major groups and examined how these 
are considered by IT directors. A mail survey of 64 senior IT professionals presented 
a general awareness of the importance of organisational issues, but there is little 
agreement on how they should address these issues in the IS development process. In 
addition, they found that there was a high level of variation in which specific 
organisational issues they rated most important. Finally, they found that those 
organisational issues with technical aspects were given more `prominence' than those 
which are less tangible, but which may be more critical to the system's success. 
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The findings of the above study (Doherty and King, 1998a) confirm the increasing 
importance of human and organisational issues and the need to treat them in the 
system development process. Furthermore, the grouping of organisational issues into 
a number of broad categories is a beneficial tool, even though the boundaries are not 
completely clear cut. 
Whilst the two research projects summarised above make important contributions to 
the literature, they have not empirically addressed the following important issues: 
" How organisational issues are treated in practice. 
" Whether the treatment of organisational issues is influenced by the development 
method or the successful adoption of best practice. 
0 What the relationship is between the treatment of organisational issues and the 
overall level of system success. 
" Whether the choice of specific system development method, the successful 
adoption of best practice or the treatment of organisational issues, is the most 
influential in determining systems success. 
Therefore, the present study builds upon these two works, and attempts to fill these 
gaps by empirically exploring the objectives described below. 
3.3 Research Objectives 
To fill the gaps in the current IS literature, and in particular in the works done by 
Clegg et al (1997) and Doherty and King (1998a), four distinct objectives were 
identified. Drawing these together, the main aim of this research is to empirically 
explore the approaches by which organisational issues can be most successfully and 
effectively treated. This wide research objective can be sub-divided into the following 
specific objectives: 
1. To investigate how organisational issues are treated in practice. There is a great 
deal of variability in the treatment of individual organisational issues in practice 
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(Doherty and King, 1998b). Therefore, this broad objective can be further sub- 
divided into the following four specific objectives: 
1.1 To explore whether specific organisational issues are considered in practice or not. 
If an issues is treated, the following supplementary issues are also explored; 
1.2 To explore how explicitly/implicitly organisational issues are treated in practice; 
1.3 To investigate at which stage(s) in the development process individual 
organisational issues are treated (i. e. feasibility, analysis design or 
implementation); 
1.4 To investigate who is/are responsible for the treatment of individual organisational 
issues during information systems development and implementation processes. 
These objectives are shown diagrammatically in Figure 3.1. 
Treatment of Specific Organisational Issues 
" Level of consideration (If): Yes/No 
" Type of treatment (How): explicitly/implicitly 
" Responsibility (Who): IS/IT department/user department 
" Timing of treatment (When): feasibility/analysis/design/implementation 
Figure 3.1: Treatment of organisational issues 
2. To investigate the relationship between the employment of specific system 
development methods, the adoption of best practices, the demographic factors and 
the treatment of organisational issues. More specifically, to explore whether the 
treatment of organisational issues is influenced by the employment of specific 
development methods, or the successful adoption of best practices, or the 
demographic factors. This objective is shown diagrammatically in Figure 3.2. 
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Systems 
Development 
Methods 
Treatment of 
Best Practices Organisational 
Issues 
Demographic 
Factors 
Figure 3.2: Relationship between systems development methods, best practices, 
demographic factors and treatment of organisational issues 
3. To explore the relationship between the treatment of organisational issues and the 
overall level of success. This objective is shown diagrammatically in Figure 3.3. 
Overall 
Treatment of Level of 
Organisational Systems 
Issues Success 
Figure 3.3: Relationship between treatments of organisational issues and success 
4. To explore whether the successful adoption of best practices, the choice of 
development methods, the treatment of organisational issues or the demographic 
factors is the most influential in determining systems success. This objective is 
shown diagrammatically in Figure 3.4. 
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Best Practices 
Systems 
Development 
Methods Overall 
Level of 
Systems 
Success 
Treatment of 
Organisational 
Issues 
Demographic 
Factors 
Figure 3.4: Relationship between best practices, organisational issues 
treatment, systems development methods, demographic factors and success 
As discussed earlier, despite the importance of human and organisational issues which 
has been acknowledge in the literature, IT professionals do not believe that they have 
the necessary skills, tools and experience to effectively treat human and organisational 
issues. Moreover, such inadequacies are now strongly implicated in the unacceptably 
high levels of information systems failure, which has reduced the organisational 
contribution of information technology. It is therefore envisaged that by achieving 
the thesis objectives, new ways can be identified to ensure that a wider range of 
human and organisational issues are considered and treated adequately during the 
systems development. 
It should be noted here that demographic variables (i. e. size and sector) are included 
as one of the research variables, since it is envisaged that it would be useful to 
discover if they have any significant influence on the research variables, especially on 
the overall system success variable. 
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3.4 Conceptual Framework 
A conceptual model was developed to show the relationships between the variables, 
which have been identified as being of importance to the research problem. 
Developing such a conceptual framework will help to postulate and test certain 
relationships so as to improve the understanding of the dynamics of the situation. A 
conceptual framework was defined by Sekaran (1992; p. 63) as; "a conceptual model 
of holy one theorises the relationships among the several factors that have been 
identified as important to the problem ". The individual relationships depicted in 
Figures 3.1,3.2,3.3 and 3.4 have been consolidated to provide an overall conceptual 
framework, illustrated in Figure 3.5. 
To operationalise this model, a number of variables are required to measure each 
aspect of the consolidated model. These research variables can be classified into the 
following five groups: 
1. Variables relating to demographics 
2. Variables relating to the employment of system development methods 
3. Variables relating to the treatment of organisational issues 
4. Variables relating to the adoption of best practices 
5. Variables relating to the overall development of systems 
The aim of the following discussion is to identify the variables and justify their 
inclusion in the study. A full description of their operationalistion and relationship to 
the literature is presented in Chapter 5. 
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ADOPTION OF 
BEST 
PRACTICESS 
DEMORAPHIC 
FACTORS 
SYSTEM 
DEVELOPMENT 
METHODS 
TREATMENT OF 
ORGANISATIONAL 
ISSUES 
OVERALL 
LEVEL OF 
SYSTEMS 
SUCCESS 
Figure 3.5: Research model 
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3.5 Variables Relating to Demographics 
This study uses the total number of employees as a measurable variable of an 
organisation's size, as done by previous researchers such as Doherty and King 
(1998a) and Raymond (1990). A second demographic factor that may have an 
influence on the treatment of organisational issues in IS development and the overall 
success of the system is the industrial sector in which the responding organisation is 
operating (Clegg et al, 1997). Table 3.1 describes the suggested set of two 
demographic variables 
Table 3.1: Demographic variables 
Code Variables Descriptions 
D1 Employee Total number of the employees 
D2 Industry Type of the industrial sector 
3.6 Variables Relating to the Adoption of Best Practices 
The variables in this section are concerned with the best practice factors that may 
facilitate the treatment of organisational issues. Eight organisationally oriented best 
practices were selected from the IS literature as the most important factors (Table 
3.2). Many best practice factors exist, however, this study chose only those items 
which have been identified as being likely to facilitate the treatment of organisational 
issues. For instance, conducting realistic planning regarding budget, time-scale and 
scope will give sufficient time and resources to treat a wider range of organisational 
issues during IS development and implementation. Likewise, assembling a well- 
balanced team, which comprises a mixture of skills and expertise (i. e. managerial and 
technical), will facilitate the consideration and treatment of organisational issues 
during systems development process. 
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Table 3.2: Best practice variables 
Code Variables Descriptions Source 
BI Realistic Undertaking realistic planning Doherty and King, 1997 
Planning regarding budget, time-scale and scope. 
B2 Well-balanced Assembling a well-balanced project Whyte and Bytheway, 
Project Team team that comprises an appropriate 1996 
blend of skills and expertise. 
B3 Management Encouraging and securing active senior Clegg et al, 1997 
Support management support. Doherty and King, 1997 
B4 Participation Encouraging and securing active user Clegg et al, 1997 
participation. Doherty and King, 1997 
B5 Training Instituting comprehensive training Clegg et al, 1997 
prior to implementation. 
B6 Alignment Ensuring the alignment of the IS Clegg et at, 1997 
project planning with business Doherty and King, 1997 
strategies. 
B7 Communication Ensuring effective communication Whyte and Bytheway, 
among stakeholders (i. e. managers, 1996 
system developers and users). 
B8 Responsibility Identifying clearly who is responsible Poulymenakou and 
for the treatment of organisational Holmes, 1996 
issues. 
3.7 Variables Relating the Treatment of Organisational Issues 
A definition of organisational issues has been suggested by Doherty and King 
(1998b), and was discussed in Chapter Two. However, for the purpose of this study 
another definition is proposed to help identify the dimensions of organisational issues; 
"Organisational issues are those issues which need to be addressed 
during the system development and implementation process to ensure that the 
impacts of the resultant technical system on the organisation and its 
employees are likely to be acceptable. " 
As discussed earlier (Section 2.4), organisational issues have been classified 
differently by various IS researchers. The classification suggested by Doherty and 
King (1998a) is the most comprehensive as they have identified and thoroughly 
validated 14 distinct organisational issues within five groups. In the light of the 
proposed definition above, these issues suggested by Doherty and King (1998a) were 
used as the starting point to arrive at a slightly different set of 14 distinct issues. 
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However, for the purpose of this study, the fifth group, "system integration issues", 
are issues that have a direct impact on the dissemination and use of information, and 
comprises one issue (i. e. interfaces to existing systems), which was dropped and 
business process was added, as can be seen from Table 3.3. 
Table 3.3: Organisational issues variables adapted from Doherty and King (1998a, b) 
Code Variables Description Remarks 
01 Information The proposed system's alignment with 
systems the current information system 
strategy strategy. 
02 Prioritising The prioritising of development effort 
on those aspects which address the most 
important business needs. 
03 Future business The proposed system's ability to satisfy 
needs the organisation's likely future business 
needs. 
04 Current business The proposed system's ability to satisfy 
needs the organisation's current business 
needs. 
05 Ergonomic The ergonomic and health & safety 
issues implications of the proposed system. 
06 Users' needs The proposed system's ability to satisfy 
and motivations user needs and motivations. 
07 User working The implications of user working styles 
styles and and personal skills for the system's 
personal skills design and training provision. 
08 Working The proposed system's impact on 
practices working practices. 
09 Business The proposed system's impact on 
processes business processes. 
010 Structure The system's effect on the organisational 
structure. 
O11 Culture The proposed system's impact on the 
culture in the organisation. (i. e. the set 
of important assumptions (often 
unstated) which members of an 
organisation share in common) 
012 Distribution of The proposed system's political 
power implications for the distribution of 
power in the organisation. 
013 Systems' The interaction of the system's 
implementation implementation with other planned 
concurrent changes. 
014 Organisational The temporary organisational disruption 
disruption that may be caused by the 
implementation of the proposed system. 
The very specific issue "cost 
benefit analysis" (Doherty and 
King, 1998a, b) has been 
replaced with the more generic 
issue "current needs". 
Changed for this study from 
Dohert y and King's (1998a, b) 
because "user training" was 
envisaged to be a best practice 
in its own right. 
Added because of the 
increased importance of and 
interest in BPR (Currie, 1995) 
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As noted in the critical review of the literature, relatively little is known about how 
the above organisational issues are treated in practice, other than there is little 
commonality in terms of approaches adopted. 
Therefore, it is hypothesised that there is a great deal of variability in how 
organisational issues are treated in practice. Some organisational issues are likely to 
be treated frequently throughout all development stages whilst others are rarely or 
never treated. In addition, some organisations treat the above organisational issues 
explicitly, whilst others treat them implicitly. Therefore, it is appropriate to fill this 
gap in the literature by exploring in more detail how each of the fourteen individual 
organisational issues are treated in practice in terms of the dimensions as described in 
Table 3.4. 
Table 3.4: Dimension of organisational issues variables 
Code Variables Descriptions 
Cl Consideration Whether IS/IT executives perceive they consider each 
issue (Yes/No) 
C2 Treatment Type Whether IS/IT executuves perceive the issue to be 
treated (explicitly or implicitly) 
C3 Timing of Treatment When each issue is treated typically during the 
Feasibility / Analysis, Design / Implementation stage 
of the ISD 
C4 Responsibility for Who is/are the most likely individual(s) to be 
Treatment responsible for treating each issue; IT/IS department 
and/or user department. 
3.8 Variables Relating to Systems Development Method 
It was envisaged that the choice of a specific systems development method might 
have an impact on the treatment of organisational issues during the development 
process and might also ultimately affect the overall success of the project. The four 
specific development methods ultimately chosen for inclusion in this study are 
described in Table 3.5. The first three methods were chosen because they were found 
to be the most commonly used by IT specialists in the UK (Chtzoglou and Macaulay, 
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1996). However, the fourth method (i. e. socio-technical) was chosen because it was 
envisaged to be less technically oriented and have more impact on the successful 
treatment of organisational issues. In fact, Hornby et al (1992) suggested that this 
type of method was originally designed by social scientists specifically to address the 
human and organisational issues. 
Table 3.5: Systems development method variables 
Code Variables Descriptions 
M1 SSADM Structured Systems Analysis and Design Methodology. 
M2 In-house methods An In-house method developed to meet the 
organisation's own needs. 
M3 Prototyping Such as RAD (Rapid Application Development). 
M4 Socio-Technical Participative SDM such as ETHICS or JAD (Joint 
Application Design) or soft systems methods. 
M5 Other This category was included to allow respondents to 
insert their own choice of method 
3.9 Variables Relating to Success 
A large number of research studies have been conducted in the last decade to identify 
those factors which contribute to computer based information systems success. 
However, the dependent variable `systems success' has been an elusive one to define. 
Different researchers have addressed different aspects of success, making 
comparisons difficult and the possibility of building a cumulative tradition for IS 
research equally elusive (DeLone and McLean, 1992). 
DeLone and McLean (1992) have organised this diverse research by suggesting a 
more integrated view of the issue of Computer Based Information Systems (CBIS) 
success. They introduced a comprehensive classification of systems success, which 
was subdivided into six major dimensions, as can be seen later. 
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A number of models that attempt to represent IS success and success causes have 
been proposed both before and after DeLone and McLean's (1992) model (Ballantine 
et al, 1996). However, this model was ultimately chosen because, as Ballantine et al 
(1996) suggest, the DeLone and McLean model is a positive development in 
furthering research in IS success in several aspects: 
" It consolidates previous research 
" It classifies the measures of IS success into plausible groupings and so has 
intuitive appeal 
" It begins to identify different stakeholder groups in the process 
"A number of researchers have considered it to be a suitable foundation for further 
empirical and theoretical research and as such, it has met with general acceptance. 
Furthermore, Ballantine et al (1996) describe DeLone and McLean's (1992) model as 
"one of the more complete and better knoivn". It has been used as a basis for empirical 
research: it has been tried and tested (e. g. Seddon and Kiew, 1994; Eldon, 1997; 
Doherty et al, 1998) and has been "refined and expanded by a number of researchers" 
(e. g. Seddon and Kiew, 1994; Bonner, 1995; Fraser and Salter, 1995). Moreover, the 
relationship between the model variables has been tested in two different studies 
(Seddon and Kiew, 1994) and the results of path analysis in both were highly 
significant. 
In addition, all the new models which have been introduced (e. g. Ballantine et al, 
1996; Seddon, 1997) are an extension of the original model, in that they have included 
new variables and not omitted any of the original variables. However, these extended 
models have not been tested empirically like DeLone and McLean's model or 
evaluated by other IS researchers. Finally, for reasons of simplicity and due to 
limitation of space in the questionnaire, it is highly appropriate to use this model as a 
measurement for overall IS success in this study. Each of these six systems success 
dimensions is described more fully in Table 3.6. 
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Table 3.6: Information system success variables 
Code Variables Description 
S1 System Measures of the information processing system itself (e. g. system 
Quality reliability, features and functions, response time) 
S2 Information Measures of information system output (e. g. information clarity, 
Quality completeness, usefulness, accuracy) 
S3 Information Recipient consumption of the output of CBIS (e. g. regularity of use, 
Use number of enquiries, duration of use, frequency of report requested) 
S4 
S5 
S6 
User Recipient response to the use of the output of CBIS (e. g. overall 
Satisfaction satisfaction, enjoyment, difference between information needed and 
received, software satisfaction) 
Individual The effect of information on the behaviour of the recipient (e. g. 
Impact decision effectiveness, problem identification, improved individual 
productivity) 
Organisational The effect of information on organisational performance (e. g. 
Impact contribution to achieving goals, cost/benefit ratio, service 
effectiveness) 
A detailed version of the research framework, highlighting all the major variables is 
presented in Figure 3.6. The operationalisation of each of the five groups of variables 
shown in this figure is discussed in more detail in Chapter Five. 
3.10 Summary 
This chapter has comprehensively described the research objectives, and framework 
in the context of the existing literature. It has also classified the research variables 
into five major groups, namely: demographics; best practices; organisational issues; 
systems development methods; and information systems success. The next chapter 
will demonstrate how the research carried out in this study was designed to 
investigate the objectives discussed in this chapter. 
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BEST PRACTICES 
" Realistic planing 
" Balanced project team 
" Senior management 
support 
" User participation 
" User training 
" IS alignment with 
corporate strategy 
" Effective communication 
" Identifying responsibilities 
DEMOGRAPHIC 
FACTORS 
" Size 
" Industry Sector 
SYSTEMS 
DEVELOPMENT 
METHODS 
" SSADM 
" In-house SDM 
" Prototype 
" Socio-technical 
" Other 
TREATMENT OF SPECIFIC ORGANISATIONAL ISSUES 
" Level of consideration (If): Yes/No 
" Type of treatment (How): explicitly/implicitly 
" Responsibility (Who): IS/IT department/user department 
" Timing of treatment (When): feasibility/analysis and design/implementation 
OVERALL LEVEL OF SYSTEMS SUCCESS 
1. System Quality 2. Information Quality 
3. Information Use 4. User Satisfaction 5: Individual 
Impact S. Organisational Impact 
Figure 3.6: Detailed research model 
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CHAPTER FOUR 
RESEARCH DESIGN 
4.1 Introduction 
The focus of this chapter is the research design. It presents a review of the major 
quantitative and qualitative research methods used in the field of Information Systems 
(IS). The review highlights the advantages and disadvantages of each method and is 
followed by a discussion on the rationale behind the methods chosen for this research. 
With the coupling of an extensive mail survey with focus groups interviews, it was 
envisaged that this would provide a very effective instrument for combining and 
integrating quantitative and qualitative research approaches. 
4.2 Research Strategies 
Various types of research methods have been used in the IS field and Galliers (1992), 
identified eight major research strategies that are currently being used. Each of these 
strategies is reviewed to assess its applicability to the present study. 
" Laboratory Experiments: The key feature of the laboratory experiment method 
is the identification of the precise relationship between variables in a designed and 
controlled environment (i. e. the laboratory). In this approach the researcher has to 
create the condition where he can control the variables which he likes to 
manipulate. This is so that he can make measurements whilst holding other 
relevant factors constant. Since the current research is concerned with obtaining 
data in natural settings, where the variables are difficult to control, laboratory 
experiments are clearly inappropriate (Galliers, 1992). 
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" Field Experiments: Field experiments are an extension of the previous method in 
the real world of organisations. The main idea of the field experiment is to 
conduct an experiment in the natural environment in which events usually occur, 
and attempt to construct an experiment in a more realistic environment than in the 
artificial situation. The major advantage of this approach is that it enables the 
researcher to isolate and control a small number of variables which can then be 
investigated intensively (Galliers, 1992). However, it is difficult to find an 
organisation prepared to be experimented on. In addition, replication is 
problematic. Therefore, this approach is deemed inappropriate. 
" Case Studies: The case studies approaches are confined to one, or may be a few 
detailed investigations. They are a means of describing the relationships that exist 
in a specific situation, usually in a single organisation. The major advantage of 
this approach is that it enables the capture of reality in greater detail. However, 
this approach was considered inappropriate for this research, because its 
application is restricted to a few event/organisations - and hence, there are 
problems associated with making generalisation from individual case studies. 
" Forecasting and Futures Research: Forecasting and futures research is the 
systematic exploration of what might come to be. Its major advantage is to 
provide an early prediction about problems that might lie ahead and this can 
increase the probability of avoiding these problems. However, these insights are 
dependent on the precision of past data and the expertise of the scenario builders 
(Galliers, 1992). Another limitation of this approach is that validation criteria do 
not exist. Since, however, the aim of this study is to investigate the existing 
situation, this approach is deemed inappropriate. 
" Simulation: Simulation is a "method used to solve problems which are difficult or 
impossible to solve analytically by copying the behaviour of the system by 
generating appropriate random variables" (Galliers, 1992; p. 156). This approach 
was deemed inappropriate for the same reasons as described for the laboratories 
and field experiment. 
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" Phenomenological Studies: Vogel and Wetherbe (1984) suggested that 
phenomenological studies are based more on opinion and speculation than 
observation. Galliers (1992) suggested that this research method tends to be more 
or less a structured process and is more likely to be an individual, rather than 
group activity. This type of creative process makes a valuable contribution to the 
building of theories which can subsequently be tested by more formal means. Its 
advantages lie in the creation of new ideas and insights. Its disadvantages arise 
from the unstructured, subjective nature of the process. 
" Action Research: Action research might be seen as a subset of the case study and 
field experiment approaches discussed above. The key features of this approach is 
that of applied research, where there is an attempt to obtain results of a particular 
value to groups with whom the researcher is allied, while at the same time adding 
to theoretical knowledge. The strength of this approach is that practical benefits 
are likely to accrue to client organisations as a result, and in addition, the 
researcher's biases are made overt in undertaking the research (Galliers, 1992). 
Its weaknesses are similar to those already identified for the case study approach. 
In addition, this approach places a great deal of responsibility on the action 
researcher. 
Survey: The survey method is a popular and common technique in business and 
management research. It provides a large amount of collected data from a 
sizeable population in a very economical way. Based very often on a 
questionnaire, the survey approach gives the researcher more control over the 
research process. However, it requires a lot of time and effort to be spent in 
designing and piloting the questionnaire (Saunders et al, 1997). Surveys can be 
conducted in three different ways: by mail, by telephone, and face-to-face 
interviews (Dillman, 1978; Churchill, 1995). 
In addition to the eight research strategies suggested by Galliers (1992) for use in the 
IS field there is also the option of conducting focus groups interviews. A focus group 
is small number of individuals brought together in a room to sit and talk about some 
topic of interest to the focus group sponsor (Churchill, 1995). A moderator guides the 
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focus group interview while the group discusses the topics that the interviewer raises. 
What the participants in the group say during their discussions are the essential data in 
focus groups. Typically, there are six to eight participants who come from similar 
backgrounds, and the moderator conducts the discussions based on a predetermined 
set of topics (Morgan, 1998). 
4.3 Selection of Research Strategy 
After reviewing the various types of research strategies discussed above, the 
researcher came to the conclusion that the most appropriate research strategy to 
achieve the objectives of this research was the coupling of the mail survey method 
with the focus groups method. It was decided that a mail survey would be followed 
by focus groups interviews to provide a richer picture of the results from the mail 
survey. It was hoped that the integration of the two strategies would provide a very 
effective mechanism for combining the complementary advantages of the quantitative 
and qualitative research approaches. 
The mail survey was selected as the primary method for gathering data in this study 
for several reasons which are summarised below. 
" Many researchers in MIS have encountered the problem of anonymity as without 
anonymity respondents tended to limit their disclosure of negative attitudes 
toward IT (e. g. Torkzadeh and Anglulo, 1992). The survey allowed respondents 
to give names if they wished, however they had the option of remaining 
anonymous. 
" With the mail survey strategy it is theoretically possible to collect data from a 
large number of individuals in a wide range of organisations. Hence, the results 
generated from this study can be generalised to IT directors in a wide range of 
organisations of similar size. 
" One of the major disadvantages of the mail survey approach is that important 
variables had to be known in advance. Therefore, it is best suited for use in 
relatively well understood situations. In fact, as was shown in previous chapters, 
there is a relatively large amount of literature in the area of organisational issues 
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and information systems development. Thus, it was possible to define and isolate 
the important variable in this study. 
" Employment of this type of strategy would allow the investigated organisations to 
operate without the researcher intervening or changing the day-to-day running of 
the organisation. There is no external element being introduced by the researcher 
that would change the way the organisation is being run. Data gathered relate to 
situations which have occurred prior to the study, about which measures can be 
taken regarding use of IT and other attitudinal attributes. 
" Other similar IS studies such as Doherty and King (1998a, b) and Ewusi-Mensah 
and Prazasnyski (1994), have also adopted this strategy as a means of gathering 
data to test the issues of interest. 
" Relatively inexpensive compared to other techniques, such as face-to-face 
interviews (Dillman, 1978; Sekaran, 1992; Churchill, 1995), it helps to gather 
standardised and precise information and also consumes less time and contributes 
to simplify the data analysis (Saunders et al, 1997). 
The survey approach was seen to be powerful with respect to quantifying 
relationships between variables, but weak at providing insights about relationships. 
Therefore, it was deemed most appropriate to use a mix of approaches. A survey 
would be used to gather quantitative data, and a series of focus groups interviews 
would be used to gather qualitative data. 
Increasingly researchers are recognising the benefits of combining quantitative and 
qualitative procedures, resulting in greater methodological mixes that strengthen the 
research design (Krueger, 1994). For example, Churchill (1995; p. 377) stated that 
"The problem as finally defined will often suggest one approach over the others, but 
the researcher should recognise that the approaches often can be used most 
productively in combination". In addition Sekaran (1992; p. 219), stated "Because 
almost all data-collection methods have some biases associated with theist, collecting 
data through multimethods and from multisources lends rigor to research ". Focus 
groups, as Krueger (1994) suggested, can be used in four different ways in relation to 
quantitative methods. 
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1. Focus groups can precede quantitative procedure (e. g. interviews before sending 
the questionnaires out). 
2. Focus groups can be used at the same time as quantitative procedures. At times 
the researcher may wish to use two or more different research methods to address 
the same issue to confirm findings and obtain both breadth and depth of 
information. 
3. Focus groups can follow quantitative procedures. Questionnaires typically yield a 
sizeable amount of data and focus interviews can provide insights into the 
meaning and interpretation of the results. Moreover, follow-up focus groups can 
suggest action strategies for problems addressed in the questionnaire, which is the 
way it is used in this study. 
4. Focus groups can be used alone. 
It was hoped that conducting a series of focus group interviews after the mail survey 
would provide further insights into how the key results could be interpreted and the 
implications they might have for the practice of systems development. Furthermore, 
by conducting focus groups interviews a richer picture of the research would emerge 
and practitioner interpretation of the key statistical findings would be provided. The 
following two sections seek to provide fuller discussion of the nature and 
characteristics of the two chosen approaches. 
4.4 Mail Surveys 
The first selected method for this study is the mail survey. A mail questionnaire is 
very often a technique for the quantitative method. It can be described as a 
reformulated, predetermined written set of questions to which respondents record 
their answers, usually within defined alternatives (Sekaran, 1992). Questionnaires are 
considered to be an efficient mechanism for gathering data when the researcher knows 
specifically what is required and how to measure the variables of interest/importance. 
The questionnaires are mailed to the respondents who can complete them at their 
convenience, in their homes or offices and at their own pace. The advantages of this 
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approach were discussed in the previous section; in the following section its 
disadvantages will be reviewed. 
4.4.1 Potential Disadvantages of Mail Survey 
There are two major difficulties associated with the mail questionnaire, the low 
response rate and bias. These two issues are discussed below. 
" Response Rate: The return rate of mail questionnaires is not typically as high as 
might be desired (Sekaran, 1992). However, some effective techniques exist for 
improving the rate of response. These include, providing the respondent with self- 
addressed, stamped envelopes, keeping the questionnaire as short as possible, 
providing the respondents with a copy of the findings if they wish, and 
undertaking follow ups (Dillman, 1978; Jobber, 1984; Sekaran, 1992; Saunders et 
al, 1997). To maximise the response rate in this research all these techniques were 
used. 
Another disadvantage of mail questionnaires is that after they have been posted 
the researcher has no control over who answers them or how people interpret the 
question, nor can the researcher explore the answers that have been given. The 
reason for the low response rate could be because there is no actual contact 
between researcher and respondent and this also means that the researcher cannot 
check for bias in the final sample (Saunders et al, 1997). 
The response rate of the `target population' will be affected by the interest that is 
felt in a survey. Return rates are generally lower on a random sample of the 
general population than on a specific target of people with similar interests. To 
increase return rates the layout and instructions are important. In addition, the 
questions must be clear and unambiguous (Jobber, 1984). 
All possible tactics mentioned above have been used in this research to maximise 
both the accuracy and response rate, and this will be discussed in the subsequent 
chapters. 
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+ Response Bias: The information that will be obtained from the mail survey 
should be as free as possible from bias. Bias refers to errors or inaccuracies in the 
data collected (Sekaran, 1992). The respondents can bias the data when they do 
not give their true opinions. This bias might be due to the respondent anticipating 
the answers s/he thinks the researcher wants and/or likes, or putting down 
`socially expected' answers, or simply as a result of finding some form of pattern 
to the questions and assuming the pattern must be repeated. 
Therefore, appropriate strategies were taken to prevent such things from happening. 
The questionnaire was validated through different phases; for example, the pre-testing 
and pilot phases of the questionnaire. The details of response rate and response bias 
will be discussed in the next two chapters. 
4.5 The Sampling Process 
After clearly identifying the research objectives (Chapter Three) and selecting the 
appropriate research data collection instruments (Section 4.4), the next step is to select 
those elements (i. e. the sampling frame) from which the information will be gathered. 
In research investigations involving several hundreds and even thousands of elements 
such as the present research, it would be practically impossible to collect data from, to 
test or to examine every element (Sekaran, 1992). Even if it were possible, it would 
be prohibitive in terms of time, cost and other human resources (Churchill, 1995; 
Diamantopoulos and Schlegelmilch, 1997). Studying a sample rather than the entire 
population is also likely to lead to more reliable results, mostly because there will be 
less fatigue, and hence fewer errors in collecting data (Churchill, 1995). 
In drawing a representative sample of the population for the current research, a 
process of certain steps was followed. This process was adopted from Churchill 
(1995) and Diamantopoulos and Schlegelmilch (1997). As shown in Figure 4.1, the 
adopted sampling process consists of six steps; each of the six steps is described 
briefly below to show how it was adopted in this study. 
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Step 1I Define the Population 
Step 2 
Identify the Sampling Frame 
Step 3 
Select a Sampling Method 
Step 4 
Determine the Sample Size 
Select the Sample Element 
Step 5+ 
Collect the Data from the 
Step 61 Designated Elements 
Figure 4.1: The six-step process for drawing a sample 
adopted from Churchill (1995; p. 575) 
Step 1: Define the population: The population refers to the entire group of people, 
events, or things that the researcher wishes to investigate (Sekaran, 1992; p. 225). 
Churchill (1995; p. 574) also defined it as: 
"The totality of cases that conform to some designated specifications. 
The specifications define the elements that belong to the target group and 
those that are to be excluded. " 
In the present research the population was defined as IT/IS executives operating in 
larger UK organisations. This includes IT/IS executives, IT/IS managers, and/or 
heads of IT/IS departments. It was envisaged that this type of population would be 
the most suitable for giving genuine responses, since this research is investigating 
issues that might be sensitive and/or intangible, and need respondents who are heavily 
involved in all stages of the development and implementation of IS projects. In 
addition, it is assumed that IT executives would possess enough organisational and 
technical knowledge regarding IT, and would have more access to more information 
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regarding the current and future organisational strategies. Furthermore, larger 
organisations were targeted because it has been found that IT executives coming from 
larger organisations are likely to perceive organisational issues to be of more 
importance (Doherty and King, 1998b). 
Step 2: Identify the sampling firanie: The second step in the sample selection process 
identifying the sampling frame, is the listing of the elements from which the actual 
sample will be drawn. In other words it is a list of the population elements 
(Diamantopoulos and Schlegelmilch, 1997). In this research the Executive Grapevine 
Company (EGC) database was identified as the sampling frame. 
Following the advice of Dillman (1978), a personalised mail survey will have a better 
chance to increase the response rate. It was decided that the questionnaire was to be 
sent personalised to IT/IS executives in larger organisations (in terms of the number 
of employees) in the UK. After an extensive search the researcher was able to find 
four different organisations willing to provide the requested names and addresses. 
For cost and reliability reasons the Executive Grapevine Company was selected to 
provide the desired names and addresses of the largest 3,000 organisations in term of 
employees in the UK, on labels format (total cost was £587.63). 
Step 3: Select the sample: The third step is the specification of exactly how the 
sample members will be selected. The key informant approach was applied in the 
present research to select the sample; Churchill (1995) called this approach the 
experience survey. This method attempts to tap the knowledge and experience of 
those familiar with the general subject being investigated. Thus, in this research the 
sample was all IT directors operating in larger UK organisations (over 250 
employees). 
Step 4: Determine the sample size: The fourth step is to determine the number of the 
sample selected. The total number of IT executives to be mail in this survey is 3,000. 
This decision was made upon economical reasons (time and budget). 
Step 5: Select the sample elements: The fifth step indicates that the researcher needs 
to actually pick the elements that will be included in the study. Thus, the selection of 
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the names and addresses of IT executives in the largest 3,000 organisations in the UK 
in terms of employees' number (over 250 employees), were electronically selected 
from the Executive Grapevine Database. The requested 3,000 names and addresses 
were printed on sticky label format and posted to the researcher ready to be sent out. 
Step 6: Collect the data: Finally, the researcher needs to actually collect data from the 
designated respondents, as will be described in Chapter Five. 
4.6 Focus Groups 
The second selected method for this research is conducting focus groups interviews. 
The history of focus groups can be divided into three periods. The earliest work, was 
carried out primarily by social scientists in both academic and applied settings. Then 
from World War II through the 1970s, focus groups were used almost exclusively in 
market research. Most recently, focus groups have come into common usage across a 
number of fields including information systems research (Morgan, 1998). 
According to Krueger (1994; p. 6), a focus group is typically composed of seven to ten 
participants who are selected because they have certain characteristics in common that 
relate to the topic of the focus group. The focus group is repeated several times 
(minimum three) with different people. 
Greenbaum (1998) suggests that there are full groups, which contain eight to ten 
people and minigroups, which are limited to four to six. Some researchers prefer to 
use minigroups instead of full groups because they feel they can gain more in-depth 
information from a smaller group. The reason is that a group session lasts around 100 
minutes; if ten people are involved, the average individual gets only ten minutes to 
participate. While with the minigroups, the time per person is doubled, thus 
(theoretically) enabling the research team to get more information from each 
individual. 
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4.6.1 Nature of Focus Groups 
Focus groups are fundamentally a way of listening to people and learning from them. 
Focus groups create lines of communication: there is a continual communication 
between the moderator and the participants, as well as among the participants 
themselves. There are three parts process of communication (1) the research team 
members decide what they need to hear from participants; (2) the focus groups create 
a conversation among participants around these chosen topics; and (3) members of the 
research team summarise what they have learned from the participants. Throughout 
this process, the research team's essential motivation should be a desire to listen to 
and learn from the participants. This is not a passive process. The members of the 
research team are responsible for deciding which topics they want to hear about and 
they focus the discussion on these things. At the same time, it is just as important for 
the researcher not to be too controlling. Every group has its own dynamic, and it is 
important that the participants' priorities are acknowledged if each participant is to be 
heard. As Morgan (1998; p. 10) described it "it is your focus, but it is their group". 
4.6.2 Advantages and Disadvantages of Focus Groups 
All techniques for gathering information have advantages and limitations. According 
to Krueger (1994) the advantages of focus group interviews are as follows: 
1. It is a socially oriented procedure, people are social creatures who interact with 
others. Focus groups place people in natural, real life situations, as opposed to the 
controlled experimental situations typical of quantitative studies. 
2. The format of its discussions allows the moderator to explore the issues under 
consideration. This flexibility to discover unanticipated issues is not possible 
within more structured questioning sequences typical of mail surveys. 
3. Its discussions have high face validity. The technique is easily understood and the 
results seem believable to those using the information. Results are not presented 
in complicated statistical charts but rather in lay terminology embellished with 
quotations from the participants. 
4. Focus groups can be relatively low cost. 
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5. They can provide speedy results. 
6. Focus groups enable the researcher to increase the sample size without dramatic 
increases in the time required of the interviewer. 
In addition, the following disadvantages of focus groups interviews have been 
identified (Krueger, 1994): 
1. The researcher has less control in a group interview than in individual interviews. 
2. Data are more difficult to analyse. 
3. The technique requires carefully trained interviewers. 
4. Groups can vary considerably; one group can be boring and dull the next selected 
in an identical manner might be exciting and energetic. Thus it is recommended 
that enough groups are included to balance these differences among individuals. 
5. Groups might be difficult to assemble. 
6. The discussion must be conducted in an environment conducive to conversation. 
Certain steps were followed in order to overcome these disadvantages and to ensure a 
valid, reliable and useful focus groups interviews. These steps are discussed in more 
detail in Chapter Ten. 
4.7 Summary 
This chapter reviewed various possible quantitative and qualitative research methods 
in the IS field. The researcher found the combination of a mail survey followed by a 
number of mini-focus group interviews to be the most appropriate method to fulfil the 
stated research objectives. The advantages and limitations of the selected research 
methods were discussed and steps to overcome the limitations were considered. The 
next chapter will discuss the questionnaire design and data collection. 
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CHAPTER FIVE 
QUESTIONNAIRE DESIGN AND DATA COLLECTION 
5.1 Introduction 
In the previous chapter the overall research design adopted for this study was 
presented. This chapter discusses how the research variables were operationalised and 
incorporated into a questionnaire and how a framework of eleven steps was adapted to 
ensure the validity and reliability of the research questionnaire. It also discusses how 
the questionnaire's pretesting; pilot study; and the main survey was implemented. 
Furthermore, it will highlight how a follow up strategy was selected and implemented 
and how it influenced the overall response rate. 
5.2 Framework for Developing the Research Questionnaire 
The mail survey was selected as the major research instrument for this study, as 
discussed in the previous chapter. Therefore, immense effort and attention has been 
paid to the design of the mail survey. In order to maximise the reliability and validity 
of the questionnaire a framework was adapted from Churchill (1995). This 
framework, first introduced by Churchill in 1976 and enhanced by its author several 
times, is widely accepted. While this framework was initially presented in the context 
of developing marketing questionnaires, its general nature has made it applicable to a 
variety of studies, including MIS research. This framework consists of ten major 
steps to be carried out before conducting the main survey, as depicted in Figure 5.1. 
These ten steps, which were used by the researcher as guidelines for developing the 
current questionnaire, are described briefly below: 
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Step 1I Define Objectives 
Step 2I Determine Content of Individual 
Questions 
Step 3 Determine Type and Form of Each 
Question 
Step 4 Determine Wording of Each Question 
Step 5 Determine Measurement 
(scales and scaling/ reliability & validity) 
Step 61 Determine Sequence of Questions 
Step 71 Determine General "Appearance" 
Step 8I 
Re-examine Steps 1-7 and Revise if 
Necessary 
Step 9I 
Pretest Questionnaire and Revise if 
Necessary 
Step 10 
Pilot Questionnaire 
and Revise if Necessary 
Step 11 
1 Conduct Main Survey 
Figure 5.1: Framework for developing the research questionnaire 
(Adapted from Churchill, 1995) 
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Step 1: Define Objectives: Specifying the research objectives is the first step and the 
corner stone for designing any questionnaire. As discussed in Chapter Three, the 
specific research objectives were specified after an extensive and critical literature 
review. Based on these objectives, which guide the entire research, the researcher was 
able to start constructing individual questions. Thus, those specific objectives guide 
the questionnaire and determine what information was to be sought from whom, and 
what relationships were to be investigated. 
Step 2: Determine Content of Questions: Based on the first step (i. e. specifying 
objectives) the content and purpose of the question is decided. In addition, in order to 
maximise the effectiveness of the content and purpose of individual questions the 
following questions were asked and validated by the researcher, as suggested by 
Churchill (1995): 
Is the question necessary? The question should be framed to secure an answer with 
the required detail but no more detail than needed. 
- Are several questions needed instead of one? 
- Do respondents have the necessary information? 
- Will respondents give the information? 
Thus the purpose of each question should be carefully considered so that the variables 
are adequately measured and yet no unnecessary questions are asked. In addition, the 
content and purpose of the variable tapped - subjective feelings or objective facts - 
will determine what kinds of questions are asked (Sekaran, 1992). If the variables 
tapped are of a subjective nature (e. g. IS success), the respondents' beliefs, 
perceptions and attitudes, are being measured. 
Step 3: Determine Type and Form of Each Question: Types and forms of questions; 
whether the questions will be open-ended or closed. Open-ended questions allow the 
respondents to answer in any way they choose. A closed question, on the other hand, 
would ask the respondents to make a choice between a set of alternatives provided by 
the researcher. Because of the nature of this research and for simplification reasons, 
the majority of questions asked in the current questionnaire are closed questions. 
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Step 4: Decide on Question Wording: The language and words used should 
approximate to the level of understanding of the respondents. In addition, the choice 
of words should depend on the educational level of the respondents. Different 
researchers, such as Dillman (1978); Sekaran (1992); Churchill (1995) and Saunders 
et al (1997), have recommended certain principles or guidelines for the wording of 
questions. Therefore, to ensure the clarity and appropriateness of the current 
questionnaire's wording, some of these principals were used, such as; use of simple 
words; avoidance of double-barrelled questions, avoidance of ambiguous questions, 
and avoidance of leading questions. Each of these is described briefly below: 
Use of simple tivords: As suggested by Churchill, researchers are prone to use 
words familiar to them but not understood by many respondents. Thus, in the 
wording of the individual questions of the current questionnaire the researcher 
always attempted to select only easy, simple and understandable words, trying to 
avoid technical "jargons", abbreviations and/or any unfamiliar words. 
. Avoidance of double-barrelled questions: A question that might have two 
possible answers is called a double-barrelled question. In designing the current 
questionnaire this form of question was avoided. For example, the question "Do 
you consider the current and future business needs of your organisation during 
ISD process? " could bring a YES response to the first part (i. e. current business 
needs) and a NO response to the second part (i. e. future business needs). In this 
case, it would be better to ask two questions, one for each part. 
Avoidance of ambiguous questions: Questions might be ambiguously worded 
and the respondents may not be sure exactly what they mean. Therefore, during 
the designing of the current questionnaire the researcher avoided ambiguous 
questions and made them as clear and straightforward as much as possible. 
Avoidance of leading questions: Questions should not be phrased in such a way 
that they lead the respondent to give the answers that the researcher would like, 
or may come across as wanting to elicit. Thus, during the designing of the 
current questionnaire the researcher was aware of this type of question and they 
were avoided entirely. 
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Step 5: Determine Scales of Measurements: A scale is "a tool or mechanism by which 
individuals distinguished the variables of interest to our study, in sonic form or the 
other" (Sekaran, 1992; p. 159). 
There are four major types of scales, nominal, ordinal, interval, and ratio. Each of 
which is discussed briefly below. 
A Nominal scale is one that categorises individuals or objects into mutually exclusive 
and collectively exhaustive groups. For example, the gender variable is grouped into 
only two categories - males and females. 
An Ordinal scale not only categorises the variable in such a way as to denote 
qualitative differences among the various categories, it also rank orders the categories 
in some meaningful way. This type was used in the current questionnaire (Question II 
in section E, see Appendix A). 
An Interval scale not only groups individuals according to specific categories; it also 
measures the magnitude of differences in the preferences among the individuals. This 
type of scale was used in the current questionnaire in sections B, D, and E (see 
Appendix A). The Likert approach was used to operationalise this type of scale, on a 
five-point scale. 
A Ratio scale has "a unique zero origin (not an arbitrary origin) and subsumes all the 
properties of the other three scales" (Sekaran, 1992; p. 163), for example, actual age 
and income. This scale has been used as some scales converted into ratios (see 
Chapter Seven). 
Step 6: Sequencing: As suggested by Churchill (1995), the 'funnel" approach was 
used in the flow and order of questions in the current questionnaire. This means that 
the respondent is led from general to more specific questions and from easy questions 
to more difficult ones. In addition, as suggested by Dillman (1979), two relatively 
difficult questions were not placed in a row but a difficult one was placed after an 
easy one. For example, in the sequence of the current questionnaire the easiest part of 
the questionnaire, which included the demographics information (i. e. employees' 
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number and type of business activity), was placed in the first part (i. e. Section A, see 
copy of the questionnaire). 
Step 7: Determine General "Appearance ": Not only is it important to address issues 
of wording and measurements in questionnaire design; it is also necessary to pay 
attention to the appearance of the questionnaire. An attractive and neat questionnaire 
with an appropriate introduction, instructions, and well-arrayed set of questions will 
make it easier for the respondents to answer the questions. Therefore, considerable 
time and effort was spent on those issues. 
Another important issue is the length of the questionnaire. Most researchers who 
investigated this issue suggested that short and simple questions are preferable to long 
ones in order to increase the response rate and reduce bias (e. g. Dillman, 1978; 
Sekaran, 1992; Churchill, 1995). During the design of the current questionnaire 
sufficient attention was paid to this aspect, particularly as the targeted population, 
being IT/IS executives, are generally extremely busy. Therefore, the questionnaire 
consisted of only four pages including the cover page printed on white A3 size paper 
and folded into two double sides A4 (i. e. booklet form) as recommended by Dillman 
(1978). 
Steps nine, ten and eleven will be discussed later in the chapter. 
5.3 Structure of the Questionnaire 
The questionnaire consists of five parts (see the questionnaire in Appendix A). Each 
section is described briefly below: 
Section A of the questionnaire consisted of two closed questions to elicit information 
regarding the company size and sector. 
Section B consisted of questions regarding the adoption of best practices. The main 
objective of this section was to explore to what extent companies are successful in the 
employment of best practices during the development and implementation of IS 
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projects. Eight important best practices were selected from the relevant literature. 
Using the Likert scale the respondents were asked to rate each best practice on a five 
point scale, where 1=Highly Unsuccessful and 5=Highly Successful. 
Section C consisted of four questions, A, B, C and D and selected fourteen 
organisational issues. The first question, A, was `do you consider this issue? ' If the 
respondent answered NO s/he proceeded to the next issue; if the respondents 
answered YES s/he continued answering the remaining three questions (i. e. C. B, C. C, 
and C. D). The second question in section C, C, (i. e. if the answer was YES only) was 
`how do you treat this issue during system development? Is it implicitly or explicitly? ' 
Based upon its dictionary' definition, an `explicit' approach was considered to be one 
that is identified in the development plan, has clearly stated procedures/tools to guide 
its execution and is likely to have specified resources attached to its treatment. By 
contrast, an `implicit' approach is one that is undertaken informally, without 
procedures, very possibly as the by-product of some other task or activity. The third 
question was `at which stage do you typically address this issue, is it on the feasibility, 
analysis/design, and/or implementation? ' The fourth question was `who are (is) most 
likely to be responsible for treating this issue, IS/IT department and/or user 
department? ' The respondents could select more than one answer in the third and 
fourth questions. The main objective of this question was to explore the variability in 
the treatment of individual organisational issue among IT/IS directors in various 
companies. 
Section D consisted of one question about the employment of systems development 
methods in the system development process. The respondents were asked the 
following question; `which of the following system development methods do you 
use? ' Based on the literature, the pretesting and pilot study, development methods 
were classified into four groups; SSADM, In-house methodologies, prototyping 
methods such as RAD, and socio-technical methods such as ETHICS or JAD. A fifth 
option was left for the respondents to specify if different from any of the listed 
methods. Each method was measured using a Likert approach and was rated on a 
scale of five points, ranging from 1=Never to 5=Always. The major objective of this 
1 Chambers Concise Dictionary (1994) defines the word `explicit' in the following terms: `distinctly 
stated, clear, unreserved'. 
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question was to explore to what extent IT/IS directors use systems development 
methods and what type of methods. 
Section E was the final section on the questionnaire; it consisted of two parts 
concerning the overall success of IS. Using DeLone and McLean (1992), six IS 
success measures (i. e. system quality, information quality, information use, user 
satisfaction, individual impact, and organisational impact) were used. In the first part 
the Likert approach was used, this is where the respondents were asked to rate each 
success dimension on a five point scale, where 1=Strongly Disagree and 5=Strongly 
Agree. 
In the second part the respondents were asked to rank the six dimensions they 
perceived to be the most important when determining the ultimate success of IS 
projects (the most important measure 1, the second most important measure 2 and so 
on down to 6 for least important). 
The main objective of this section was twofold, 1) to assess the level of the overall 
success of IS projects in practice, and 2) to explore which is the most and least 
important measures perceived by IT/IS directors when determining the success of IS 
projects. 
5.4 Research Variables 
Four main variables were identified and these are as follows: 
1. The Dependent variable (i. e. the primary interests to the researcher) is: 
The success of the Computer Based Information Systems (CBIS) 
2. The Independent variable (i. e. one which influences the dependent variable either 
in a positive or a negative way): 
The Treatment of Organisational Issues (TOI) 
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3. The Moderating variable (i. e. the one which has a strong contingent effect on the 
independent variable-dependent variable relationship): 
Adoption of Best Practices (ABP) 
4. The Intervening variable (i. e. the one which surfaces between the time the 
independent variables takes to influence the dependent variable and their impact 
on the dependent variable): 
Systems Development Methods (SDM) 
5.5 The Operationalisation of Research Variables 
This section will discuss the specific measurement scales of the research variables. 
This includes the four major research variables; Software Development Methods 
(SDM); Treatment of organisational issues; Adoption of best practices; and Success of 
computer based information systems. 
These variables were operationalised from existing scales. In operationalising the 
variables, this study mainly used three different scales: 
1. The Likert-style rating scale, first proposed by Rensis Likert's "A technique for 
the measurement of attitudes" 1932 (Churchill, 1995), in which the respondent is 
asked how strongly they agree or disagree with a statement or series of statements 
on a four or five-point scale (Saunders et al, 1997). A five-point scale was used in 
this research for all these types of questions (Parts B, D and E). 
2. Ranking questions were also used, where respondents were asked to place things 
in rank order (Parts E). 
3. Closed questions were also used; this is where only one response can be selected 
from a given set of categories (Parts A and C). 
These scales were modified to serve the main objectives of this research. The five 
main parts of the questionnaire mentioned above will be discussed below: 
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A. Questions Relating to Background Information 
Section A of the questionnaire comprised of two closed-category questions designed 
to elicit background information. The questions relating to background information 
are; (1) number of employees and (2) type of sector. The aim of these two questions 
was to gain an understanding of the setting of the organisations under investigation. 
This follows a similar approach by other researchers (Raymond, 1990; Saunders et al, 
1997; Doherty and King, 1998a). 
1. The `size of the organisation' question included eight categories in order to cover 
the majority of the selected organisations, and they are as follows: 
250-500 \ 500-1,000 \ 1,001-1,500 \ 1,501-2,000 \ 2,001-3,000 \ 3,001-5,000 / 5,001- 
10,000 \ Over 10,000. 
The categorisation used in this study was based on the information provided from the 
original database provider. The researcher asked the list-broker companies to provide 
him with the minimum and maximum number of employees in the largest 3,000 
companies. They suggested, based on their database that the numbers of employees in 
these 3,000 companies ranged from approximately 250 to over 10,000 employees. 
2. The second question in Part A related to the organisations' operational activities. 
The organisations' activities in the questionnaire were classified into 12 different 
categories. This classification was based originally on the UK Standard Industrial 
Classification of Economic Activities (SICEA) 1992. The original list of the SICEA 
consisted of 16 activities but for the purpose of this study, a modified and 
comprehensive list of activities was generated. 
B. Questions Relating to Best Practices Adoption 
A Likert scale was used in this question. 1) It asked the respondent how successful or 
unsuccessful they were in adopting the best practices on a five-point scale (where 1= 
Unsuccessful and 5= Successful). The purpose of this question was to explore to 
what extent the selected eight best practices from the literature are adopted in 
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development processes by IT directors. It is believed that these organisationally 
oriented best practice factors are very critical for ensuring the consideration of 
organisational information and the success of the system. 
Each best practice is discussed further below. 
B. I. Realistic Planning 
The problem of running over-budget and behind schedule for IS projects is well 
recognised by many IS researchers (Flowers, 1996; Eason, 1988; Clegg et al, 1997; 
Doherty and King, 1998). McFarlan (1981) pinpointed these problems and suggested 
that time, cost and technical problems turn out to be almost impossible to predict 
simultaneously. He noted that different IS projects need different management 
approaches. Doherty and King (1994) conducted a study which shows that many IS 
projects are initiated against a background of an unrealistic time-scale and cost, and 
over-ambitious objectives. The objectives of time-scale and budget should all be 
realistic and achievable. This study included realistic planning as one of the measures 
for the successful adoption of best practices during systems development process and 
this has been operationalised as below: 
Highly Highly 
Undertaking realistic planning regarding budget, Unsuccessful Successful 
time-scale and scope. 12345 
QQQQQ 
B. 2. Well-balanced Project Team 
In order to avoid misrepresentation of the stakeholders and the neglecting of 
organisational issues in the system development process, an IS project team should 
include an appropriate mixture of representativeness, experience and expertise. IS 
researchers have suggested that systems development is still technology driven and 
dominated by IT specialists (Hornby, 1992) and that the role of other stakeholders has 
only a marginal influence. The purpose of this question was to examine to what 
extent IT directors pay attention to the formulation of the team project. Thus, this 
study included a hell-balanced project team as one of the measures for the successful 
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adoption of best practices during IS development process and has been operationalised 
as below: 
Assembling a well-balanced project team that Highly Highly 
comprises an appropriate blend of skills and 
Unsuccessful Successful 
12345 
expertise. o0 ci uQ 
B. 3. Senior Management Support 
Senior management support is one of the most critical factors that can contribute to 
the success/failure of an information system development process. Its success has 
long been believed to be dependent upon the support and commitment of senior 
management (Lucas, 1975; Eason, 1988; Damodaran, 1996; Newman and Sabherwal, 
1996; Clegg et al, 1997; Doherty and King, 1998). Senior management support is 
considered to be the most important factor in planning, development and 
implementation of IS. In addition, it has an impact on the organisation's effectiveness 
in transforming IT investments into useful output projects (Ginzberg, 1981; Markus, 
1981). This research included senior management support as one of the measures for 
the successful adoption of best practices and this has been operationalised as follows: 
Highly Highly 
Encouraging and securing active senior Unsuccessful Successful 
management support 12345 
QQQQQ 
B. 4. User participation 
User participation is possibly the most written about and the most widely accepted 
issue for addressing organisational issues (Doherty and King, 1998a). It has been 
defined as the "participation in the system development process by representatives of 
the target user group" (Ives and Olsen, 1984; p. 587). Some IS researchers view user 
participation as an important mechanism for introducing change, which in turn, leads 
to more successful systems (Morley, 1993). Others view user participation as a means 
of reducing resistance to the change process (Mumford, 1986). This study included 
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user participation as one of the measures for the successful adoption of best practices 
during an information system development process, and this has been operationalised 
as follows: 
Highly Highly 
Encouraging and securing active user Unsuccessful Successful 
participation 12345 
QQQQQ 
B. 5. Comprehensive Training 
Rapid advances in IT and the continuation of existing information systems, makes it 
virtually imperative for organisations to have staff who are willing and capable of 
using IS in order to stay competitive (Nath, 1989). Empirical research shows a strong 
need for system related end-user training. Thus, this research included user training 
as one of the measures for the successful adoption of best practices during an 
information system development process, and this has been operationalised as 
follows: 
Highly Highly 
Instituting comprehensive training prior to Unsuccessful Successful 
implementation 12345 
QQQQQ 
B. 6. IS Alignment with Corporate Strategy 
Establishing an IS strategy is a key factor for the successful development of any IS 
project. This strategy should be aligned with the overall organisational strategy. The 
production of an IS strategy guides the selection and development of the IS project 
throughout its development stages. Earl (1993) suggests that strategic information 
system planning has become a top priority in many organisations in recent years. In 
addition, Lederer and Sethi (1991) reported that the alignment between IS and 
corporate strategy secures- that information systems supports organisational objectives 
at all levels and identifies critical significant applications for systems development. 
This study included the IS alignment with business strate' as one of the measures for 
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the successful adoption of best practices during the development process and this has 
been operationalised as below: 
Highly Highly 
Ensuring the alignment of the IS project planning Unsuccessful Successful 
with business strategies. 12345 
QQQQQ 
B. 7. Communication 
Many users complain that there is too much jargon used by IS developers. In 
addition, most of the contacts between users and developers is at overview sessions. 
These sessions are largely ineffective in that they do not provide the opportunity to 
address the real issues (Hornby et al, 1992). The idea of more intense interaction 
between management, users and system developers has taken firm root in IS literature. 
Different stakeholder groups have different interests and different expectations from 
the system. Therefore, effective channels of communication should exist to overcome 
their differences. Consequently, effective communication among stakeholders was 
selected for inclusion in this study as one of the key elements of best practices. It has 
been operationalised as below: 
Ensuring effective communication among 
Highly Highly 
stakeholders (i. e. managers, system developers, 
Unsuccessful Successful 
12345 
and users). Du 13 DD 
B. 8. Responsibility for Treating Organisational Issues 
Most IS projects today are the result of collective action and the problem of "too many 
hands" can arise (Currie, 1995). When a system gives rise to concern, the 
identification of who is responsible is obscured. Moreover, how and where the 
problems or errors within the system/organisation were introduced, is often very 
difficult to identify. This study included the identification of who is responsible for 
the treatment of organisational issues as one of the measures for the successful 
adoption of best practices during an information system development process, and this 
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has been operationalised as below: 
Highly Highly 
Identifying clearly who is responsible for the Unsuccessful Successful 
treatment of organisational issues. 12345 
QQQQQ 
C. Questions Relating to Organisational issues 
The vast majority of researchers in the IS field (Lucas, 1975; Eason, 1988; Hornby et 
al, 1992; Pliskin, 1992; Clegg et al, 1997; Doherty and King, 1998a, b) acknowledge 
the importance of treating individual organisational issues, in order to achieve high 
levels of success. However, there is a great deal of variability in the consideration and 
treatment of organisational issues within different organisations during the 
development process. Thus, the main purpose of this part of the questionnaire is to 
understand how different organisations treat individual organisational issues in 
systems development. To achieve this objective two steps were taken: 
1. Firstly, an explicit list of 14 organisational issues were identified from the 
literature (Doherty and King, 1998a, b) and adopted in this research. Doherty and 
King's list was adopted because of its comprehensiveness, and secondly because 
of its reliability, the list had been used in a previous questionnaire survey. 
However, this list was modified to accommodate the objectives of this study. 
(Details of the original list is included in Chapter Two, and the modified list used 
in this study is shown in Table 3.3. ) 
2. Secondly, four important questions were developed to measure four important 
aspects of variability. These questions are as follows: 
" Question related to regularity of consideration Yes/No: (IF) 
" Question related to the type of organisational issues treatment: (HOW) 
" Question related to the stage(s) of treatment: (WHEN) 
" Question related to the responsibility for treatment: (WHO) 
Each of the above four questions are discussed further below. 
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C. I. Question related to regularity of consideration 
According to the IS literature, organisations vary considerably in the consideration of 
individual organisational issues in their information system development process. For 
example, some organisations almost always consider organisational issues while 
others ignore them totally (Doherty and King, 1998b). Therefore, the aims of this 
question were twofold: 1) to serve as a filter question for the other three questions 
(which will be discussed later), and 2) to explore the proportion of the organisations 
considering organisational issues. To operationalise this item the following question 
was developed to measure the regularity of the treatment of organisational issues in 
the ISDP: 
Do you consider this issue? &-, NO Q YES Q 10 
Two arrows were drawn to remind the respondents that if they ticked NO they did not 
have to answer B, C and D, but if they ticked YES they should continue to the right 
and answer the remaining three questions. 
C. 2. Question Relating to the Type of Treatment 
Organisations that consider organisational issues in their information system 
development process vary from one to another in the type of treatment. For example, 
some organisations treat organisational issues explicitly while others treat them 
implicitly (Clegg et al, 1997; Doherty and King, 1998b). The following construct was 
deployed as an appropriate measure for the type of organisational issues treatment in 
IS development process, and was operationalised as follows: 
How do you treat this issue? Implicitly Q Explicitly Q 
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C. 3. Question Relating to When Organisational Issues arc Addressed 
IS researchers, such as Clegg et al (1996 and 1997), suggested that most organisations 
do not address organisational issues in the early stages of the system development 
process and if they do, they address them `too little too late'. There is much evidence 
to suggest that most organisations, by default, opt for `reactive alignment' whereby a 
system is developed and implemented, and the organisational implications are only 
considered as and when problems arise (Hornby et al, 1992; Doherty and King, 
1998a). 
It was hoped that this question would give depth to understanding when individual 
organisational issues are addressed by IT directors and how this can influence the 
ultimate success of the system. The information system development process was 
divided into three major stages: feasibility, analysis/design, and implementation 
(Eliason, 1990). In addition, an option was given to the respondents to indicate if a 
specific issue was considered at more than one stage. Therefore, the stage(s) at which 
the organisational issues are addressed was used in this research to measure the timing 
of the consideration of organisational issues in the system development process. It 
was operationalised as follows: 
At what stage(s) do you typically address this issue? Tick more than one if applicable. 
Feasibility Q Analysis\Design Q Implementation Q 
C. 4. Question Relating to Who is Responsible 
This question is built upon previous work by Clegg, et al (1994,1996,1997) and 
Doherty and King (1998a, b). The fourth and last question in part C was aimed at 
exploring who is the individual most likely to be responsible for the treatment of each 
organisational issue. From the relevant literature, it is not clear who is treating what. 
Thus, one of the main objectives of this research was to explore who is the most likely 
individual to be responsible for treating each one of the 14 identified issues. This item 
has been operationalised as follows; 
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Who is (are) the most likely individual(s) to be responsible for treating this issue? 
IS/IT Department Q Users Department Q 
D: Questions Relating to System Development Methods (SDM) 
This question asks the respondents which development method they use in practice. 
Four different methods were identified from the literature. They are as follows: 
(a) SSADM: Structured Systems Analysis and Design Methodology 
(b) An In-house method developed to meet your own needs 
(c) Prototyping: such as RAD (Rapid Application Development) 
(d) Socio-technical/participative method such as ETHICS or JAD or Soft System 
Methods 
(e) Other. 
E. Questions Relating to the Overall Information Systems Success 
A large number of IS studies have been conducted during the last decade to identify 
the factors contributing to the success of information systems. In searching for a 
measure of IS success, the literature states nearly as many measures as there were 
studies found. However, the dependent variable in IS success studies has been very 
difficult to define. Different researchers have addressed different aspects of success. 
DeLone and McLean (1992) reviewed 180 references of work done and they provided 
the basis for formulating a more comprehensive model of IS success than had been 
attempted previously. They organised this diverse research and presented a more 
integrated view of the IS success concept by introducing a comprehensive taxonomy. 
The DeLone and McLean (1992) taxonomy was used in this research as a 
measurement for the overall success of information system projects. They classified 
IS success into six major dimensions as follows: 
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E. I. System Quality 
The first measurement suggested by DeLone and McLean (1992) is system quality 
and it measures the information processing system itself. Three distinct aspects, 
namely system's reliability, features and functions, and response time were carefully 
selected from a list of seventeen provided by DeLone and McLean, and included in 
the question to help respondents understand the meaning of systems quality. System 
quality was opertionalised as follows: 
IS projects achieve high levels of system quality 
Strongly Strongly 
(e. g. system's reliability, features and functions, 
Disagree Agree 
response time). 
12345 
QQQQQ 
E. 2. Information Quality 
The second measure is information quality and it assesses information system output. 
DeLone and McLean (1992) found other IS researchers have preferred to focus on the 
quality of the information system output, namely the information that the system 
produces. Nine studies were found within the referenced journals. This item was 
used in this study as the second measure of overall success of IS projects this item has 
been operationalised as follows: 
IS projects achieve high levels of information quality 
Strongly Strongly 
(e. g. information's clarity, completeness, usefulness, 
Disagree Agree 
12345 
accuracy). El DDu0 
E. 3. Information Use 
The third measure is information use and it assesses recipient consumption of the 
output of an information system. Twenty-seven studies were found within the 
referenced journals. For purposes of clarity for the respondents, four distinguishable 
elements of information use were selected out of twenty-eight highlighted by DeLone 
and McLean. Information use was ultimately operationalised as follows: 
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IS projects achieve high levels of information use 
Strongly Strongly 
(e. g. regularity of use, number of inquiries, duration of 
Disagree Agree 
use, frequency of report requests). 
12345 
QQQQQ 
E. 4. User Satisfaction 
User satisfaction assesses recipient response to the use of output of an information 
system, and was the fourth measure suggested by DeLone and McLean. Thirty-three 
studies were found within the referenced journals. Four examples were selected from 
a list of eight. User satisfaction was deployed in this research as one important 
measure of the overall success of IS projects, and was operationalised as follows: 
IS projects achieve high levels of user satisfaction Strongly Strongly 
(e. g. overall satisfaction, enjoyment, difference Disagree Agree 
between information needed and received, software 12345 
satisfaction). 00000 
E. 5. Individual Impact 
The fifth measure deployed in this research to measure the overall success of 
information systems is individual impact. It measures the effect of information on the 
behaviour of the recipient. This item was found to be the most written about, with 
thirty-nine studies being found within the referenced journals. Five examples were 
selected from a list of twenty-one. This item was operationalised as follows: 
IS projects achieve high levels of individual impact Strongly Strongly 
(e. g. problem identification, correctness of decision, Disagree Agree 
decision effectiveness, time to take decision, improved 12345 
individual productivity). UUU00 
E. 6. Organisational Impact 
Organisational impact was the sixth and the last measure suggested by DeLone and 
McLean (1992). This item measures the effect of information on organisational 
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performance. Twenty studies were found within the referenced journals. Four 
distinct examples were selected from a list of twenty. This item was deployed as a 
sixth constituent measurement of the overall success of computer-based information 
systems, and was operationalised as follows; 
IS projects achieve high levels of organisational Strongly Strongly 
impact (e. g. contribution to achieving goals, Disagree Agree 
cost/benefit ratio, return on investment, service 12345 
effectiveness). UUU00 
5.6 Prc-testing 
The importance of the pretesting of mail surveys is very well recognised in the 
literature (Dillman, 1978; Sekaran, 1992; Reynolds et al, 1993; Churchill, 1995). The 
pre-testing and pilot study are conducted prior to the final distribution of the 
questionnaire to the target population. They are used to refine the questionnaire's 
design and to identify errors in the questionnaire, which may only be apparent to the 
population concerned (Reynolds et al, 1993). Indeed, the pretesting is the most 
inexpensive insurance the researcher can buy to ensure the success of the 
questionnaire and the overall research project (Churchill, 1995; p. 438). During the 
first week of August 1998 the pretesting started. It consisted of three phases as shown 
in Table 5.1. After each stage a meeting was held between the researcher and 
supervisors and the necessary changes were made before the next phase. 
Table 5.1: Pre-testing phases 
Phase Stage Sample Number 
Number 
Doctoral Students 11 
IT Lecturers and Professors 5 
Academic from other discipline 2 
Two Doctoral Students 3 
Lecturers and Professors 4 
Leading IT Experts 2 
Three IT Practitioners 8 
Total 35 
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The first phase was conducted within the Business School of Loughborough 
University, and this included sending a copy of the questionnaire and a personalised 
letter to selected professors, lecturers and doctoral students (total of 18). 
In the second phase of pre-testing, nine interviews were conducted three with 
doctoral students, four with lecturers and professors, and two with leading IT experts. 
The last two interviews were arranged with two expert figures in the IS field outside 
the Business School. They were Professor Ken Eason (Department of Human 
Sciences, Loughborough University/author of "IT and Organisational Change" 1988) 
and Professor Leela Damodaran (Director of HUSAT, Loughborough University). A 
few days before each interview a copy of the revised version of the questionnaire with 
the covering letter was sent to both interviewees. The first interview with Professor 
Eason lasted for 75 minutes, the interviewee was very interested in the topic and 
largely very happy with the questionnaire. No major changes were suggested by him. 
The second interview lasted for 45 minutes and two weeks after the interview 
Professor Domadaran sent an e-mail which consisted of a two page report with very 
useful suggestions, these were mostly concerned with the wording and the sequence of 
the questions in section C. 
The third and final phase of the pre-testing was with IT directors/practitioners. A 
copy of the revised questionnaire and the covering letter were sent to ten practitioners 
(through the researcher's supervisor Dr. N. F. Doherty). Eight responded and made 
very useful comments concerning both the questionnaire and the covering letter. The 
comments on and suggestions for improvement of the questionnaire and covering 
letter made during the three stages of pre-testing are summarised in Table 5.2. 
Following the three stages of pre-testing, the questionnaire and the covering letter 
were ready for the pilot study. 
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Table 5.2: Comments and actions taken as a result of three stages of the questionnaire 
pre-testing 
Comments Action taken 
Front Page 
0 Write the return address on the front page. 
" Add the phrase 'or attach your business card 'on the 
front page 
The complete returned address was added 
on the top left corner of the front page 
The phrase was added 
Section A. Background Information. 
" In question A2 Please specify should be added to the 
option `Other' 
" Space out page one 
Section C. Organisational Issues: 
" Change the wording in issues numbers 1,2,3,7,11 
and 13 
" Issues number I and 7 are Double-barrelled 
" In issue number 2, which one do you mean from the 
following two? 1- The prioritising of the most 
important organisational issues during the 
development process. OR 2- The prioritising of the 
development process's requirements in terms of 
importance. 
" Change the IT specialists and users in question D to 
IS/IT dept and user dept 
" Add arrows to section C to guide the respondents. 
Section D. Best Practices 
" Change the wording in part D. II 
" Take out `a good number of' in question number D. 8. 
Section E. Success Assessment 
" Double barrelled in E7 (there are two issues in number 
7 on-time and within budget delivery) 
" The word `Our' should be added to the phrase 'IS 
projects achieve... ' 
" Add more examples to statement 6 not clear enough. 
General Comments 
The phrase was added 
Corrected 
All these issues were re-worded see the 
copy of the questionnaire in Appendix A. 
Corrected 
Issue 2 was changed to "The prioritising 
of development effort on those aspects 
which address the most important 
business needs" 
Changed 
Added 
The question D. II was re-worded see the 
questionnaire in Appendix A 
Taken out 
Separated into two questions 
Added 
The example "service effectiveness" was 
added 
" General grammatical; wordings comments Corrected 
" Alignment of the questions with each other Corrected 
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5.7 Pilot Study 
The pilot study is a dry run of the entire research process (Reynolds et al, 1993; 
p. 171). When the sample size is discussed in the literature it is generally small, 
ranging from 5-10, to 50-100 depending on the researcher concerned and the type of 
respondents (Reynolds et al, 1993; p. 171). A total of 200 names and addresses were 
randomly selected from the original mailing list for the pilot study of this research. 
Two weeks after the mailing only ten responses had been received which is a 5% 
response rate. Furthermore, one of the ten responses was not completed, so this 
yielded only nine usable responses. Four questionnaires were undelivered and 
returned because of unknown or no forwarding address. Because of this unexpectedly 
low response rate (5.1%) and after' considerable investigation of this matter, the 
researcher decided that a good solution to increase the response rate for the pilot and 
the main surveys could be by conducting a follow up. It was also thought that this 
might help the researcher to find an explanation for this low response rate (see 
Appendix F for a copy of the Pilot Questionnaire). 
5.7.1 Selection of Follow-up Strategy 
The literature suggests that follow-ups with non-respondents have been shown to 
increase overall response rate (Dillman, 1978; Jobber, 1986; Churchill, 1995). More 
recently Fox et al (1998) compared four different strategies: (1) postcard reminders; 
(2) second mailing; (3) telephone reminders; and (4) Dillman's multiple follow-up 
strategies, which combines all three. They found that when telephone numbers were 
not available, the Dillman strategy and second mailings yielded significantly higher 
return rates than the telephone conditions. However, they concluded that if telephone 
numbers had been available, there would have been no significant differences among 
response rates for the four follow-up strategies. The telephone numbers were all 
available through the mailing list supplier Executive Grapevine Company (EGC). 
Thus, the researcher selected the telephone reminders as the main follow-up strategy 
for this research. 
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5.7.2 Pilot Telephone Follow-ups 
A total of 100 telephone numbers were randomly selected of the 200 obtained from 
EGC (15p a number). As a result of 100 follow up phone calls another 11 response 
returned. Figure 5.2 gives a breakdown of the 100 follow up phone calls. While 
conducting the follow up telephone calls, the researcher discovered that 22 of the 100 
IT directors had not receive the first copy of the questionnaire this was due to being 
incorrectly named and/or for various other reasons, for example, they had left the 
company, changed position, and/or the company no longer had an IT department. 
Because of this 6 IT/IS directors who had taken over the position requested a 
replacement copy to be sent to them, 4 were returned as shown in Figure 5.2. 
As we will see later in the chapter, after conducting a total of 723 phone calls it was 
found that 26 % of the mailing list names were wrong. It seems reasonable to assume 
that the questionnaires addressed to these individuals would not reach a suitable 
respondent. This would mean that the 52 probably wrongly addressed must be 
assumed to have missed their target and have been invalid postings. These should, 
therefore, be deducted from those mailed in calculating the response rate. Therefore, 
the actual questionnaires sent out with correct names and addresses were only 141. 
This figure was calculated as demonstrated in Table 5.3. 
Table 5.3: Total number of questionnaires mailed for the pilot study 
Total of Number of Questionnaires Percentage Number of Number of 
Questionnaires Returned Mailed Minus of Wrong Wrong Actual 
Source Mailed (1) (2) Returns (3) Names (4) Names (5) Questionnaires 
Mailed (5) 
Minus (3) 
Pilot 200 7 193 26% 52 141 
97 
Questionnaire Design and Data Collection 
Phone calls 
100 
Answered by IT 
directors with the same 
names as in the mailing 
list (i. e. correct names) 
78 - 
IT Directors the 
researcher did not 
manage to speak 
for various reasons 
such as; away on 
holiday; on a 
business trip; in a 
meeting; line 
engaged; ill; and/or 
leave a message. 
45 
Would 
Like a 
Copy 
17 
Answered by new IT 
directors with different 
names than the mailing list 
(i. e. wrong names) 
22 
Do not intend to 
reply mainly 
because of time 
and/or company 
policy 
12 
Would like a 
copy 
F 
Returned 
1 
Returned 
6 
Returned 
4 
Total Returned 
II 
Already Intend Admitted 
Replied to Reply Penning 
130 
Figure 5.2: Pilot study follow-ups phone calls breakdown 
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5.7.3 Pilot Response Rate 
In this case the actual questionnaires mailed for the pilot study was 141 and the total 
returns was 21, yielding a response rate of 15%, as described in Table 5.4. 
Table 5.4: Pilot study response rate 
Total Questionnaires Usable Unusable Cumulated Response 
Mailed Source Responses Responses Total Rate 
ISt Phone 
141 10 9 IBlank 10 7% 
11 11 0 21 15% 
5.7.4 Conclusion from the Pilot Study 
As a result of the 100 follow-up phone calls made by the researcher two important 
issues were highlighted, through the IT directors with whom he managed to speak, 
which might have caused the low response rate. First, most if not all were concerned 
mainly with time. Therefore, the length of the questionnaire and its simplicity was 
very significant for the respondents, especially as the nature of their jobs made them 
extremely busy. Secondly, the researcher realised that a large number (22) of the IT 
directors names were not correct and only six admitted receiving a copy of the survey. 
Therefore, it was clear that a large proportion of the mailing list consists of non- 
updated names and addresses. When the supplier of the mailing list (EGC) was 
contacted, they explained that IT directors frequently change their positions within the 
same organisation and often to other organisations, hence it is difficult to keep their 
names updated. The EGC were willing to give a full refund for those wrong names 
and/or prepare another list without names just the job titles but this would take more 
time, which the researcher could not afford. Consequently, the researcher decided to 
take two actions in order to overcome the above two problems. Firstly, despite the 
tremendous efforts previously put into the design and simplification of the 
questionnaire during the three stages of the pretesting, removing the least important 
questions could make this even simpler. Secondly, it was decided that a follow-up 
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telephone call should be made one week after the main survey was launched. As 
shown in Table 5.5, the questionnaire was simplified by undertaking the specified 
changes. 
Table 5.5: List of modifications made to the questionnaire after the pilot study 
Comments Action taken 
Front Page 
Add word Implementation to the title The word was added and the title became 
survey "Success in Information Systems Development & 
Implementation 
Change the phrase "Please anstiver.. " to 
more personal 
Section A. Background Information. 
" Change the categorisation of the 
employees' number in order to include 
more organisations 
Section B. Systems Development Methods 
" Change the order of this question 
" Reduce the number of questions in this 
section 
The phrase was changed to "I would be very 
grateful if you anstiver.. " 
The organisation sizes was modified to include 
the following categories; 
Less than 500 
500-1,000 
1,001-1,500 
1,501-2,000 
2,001-3,000 
3,001-5,000 
5,001-10,000 
Over 10,000 
Sections B and D were reversed for 
simplification reasons 
Part one of this section was deleted. In addition, 
three SDMs were removed and they are 
(b. LSDM; e. OOA; and f. SSM) and the 
questionnaires became as follows; 
a. Structured Systems Analysis and Design 
Methodology (SSADM) 
b. An In-house method 
c. Prototyping: such as RAD (Rapid 
Application Development 
d. Socio-techniocal 
C. Other Please Specify 
Section D. Best practices 
" Change the order of this section 
" Reduce the number of questions 
Section E. Success Assessment 
" Reduce the number of the statements 
Sections B and D were reversed as it was 
envisaged that they would help maintain the 
respondents interest 
One of the best practices, number eight: 
: "ensuring the availability of a good number of 
managers who have a blend of business and IT 
knowledge in the development process ", was 
removed for simplification reasons 
Two statements numbers seven and eight were 
removed for simplification reasons 
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5.8 Implementing the Main Survey 
The questionnaire was mailed in batches throughout the month of November 1998. 
5.8.1 First Batch 
The first batch was sent out on the 2"d November 1998 and consisted of 2,800 
questionnaires. Each questionnaire was put in an A4 white envelope with a first class 
stamp. It consisted of a covering letter (see Appendix B), a questionnaire (A3 folded 
into A4, booklet) (see Appendix A) and a pre-stamped addressed returned envelope 
(second class). 
5.8.2 Second Batch 
As a result of the unexpected low response rate received from the main mail survey 
(9%), three weeks from first posting a second batch of questionnaires was mailed. 
The names and addresses of the IT directors used in the second mailing, were those 
that had participated in a similar research project a year ago and showed a positive 
reaction to participating in other similar surveys. Using this database the researcher 
selected large organisations only, organisations that had over 250 employees, in order 
to match the procedure for selecting this research sample, and this yielded 234 IT 
directors. 
A new covering letter was produced (see Appendix C) and the names were printed on 
the covering letters. Each questionnaire consisted of a personalised covering letter 
signed with blue ballpoint pen; the same questionnaire was used as in the first mailing 
but marked with a different date, and a pre-stamped addressed returned envelope (first 
class). 
5.8.3 Main Survey Telephone Follow Ups 
A total of 650 telephone numbers were randomly selected of the 2,800 and obtained 
from EGC (15p a number). Twenty-seven telephone numbers were incorrect and 
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returned to EGC. This yielded 623 valid telephone numbers. As a result of 623 
follow-up phone calls another 71 questionnaires were returned. Figure 5.3 gives a 
breakdown of the follow-up phone calls. While conducting the telephone calls the 
researcher discovered that 168 of the 623 IT directors were incorrectly named for 
various reasons including: left the company; changed position; and/or the company no 
longer has an IT department. 
After conducting a total of 723 phone calls it was found that 26% of the mailing list 
names were wrong. As a result of this it was decided by the researcher and his panel 
members, to consider 26% of the mailing list of this research to be excluded. 
Therefore, the actual questionnaires sent out with correct names and addresses for the 
first and second batches of the main survey were only 2,118. This figure was 
calculated as demonstrated in the Table 5.6. 
Table 5.6: The actual total number of questionnaires mailed for the main survey 
Source Total Percentage Number of Number of Number of 
Questionnaires of Wrong Wrong Returned Invalid Actual 
Mailed (1) Names (2) Names (3) Addresses Questionnaires 
(4) Mailed column 5 
Minus column 3 
First 2,800 26% 728 186 1,886 
Batch 
Second 234 0 0 2 232 
Batch 
Total 3,034 728 188 2,118 
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Phone calls 
623 
Answered by IT 
directors with the same 
names as in the mailing 
list (i. e. correct names) 
455 
- 
IT Directors the 
researcher did not 
manage to speak for 
various reasons such 
as; away on holiday; 
on a business trip; in 
a meeting; line 
engaged; ill; and/or 
leave a message. 
296 
Already Intend to Admitted 
Replied Reply Penning 
5 13 5 
Would 
Like a 
Copy 
97 
Returned 
5 
Returned 
47 
Total Returned 
79 
Returned 
27 
Figure 5.3: Main survey follow-ups phone calls breakdown 
Answered by new IT 
directors with different 
names than the mailing lis 
(i. e. wrong names) 
168 
Do not intend to 
reply mainly because 
of time and/or 
company policy 
39 
Would like a 
copy 
50 
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5.8.4 Main Survey Response Rate 
In this case the actual number of questionnaires mailed for the first and second 
batches for the main survey was 2,118 and the total useable returns was 324, yielding 
a response rate of 15.3%, as described in Table 5.7 below. 
Table 5.7: Main survey study response rate 
Source Total Total Usable Unusable Response rate 
mailed responses responses responses 
First Batch 1,886 172 170 2 9% 
Second Batch 232 91 83 8 36% 
Phone follow 71 71 0 
up 
Total 2,118 334 324 6 15% 
5.9 Overall Response Rate 
As the pilot study's questionnaires included all the questions which was in the main 
mail survey, the replies from the pilot study were considered to be part of the overall 
responses and were included in the analysis. Therefore, the pilot study with the two 
batches of the main survey totalled 2,259 questionnaires. 
The total number of returned questionnaires were 355, of which 11 were blanks, as 
described in Table 5.8. This yielded an overall response rate of 15.23%. Previous 
studies such as Ewvusi-Mensah and Przasnyski (1994) achieved similar response rates. 
Table 5.8: Overall response rate 
Source Total mailed Total Blanks Usable Response 
responses responses rate 
Pilot 141 21 1 20 14% 
First Batch 1,886 243 2 241 13 % 
Second 232 91 8 83 36% 
Total 2,259 355 11 344 15.23% 
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5.10 Summary 
This chapter discussed the procedure by which the questionnaire was developed and 
thoroughly validated. It has also explained the results of the three phases of the 
questionnaire's pretesting; the pilot study; and the two batches of the main survey. In 
addition, it described how telephone calls were selected as the main follow-up strategy 
for this research and the results of 723 telephone follow-up calls. A total of 2,259 
questionnaires were sent to IT directors to collect information regarding the success of 
information systems development and implementation. A total of 344 responses to 
the questionnaire were generated, representing a 15.23% response rate. The next 
chapter will present the descriptive profile of the responses. 
l05 
A Descriptive Profile of the Responses 
CHAPTER SIX 
A DESCRIPITIVE PROFILE OF THE RESPONSES 
6.1 Introduction 
The previous chapter describes the process involved in developing a questionnaire and 
implementing the data collection. This chapter will present a range of descriptive 
statistics such as frequencies, cross tabulations and graphs which were produced as the 
basis for understanding the nature and the characteristics of the responding companies 
regarding their experiences in information systems development and implementation. 
In addition, conducting the descriptive analysis is always beneficial before the formal 
statistical tests, to check for possible data entry errors, to ascertain whether there are 
outliers, and to examine distribution shapes. 
6.2 Response Profile 
As discussed in Chapter Five, a total of 344 usable responses were generated from a 
total of 2,259 mailings. The respondents who participated in this study were mainly 
IT/IS executives or IT/IS directors operating mostly in larger organisations within the 
UK and in charge of the development and implementation of information system 
projects. A description of the results of each question in the questionnaire is presented 
in turn. A copy of the questionnaire can be found in Appendix A. 
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6.2.1 Company Size 
The use of the total number of employees as a measure of company size is consistent 
with previous work in the IS field (Raymond, 1990; Doherty and King, 1998b). Table 
6.1 shows the breakdown of the total usable responses returned in terms of the 
companies' number of employees. 
Table 6.1: Responses by total number of employees 
Total number of employee Frequency Percent 
250- 500 76 22 
500-1,000 66 19 
1,001-1,500 32 9 
1,501-2000 21 6 
2,001-3,000 35 10 
3,001-5,000 30 9 
5,001-10,000 33 10 
Over 10,000 51 15 
Total 344 100.0 
As presented in Table 6.1, the highest frequency was for companies that have a 
number of employees ranging from 250 to 500, representing 22% of the sample. The 
second largest group, which represents 19% of the sample, is companies that have 
employees ranging from 500 to 1,000. The third largest group, which represents 15% 
of the sample, is companies that have more than 10,000 employees. The findings 
confirm that the sample covers a wide range of company sizes. 
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6.2.2 Types of Industries 
The sample of this research included a mixture of industries. According to the 
original UK Standard Industrial Classification of Economic Activities (SICEA) 1992, 
12 different industry categories were included (discussed in Chapter 5). 
Table 6.2 outlines the types of industries represented in the sample. 22% of 344 
companies that responded to the survey are from the manufacturing sector and 
dominates the sample, 15% represent the public sector and another 15% represent 
other industries. The results imply that the study sample covers a wide range of 
industries. 
Table 6.2: Responses by types of industries 
Industry Frequency Percent 
Agriculture 3 1 
Energy Supply 4 1 
Business Services 20 6 
Wholesale & Retail 27 8 
Transport 7 2 
Construction 10 3 
Banking & Finance 31 9 
Public Services 51 15 
Leisure 9 3 
Manufacturing 78 22 
Education 19 6 
Health 35 10 
Other 50 15 
Other 50 15 
Total 344 100.0 
Total 344 100.0 
To explore if there is any relationship between industry types and organisation size, 
cross tabulation of the responses is performed on these variables. The results 
presented in Table 6.3 indicate that the companies who participated in this research 
are from all sizes and types which subsequently increases the representativeness and 
generalisation of the research's findings. 
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Table 6.3: Responses by company sector number of employee cross-tabulation 
Company Sectors 
250- 
500 
500- 
1,000 
1,001- 
1,500 
Number of employee 
1,501- 2,001- 3,001- 
2000 3,000 5,000 
5,001- 
10,000 
Over 
10,000 
Row 
Total 
Agriculture 2 1 3 
Energy Supply 1 2 1 4 
Business Services 8 3 2 2 2 1 2 20 
Wholesale & Retail 6 6 2 2 3 2 6 27 
Transport 1 1 2 1 1 1 7 
Construction 2 2 2 2 2 10 
Banking & Finance 10 8 2 3 4 1 3 31 
Public Services 8 6 5 1 6 3 10 12 51 
Leisure 2 1 2 4 9 
Manufacturing 22 22 6 4 5 7 5 7 78 
Education 3 2 3 4 3 2 2 19 
Health 3 2 2 6 4 3 6 9 35 
Other 10 12 7 3 5 3 5 5 50 
Column Total 76 66 32 21 35 30 33 51 344 
6.2.3 Representativness of the Sample 
The response sample of companies comprise a wide range of sizes and sectors. To 
further examine the representativeness of this sample, it is recommended that the 
collected sample be compared with the total members of the sampling frame 
(Saunders et al, 1997). Therefore, the characteristics (i. e. size and sector) of this 
sample were compared with the characteristics of the entire group of IT directors in all 
UK organisations which have over 250 employees. The Financial Analysis Made 
Easy (FAME) database was used to generate this sampling frame. The FAME 
database includes the financial details of 120,000 major UK companies. After 
searching the database 9,374 companies were found to be the total number of 
companies that comprise more than 250 employees in the UK and thus this became 
the sampling frame used for comparison. In fact, the FAME database was the only 
source which was found to include a current and accurate list of the population frame. 
To examine the extent of the sample representativeness for this study, two tables were 
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generated from FAME. Table 6.4 shows the breakdown of employee numbers in both 
the current study and in FAME database. 
An inspection of the data presented in the Table 6.4 clearly indicates that the largest 
two percentages in FAME are also found to be largest in the current sample. In 
addition, the third and fourth categories have similar percentages and the remaining 
categories in the current sample have higher percentages than the FAME. In fact, it 
can be noted that the companies with 10,000 employees make up 15% of the sample, 
which is higher than the actual percentage (3%). In addition, there were fewer 
organisations than expected with less than 1,000 employees, which indicates that the 
current sample is biased towards larger organisations. According to the literature, this 
can benefit the current study as the IT directors coming from larger companies are 
likely to perceive organisational issues to be of more importance than smaller 
companies (Doherty and King, 1998b). 
Table 6.4: A comparison between the current sample and FAME database with regard 
to company size 
Number of Employee Current Sample "FAME" Data 
250-500 76 (22%) 4,357 (46%) 
500-1,000 66 (19%) 2,304 (24%) 
1,001-1,500 32(9%) 825 (9%) 
1,501-2000 21(6%) 480 (5%) 
2,001-3,000 35 (10%) 456 (5%) 
3,001-5,000 30 (9%) 399 (4%) 
5,001-10,000 33 (10%) 272 (3%) 
Over 10,000 51(15%) 281 (3%) 
Total 344 (100%) 9,374 (100%) 
FAME comprises the same categorisation of industries as used in the present study 
(UK SIC 92) (see Chapter Four). Table 6.5 shows the breakdown of both the current 
study sample and the actual categorisation of industries according to the FAME 
database. There are also fewer organisations than expected from the manufacturing 
sector and more from public services and health, this may be due to size bias s there 
are a lot of "small" manufacturing organisations. 
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Table 6.5: A comparison between the current sample and FAME regarding company 
sector 
Industry Current Sample FAME Data 
Manufacturing 78 (22%) 3,655 (39%) 
Public Services 51(15%) 526 (6%) 
Health 35 (10%) 105 (1%) 
Banking & Finance 31(9%) 411(4%) 
Wholesale & Retail 27 (8%) 1,398 (15%) 
Business Services 20(6%) 1,561 (16%) 
Education 19 (6%) 23 (1%) 
Construction 10 (3%) 507 (5%) 
Leisure 9 (3%) 341 (4%) 
Transport 7 (2%) 579 (6%) 
Energy Supply 4 (1%) 69 (1%) 
Agriculture 3 (1%) 65 (1%) 
Other 50(15%) 134(1%) 
Total 344 (100%) 9,374 (100%) 
6.2.4 Adoption of Best Practices 
Respondents were asked to indicate to what extent they have been successful in 
adopting eight different best practices during the development and implementation of 
recent IS projects. Table 6.6 presents a summary of the results. 
Table 6.6: Responses by best practices 
Best Practices RESPONSES 
Variables Highly Highly 
Unsuccessful Unsuccessful Neither Successful Successful 
Realistic planning 4 (1%) 45 (13%) 121 (35%) 147 (43%) 27 (8%) 
Well-Balanced Team 5 (1%) 48 (14%) 102 (30%) 157 (46%) 32 (9%) 
Management Support 6 (2%) 46 (13%) 93 (27%) 137 (40%) 62 (18%) 
Participation 5(1%) 74(22%) 106(31%) 122(35%) 36(11%) 
Training 13 (4%) 76(22%) 134(39%) 108 (31%) 12(4%) 
IS Alignment 5 (1%) 44 (13%) 108 (31%) 136 (40%) 49(15%) 
Communication 3 (1%) 56 (16%) 151 (44%) 121 (35%) 13 (4%) 
Responsibility 22 (6%) 84 (25%) 104 (30%) 110 (32%) 23 (7%) 
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In addition, Table 6.7 was designed to give a clearer picture of which of the eight 
practices was the most and the least successfully considered by the respondents. The 
two percentages of highly successful and successful were added together to represent 
one percentage of successful adoption of best practices. The neither percentage 
remains untouched. The other two percentages, highly unsuccessful and unsuccessful, 
were again added together to represent unsuccessful adoption of best practices. 
Thus, Table 6.7 shows that management support dominated the list, where 58% of the 
respondents considered it as being successfully adopted and another 15% of the 
respondents as unsuccessfully adopted. 
When comparing the above results with the findings of previous IS researchers such 
as Doherty et al (1998), we can see differences between the importance and the 
successful adoption in practice of these eight best practices. For example, user 
participation was ranked by IT executives (Doherty et al, 1998), as the first and the 
most important best practice while in this study it was found that only 46% of IS/IT 
executives were successful in its adoption in practice, 31 % with neither successful or 
unsuccessful, and a worrying 23% unsuccessful. Furthermore, senior management 
support was found in this study to be the most successful best practice adopted by 
IS/IT directors, while in Doherty et al's (1998) work it was ranked as the third in 
terms of its importance. These results indicate that while IS/IT directors acknowledge 
the importance of these best practices in theory they are not successful in their 
adoption in practice. 
Table 6.7: Responses by best practices approaches ranked in descending order 
Best Practice 
Highly Successful 
and Successful Neither 
Highly Unsuccessful 
and Unsuccessful 
1. Management Support 58% 27% 15% 
2. IS Alignment 55% 31% 14% 
3. Well-Balanced Team 55% 30% 15% 
4. Realistic Planning 51% 35% 14% 
5. Participation 46% 31% 23% 
6. Communication 39% 44% 17% 
7. Responsibility 39% 30% 31% 
8. Training 35% 39% 26% 
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6.2.5 Organisational Issues 
Respondents were asked four questions regarding how they deal with organisational 
issues during their development and implementation of IS projects. These questions 
included level of organisational issues consideration, type of organisational issues 
treatment, at what stage(s) of the development processes and finally whom they 
believe is/are responsible for the organisational issues treatment. A descriptive 
analysis is given below for all four questions. 
6.2.5.1 Level of Organisational Issues Consideration 
In Table 6.8 organisational issues were listed in descending order of "Yes" responses. 
It is observed that the first two issues; current needs and IS strategy were considered 
by 96% and 92% respectively as the organisational issue which was considered by 
most IS/IT executives. 
Table 6.8: Responses of organisational issues consideration 
Organisational Issue Yes 
RESPONSES 
No 
Current Needs 331 (96%) 13 (4%) 
IS Strategy 318 (92%) 26 (8%) 
Business Processes 307 (89%) 37 (11%) 
Future Needs 305 (88%) 39 (12%) 
Prioritising 297 (86%) 47 (14%) 
Implementation 297 (86%) 47 (14%) 
Working Practices 296 (86%) 48 (14%) 
User Needs 284(83%) 60(17%) 
Disruption 274 (80%) 70 (20%) 
Working Style 175 (51%) 169(49%) 
Structure 155 (45%) 189(55%) 
Culture 130 (38%) 214 (62%) 
Ergonomics 122 (35%) 222 (65%) 
Power 73 (21%) 271 (79%) 
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6.2.5.2 Type of Treatment 
Table 6.9 represents how organisational issues, if considered, are treated in the 
development and implementation processes by the IT executives surveyed. It is 
interesting to find that the majority of the issues (9 issues) are considered more 
explicitly than implicitly, and only five are considered more implicitly than explicitly, 
namely, these are ergonomics, user needs, working style (by only 1%), culture, and 
finally power distribution. 
Table 6.9: Responses by level of consideration of organisational issues 
Organisational Issue Implicitly Explicitly 
IS Strategy 146 (46%) 172(54%) 
Prioritising 85 (29%) 212 (71%) 
Future Needs 123 (40%) 182 (60%) 
Current Needs 98 (30%) 233 (70%) 
Ergonomics 78 (64%) 44 (36%) 
User Needs 145 (51%) 139(49%) 
Working Style 88 (50%) 87 (50%) 
Working Practices 123 (42%) 173 (58%) 
Business Processes 112 (36%) 195 (64%) 
Structure 76 (49%) 79(51%) 
Culture 88 (68%) 42 (32%) 
Power 58 (78%) 16 (22%) 
Implementation 100 (34%) 197 (66%) 
Disruption 100 (34%) 174 (63%) 
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6.2.5.3 Development Process Stages 
Table 6.10 outlines the results of the respondents at which stage(s) of the development 
and implementation processes they consider organisational issues. The table shows 
that the majority of the issues (11 issues) are considered in the initial stage (i. e. 
feasibility) of the development process. Two issues are considered more in the 
analysis and design stage and they are; ergonomics and working style, while only one 
issue, organisational disruption with 54%, is considered in the final stage of the 
development process (i. e. implementation). 
Table 6.10: Responses by development process stages 
Organisational Issue Feasibility 
Stages 
Analysis & Design Implementation 
IS Strategy 281 (88%) 128 (40%) 60 (19%) 
Prioritising 214 (72%) 125 (42%) 78 (23%) 
Future Needs 264(87%) 118(39%) 35(11%) 
Current Needs 285 (86%) 160 (48%) 77 (23%) 
Ergonomics 53 (44%) 62 (51%) 55 (45%) 
User Needs 176 (62%) 165 (58%) 100 (35%) 
Working Style 64 (37%) 108 (62%) 84 (48%) 
Working Practices 168 (57%) 165 (56%) 136 (46%) 
Business Processes 218 (71%) 186 (60%) 114 (37%) 
Structure 115 (74%) 63 (40%) 49 (32%) 
Culture 97 (75%) 48 (37%) 35 (27%) 
Power 59 (81%) 20 (27%) 17 (23%) 
Implementation 211(71%) 137 (46%) 143 (48%) 
Disruption 113 (41%) 115 (42%) 187 (68%) 
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6.2.5.4 Organisational Issue Treatment Responsibility 
Table 6.11 presents those that are most likely to be responsible for treating each 
organisational issue. The result shows that most IT/IS executives indicated that their 
IS department is more likely to be responsible for the treatment of eight issues and the 
IS users are responsible for six issues. 
Table 6.11: Responses by the responsibility of organisational issue treatment 
Issue 
Responsibility 
IS Department Users 
IS Strategy 286 (90%) 41 (13%) 
Prioritising 213 (71%) 131 (44%) 
Future Needs 210 (69%) 149 (49%) 
Current Needs 180 (54%) 206 (62%) 
Ergonomics 84 (69%) 54 (44%) 
User Needs 153 (54%) 169(60%) 
Working Style 103 (59%) 91(52%) 
Working Practices 159 (54%) 183 (62%) 
Business Processes 194 (63%) 166 (54%) 
Structure 67 (43%) 113(73%) 
Culture 73 (56%) 76 (59%) 
Power 33 (45%) 44 (60%) 
Implementation 264 (89%) 65 (22%) 
Disruption 191 (70%) 144 (53%) 
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6.2.6 Systems Development Methods 
Table 6.12 presents the result of the frequent usage of systems development methods. 
As can be noted, the in-house method dominated the list with the highest percentage 
(19%) and becomes the most frequent method used, prototyping comes in as the 
second most used with 4%, SSADM comes in third place with 2%, socio-technical 
comes in last but one with only 1%, and finally comes others with the least used. 
Table 6.12: Systems development methods frequent use breakdown 
Systems 
Methods 
Never 
1 2 3 4 
Always 
5 
SSADM 215 (61%) 56 (17%) 42 (13%) 24 (7%) 7 (2%) 
In-house 92 (26%) 21(6%) 71(21%) 95 (28%) 65 (19%) 
Prototyping 135 (38%) 47 (14%) 90 (26%) 60 (18%) 12 (4%) 
Socio-Technical 276 (80%) 35 (9%) 19 (6%) 12 (4%) 2 (1%) 
Other 311 (90%) 7(2%) 14(4%) 12(4%) 0 
From Table 6.12 a new table was created (Table 6.13). For the purpose of clarity it 
was designed by putting together the two percentages of one and two to form one 
percentage labelled rarely, the third percentage remains the same, and labelled as 
about half the time, and finally, the percentages of four and five are put together and 
labelled often. It can be noted that 47% of IT/IS executives responded that they use 
the in-house method, 22% use the prototyping method, 9% use SSADM, 5% use 
socio-technical and finally, 4% of IT/IS executives use other development methods. 
Table 6.13: Systems development methods by rank 
Systems Method Rarely 
1&2 
About half the time 
3 
Often 
4&5 
In-house 32% 21% 47% 
Prototyping 52% 26% 22% 
SSADM 78% 13% 9% 
Socio-Technical 89% 6% 5% 
Other 92% 4% 4% 
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From Table 6.13 it is interesting to note that 89% of the respondents never use any 
type of socio-technical method despite most IT/IS specialists' recognition of the 
importance of organisational issues and the most frequently used development method 
is in-house. 
6.2.7: IS Success Measurements 
Table 6.14 summarises the respondents' assessment for the six success measures of IS 
projects. 
Table 6.14: IS success measures breakdown 
Success Measures Strongly 
Disagree Disagree Neither Agree 
Strongly 
Agree Average 
System Quality 2 (1%) 24 (7%) 75 (22%) 188 (54%) 55 (16%) 3.78 
Information Quality 3 (1%) 21(6%) 110 (32%) 172 (50%) 38 (11%) 3.64 
Information Use 1 (1%) 25 (7%) 104 (30%) 174 (50%) 40 (12%) 3.66 
User Satisfaction 2 (1%) 49 (14%) 144 (42%) 125(36%) 24 (7%) 3.35 
Individual Impact 7(2%) 58 (17%) 161 (47%) 105 (30%) 13 (4%) 3.17 
Organisational 10(3%) 36(11%) 101 (29%) 147(42%) 50(15%) 3.56 
Impact 
Total 25 213 695 911 220 
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For clarity purposes Table 6.15 was generated by summing up the percentages of 
agree and strongly agree to become one group which is agree, the neither percentage 
was left untouched, and summing up the percentages of disagree and strongly disagree 
to become one group which is disagree. In addition, the measures were ranked in 
descending order. When examining this table it shows that system quality measure is 
the first issue that was achieved successfully by 70% of the sample and with a mean of 
3.78 as the highest. Information use comes in the second place with 62% and an 
overall average of 3.66, information quality comes in the third place with 61% and an 
average of 3.64; and interestingly organisational impact in the fourth position with 
57% and an overall average of 3.56. The least successful considered measures are 
user satisfaction with 43% and with an average of 3.35; and finally individual impact 
with 34% and an overall average of 3.17. 
Table 6.15: IS success measures breakdown in descending order 
Success 
Measures Agree Neither Disagree Total Average 
System Quality 70% 22% 8% 100% 3.78 
Information Use 62% 30% 8% 100% 3.66 
Information Quality 61% 32% 7% 100% 3.64 
Organisational Impact 57% 29% 13% 100% 3.56 
User Satisfaction 43% 42% 15% 100% 3.35 
Individual Impact 34% 47% 19% 100% 3.17 
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6.2.8 Ranking IS Success Measures 
Table 6.16 presents the ranking for IS development and implementation success 
measures. The result shows that 56% of the companies indicated that the most 
important measure of success is the organisational impact with an average of 2.30. 
This was followed by information quality with 31% and an average of 2.99. The third 
was user satisfaction with 20% and an average of 3.78, the fourth was system quality 
with 22% and an average of 3.30, fifth was information use with 21% and an average 
of 4.21 and the last was individual impact with 35% and an average of 4.42. 
Table 6.16: Ranking success measures 
RANKING 
Success Measures 
123456 Average 
System Quality 54(16%) 72(21%) 59(17%) 77(22%) 40 (12%) 42 (12%) 3.30 
Information Quality 41(12%) 108(31%) 82(24%) 51(16%) 46(13%) 13 (4%) 2.99 
Information Use 21(6%) 36(110/o) 52(15%) 69(20%) 73 (21%) 93 (27%) 4.21 
User Satisfaction 29 (8°/a) 48 (14%) 68 (20%) 66 (29%) 89 (26%) 44 (13%) 3.78 
Individual Impact 8(2%) 47(14%) 49(14%) 49 (14%) 71 (21%) 120(35%) 4.42 
Organisational 191 (56%) 34 (10%) 33 (10%) 29(8%) 25 (7%) 32(9%) 2.30 
Impact 
Total 343 343 343 343 343 343 
When examining the results of Tables 6.15 and 6.16 more closely it is interesting to 
notice that the level of achievement of the measurements in the first table and the level 
of importance of the measurements in the later table are not compatible. For example 
while the IT/IS executives believe that system quality is the most measurement 
variable that they have been successful in, they ranked it fourth in terms of its 
importance. On the other hand, organisational impact ranked fourth in terms of its 
successful achievement comes first in terms of its importance. These findings confirm 
the previous IS researchers (Doherty and King, 1998a), that IT/IS executives 
acknowledge the high importance of organisational issues but they fail to successfully 
achieve them in practice. 
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6.3 Summary 
This chapter has provided an understanding of some of the characteristics of the 
organisations that participated in this study. Despite there being some biased towards 
organisations with more than 2,000 employees, the current sample comprises a wide 
range of company sizes and sectors, therefore, to a large extent this sample is fairly 
representative. It is also found that 50-58% of the responded companies have 
successfully adopted four best practices (management support, well-balanced team, IS 
alignment and realistic planning) while only 35-46% of the companies were 
successful in the adoption of the remaining four best practices. This study confirms 
previous IS literature that nine of the 14 organisational issues were considered by 80- 
96% of IT/IS executives and the remaining five organisational issues were considered 
by 21-51%. It also found that the most frequent development method used by IT/IS 
executives is the in-house (47%) and the socio-technical method is used by only 5% of 
IT/IS executives. Furthermore, the most successful measure achieved in practice is 
system quality (70% of IT/IS executives) while organisational impact was ranked by 
55% of IT/IS executives as the most important measure. The next chapter will discuss 
DeLone and McLean's (1992) model as a measure for the overall success of IS, and 
the generation of six new variables to be used in the analysis of this study. 
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CHAPTER SEVEN 
VALIDATION OF THE SUMMATED SUCCESS SCALE FOR IS 
7.1 Introduction 
DeLone and McLean's (1992) model is used in this study to measure the overall 
success of IS. Surprisingly, when the relevant IS literature regarding DeLone and 
McLean's (1992) model was reviewed, it was found that no previous research has 
empirically examined the model as a whole. In addition, no previous research has 
performed factor analysis on the model. This chapter, therefore, will examine and 
discuss the validity, unidmensionality and reliability of DeLone and McLean's (1992) 
model as a summated measure for the overall IS success. This was achieved through 
the adaptation of de Vaus's (1996) three stages which included conceptual and 
empirical tests such as Correlation and Factor analysis. The results of the empirical 
tests prove that the six dimensions suggested in DeLone and McLean' model are well 
correlated and reliable. 
To construct a valid aggregate success scale based on DeLone and McLean's (1992) 
model, five possible alternatives were developed and compared and one was selected 
to be used throughout the statistical analysis of this study. In addition, six new 
variables were generated and will be used in the analysis in subsequent chapters. 
Finally, the issue of treating a Likert scale as an Interval scale is also briefly discussed. 
7.2 DeLone and McLean's Model in the IS Literature 
As discussed in Chapter Three, this study uses DeLone and McLean's (1992) IS 
success model to measure the overall success of IS. For clarification, the DeLone and 
McLean (1992) IS success model is an attempt to reflect the interdependent, process 
nature of IS success. Their model depicts the relationships of the six IS success 
dimensions. They argued that "System Quality" and "Information Quality" singularly 
and jointly affect both "Use" and "User Satisfaction". Additionally, the amount of 
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"Use" can affect the degree of "User Satisfaction" positively or negatively as well as 
the reverse being true. "Use" and "User Satisfaction" are direct antecedents of 
"Individual Impact"; and lastly, this impact on individual performance should 
eventually have some "Organisational Impact" (Myers et al, 1997; Garrity and 
Sanders, 1998). 
The first work found in the IS literature that evaluates DeLone and McLean's model is 
the one conducted by Seddon (1997). He suggested that DeLone and McLean's 
comprehensive review of the different IS success measures makes two important 
contributions to the understanding of IS success. Firstly, it provides a scheme for 
classifying the multitude of IS success measures that have been used in the literature 
into six categories. Secondly, it suggests a model of "temporal and casual" 
interdependencies between these categories. 
Seddon (1997, p. 240) criticised DeLone and McLean's model stating that "D&M 
tried to do too much in their model, and that as a result, it is both confusing and 
niisspecified". 
In an effort to overcome these shortcomings, Seddon (1997) presented a respecified 
and slightly extended version of DeLone and McLean's model of IS success. He 
argued that the respecified model retains most of the features of DeLone and 
McLean's model, but eliminates the confusion caused by the multiple alternative 
meanings for the boxes and arrows. This was done by splitting the model into two 
variance submodels (of Use and Success) and eliminating the process model 
interpretation of DeLone and McLean. To clarify the meaning of "IS Use" Seddon 
introduced four new variables (Expectations, Consequences, Perceived Usefulness, 
and Net Benefits to Society). 
Regarding the empirical analysis, Seddon (1997) suggested that part of DeLone and 
McLean's model was tested previously in another piece of research carried out by 
Seddon and Kiew (1994, Proceedings of the International Conference on IS, Canada). 
He argued that Seddon and Kiew (1994) with changing the DeLone and McLean 
model and replacing "Use" by "Usefulness" and then adding a new variable "User 
involvement" the results of the path analysis were highly significant. He also argued 
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that another study by Fraser and Salter (1995, Working paper, University of 
Melbourne) replicated Seddon and Kiew's (1994) study and found similar results. 
It can be concluded that Seddon (1997) examined DeLone and McLean's model 
theoretically and relied on other unpublished works which had empirically examined 
just part of the DeLone and McLean model after having modified the original one. All 
of this work had relied on path analysis. 
The second work conducted by Ballantine et al (1998; p. 58), argued that Delone and 
McLean's model contributed to the understanding of IS success but is limited in a 
number of aspects. Mainly in `presenting too narrow a view of the scope and impact 
of an IS, and neglecting the other factors which interact with any business change". 
Hence, they proposed a new model, which they argued was an attempt to improve the 
understanding of the concept of IS success by separating success into three major 
dimensions; the technical development level, the deployment of the user, and the 
delivery of business benefits. 
Ballantine et al (1998) suggested that this new model was inspired by, and is mainly 
an extension of, DeLone and McLean's model. Many of DeLone and McLean factors 
of success are included in their model, which retains and strengthens the separation of 
technical and human aspects. Their belief was that their new model presents a richer 
end more complete picture of the scope and impact of IS. They argued that their 
)roposed model fits with existing theories of IS success, but extends them primarily by 
separating the different dimensions of the development, deployment and delivery 
evels. 
tallantine et al (1998) concluded that it does not mean a narrower perspective is 
ecessarily inappropriate in a particular context, but it invites the researcher to be 
ware of the wider context and therefore to be aware of contingent factors from the 
Zvironment. They believed that this model may increase the validity and credibility 
f empirical work, although undoubtedly making it more challenging. 
; ddon (1997) and Ballantine et al (1998) clearly recognised the value of the DeLone 
id McLean model. The modifications made to the original model are merely 
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extensions of it and do not omit anything from the original. It should be noted that 
although both Seddon and Ballantine et al have expanded and evaluated the DeLone 
and McLean model, they have used path analysis to test only part of it and not the 
model as a whole. 
To construct a valid and reliable aggregate success scale out of DeLone and McLean's 
(1992) model for this study, it was necessary to examine empirically the whole 
model's validity, unidimensionality and reliability through the adaptation of de Vaus's 
(1996) three stages. However, before doing this it is appropriate to discuss what a 
summated (i. e. aggregate) scale is and its benefits. 
7.3 The Definition and Benefits of Summated Scales 
The concept of a summated scale is formed by combining several individual variables 
into a single composite measure (Hair et al, 1998). A summated scale simply requires 
that we measure the strength of some opinions on some matters by assessing the 
"position" on a number of questions (de Vaus, 1996). Different researchers use 
different terms. Some, such as Hair et al (1998) and de Vaus (1996), prefer to use the 
term "summated scale" while others, such as Suhaimi (1998) prefer the term 
"aggregate". However, in this study both terms are used interchangeably. 
According to Hair et al (1998), there are two benefits of using a summated scale. In 
the first instance it provides a means of overcoming to some extent the measurement 
error in all measured variables. Measurement error is the degree to which the 
observed values are not representative of the `true' values because of different reasons 
ranging from actual errors, such as data entry, to the inability of the respondents to 
accurately provide information. The summated scale reduces measurement error by 
using multiple indicators (variables) to reduce the reliance on a single response. 
Employing an `average' or `typical' response to a set of variables will decrease the 
measurement error that may occur in a single response. 
Secondly, a summated scale has the ability to represent the multiple aspect in a single 
measure. Hair et al (1998) suggested that often researchers employ many variables in 
their multivariate models in order to represent the many `facets' of a concept that we 
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know to be quite complex. In doing this, the researchers complicate the interpretation 
of the concept. Therefore, not only would the summated scale accommodate the 
`richer' descriptions of concepts by using multiple variables, it would also maintain 
fewer numbers of variables in the multivariate model. The aggregate scale, when 
properly created, combines the multiple indicators into a single measure representing 
what is held in common across a set of measures. 
7.4 Examining the Applicability of DeLone and McLean's Model as a Summated 
Scale 
The common problem, however, to all scaling techniques is how to decide which 
questions to include in the scale. As suggested by de Vaus (1996) we cannot simply 
add together the scores from any set of questions; we must be confident that they all 
tap the same underlying concept. Therefore de Vaus (1996) suggested three main 
stages to go through in order to assess which variables legitimately belong to the scale. 
7.4.1 First Stage 
At this stage there are two steps; (1) Develop a set of questions, based on the six 
dimensions suggested by DeLone and McLean (1992). The six questions can be seen 
in section E of the copy of the questionnaire provided in Appendix A. (2) These 
questions are then answered by the targeted people. In this study the questionnaire 
was answered by 344 IT directors. 
7.4.2 Second Stage 
This stage includes scale validity which is the extent to which a scale or set of 
measures (variables) accurately represents the concept of interest, which, in this study, 
is the overall IS success. According to de Vaus (1996), there are two complementary 
approaches to ensure that the summated scale is valid. The first form of validity is 
conceptual, which is called the content or face validity. The content validity is the 
extent to which a measure appears to gauge the characteristics it is supposed to 
measure. In other words the researchers can get an idea of which items might go 
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together by looking at their content. As can be seen in this study the six variables 
suggested by DeLone and McLean's model appear to go together in measuring the IS 
success. Furthermore, they have been conceptually evaluated by previous IS 
researchers, and all of the proposed models have included the six measures, none have 
been omitted. 
The second form of validity is measured empirically by the correlation between 
theoretically defined sets of variables. As suggested by de Vaus (1996) and Hair et al 
(1998), this can be achieved by considering the correlation matrix. The results shown 
in Table 7.1 indicate that all six variables are reasonably well correlated with each 
other (i. e. above 0.30) with the exception of "Information Use" which is found to have 
a correlation of less than 0.30 with four variables; "System Quality, User Satisfaction, 
Individual Impact, and Organisational Impact". 
Table 7.1 Correlation matrix for the six dimensions of DeLone and McLean's Model 
System 
Quality 
Information 
Quality 
Information 
Use 
User 
Satisfaction 
Individual Organisational 
Impact Impact 
System Quality 1.00 
Information Quality . 46* 1.00 
Information Use 
. 15* . 
32* 1.00 
User Satisfaction 
. 44* . 41 
* 
. 25* 1.00 
Individual Impact . 30* . 33* . 23* . 42* 1.00 
Organisational Impact . 36* . 38* . 
26* 
. 
36* 
. 39* 1.00 
*Indicates correlations significant at the 0.01 level 
7.4.3 Third Stage 
Further empirical tests can be conducted to ensure that the six variables suggested by 
DeLone and McLean are scaling and measuring the same concept which is the overall 
success of IS. According to de Vaus (1996), this is known as item analysis and there 
are two aspects the researcher should consider; unidimensionality and reliability, and 
both are discussed below. 
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7.4.3.1 Unidimensionality 
An underlying assumption and fundamental requirement for constructing a summated 
scale is that the items are unidimensional, which means that they are strongly 
associated with each other and represent a single concept. Factor analysis plays a 
crucial role in making an empirical assessment of the dimensionality of a set of items 
by determining the number of factors and loadings of each variable on the factor(s). 
The test of unidimensionality is that the summated scale should contain items loading 
highly on a single factor. If the summated scale is proposed to have multiple 
dimensions, each dimension should be reflected by a separate factor. The researcher 
can assess unidimensionality with either exploratory or confirmatory factor analysis. 
As suggested by Hair et at (1998), before conducting factor analysis it is important to 
formally evaluate its appropriateness by assessing the KMO measure of sampling 
adequacy and the Bartlett test of sphericity (i. e. to see if the items are correlated and 
factor analysis worth doing or not). The KMO is an index for comparing the 
magnitudes of the observed correlation coefficients to the magnitudes of the partial 
correlation coefficients (Norusis, 1997; . 
Kinnear and Gray, 1997). A small value of 
KMO means that factor analysis of the variables might not be appropriate, because 
correlation between pairs of variables cannot be explained by other variables. Kaiser 
(1974) characterises a KMO value in the 0.90's as marvellous, in the 0.80's as 
meritorious, in the 0.70's as middling, in the 0.60's as mediocre, in the 0.50's as 
miserable and below 0.50 as unacceptable. The result of the KMO test, which is 
reproduced in Figure 7.1, shows that the six measures of system development success 
variables have a value of 0.809. This indicates a "meritorious" adequacy according to 
the Kaiser (1974) scale, and hence, is very appropriate for use in further factor 
analysis. In addition, the Bartlett test of sphericity indicates that the correlations 
among the six variables are highly significant. 
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KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. . 809 
Bartlett's Test of Sphericity Approx Chi-Square 404,627 
Df 15 
Sig. 
. 000 
Component Matrix (1 component ex tracted) 
C omponent 
1 
System Quality 
. 681 Information Quality 
. 730 Information Use 
. 
497 
User Satisfaction 
. 732 Individual Impact 
. 
667 
Organisational Impact 
. 688 
Extraction Method: Principal Component Analysis. 
Only one component was extracted. The solution cannot be rotated. 
Figure 7.1: Factor analysis results 
A scree plot is a plot of the eigenvalues against the number of factors, in order of 
extraction. The shape of the plot is used to determine the number of factors. 
Typically, the plot has a distinct break between the steep slope of factors with large 
eigenvalues and gradual trailing off associated with the rest of the factors. This 
gradual trailing off is referred to as the "scree" (Hair et al, 1998). Empirical evidence 
indicates that the point at which the scree begins denotes the true number of factors 
(Churchill, 1995). Based on Figure 7.2, it can be seen that the curve begins to flatten 
out from the second factor, which indicates clearly that there is only one factor 
present. 
As the purpose of conducting factor analysis in this study is to identify the underlying 
constructs in the data, hence, the principal component factor analysis procedure is 
selected (Hair et al, 1998). Factor analysis is used essentially to identify underlying 
factors or dimensions that reflect what the variables share in common. The results of 
the factor analysis indicate that five of the six factors load highly and one (i. e. 
information use) is only loading marginally on just one factor. 
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Figure 7.2: Scree Plot test for component analysis 
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7.4.3.2 Reliability 
A reliable scale is one in which individuals would obtain much the same scale score 
on two different occasions (de Vaus, 1991). In addition, reliability assesses the issue of 
the similarity of results provided by independent but comparable measures of the same 
object, trait, or construct (Churchill, 1995). It is an important indicator of a measure's 
quality, because it determines the impact of inconsistencies on measurement of the 
results; it is a necessary, but not a sufficient condition for ensuring the validity of a 
measure. 
Cronbach Alpha is an example of a statistical tool to estimate the reliability of a 
measure (Hair et al, 1998). Reliability is the consistency of the instrument in 
measuring whatever it intends to measure. A reliable measure is one which, when 
replicated in other contexts, produces consistent results when applied at different times 
and on different individuals. Not only is Cronbach's Alpha simple to administer, it is 
also widely accepted as a technique to test reliability of a measure in social science 
research. To have a reliable measure of system development success the instrument 
adopted should be able to withstand replication when used in other contexts and be 
able to produce consistently similar results. The results shown in Figure 7.3 show that 
the Alpha reliability value is 0.7503. According to Nunnally (1979) and Robinson et 
al (1994), an instrument can be considered to possess an acceptable reliability standard 
if the reliability scores are greater than 0.60. 
RELIABILITY ANALYSIS-SCALE (ALPHA) 
N of Cases = 344 
Analysis of Variance 
Source of Variance Sum of Sq. 
Between People 641.4806 
Within People 889.0000 
Between Measures 88.2016 
Residual 800.7984 
Total 1530.4806 
Grand Mean 3.5271 
DF Mean Square F Prob. 
343 1.8702 
1720 . 5169 
5 17.6403 37.7787 . 0000 1715 . 4669 
2063 . 7419 
Reliability Coefficients 
Alpha = . 
7503 
6 items 
Standard item alpha = . 
7506 
Figure 7.3: Cronbach's alpha reliability analysis scale 
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As a result of the tests conducted through the three stages above, it can be concluded 
that these tests empirically prove that DeLone and McLean's (1992) model is valid, 
unidimensional and reliable. Hence, it was concluded that the six questions tap the 
same underlying concept and the variables belong to one scale or factor. 
7.5 Possible Alternatives for Generating a Summated Scale for ISD Success 
Since the items of Delone and McLean have been shown to belong to one scale they 
can be combined into a single score. When generating the aggregate score for the IS 
success, five alternatives emerged. The five aggregates were constructed and 
compared. Interestingly it has been found that all five alternatives when used 
interchangeably in the analysis produced very similar results. 
The first alternative is a total of the six measurements' ratings. The aggregate scale 
was constructed simply by adding the scores of the ratings for the six measurements. 
Based on Table 7.2, the total score for this alternative is 20. 
Table 7.2: An example for the five alternatives of the IS summated scale 
Measurement of ISDP 
Success 
Rating 
(ei) 
Ranking Ranking Averages 
System Quality 3 3 3.30 
Information Quality 4 6 2.99 
Information Use 4 2 4.21 
Use Satisfaction 3 4 3.78 
Individual Impact 2 1 4.42 
Organisational Impact 4 5 2.30 
The second alternative is the six measurements without "Information Use". As the 
results of the factor analysis "Component Matrix" shows that the factor "Information 
Use" has the lowest score of the six factors (slightly lower than 0.5), it was envisaged 
that excluding this factor might give different statistical results. Based on Table 7.2, 
the score for this alternative is 16. 
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The third alternative is a total of three measurements selected based on the top 
averages of the ranking. After generating the means of the ranking of the six 
measurements, as discussed in Section 6.2.7, the smallest three means were selected 
and the remaining three excluded. As shown in Table 7.2, the top three are; System 
Quality, Information Quality and Organisational Impact and the total score is 11. 
The fourth alternative is the Fishbein model weighted by the ranking scores. 
Symbolically, the Fishbein model can be expressed in equation form as: 
n 
Ao=Ebiei 
When: 
Ao = overall attitude toward the object (Aggregate Score) 
Bi = strength of belief that the object is related to attribute i (ranking) 
ei = evaluation or intensity of feelings towards attribute i (rating) 
n= number of salient attributes. 
This model suggests that to determine an aggregate success score, it is necessary to 
determine the strength of belief and evaluate the intensity of feelings. The aggregate 
score can then be obtained by multiplying the strength of belief ranking by the 
evaluation towards that belief rating for each attribute and then summing across all 
relevant beliefs to obtain the Ao. Based on Table 7.2, the score using this alternative is 
75. 
The fifth alternative is the Fishbein model weighted by the ranking averages. This 
alternative uses the Fishbein model and weights the rating scores by the averages of 
the ranking. Based on Table 7.2, the score using this alternative is 68.08. 
7.6 Aggregate Scores Evaluation and Selection 
A comprehensive battery of tests was conducted to find if there were any significant 
differences between the results produced by the five aggregates. No major differences 
were found. In other words, when a relationship between the aggregate success score 
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(alternative one) and another variable was significant, the other four alternatives 
produced similar significant results. For the purpose of clarification, two statistical 
analysis tests were selected and included here as examples for comparing the five 
aggregates. The two examples given here are discussed further in Chapter 8. 
Example One 
The first example is a one-way ANOVA, which was conducted to examine the 
relationships between the companies' size and the overall success of IS. The five 
alternatives were used in turn in the same test. Table 7.3 shows that the five 
alternatives produced almost the same results. 
Table 7.3: One-way ANOVA using five different aggregate scores exploring the 
relationship between the companies' size and the overall success of ISD 
Aggregate 
Scale Type 
<500 501- 
1,000 
1,001- 
1,500 
1,501- 
20,00 
2,001- 
3,000 
3,001- 
5,000 
5,001- 
10,000 
Over 
10,000 
F 
Value 
Sig. 
First 21.17 21.71 21.15 21.05 21.00 21.07 21.52 20.61 1.190 
. 
308 
Alternative 
Second 17.62 18.03 17.34 18.14 17.20 16.63 17.84 16.98 1.155 . 328 
Alternative 
Third 10.95 11.27 10.81 11.48 10.91 10.50 11.15 10.78 
. 791 . 595 
Alternative 
Fourth 72.76 74.05 73.00 76.48 71.91 68.47 73.45 71.20 1.222 . 290 
alternative 
Fifth 73.73 75.65 73.87 76.62 73.05 69.70 74.85 71.48 1.315 . 242 
alternative 
Example Two 
The second example is a Pearson Correlation conducted to explore the relationship 
between the organisational issues "Yes ratio" and the overall success of IS. Table 7.4 
shows the high similarities of the five alternatives. 
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Table 7.4: The high similarities of the five alternatives 
Aggregate Type Person Correlation Significance 
First Alternative . 241 . 000*** 
Second Alternative . 187 . 000*** 
Third Alternative . 232 . 000*** 
Fourth Alternative . 229 . 000*** 
Fifth Alternative . 243 . 000*** 
***Correlation is sign if icant at the 0.01 level (2-tailed) 
As a result of the above findings, we can see that the use of any one of the five 
aggregates would give similar results. Therefore, the first alternative, which is the total 
score of the six measurement ratings, was selected and used throughout the analysis of 
this study. The first alternative was selected mainly because of its ease of use and 
straightforward calculation. 
The computation of the aggregate score (as shown in the example above) for the entire 
data-set was successfully applied in this way for all 344 responses. An analysis of the 
results indicates that the mean for the overall aggregate score for IS success was 21.16, 
whilst the minimum value was 11 and the maximum value was 30. It is important to 
note that a low value generated indicates a lower aggregate level of IS success, and 
vice-versa. 
7.7 Creating of Additional Measures Used in the Analysis 
For the purpose of this study, five additional variables were created to increase the 
validity and reliability of the data analysis. All the five new variables are fully 
described in Table 7.5. 
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Table 7.5: Description of the five new measures developed and used in the analysis. 
Measure Description Calculation Example 
The percentage of total "Yes" "Yes ratio" is the number of If only 10 of the 14 issues 
answers to "No" answers for issues considered by IS/IT are considered then the "Yes 
Yes Ratio the level of 01 considerations. executives divided by the ratio" of 01 consideration = 
See question C. a of the total number of 01 (14) * 10/14* 100 
questionnaire 100 
The percentage of total "Yes" Treatment Ratio = total If 12 of the 14 issues are 
answers for explicit or implicit explicit or implicit "Yes" considered, 7 of these issues 
Treatment to the total answers of both answers divided by the total are treated Explicitly and 5 
Ratio implicit and explicit. See issues considered * 100 treated Implicitly, then the 
question C. b of the ratio of the 01 treated 
questionnaire Explicitly = 
7/(5+7)* 100 
The percentage of total "Yes" Stages Ratio = number of If 3 issues are treated at the 
for one stage to the other two "Yes" for any stage/total Feasibility stage, 6 issues are 
Stages stages. See question C. c of the number of "Yes" answers treated at the Analysis & 
Ratio questionnaire for the three stages * 100 Design stage, and 7 issues 
are treated at the 
Implementation stage then; 
Fes. Ratio = 3/(3+6+7)* 100 
A&D Ratio =6/(3+6+7)* 100 
Implementation Ratio = 
7/(3+6+7)* 100 
Ratio of The percentage of issues Number of issues treated in If 10 of the 14 issues are 
issues treated in more than one phase more than one phase considered, 7 of these issues 
treated in to the total issues considered divided by the number of are treated in two or three 
more than issues considered * 100 stages and 3 are treated in 
one phase one stage only, then the 
percentage of organisational 
issues that are treated in 
more than one stage = 
7/10*100 
Average The percentage of the total The overall number of If 8 of the 14 issues were 
number number of phases to the total phases divided by the considered 2 are treated in 
of phases number of organisational number of issues considered one phase only (2* 1), 3 are 
issues considered treated in two phases (3*2), 
and 3 are treated in three 
phases (3*3), then; 
2+6+9=17 phases divided by 
8 issues considered. 
User The percentage of the The number of issues If, 10 of the 14 issues are 
Responsi- organisational issues which treated by the user considered, 3 issues are 
bility were the users' department department divided by the treated by IT only, 3 treated 
Ratio responsibility total number of issues by users only, and 4 by both 
considered* 100 then; 
the user responsibility Ratio 
= 3/10 *100 
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7.8 Treating Likert Scale as Interval 
The Likert scale is one of the most widely used attitude-measurements techniques in 
social science (Diamantopoulos and Schlegelmilch, 1997). It was used in this study in 
three sections of the questionnaire; B (Adoption of Best Practices), D (Employment of 
Systems Development Methods), and E (ISD Process Success Measurement). All three 
Likert scales used here were treated as interval throughout the analysis and not as 
ordinal. 
The purpose of this section, is not to attempt to justify whether a Likert scale is ordinal 
or interval, firstly, because it is beyond the scope of this research, and secondly, to 
answer this question as correctly as Diamantopoulos and Schlegelmilch (1997) 
suggested, statisticians would have to spend a very long time (at least three years) 
delving into the relevant and horrendously extensive literature. This section is 
included to present a reasonable justification for this decision. 
In fact, Kerlinger (1964) suggested that if we use ordinal measures as though they 
were interval, we can err seriously in interpreting data and the relations inferred from 
data. On the other hand, if we stick strictly by the rules, we cut off powerful modes of 
measurement and analysis and we are left with tools inadequate for solving the 
problems we want to solve. 
Diamantopoulos and Schlegelmilch (1997; p. 30) stated that: 
"If we adopt the `pragmatic' vietiv followed by most social researchers, 
then we would treat the Likert scales as if they were interval. It is 
recommended in this context, to appropriately number the response 
alternatives on the scale so as to communicate to the respondent that the 
interval between the scale points are intended to be of equal distance. On the 
other hand, if tine adopt the `purist' view most commonly followed by 
statisticians, then the Likert scale should be treated as ordinal (unless we can 
prove othertivise). " 
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As we are social researchers and not statisticians, and by adopting the pragmatic view 
this research has treated the Likert scales as intervals. In addition, this research has 
followed the procedures of previous researchers such as Clegg et al (1989) and 
Suhaimi (1998). 
7.9 Summary 
In this chapter, the comments and criticisms of IS researchers regarding DeLone and 
McLean's (1992) IS success model was critically reviewed. It was found that there 
was a gap in the IS literature regarding the empirical examination of DeLone and 
McLean's model. More specifically no previous research had performed factor 
analysis. In this chapter, the researcher was able to fill this gap by empirically testing 
the six dimensions of DeLone and McLean's model. Through the application of three 
stages, suggested by de Vaus (1996), different tests were conducted including 
correlation coefficient, KMO, principal factor analysis, scree plot and Cronbach alpha. 
Interestingly, the results indicated that the model is valid, unidimensional, and reliable 
and can be summated. For further assurance, five alternatives for the IS success 
summated scale were developed and tested and one was selected. In addition, five 
new variables were generated mainly from Section C of the research questionnaire. 
Finally, the reasons for treating Likert scale as interval and not as ordinal were also 
discussed. 
The next chapter will explore the relationship between the overall success of systems 
development and the research's variables. 
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CHAPTER EIGHT 
EXPLORING THE RELATIONSHIPS BETWEEN THE OVERALL 
SUCCESS OF ISD AND THE RESEARCH VARIABLES 
8.1 Introduction 
The previous chapter discussed the reliability and validity of an aggregate success 
score and presented new variables which are all used in the analysis included in this 
chapter. This chapter examines the relationship between the overall success of 
information systems development and other research variables, more specifically; size, 
sector, the treatment of organisational issues, the adoption of best practices, and 
systems development methods. To explore these relationships two main statistical 
analysis techniques were used, one-way ANOVAs and Pearson correlations. 
8.2 Exploring the Relationship Between Company Size and Overall ISD Success 
One of the objectives of this study (see Chapter Three) was to test if the size of the 
company has any significant influence on the overall success of ISD. In the IS 
literature there have been a mixture of findings on the impact of organisation size on 
IS success (such as Guimaraes and Gupta, 1988; Raymond, 1990). 
A one-way ANOVA analysis was used to test the variance between company size and 
the aggregate ISD success score. The result, which is shown in Table 8.1, shows that 
there was no significant difference between the two variables. 
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Table 8.1: One-way ANOVA between company size and aggregate ISD success score 
Number of Employees Aggregate Score F Value Significance 
Less than 500 21.17 1.190 . 308 (not significant) 
500-1,000 - 21.71 
1,001-1,500 21.16 
1,501-2000 22.05 
2,001-3,000 21.00 
3,001-5,000 20.07 
5,001-10,000 21.56 
Over 10,000 20.61 
8.3 Exploring the Relationship Between the Industry Type and Overall ISD 
Success 
IS researchers have two contrasting views regarding the relationships between overall 
success of IS and the area of economic activity within which an organisation operates. 
The first view suggests that the type of sector that the organisation operates in can 
influence its level of IT/IS success. The manufacturing industry, for example, was 
viewed as being more advanced and more effective than most others (Clegg et al, 
1997). On the other hand, the health sector was perceived to perform rather poorly 
despite its high levels of investment in IT (National Audit Office, 1991). Similarly the 
defence sector was seen as being prone to problems, possibly due to the size and scope 
of its investment (Clegg et al, 1997). The second perspective suggests that there is no 
relationship between them, which means that the size and the sector type of the 
companies have no significant impact on the success of the system development 
process. 
A one-way ANOVA was used to test this relationship, and the results in Table 8.2 
show that there was no significant difference. These results, therefore, support the 
second view. 
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Table 8.2: One-way ANOVA between industry types and aggregate IS success score 
Types of Industry Aggregate Score F Value Significance 
Agriculture 24.00 6.94 
. 757 (not significant) Energy Supply 20.00 
Business services 21.45 
Wholesale & Retail 20.81 
Transport 19.86 
Construction 21.30 
Banking & Finance 21.29 
Public Services 20.70 
Leisure 22.22 
Manufacturing 21.21 
Education 20.58 
Health 21.00 
Other 21.70 
Based on the results presented in Tables 8.1 and 8.2, it can be concluded that the size 
of the company and the sector in which it operates do not influence the overall success 
of IS projects. However, it may be that other factors such as the treatment of 
organisational issues, and the deployment of different systems development methods 
do have a significant impact on IS success. As Clegg et al (1997; p. 862) stated 
"Excellent petforniance is open to all and is more related to good management than to 
any single factor". 
The remainder of this section, therefore, explores other potential dimensions of IS 
success. 
8.4 The Relationship Between Organisational Issues and Overall ISD Success 
Previous studies suggested that the importance of organisational issues during ISD is 
recognised by the majority of IS/IT professionals and this awareness is rapidly 
growing (Clegg et al, 1997; Doherty and King, 1998a). However, organisations vary 
greatly in terms of their treatment of organisational issues. For example, some 
organisations consider organisational issues routinely while others treat them rarely or 
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even ignore them totally (Doherty and King, 1998a). When organisations do consider 
organisational issues during systems development it is not known precisely what type 
of treatment they use, or at which stage(s) of ISD they are treated and/or who is (are) 
responsible for their treatment. 
Therefore, the purpose of this section is to achieve four objectives: firstly, to explore 
to what extent the level of organisational issues consideration in practice can influence 
the overall success of the development process; secondly, to explore the influence of 
the type of treatment on the overall success of systems development process; thirdly, 
to explore to what extent the selection of systems development stage(s) can influence 
the overall success of ISD; finally, to explore how the responsibility of treatment can 
influence the overall success of the systems development process. Each of the four 
objectives are described and discussed in turn. 
8.4.1 Exploring the Relationship Between the Level of Consideration of 
Organisational Issues and Overall ISD Success 
As stated above, the first objective regarding organisational issues is to explore the 
influence of the level of organisational issue consideration in practice on the overall 
level of ISD success. A one-way ANOVA analysis was conducted to examine the 
difference between the level of consideration for the fourteen organisational issues and 
the aggregate score of ISD success. Table 8.3 shows that there was a significant 
difference between the level of organisational issues consideration and the overall 
success of the systems development. It can be noted that there are ten organisational 
issues which were at different levels significant. The results also indicate that the 
remaining four issues appear to have no significant statistical associations with the 
overall success of ISD. 
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Table 8.3: One-way ANOVA between the level of individual organisational issues 
consideration (Yes/No) and the aggregate success score of ISD 
Organisational Issue Category Yes 
Level of Consideration 
No F Value Significance 
IS Strategy OC 21.28 19.77 4.923 
. 027** 
Prioritising OC 21.29 20.36 3.133 
. 078* 
Future Needs OC 21.38 19.49 11.338 
. 001*** 
Current Needs OC 21.16 21.23 
. 006 . 941 
Ergonomics HI 21.97 20.72 11.464 
. 001*** 
User Needs HI 21.50 19.57 17.283 
. 000*** 
Working Style HI 21.66 20.65 7.914 
. 005*** 
Working Practices HI 21.23 20.77 
. 763 . 383 
Business processes OA 21.28 20.19 3.528 . 
061 * 
Structure OA 21.53 20.86 3.396 
. 066* 
Culture OA 21.61 20.96 3.715 
. 055* 
Power OA 21.30 21.12 
. 158 . 
691 
Implementation TI 21.39 19.74 10.013 . 002*** 
Disruption TI 21.29 20.67 1.896 
. 169 
* Significant at the 0.01 level 
** Significant at the 0.05 level 
* Significant at the 0.10 level 
It is envisaged that the discussion and analysis of the results of the fourteen 
organisational issues shown in Table 8.3 can be best achieved by using the four 
categories of organisational issues which were discussed in Chapter Two. 
Organisational Contribution Issues (OC) 
As mentioned earlier (Chapters 2 and 6), this group contains those issues which focus 
on ensuring that the proposed system will make a positive contribution to the 
performance of some part of the organisation (e. g. financial, marketing, operational 
performance). It is suggested in the IS literature that the most widely accepted 
approach of achieving this is through pro-active user involvement (Wong and Tate, 
1994). Furthermore, Hornby et al (1992) suggested that many systems analysts 
believe that by involving end-users they will have implicitly considered all the "salient 
organisational and human issues". Therefore, it is suggested that it is possible to 
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design a system which is based upon some user wants, but which fails to make a 
positive contribution to the overall performance of the organisation (Doherty and 
King, 1998a). Consequently, there are other issues which need to be considered to 
ensure that an IS makes a positive contribution to the organisation as a whole. These 
issues include; future needs, IS strategy, prioritising, and current needs. The results 
(Table 8.3), show that there is a significant difference between three of these issues 
and the aggregate score of IS success. 
" Future Needs: This is the ability of the proposed IS to satisfy the organisations 
likely future business needs. IS literature clearly indicates that as information 
systems operate in highly dynamic environments it is important that the future 
needs of the organisation are considered throughout ISD (Crowe et al, 1996). In 
addition, systems are expected to survive even when circumstances change and the 
analysts are expected to have a view of what the world will look like in the future. 
However, even designs based on the best prediction technique cannot guarantee a 
fit between the system and future needs. Hence, it is important to design systems 
with built-in flexibility (Land, 1987). 
The results in Table 8.3 indicate that the relationship between the consideration of 
the "future needs" and the overall success of IS was statistically significant. The 
"future needs" issue had the most significant score and the largest F ratio of the 
four issues. Hence, it could be said that the consideration of "future needs" is the 
most influential issue among the four issues upon the overall success of IS (third of 
the 14) and its adequate consideration is crucial for the ultimate success of an IS. 
In addition, it can be seen that the mean success scores for those organisations that 
consider the "future needs" issue was significantly higher than those organisations 
which ignore "future needs". 
9 IS Strategy: The second issue in this group is the alignment of the proposed 
system with the current information system strategy. The need to develop a fit 
between IS strategies and business strategies has long been emphasised by several 
IS researchers (Lederer and Sethi, 1988; Galliers, 1991; Burn, 1996). It is 
suggested that many systems fail not because systems analysts do not understand 
computer hardware and software, but because these analysts do not sufficiently 
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recognise that systems development process is an example of organisational 
change (Lederer and Nath, 1991). It is suggested that, unfortunately, only 25-50% 
of new IS projects achieve this integration (Clegg et al, 1997). In addition, Whyte 
and Bytheway (1996) indicated that the degree to which the system operates in line 
with business objectives is one of the factors affecting IS success. This research 
confirms statistically that there is a significant difference between the 
consideration of the alignment of the system with the current IS strategy and the 
overall success of IS at the 0.05 level. An inspection of the data in Table 8.3 
clearly indicates that the mean success scores for organisations that consider 
"current needs" was significantly higher than those organisations which overlook 
the consideration of this issue. 
0 Prioritising: The third issue of the organisational contribution group is prioritising 
the development effort on those aspects which address the most important business 
needs (Doherty and King, 1998b). The result in Table 8.3 indicates that the 
relationship between the consideration of "prioritising" in the ISD and the 
aggregate success score of IS was significant at the 0.10 level with an F ratio of 
3.133. Furthermore, it can be 'noticed that the mean success scores for 
organisations that consider the "prioritising" issue during their ISD was 
significantly higher than those organisations which ignore this issue. 
" Current Business Needs: The fourth and final organisational contribution issue is 
the system's ability to satisfy the organisation's current business needs. IS 
literature suggests that an explicit analysis is essential to determine how a 
proposed system will meet an organisation's current needs. There are a variety of 
techniques by which this might be achieved. For instance `cost-benefit analysis', 
which helps to ensure that the development effort is focused upon organisational 
requirements (Flatten et al, 1991), and the `information requirements analysis' 
which can be used to determine the information needs of managers (Markus and 
Robey, 1983). 
Although the relationship between the organisational current needs issue and the 
aggregate score for ISD success was found to be not significant (Table 8.3), 
current needs was found to be the most frequently considered issue (96%) by IT/IS 
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directors during ISD in this study (see Chapter 6). The small number in the not 
considered category could be the reason for it not having any significant 
differences and a low F ratio. 
Human Issues (HI) 
This group includes those issues which have a clear influence on the working practices 
and environment of individual employees who directly interact with the system (i. e. 
user needs and motivations, ergonomics/health and safety, user working styles, 
working practices), (see Chapters 2 and 6). 
" User Needs and Motivations: IS literature suggests that it is crucial for the 
success of IS to assess how the motivations and needs of the users will be satisfied 
(Lucas, 1975). Thus, users have a critical role in identifying their needs and 
requirements (Clegg et al, 1997). Table 8.3 clearly shows that there is a significant 
difference at the 0.01 level with the highest F value of 17.283. This result 
confirms statistically that the consideration of user needs/motivations has a very 
high influence on the overall success of the IS: In addition, it can be noticed from 
the data in Table 8.3 that the mean success scores for organisations that consider 
this issue is significantly higher than those which do not. 
" Ergonomics/Health and Safety: When individuals have definite concerns 
regarding the influence of a system or the ergonomic design on their health, it is 
very unlikely that they will accept its introduction. Indeed, Clegg et al (1997) 
highlighted the importance of these issues to the success of the system, and found 
that legislation helped in this area, but that the issues themselves are not 
fashionable. Furthermore, lip service may be paid but, in most instances, health 
and safety are not given suitable consideration and from an ergonomic point of 
view many systems are still badly constructed. Table 8.3 indicates that the 
relationship between the consideration of the "ergonomics/health and safety" 
issues and the aggregate success score is statistically significant at the 0.01 level, 
with the second highest F value of the list. This result indicates that the 
consideration of ergonomics/health and safety issues are the second most (of the 
14) highly related issue to the overall success of IS. Therefore, its adequate 
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consideration throughout the ISD is a key factor. An inspection of the data 
produced in Table 8.3 clearly indicates that the mean success scores for those 
organisations that address "ergonomics health and safety" issues is significantly 
higher than those organisations that do not address these issues. 
" User Working Styles: The IS literature suggests that developing personal skills 
and providing sufficient training are key success factors for the system (Whyte and 
Bytheway, 1996; Eason, 1988; Flowers, 1996). Clegg et al (1997) found that 
training and skills are often considered with emphasis on technology rather than on 
how to do the job better. In addition, work in this domain is often under- 
resourced, standards are too low, and corners can get cut in the race to get systems 
implemented. Therefore, while there may be heavy spending on training, it is not 
necessarily effective. It is reported that training and skills are successfully 
addressed in approximately 30-40% of incidents (Clegg et al, 1997). 
Table 8.3 clearly shows that there is a significant difference at the 0.01 level with 
an F value of 7.914. This result confirms statistically that the consideration of 
"working styles and personal skills" has a significant influence on the overall 
success of the IS. Likewise, it can be noticed that the mean success score for those 
organisations that consider this issue is significantly higher than others which 
ignore it totally. 
" Working Practices: The IS literature indicated that the introduction of a new IS 
into an organisation will certainly have an impact upon the working practices and 
individual job designs (Eason, 1988). Therefore, if there is not sufficient 
consideration of these issues, the system will end in partial or complete failure. 
Clegg et at (1997) found that the consideration of such an issue is highly important 
but largely ignored in practice. In addition, IT is still technology led, thus, this 
issue is significantly underestimated and the job design implications of technical 
change are discovered relatively late in the development process. They also 
indicated that many organisations have attempted to make changes to their 
working practices but this is often too focused on traditional tools and techniques 
and fails to consider significant organisational issues. The results in Table 8.3 
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indicate that the relationship between the consideration of the working practice and 
the overall success of IS is statistically insignificant. 
Organisational Alignment (OA) 
As discussed previously (see Chapter 6) this group includes four organisational issues; 
business process, structure, culture, and power. In addition, they are the ones most 
commonly cited by researchers and those which are more obviously organisational in 
orientation. The results, presented in Table 8.3, indicate that the relationship between 
organisational alignment issues and the aggregate score for ISD success is statistically 
significant at the 0.10 level with three of the four issues. More specifically, the results 
clearly indicate that culture has the highest level of significance followed by business 
process, and structure. The IS literature clearly indicates that for an IS to be 
successful there should be a high degree of alignment (fit/match) between the IS and 
its organisational context (i. e. culture, business process, structure, and power 
distribution) (Markus and Robey, 1983). It should also be noted that these types of 
organisational issues are the most intangible and politically sensitive to be considered. 
" Organisational Culture: Organisational culture was identified as one of the 
important issues that should have a high level of alignment with the proposed 
system (Walton, 1989; Pliskin et al, 1992; Romm et al, 1991). Therefore a 
mismatch between the organisational culture and IS could result in a system which 
is a partial or a complete failure. For example, Tolsby (1998) reported that a 
cultural issue was the major reason for terminating one of the largest IT projects 
ever launched by the Norwegian army, which had taken more than a decade and 
cost £63.5 million. He suggested that the organisational culture of the army 
influenced the adoption of the IT. He argued that transfer and application schemes 
and the use of military exercises caused a high job rotation rate, which caused 
instability, thus jeopardising the day-to-day work routines and business activities. 
This study clearly indicates that there is a significant relationship between the 
consideration of organisational culture in the ISD and the overall success of IS 
projects. Therefore, a high degree of alignment between organisational culture and 
the system is crucial for the ultimate success of IS. Table 8.3 clearly indicates that 
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the mean success score for those organisations that address the issue of 
organisational culture is significantly higher than those, which do not address 
organisational culture. 
" Organisational Structure: The second necessary organisational issue that should 
be aligned with the IS projects is organisational structure (Raymond et al, 1995). 
It is suggested that for a system to be valid there should be a fit or a match between 
the structural characteristics of an organisation (e. g. decision rules, chains of 
command, control mechanisms, and communication channels) and different IS 
design attributes (Markus and Robey, 1983). It was found in this study that the 
relationship between the consideration of organisational structure during ISD and 
the overall success of the IS, is statistically significant. Table 8.3 indicates that the 
mean success score (21.61) for those organisations that address the issue of 
organisational structure is significantly higher than those which do not consider 
organisational structure. 
" Business Process: The third organisational alignment issue is the redesigning of 
the business process to align with the new or existing system. The IS literature 
suggests that many IS projects have been unsuccessful because they concentrate on 
automating existing inefficient processes rather than fundamentally re-examining 
how they are performed (Peppard, 1993; Currie, 1995). The emphasis on 
processes rather than events or activities is crucial. In fact, redesigning the 
business process questions concerns the validity of existing ways of organising 
work and addresses the redesigning of the organisation around fundamental 
business processes (Peppard, 1993). Table 8.3 indicates that the relationship 
between the consideration of the business processes during ISD and the success of 
the system is statistically significant and shows that the mean success scores for 
organisations that address the issue "business process" is significantly higher than 
other organisations that overlook the consideration of the "business process". 
" Power Distribution: IS researchers, such as Markus and Robey (1983) and Sauer 
(1993) assert that for a system to be successful it should be aligned with the 
distribution of power. However, the results indicate that power has no significant 
difference between the level of power distribution consideration and the ISD 
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aggregate success score. Furthermore, power was found to be the issue least 
considered by IT directors (see Chapter 6), this could be the reason for it not 
having a significant difference. It should be noted here that this type of 
organisational issue is the most intangible and politically sensitive of the four 
issues to be considered. 
Transitional Issues (TI) 
This group, as mentioned earlier (Chapters 2 and 6), included those aspects that relate 
to practical organisational issues, which are; 
" Timing of the Implementation: The consideration of the interaction of the 
systems' implementation with other planned concurrent changes is important 
during ISD. Past IS literature indicated that this issue needed to be addressed to 
ensure that the transition from an old to a new system was free from problems 
(Doherty and King, 1998b). Table 8.3, indicates that there is a significant 
difference at the 0.01 level and with high F value of 10.013 and the mean success 
score for organisations that consider this issue is significantly higher than those 
which ignore its consideration. 
" Organisational Disruption: The consideration of the temporary organisational 
disruption that may be caused by the implementation of the proposed system is 
important for the ISD success. Previous IS literature suggests that this issue needs 
to be considered to ensure that the transition from an old to new system is free 
from problems (Doherty and King, 1998b). Table 8.3 shows that the relationship 
between this variable and success is not statistically significant. 
All the above results confirm that there is a great variability in the level of 
consideration of organisational issues by IT directors in practice, and different 
organisational issues have different impacts on the overall success of IS. 
In addition, to investigate the relationship between the fourteen specific issues and 
success the Pearson correlation was used to examine the relationship between the "Yes 
ratio" and the overall success score. The results in Table 8.4 support previous IS 
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literature that consideration of organisational issues in the system development process 
is highly correlated with the overall success of ISD and this correlation is statistically 
significant at the 0.01 level. 
Table 8.4: Correlation between the total "Yes" for the level of consideration of 
organisational issues and the aggregate success score for ISD 
es Ratio 
Pearson Significance 
Aggregate Success 
. 
241 
. 
000*** 
*** Correlation is significant at the 0.01 level (2-tailed). 
8.4.2 Exploring the Relationship Between the Type of Treatment of Individual 
Organisational Issues and the Aggregate Success Score of ISD 
Past research suggests that there is a clear ranking of these issues which indicates a 
high degree of variation when it comes to the proportion of system development 
projects in which each issue is addressed (Doherty and King, 1998a). Some issues are 
nearly always addressed whilst others are rarely considered. In addition, the results in 
this research, as mentioned in Chapter 6, indicate that when organisational issues are 
considered the majority are addressed explicitly. 
Thus, the purpose here is to explore if the type of treatment of organisational issues 
has any significant impact on the overall success of ISD. Hence, the second objective 
regarding organisational issues is to explore the influence of the type of treatment of 
organisational issues (explicitly/implicitly) on the overall IS success. 
This objective was achieved by using a one-way ANOVA. The results presented in 
Table 8.5 indicate, surprisingly, that there was no significant relationship between the 
type of organisational issues treatment and the aggregate score of systems 
development success, with the exception of prioritising, which shows a significant 
difference at the 0.10 level with F value of 3.475. These findings can be explained in 
light of the previous IS literature. 
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Table 8.5: One-way ANOVA between the type of treatment of organisational issues 
and the aggregate success score for ISD 
Organisational 
Issue Explicitly 
Type of Treatment 
Implicitly F Value Significance 
IS Strategy OC 21.39 21.14 
. 496 . 482 
Prioritising OC 21.48 21.71 3.475 
. 063* 
Future Needs OC 21.53 21.15 
. 974 . 
324 
Current Needs OC 21.30 20.78 1.662 
. 198 
Ergonomics HI 21.93 22.00 
. 
015 
. 904 
User Needs HI 21.71 21.29 1.395 
. 239 
Working Style HI 21.77 21.54 
. 235 . 628 
Working Practices HI 21.39 20.99 1.020 
. 313 
Business Processes OA 21.20 21.42 
. 
320 
. 572 
Structure OA 21.30 21.77 . 815 . 368 
Culture OA 21.67 21.57 
. 020 . 
889 
Power OA 21.37 21.27 
. 009 . 923 
Implementation TI 21.32 21.44 
. 076 . 783 
Disruption TI 21.35 21.18 . 163 . 
687 
* Significant at the 0.10 level (2-tailed) 
As mentioned in Chapter 2, the IS literature indicates that ISD is still technology 
driven (Eason, 1988; Clegg et al, 1997). System developers have less than adequate 
knowledge or understanding of organisational issues in IT systems, and there is no 
evidence that such an understanding is encouraged (Homby et al, 1992). Furthermore, 
there is no explicit tool or technique to treat organisational issues during ISD. 
Therefore, it could be said that the relationship between the type of treatment of 
organisational issues and the overall success of IS is relatively insignificant because it 
does not matter how organisational issues are treated (i. e. explicitly or implicitly). 
In addition, a Pearson correlation was conducted to examine the relationship between 
the ratios of explicit treatment of organisational issues and the aggregate success score 
of ISD. The results shown in Table 8.6 show no significant correlation between the 
two variables. 
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Table 8.6: Correlation between the explicit ratio of organisational issues treatment and 
the aggregate success score for ISD 
Explicit Ratio 
Pearson significance 
Aggregate Success . 
055 
. 310 
8.4.3 Exploring the Relationship Between the Stages of Organisational Issues 
Treatment and Overall ISD Success 
As discussed earlier, when IT/IS directors consider organisational issues they vary in 
respect of which stage(s) they address individual organisational issues. For the 
purpose of this study there are three main phases of the ISD; feasibility, analysis and 
design, and/or implementation. 
The IS literature suggested that the role of human and organisational issues in ISD has 
been described by various IS researchers as "too little too late" (Lim et al, 1992) and 
"marginalised" (Clegg, 1993). In addition, Clegg et al (1997) concluded that ISD is 
technology led, where technology is considered first and commands most of the 
resources. Poulymenako and Holmes (1996) confirm this view by proposing that the 
technical orientation of systems development has resulted in the approach of 
implementing a system and then trying to adapt it to the organisational context. 
Furthermore, IS researchers suggest that system developers as technologists tend not 
to appreciate the wider organisational issues and are in fact controlling the 
development process and being viewed as the "owners" and dominant party of the ISD 
(Clegg et al, 1997). As noted by Homby et al (1992; p. 165); 
"Systems analysts do not claim to have knowledge of organisational 
issues in IT systems, and there is no evidence that they are encouraged or 
rewarded for considering such issues...... They are rewarded in the main, for 
delivering technically sound systems on lime and to budget. " 
Thus it is expected that when organisational issues are addressed in more than one of 
the three stages of ISD the success of the IS is more likely. Accordingly, the third 
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objective regarding organisational issues was to explore whether the treatment of 
organisational issues at one or more ISD stage(s) has any significant impact on the 
overall level of systems development success. 
Different tests were conducted and four tables were constructed to discover this 
relationship. Table 8.7 shows a one-way ANOVA exploring the differences between 
the treatment of the fourteen organisational issues at different stage(s). However, 
although there were insignificant differences, an inspection of the data presented 
shows that the results in general indicate that organisations that consider 
organisational issues at two and/or at all the stages of system development achieve 
higher levels of IS success. 
Table 8.7: One-way ANOVA between the treatment of organisational issues at the 
feasibility (Fes. ), analysis and design (A&D), and implementation (Imp. ) stages and 
the combination of these stages and the overall success of ISD 
Organisational 
Issue 
Group Fes. 
Only 
Fes. + 
A&D. 
A&D. 
Only 
Stages 
A&D. + 
Imp. 
Imp. 
Only 
Fes. 
+Imp 
All F 
Value 
Sig. 
IS Strategy OC 20.98 21.52 21.88 20.50 19.43 21.70 22.22 1.48 . 186 
Prioritising OC 21.13 21.15 21.02 21.17 19.74 22.11 22.53 1.705 . 
119 
Future Needs OC 21.33 21.74 21.00 21.50 18.00 22.00 21.85 . 
688 
. 
660 
Current Needs OC 21.16 21.08 20.42 20.29 22.00 20.25 21.17 . 793 . 576 
Ergonomics HI 21.37 22.38 23.10 21.83 22.12 20.14 21.83 1.487 . 
189 
User Needs HI 21.51 21.44 21.05 21.26 21.37 23.20 21.98 . 
681 . 
665 
Working Style HI 21.92 21.00 22.125 21.96 20.44 21.10 21.35 1.172 . 324 
Working HI 21.50 21.86 21.31 21.11 19.84 21.60 21.53 1.230 . 291 
Practices 
Business OA 21.53 21.27 21.02 20.60 21.27 20.73 21.61 . 
464 . 
835 
processes 
Structure OA 21.49 21.11 21.41 16.00 21.00 21.55 23.00 1.810 . 101 
Culture OA 21.30 22.27 20.84 21.33 22.33 21.63 23.19 . 866 . 
522 
Power OA 21.07 20.25 19.60 22.50 23.67 20.00 23.00 . 955 . 
463 
Implementation TI, 21.33 21.17 20.36 21.65 20.86 22.56 21.95 1.318 . 249 
Disruption TI 21.61 22.17 21.38 21.80 20.92 22.27 20.69 1.023 . 
411 
For example, the proposed systems impact on organisational structure was found to 
have the highest F value (1.810) and an almost significant value of 0.101 with the 
highest mean (23.00) at the "all" stages. This means that the mean success score for 
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organisations that treats the "organisational structure" issue at all stages of the ISD is 
significantly higher than those which address this issue at only one or even two stages. 
The same can apply to other issues such as IS strategy, prioritising, business processes, 
culture, and power distribution. 
The second table (Table 8.8) is also a one-way ANOVA exploring the differences 
between the organisational issues that are treated in a single phase and in two or three 
phases and the aggregate success score. The results interestingly indicate that four 
issues are statistically significant at the 0.10 level. From Table 8.8 it can also be seen 
that the mean success score is higher for the majority of the organisational issues when 
treated in more than one phase. For example, "the systems implementation" issue is 
found to have a significance score of . 052, with the 
highest F value of 3.816 and its 
success mean score in the "more than one phase" is higher than in the "single phase". 
Table 8.8: One-way ANOVA between the treatment of organisational issues at a 
single phase and more than one phase and the overall success of ISD 
Organisational Issue Group Single Phase 
Stages 
More than 
one phase 
F Value Significance 
IS Strategy OC 21.04 21.78 3.792 . 
052* 
Prioritising OC 20.10 21.70 3.241 . 
073* 
Future Needs OC 21.25 21.78 1.717 . 191 
Current Needs " OC 21.06 21.35 . 592 . 
442 
Ergonomics HI 22.24 21.64 1.126 . 
291 
User Needs HI 21.34 21.70 . 943 . 
332 
Working Style H1 21.66 21.51 . 098 . 755 
Working Practices HI 21.11 21.47 . 812 . 
368 
Business Processes OA 21.34 21.31 . 
006 . 937 
Structure OA 21.40 20.94 . 
450 . 
504 
Culture OA 21.30 22.45 2.769 . 099* 
Power OA 21.07 21.83 . 
619 . 435 
Implementation TI 21.06 21.81 3.816 . 
052* 
Disruption TI 21.17 21.52 . 
692 . 
406 
* Significant at the 0.10 level 
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These results clearly indicate that organisations that treat organisational issues at more 
than one phase achieve higher levels of IS success than those which treat them at only 
one phase of the system development. 
Table 8.9 is a Pearson correlation, which is constructed to examine this relationship 
further. It is used to explore the association between the percentage of organisational 
issues that are treated in more than one phase. (The criterion of how this percentage is 
generated is provided in Chapter Seven, Table 7.5. ) 
The result clearly confirms that there is a positive and significant correlation between 
the percentage of organisational issues that are treated in more than one phase and the 
overall success of ISD. 
Table 8.9: Correlation between the proportion of organisational issues that are treated 
in more than phase and the overall success of ISD 
Phases 
Pearson Significance 
Aggregate Success 
. 
098 
. 
068* 
* Correlation is significant at the 0.10 level (2-tailed) 
Table 8.10 examines the relationship between the average number of phases and the 
aggregate success score. (The criterion of how this average was generated is provided 
in Chapter Seven, Table 7.5. ) 
Table 8.10: Correlation between the average number of phases and the overall success 
of ISD 
ases 
Pearson Significance 
Aggregate Success . 
177 
. 
030** 
** Correlation is significant at the 0.05 level (2-tailed) 
Interestingly, the result in Table 8.10 assures us that there is significant correlation 
between the average number of phases and the overall success of ISD. This suggests 
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that when organisational issues are treated in more than one phase of the systems 
development it has a positive impact on the level of success of the IS. 
In general, the results presented in the above four tables confirm the researcher's 
expectations that there is great variability among IT directors as to which stage(s) they 
treat organisational issues. In addition, it supports statistically the view that IT 
directors who treat organisational issues in more than one stage achieve higher levels 
of IS success. 
A one-way ANOVA and Pearson correlation between the "Yes Ratio" of each phase 
and the aggregate success score was performed, but because the results were not 
significant it was not included. 
8.4.4 Exploring the Relationship Between the User Responsibility Treatment of 
Organisational Issues and the Overall ISD Success 
IS researchers emphasised that users have a critical role in the system development 
process, in particular, in identifying their needs and requirements, and in actively 
helping to design and implement new systems (Clegg et al, 1997; Eason, 1988). As 
mentioned in Chapter Two, there are different views in the IS literature regarding the 
relationship between the level of user involvement during ISD and the overall success 
of IS. However, in general the concept of user involvement has been commonly 
accepted as a key ingredient to the success of ISD (Barki and Hartwick, 1989). In 
addition, user involvement is considered to be an important mechanism for introducing 
change, which in turn, leads to more successful systems (Mumford, 1986). 
However, the systems development processes as mentioned earlier, are reported in the 
IS literature to be technology driven. Being dominated by systems developers who 
fail to consider human and organisational issues, consequently contributes greatly to 
the failure of many systems. User responsibilities and actual involvement in the 
system development is typically low and, therefore, they are rarely successfully 
involved. 
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The purpose of this section is to explore the fourth and final objective regarding the 
organisational issues and the overall systems development success. As mentioned 
earlier, when organisations consider individual organisational issues, they vary in who 
is/are responsible for their treatment. Hence, it is suggested in this study that when 
organisational issues are considered there is variability in who is/are responsible for 
the organisational issues treatment and this variability can greatly influence the level 
of systems development success. 
Three tables were generated to discover the relationship between who is/are most 
likely to be responsible for the treatment of organisational issues (IS/IT department, 
user department or both) and the overall success of ISD. 
A one-way ANOVA was used, as shown in Table 8.11, to examine the differences 
between the three possibilities of responsibilities (i. e. the total number of "Yes" to 
IS/IT only, user only, and both, see Chapter Seven, Table 7.5), and the aggregate 
success score. The results suggest that there are four significant differences between 
the four organisational issues and the aggregate success score. An inspection of the 
data in Table 8.11 clearly indicates that the mean success score for organisations that 
give "user only" and "both" is significantly higher than those that give "IT/IS only". 
This result, interestingly, supports the researcher's expectation that when 
organisational issues are treated more by users and/or both (IT/IS specialists and users) 
and not dominated solely by IT specialists the likelihood of the overall success of ISD 
is increased. For instance, satisfying user needs and motivation was found to have the 
highest F value (4.155) and significance at the 0.05 level as well as the highest mean 
(22.00) among the three. This result clearly indicates that organisations that give both 
IT specialists and users the responsibility for the treatment of "user needs and 
motivation" achieve higher levels of IS success than those which give the 
responsibility to IT specialists only. The same can apply to the issue of "satisfying the 
organisational future needs", which is found to be significant at the 0.10 level. 
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Table 8.11: One-way ANOVA between the user responsibility treatment of 
organisational issues and overall ISD success 
Organisational 
Issue 
Group IS/IT Only 
Responsibilities 
User Only Both F Value Sig. 
IS Strategy OC 21.12 22.45 22.13 2.813 
. 062* 
Prioritising OC 20.95 21.69 21.77 2.077 
. 127 
Future Needs OC 20.99 21.64 22.06 2.660 
. 
072* 
Current Needs OC 20.81 21.56 21.38 1.714 
. 182 
Ergonomics HI 22.02 21.83 22.68 
. 
543 
. 583 
User Needs HI 20.83 21.87 22.00 4.155 
. 017** 
Working Style HI 21.23 22.37 21.15 3.052 
. 050* 
Working Practices HI 21.21 21.39 21.02 
. 234 . 791 
Business processes OA 21.19 21.53 21.29 . 346 . 708 
Structure OA 22.08 21.30 21.90 
. 891 . 413 
Culture OA 21.16 22.02 22.08 
. 964 . 384 
Power OA 21.35 21.73 21.00 
. 
204 
. 816 
Implementation TI 21.26 22.42 21.73 1.558 
. 212 
Disruption TI 21.28 21.01 21.72 
. 
804 
. 
449 
** Significant at the 0.05 level 
* Significant at the 0.10 level 
Table 8.12, which shows the results of a one-way ANOVA, was constructed to further 
examine the differences between the user responsibility and the aggregate success 
score. In this table the "Yes" and "No" answers to user responsibilities were used as 
the independent factors with the aggregate success score as the dependent variable. 
The results in Table 8.12 show that there is a significant relationship between the user 
responsibility of five organisational issues and the aggregate score for ISD success and 
in these cases the mean success scores for organisations which have their 
organisational issues treated by the users is significantly higher than those which do 
not. For example, the mean for "Yes" in "user needs " is significantly higher than the 
"No" mean. This indicates that organisations that give the responsibility for "user 
needs" treatment in the ISD to the users are more likely to achieve higher levels of IS 
success. 
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Table 8.12: One-way ANOVA between the user responsibility treatment of 
organisational issues and overall ISD success 
Organisational 
Issue Category Yes 
User Responsibility 
No F Value Significance 
IS Strategy OC 22.39 21.11 5.576 
. 019** 
Prioritising OC 21.66 20.96 3.456 
. 064* 
Future Needs OC 21.74 21.02 3.798 
. 052* 
Current Needs OC 21.47 20.60 5.299 
. 022** 
Ergonomics HI 22.62 21.84 . 104 . 
748 
User Needs HI 21.89 20.92 7.013 
. 
009*** 
Working Style HI 21.15 21.32 1.594 
. 208 
Working Practices HI 21.89 21.18 
. 026 . 871 
Business processes OA 21.41 21.13 . 566 . 452 
Structure OA 21.45 21.74 
. 231 . 632 
Culture OA 22.03 21.02 2.532 
. 114 
Power OA 21.41 20.93 
. 299 . 586 
Implementation TI 21.88 21.22 2.006 
. 
158 
Disruption TI 21.31 21.26 . 016 . 961 
* Significant at the 0.01 level 
** Significant at the 0.05 level 
* Significant at the 0.10 level 
In fact, the remaining organisational issues that were insignificant all have higher 
means except two, which have slightly lower means (i. e. working styles and structure). 
As expected, these results provide evidence that, for a high degree of system success 
the majority of organisational issues should be treated mostly by the users who will 
eventually operate the system. 
Table 8.13 presents a Pearson correlation which was conducted to further examine the 
relationship between the user responsibility ratio (see Chapter Seven, Table 7.5) of 
organisational issues treatment and the aggregate success score of ISD. The result 
shows that there is a positive and significant correlation at the 0.01 level. The result in 
this table confirms that there is a positive correlation between user responsibility for 
organisational issues treatment and the overall success of ISD. 
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Table 8.13: Correlation between the treatment of organisational issues at the analysis 
and design stage and the overall success of ISD 
User Responsibility Ratio 
Pearson Significance 
Aggregate Success 
. 
151 
. 
005*** 
*** Correlation is significant at the 0.01 level (2-tailed) 
The three tables shown above present strong evidence, as expected, that organisations 
which give the users more responsibilities during the system development will achieve 
a higher degree of IS success than those organisations where IT specialists are the 
dominant party. 
8.5 Exploring the Relationship Between the Adoption of Best Practices and 
Overall ISD Success 
One of the major objectives of this research was to explore the relationship between 
the adoption of the eight best practice factors and the overall systems development 
success. Previous IS research suggests that there is a positive association between the 
adoption of these best practices and the overall success of ISD (Doherty et al, 1998; 
Clegg et al, 1997). 
A Pearson's correlation was used to examine to what extent the adoption of these 
specific best practice factors can influence the overall success of ISD. Table 8.14 
shows that effective communication has the highest correlation score. As expected the 
results statistically confirm previous IS research that there is a significant correlation 
between the adoption of all specified best practices and the overall success score of 
ISD at the 0.01 level. More specifically, it can be seen that the identification of 
responsibilities and IS alignment, are just below "effective communication" in the list, 
while user participation and training come at the end in the ranked list of Table 8.14. 
In light of these results each of these factors are discussed below in turn and are 
related to previous IS literature. 
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Table 8.14: Correlation between the adoption of best practices and the aggregate 
success score of overall ISD i 
ISD Success 
Best Practices Pearson Significance 
Effective Communication . 341 . 
000*** 
Identifying Responsibility . 306 . 000*** 
IS Alignment . 294 . 000*** 
Realistic Planning 
. 283 . 000*** 
Management Support 
. 271 . 000*** 
Well-balanced Team . 237 . 000*** 
User Participation . 230 . 000*** 
Training 
. 
168 
. 
002*** 
*** Correlation is significant at the 0.01 level (2-tailed) 
" Effective Communication: The idea of more intense interaction between the 
stakeholders, in particular between the users and systems developers, has taken 
firm root in the IS literature (Markus and Robey, 1983). As discussed in Chapter 
6, the facilitator's "effective communication" was found to be one of the best 
practice factors that was most difficult to successfully adopt (Doherty et al, 1998). 
However, previous IS literature suggests that it is one of the most important 
determinants of the successful outcome of ISD (Kydd, 1989; Doherty et al, 1998). 
Table 8.14 shows that effective communication has the highest score and 
consequently this indicates that it is the most influential factor of those listed, on 
overall ISD success. 
Therefore, this finding confirms those reported in previous studies and reiterates 
the importance of effective communication between all the stakeholders involved 
in the ISD (i. e. managers, system developers and users). 
" Identifying Responsibilities: As with effective communication "identifying 
responsibilities" was found in this study to be one of the eight best practice factors 
least successfully adopted of by IT directors (see Chapter 6). Furthermore, it was 
found by Doherty et al (1998) to be one of the most important best practice factors 
in determining the successful outcome of ISD. Moreover, previous IS research 
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indicated the importance of task allocation and assignment of responsibilities 
among the members of the ISD team (Poulymeakou and Holmes, 1996). In 
addition, Clegg et al (1997) suggested that project managers should be given 
responsibility for incorporating human and organisational issues. 
Table 8.14 shows that identifying responsibility has the second highest score and 
consequently this indicates that it is the second most influential factor from the list 
in determining ISD success. This result confirms previous IS literature and 
emphasises the importance of identifying clearly who is responsible for the 
treatment of organisational issues during ISD. 
" IS Alignment: Interestingly, the "IS alignment with business strategy" is the only 
best practice of the eight which was found to occupy the same place in previous 
and current research. More specifically, it was found to be the third factor that IT 
directors have been successfully adopting (see Chapter 6). In addition, it was 
ranked third by Doherty et al (1998) in terms of importance in determining the 
successful outcome of ISD. Table 8.14 indicates that IS alignment had the third 
highest correlation score in this research. 
" Realistic Planning: A large number of IS researchers suggested that over 
ambitious project scope along with running behind schedule and being over budget 
are considered as the major reasons for the failure of a number of IS projects 
(Doherty and King, 1994; Ewusi-Mensah and Prazasnyski, 1994; Flowers, 1996; 
Whyte and Bytheway, 1996; Guinan et al, 1998). 
Table 8.14 indicates that conducting realistic planning regarding budget, time- 
scale and scope is statistically correlated with overall ISD success. 
" Senior Management Support: Several IS researchers reported that ISD success 
has long been believed to be dependent upon the support and commitment of 
senior management (Lucas, 1975; Ginzberg, 1981; Markus, 1981; Beath, 1991; 
Sauer, 1993; Clegg et al, 1997). Table 8.14, likewise, indicates that ensuring and 
securing active senior management support during the system's development is 
statistically correlated with ISD success. 
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" Well-balanced Team: IS literature suggests that assembling a well-balanced 
project team that comprises an appropriate blend of skills and expertise for the 
systems development is one of the most important determinants of the successful 
outcome of ISD (Doherty and King, 1998a). Table 8.14 indicates that there is a 
significant association between the best practice factor "assembling a well- 
balanced team" and the aggregate score of systems development success. 
" User Participation: As discussed in Chapter Two, IS researchers have different 
conceptions regarding user participation. However, it is possibly the most written 
about and most widely accepted issue for addressing organisational issues during 
ISD. The IS literature reports that user participation in the systems development 
process is a key success factor for IS (Barki and Hartwick, 1989; Saleem, 1996). 
Furthermore, there is a positive relationship between user participation and the 
degree of satisfaction with the implemented system (Hornby et al, 1992; McKeen 
et al, 1994; Clegg et al, 1996). 
The result shown in Table 8.14 suggests that there is significant correlation 
between the adoption of user participation and the aggregate success score of ISD. 
" User Training: Previous IS literature suggests that comprehensive user training 
and education throughout all the stages of ISD and beyond is a prerequisite for the 
success of any IS (Nath, 1989; Flowers, 1996; Clegg et al, 1997). Furthermore, 
conducting appropriate training was identified as one of the most important 
determinants of the successful outcome of system development (Doherty et al, 
1998). However, in Chapter Six, training was found to be the best practice factor 
least successfully adopted by IT directors in practice. 
The results in Table 8.14 indicate that the relationship between the aggregate 
success score and the adoption of user training is statistically significant at the 0.01 
level. 
In general, the results of Table 8.14 indicate that there is variation between what IT/IS 
directors perceived to be the most importance best practice and the level of actual 
correlation of these best practices to the overall success of ISD. As a result IT 
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professionals should concentrate on the adoption of all these best practices and more 
on `effective communication' which had the highest "r value" (. 341) followed by 
`identifying responsibility' and 'IS alignment strategy'. Furthermore, these results 
confirm those reported in the previous studies and reiterate the significance of the 
adoption of all these best practice factors in the system development, however, it 
should be noted here that these factors are not the only ingredients for the ISD success 
(Clegg et at, 1997). 
8.6 The Relationship Between The Adoption of Best Practice, Organisational 
Issue, and Overall IS Success 
To examine the relationships between the adoption of organisationally oriented best 
practices, the consideration of human and organisational issues, and the overall level 
of IS success, the sample of organisations was divided into four groups depending on 
the organisational issues considered and the best practices adopted. The first group 
consisted of the organisations for which their yes ratio (see Table 7.5) of 
organisational issues is less than the mean of organisational issues considered (i. e. 
69.85) and their average of the adoption of best practices (ABP) is also less than the 
mean of ABP (i. e. 24.06). The second group consisted of the organisations for which 
their yes ratio of organisational issues is greater than the mean of organisational issues 
considered and their average of the adoption of best practices is also greater than the 
mean of ABP. The third group included organisations for which their yes ratio is 
greater than the mean of organisational issues consideration and the average of the 
adoption of best practices is less than the mean of ABP. The final group consisted of 
the organisations that their yes ratio is less than the mean of organisational issues 
consideration and their average is greater than the mean of ABP. 
A one-way ANOVA analysis was used to examine the relationship between the four 
groups and the aggregate success score. The results indicated that there was a 
significant difference between them at the 0.01 level and with large F value of 15.683. 
An examination of the data presented in Table 8.15 clearly shows that the second 
group has the highest mean success scores followed by fourth groups, then the third 
group and finally the first group. This confirms statistically that the greater the 
number of best practices adopted, the greater the number organisational issues 
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considered the higher the level of success the organisations achieved. Furthermore, as 
can be seen from Figure 8.1, organisations that adopted a large number of best 
practices as well as considered a high number of organisational issues achieved the 
highest levels of IS success. 
Table 8.15: Aggregate IS success score by group 
IS Success 
Group One Group two Group three Group four F Value Sig. 
19.74 22.75 20.81 21.70 15.683 . 000 
High 
Adoption 
of Best 
Practice 
Low 
Figure 8.1: Aggregate IS success score by group 
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8.7 Exploring the Relationship Between the Employment of SDM and Overall IS 
Success 
As mentioned earlier (Section 8.4), employment of SDM is the second major group 
within the literature on the treatment of human and organisational issues, which 
includes specific systems development methods (SDM). As discussed in Chapter 
Two, many organisations have attempted to solve the traditional problems occurring 
during the system development by using a variety of specific SDM. There has been an 
explosion in the number of available SDM and indeed it is not clear exactly how many 
of these are in existence (Modha et al, 1990). However, three different classifications 
of SDM have already been discussed (Eason, 1988; Hirschheim and Klein, 1992; 
Chatzoglou and Macaulay, 1996). Chatzoglou and Macaulay's classification has been 
used in this research and the reason for this selection was discussed in Chapter Two. 
The majority of IS researchers suggest that most existing SDM are still fundamentally 
technology driven, thus human and organisational issues are still not well addressed 
during the systems development process (Mumford, 1986; Eason, 1988; Hornby et al, 
1992; Clegg et al, 1997; Doherty and King, 1998a). The IS literature has also 
suggested that the technical orientation of SDM has resulted in the approach of 
implementing a system, and then trying to cope with its organisational implications. 
Hornby et al (1992) suggested that common SDM such as SSADM are still very 
technically oriented, with their treatment of organisational issues going very little 
beyond urging analysts to involve the users. SDM, which are more organisationally 
oriented, such as ETHICS (Mumford, 1986), are rarely employed by IT directors 
(Doherty and King, 1998a). 
Thus, one of the main objectives of this research was to explore the relationship 
between the employment of specific (the four most commonly used in the UK) SDM 
and the overall level of systems development success. A Pearson correlation was 
conducted to examine this relationship, the results shown in Table 8.16 show that there 
is only a significant correlation between the employment of the in-house method and 
the remaining three have no significant correlation with the aggregate score for ISD 
success. 
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Table 8.16: Correlation between the employment of SDM and the overall success of 
ISD 
ISD Success 
SDM Pearson Significance 
SSADM 
. 
016 
. 762 
In-house 
. 105 . 053* 
Prototype/RAD . 008 . 878 
Socio-technical . 031 . 567 
Other -. 060 . 
268 
* Correlation is significant at the 0.10 level (2-tailed) 
There is no significant relationship between the employment of the majority of SDM 
(except in-house) and the overall IS success, for example, organisations that employ 
any of the three most common SDMs used in the UK (SSADM, Prototyping, and 
Socio-technical) do not achieve higher levels of IS success than those who do not use 
them, except for in-house SDM). 
8.8 Summary 
This chapter discussed in detail the impact of the four research variables (i. e. 
demographics, adoption of best practices, organisational issues, and systems 
development methods) on the ultimate success of systems development. Using two 
different statistical techniques the four major objectives of the research, discussed in 
Chapter Three, have been fulfilled. The major findings that can be concluded from 
this chapter can be summarised in the following points: 
" It has been found that there is no significant relationship between either the 
number of employees and the type of sector that the organisations operate in and 
the overall success of ISD. 
" There is a significant relationship between the level of organisational issue 
consideration and the overall success of IS projects (i. e. organisations who 
consider organisational issues more, achieve higher levels of IS success than those 
who consider organisational issues less). 
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" There is a significant relationship between the treatment of organisational issues at 
more than one stage and the overall level of IS success (i. e. organisations who treat 
organisational issues at two or three stages, achieve higher levels of IS success 
than those who treat them at only one stage). 
" There is a significant relationship between where organisational issues are treated 
by the users and the overall level of IS success (i. e. organisations who give more 
responsibility of the organisational issues treatment to the users, achieve higher 
levels of IS success than those who give more of the responsibility to the ITJIS 
department). 
" The findings confirm past research that there is a strong relationship between the 
adoption of all eight best practices and the overall success of ISD, (i. e. 
organisations that adopt more best practice factors, achieve higher levels of IS 
success). 
The next chapter will explore the relationships between organisational issues, adoption 
of best practice factors and the employment of systems development methods. 
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CHAPTER NINE 
ADOPTION OF BEST PRACTICE FACTORS, SYSTEMS 
DEVELOPMENT METHODS, AND ORGANISATIONAL ISSUES 
9.1 Introduction 
The previous chapter explored the relationship between the level of overall success 
and other groups of variables such as demography, the adoption of best practice, the 
treatment of organisational issues and the choice systems development method. 
Having established that the appropriate treatment of organisational issues is a key 
determinant of systems success, it is important to examine the means by which such 
treatment might best be facilitated. As noted in Chapter Three, it was envisaged that 
the adoption of organisationally oriented aspects of best practice, and/or the selection 
of a specific systems development method might have an important part to play in this 
facilitation process. The aims of this chapter are, therefore, to statistically explore the 
relationship between the adoption of best practice and the treatment of organisational 
issues, before evaluating the relationship between systems development method and 
the consideration of such issues. 
9.2 Exploring the Relationship Between the Adoption of Best Practice Factors 
and Human and Organisational Issues 
Adoption of best practice factors is the first group of approaches, recommended by IS 
researchers, in order to facilitate and ensure the consideration of human and 
organisational issues (Clegg et al, 1997; Doherty et al, 1998). Eight best practice 
factors were identified and the related IS literature for each factor have been discussed 
in detail (Chapters Two and Eight). It was envisaged that there might be significant 
relationships between the adoption of best practice factors and the treatment of 
organisational issues in terms of how, when, and by whom such issues are treated. 
Consequently each of these issues is considered in turn. 
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9.2.1 Level of Consideration 
It was envisaged that those organisations that successfully adopted organisationally 
oriented aspects of best practice might also facilitate the treatment of a wide variety of 
organisational issues. Perhaps the most obvious example of this is active user 
involvement. As Homby et al (1992) have reported, systems analysts assume that by 
involving end-users they will have implicitly addressed all "salient organisational 
and human issues". However there are eight approaches which have been advocated 
and these are the best practice factors suggested in this study. 
The results presented in Table 9.1 show that there is a statistical association between 
the level of organisational issues consideration, the "Yes ratio", (see Chapter Seven, 
Table 7.5) and the adoption of best practice factors. The results show that six of the 
eight best practice factors are significantly correlated with the number of 
organisational issues considered. 
Table 9.1: Pearson correlation between the adoption of best practice factors and the 
"Yes" ratio of organisation issues consideration 
Best Practices 
Yes Ratio (Consideration) 
Pearson Significance 
Realistic Planning . 134 . 013** 
Well-balanced Team 
. 193 . 000*** 
Management Support . 094 . 081 
* 
Participation . 128 . 018** 
Training 
. 071 . 188 
IS Alignment . 158 . 003*** 
Communication 
. 053 . 328 
Responsibility . 125 . 
021 ** 
* Correlation is significant at the 0.01 level (2-tailed) 
** Correlation is significant at the 0.05 level (2-tailed) 
* Correlation is significant at the 0.10 level (2-tailed) 
As can be seen from Table 9.1 the best practice factor "assembling well-balanced 
project team that comprises an appropriate blend of skills and expertise" has the most 
significant relationship with the level of human and organisational issues 
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consideration, at the 0.01 level. It has been noted in past research that IT specialists 
do not have the skills or motivation to adequately consider human and organisational 
issues (Hornby et al, 1992). Therefore, the most likely interpretation of the result is 
that it is the wide variety of experiences, expectations, and interests, represented in a 
well-balanced team which helps to ensure that a wide range of human and 
organisational issues are treated. 
Furthermore, it can be seen that "IS alignment strategies" are significantly associated 
with the consideration of organisational issues, at the 0.01 level. It has been 
suggested previously by Robson (1993) that computer-based systems can be either 
"valuable tools when correctly aligned to business needs, or a heavy cost burden 
when inappropriate". In addition, the task of aligning IS to business needs, can be 
better achieved through the development of an integrated IS strategy (Earl, 1989). 
Therefore, the most likely interpretation of this result is the alignment of the IS 
project planning with business strategy which will ensure that the focus of projects is 
firmly on organisational and strategic designs rather than technical. 
The adoption of "undertaking realistic planning regarding budget, time-scale and 
scope" was also found to have a significant relationship with the level of 
organisational issues consideration. As reported in the IS literature the initial stages 
of ISD, when scope, objectives, cost, and time-scale of the project are defined, are 
crucial (Doherty and King, 1997; Willcocks, 1994). The setting of unrealistic time- 
scale, unrealistic budgets, and over ambitious objectives, can lead to corners being 
cut, often with regard to important aspects of systems development, such as testing, 
training and user involvement. Therefore, this result clearly suggests that 
organisations which adopt "realistic planning regarding budget, time-scale and scope" 
will have the time and the resources to ensure that a wider variety of human and 
organisational issues are treated. 
The remainder of the best practice factors which were found to have a significant 
relationship with the level of organisational issues consideration are: "encouraging 
active user participation"; "identifying clearly who is responsible for the treatment of 
organisational issues" and "encouraging active senior management support". 
Similarly, the most likely interpretation of these results is that it is proactive user 
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participation, identifying responsibility among stakeholders and sufficient senior 
management support, which helps to ensure that a wide range of human and 
organisational issues are treated. 
On the other hand the "instituting comprehensive training prior to implementation" 
factor was found to have no significant correlation with the consideration of 
organisational issues. This is probably because this best practice factor is undertaken 
at the later stage of the system development process. Moreover effective 
communication among stakeholders was also found to have no significant correlation. 
9.2.2 Type of Treatment 
Table 9.2 test the correlation between the type of organisational issues treatment (i. e. 
explicit ratio, see Chapter Seven Table 7.5) and the adoption of best practice factors. 
The result suggests that there are two best practice factors that are significantly 
correlated with the type of organisational issues treatment. Namely, "conducting 
realistic planning regarding budget, time-scale and scope" and "assembling a well- 
balanced project team". This finding implies that it is most likely the adoption of 
realistic planning and a well-balanced team will help to ensure that a wide range of 
human and organisational issues are treated explicitly. 
Table 9.2: Pearson correlation between the adoption of best practice factors and 
"explicit ratio" of organisation issues treatment 
Best Practices Explicit Ratio 
Pearson Significance 
Realistic Planning . 095 . 079* 
Well-balanced Team . 112 . 039** 
Management Support . 080 . 138 
Participation . 028 . 
608 
Training . 035 . 517 
IS Alignment . 083 . 125 
Communication . 
054 
. 317 
Responsibility . 032 . 
552 
** Correlation is significant at the 0.05 level (2-tailed) 
* Correlation is sign if icant at the 0.10 level (2-tailed) 
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9.2.3 Timing of Treatment 
Tables 9.3 to 9.5 explore the relationship between the adoption of best practice factors 
and the timing of organisational issues treatment. Table 9.3 examines the association 
between the adoption of best practice factors and the "feasibility phase ratio". The 
result indicates that there is no significant correlation between the two variables. 
Therefore, the most likely interpretation of this result is the adoption of these practices 
will not necessarily ensure the treatment of human and organisational issues during 
the feasibility phase of the system development process. 
Table 9.3: Pearson correlation between the adoption of best practice factors and the 
feasibility stage ratio 
Best Practices Feasibility Ratio 
Pearson Significance 
Realistic Planning . 087 . 
108 
Well-balanced Team -. 043 . 424 
Management Support . 004 . 944 
Participation -. 053 . 
327 
Training -. 061 . 259 
IS Alignment -. 009 . 866 
Communication 
. 033 . 538 
Responsibility . 
048 
. 372 
Table 9.4 examines the correlation between the adoption of best practice factors and 
the "analysis and design phase ratio". The result indicates that there is a significant 
negative correlation between the "undertaking realistic planning regarding budget, 
time-scale and scope" factor and "analysis and design" phase during ISD. Therefore, 
the most likely interpretation of this result is that the undertaking of realistic planning 
regarding budget, time-scale and scope will decrease significantly the treatment of 
human and organisational issues during the analysis and design stage of the system 
development process. It can also be noted from Table 9.4 that the majority (5) of the 
best practice factors have a negative correlation when organisational issues are treated 
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at this stage of the system development process. This might be because they are 
considered too late. 
Table 9.4: Pearson correlation between the ABP and the analysis and design stage 
ratio 
Analysis and Design Ratio 
Best Practices Pearson Significance 
Realistic Planning -. 106 . 
045** 
Well-balanced Team 
. 
062 
. 
254 
Management Support -. 035 . 522 
Participation -. 022 . 
681 
Training 
. 011 . 838 
IS Alignment 
. 002 . 969 
Communication -. 028 . 
608 
Responsibility -. 029 . 590 
** Correlation is significant at the 0.05 level (2-tailed) 
Table 9.5 examines the association between the adoption of best practice factors and 
the "implementation phase ratio". The result indicates that there is one best practice 
factor, which is significantly correlated with organisational issues treatment at the 
implementation stage of the system development. This finding can be interpreted 
that, encouraging active user participation at this the implementation stage of the 
system, will ensure that a wider range of organisational issues are treated. 
Table 9.5: Pearson correlation between the ABP and the implementation stage ratio 
Implementation Ratio 
Best Practices Pearson Significance 
Realistic Planning -. 003 . 951 
Well-balanced Team -. 008 . 885 
Management Support 
. 043 . 
426 
Participation 
. 098 . 071 
* 
Training 
. 072 . 183 
IS Alignment 
. 
020 
. 849 
Communication -. 076 . 158 
Responsibility -. 035 . 522 
* Correlation is significant at the 0.10 level (2-tailed) 
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9.2.4 User Responsibility 
Table 9.6 explores the relationship between the "ratio" of the user responsibility for 
organisational issues treatment (see Chapter Seven, Table 7.5) and the adoption of 
best practice factors. It is expected, however, that when users are given more 
responsibilities during system development a wider range of human and 
organisational issues are treated. The results indicate that there are five best practice 
factors that are significantly and positively correlated with organisational issues when 
the users are responsible for the treatment, as measured by the "user responsibility 
ratio". 
The best practice "active user participation" is found to be the most significantly 
correlated with "user responsibility ratio" at the 0.01 level. This finding can be 
interpreted that encouraging active user participation while giving more responsibility 
to the users during the system development process will ensure that a wider range of 
organisational issues are treated. Similarly, organisations that encourage and secure 
active senior management support and give responsibility to the users are more likely 
to consider and treat human and organisational issues. 
Moreover, the best practice factor "realistic planning" is statistically associated with 
the "responsibility ratio". This finding can be interpreted that by undertaking a 
realistic proposal regarding budget, time-scale and scope for the system development 
process will ensure that a wider range of organisational issues are treated. 
Furthermore, the best practice factors "IS alignment" and "identifying responsibility" 
were also found to be statistically associated with the "responsibility ratio". This 
finding can be interpreted that ensuring the alignment of the IS project planning with 
business strategies and identifying responsibilities among stakeholders while giving 
responsibility to the users during the system development process will ensure that a 
wider range of organisational issues are treated. 
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Table 9.6: Pearson correlation between the ABP and the IS/IT department 
responsibility ratio 
Best Practices User Responsibility Ratio 
Pearson Significance 
Realistic Planning . 107 . 048** 
Well-balanced Team . 062 . 256 
Management Support . 153 . 
005*** 
Participation . 208 . 000*** 
Training . 
084 
. 119 
IS Alignment . 
103 
. 058* 
Communication . 062 . 255 
Responsibility . 
100 
. 064* 
*** Correlation is significant at the 0.01 level (2-tailed) 
** Correlation is significant at the 0.05 level (2-tailed) 
* Correlation is significant at the 0.10 level (2-tailed) 
One-way ANOVA analysis 
To examine this relationship further a one-way ANOVA analysis was performed 
between the adoption of best practice factors and the level of organisational issues 
consideration. The results produced in Table 9.7 (for simplification purposes this 
table includes only the data for those that have a significant relationship) suggest that 
best practice factors have significant relationships with the organisational issues. 
Based on the results produced in Table 9.7 each of the eight best practice factors is 
discussed in turn below. 
" According to Table 9.7 the first best practice factor "undertaking realistic 
planning regarding budget time-scale and scope" is found to have a significant 
relationship with four organisational issues (i. e. IS strategy, future needs, working 
styles, and business process). It can be seen that the mean score for "Yes" is 
significantly higher than the "No" score in all of the four issues. This clearly 
indicates that the organisations that adopt "realistic planning" are more likely to 
ensure the treatment of these four organisational issues. 
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Table 9.7: One-way ANOVA exploring the relationship between the adoption of best 
practices and human and organisational issues 
Adoption of Best Practices 
Organisational I ssue RP WBT SMS UP UT ISA EC IR Total 
IS Strategy Yes 3.45 1 
No 3.15 
Sig. . 087" 
Prioritising Yes 3.51 3.56 2 
No 3.24. 3.31 
Sig. 056. . 099. 
Future Needs Yes 3.47 3.60 3.58 3.11 4 
No 3.11 3.47 3.08 2.81 
Sig. 
. 
013"" . 
072"" 
. 
002... . 
094. 
Current Needs Yes 3.49 3.34 2 
No 3.00 2.86 
Sig. . 043"" . 
069" 
Ergonomics Yes 3.64 3.47 3.28 3 
No 3.38 3.24 2.98 
Sig. . 
009... . 
038.. 
. 
004... 
User Needs Yes 3.57 3.14 2 
No 3.33 2.80 
Sig. . 080" . 021.. 
Working Style Yes 3.54 3.58 3.73 3.39 3.18 5 
No 3.32 3.36 3.44 3.24 2.99 
Sig. 
. 
018"" . 022.. . 
077. 
. 
061- 
. 
022"" 
Working Yes 3.52 3.63 3.38 3 
Practices No 3.18 3.33 2.94 
Sig. . 014"" . 
044"" 
. 
003... 
Business Yes 3.48 3.53 3.63 3.38 3.57 5 
processes No 3.05 3.05 3.24 2.84 3.14 
Sig. . 
004""" . 002""" . 
019. " . 
001... 
. 
007. 
Structure Yes 3.57 3.70 2 
No 3.40 3.50 
Sig. . 
079" . 
070" 
Culture Yes 3.63 3.24 2 
No 3.38 2.99 
Sig. . 
011-- . 
029.. 
Power Yes 3.41 1 
No 3.64 
Sig. . 
081. 
Implementation Yes 3.58 1 
No 3.18 
Sig. . 
007... 
Disruption Yes 3.57 3.59 3.13 3 
No 3.11 3.29 2.88 
Sig. . 
000... . 
019.. . 
078" 
Column Total 4 9 6 4 1 6 2 3 
* Significant at the 0.01 level 
** Significant at the 0.05 level 
* Significant at the 0.10 level 
Note: ABP = adoption of best practice RP = realistic planning 
WBT = well-balanced project team SMS = senior management support 
UP = user participation UT = user training 
ISA = IS alignment EC = effective communication 
IR = identifying responsibilities 
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" The second best practice factor "assembling a well balanced project team that 
comprises an appropriate blend of skills and expertise" is found to have a 
significant relationship with nine (the highest number) organisational issues (i. e. 
prioritising, current needs, ergonomics, working styles, working practices, 
business processes, organisational structure, organisational culture, and 
organisational disruption). Furthermore, it can be noted that the mean score for 
"Yes" is significantly higher than the "No" score in all nine issues. This clearly 
indicates that the organisations that adopt a "well-balanced team" are also more 
likely to ensure the treatment of these organisational issues. 
" The third best practice factor "encouraging active senior management support" is 
found to have a significant relationship with the consideration of six 
organisational issues (i. e. ergonomics, working styles, working practice, business 
process, structure and power distribution). In addition, it can be seen that the 
mean score for "Yes" is significantly higher than the "No" score in all but one 
issue, which is "power distribution". This clearly indicates that the organisations 
that adopt "senior management support" are more likely to ensure the treatment of 
these five organisational issues. 
" The fourth best practice factor "user participation" is discovered to have a 
significant relationship with the consideration of six organisational issues. It can 
be seen that the mean score for "Yes" is significantly higher than the "No" score 
in all but one issue, which is "power distribution". This clearly indicates that the 
organisations that adopt "active user participation" are more likely to be able to 
treat these six organisational issues. 
" The fifth best practice factor "instituting comprehensive training prior to 
implementation" is discovered to have a significant relationship with the 
consideration of one organisational issue which is "user working style and 
personal skills" (as the smallest number of significant relationships). It can be 
seen that the mean score for "Yes" is significantly higher than the "No" score. 
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" The sixth best practice factor "ensuring the alignment of the IS project planning 
with business strategies" is found to have a significant relationship with the 
consideration of six organisational issues (i. e. future needs, user needs, working 
style, business processes, system implementation, and organisational disruption). 
It can be seen that the mean score for "Yes" is significantly higher than the "No" 
score in all the six issues. This clearly indicates that organisations that adopt 
"ensuring the alignment of the IS project planning with business strategies" factor 
are more likely to ensure the consideration of these six organisational issues. 
" The seventh best practice factor "ensuring effective communication among 
stakeholders" is found to have a significant relationship with the consideration of 
two organisational issues (i. e. prioritising and organisational disruption). It can be 
seen that the mean score for "Yes" is significantly higher than the "No" score in 
both issues. 
" The eighth and final best practice factor "identifying clearly who is responsible for 
the treatment of organisational issues" is found to have a significant relationship 
with the consideration of three organisational issues (i. e. future needs, user needs, 
and organisational culture). It can be seen that the mean score for "Yes" is 
significantly higher than the "No" score in the three issues. 
9.3 Exploring the Relationship Between the Employment of Systems 
Development Methods (SDM) and the Treatment of Organisational Issues 
It was envisaged that there might be significant relationships between the employment 
of specific systems development methods and the treatment of organisational issues in 
terms of how, when, and by whom such issues are treated. Consequently each of 
these issues is considered in turn. 
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9.3.1 Level of Consideration 
It was envisaged that those organisations that successfully use methods which are user 
orientated such as socio-technical, for example, ETHICS or JAD methods, might also 
facilitate the treatment of a wide variety of organisational issues. 
Hence, as shown in Table 9.8, Pearson correlation is performed to test the association 
between the employment of SDM and the level of organisational issues consideration 
("Yes ratio"). The results surprisingly indicate that there is no significant relationship 
between the two variables. The most likely interpretation of the result is that the 
employment of these specific systems methods will not ensure the consideration of 
the human and organisational issues. 
Table 9.8: Pearson correlation between the SDM and the level of organisation issues 
consideration ratio 
Yes Ratio (Consideration) 
SDM Pearson Significance 
SSADM . 012 . 825 
In-house . 026 . 
629 
Prototype/RAD . 
082 . 127 
Socio-technical . 076 . 159 
9.3.2 Type of Treatment 
Table 9.9 tests the correlation between the type of organisational issue treatment 
("explicit ratio") and the employment of SDM. The result indicates that there is a 
significant association between the "explicit ratio" and the use of the "prototype such 
as RAD" method at the 0.10 level. The most likely interpretation of this result is that 
the use of the "prototype method such as RAD" will help to ensure that a wide range 
of human and organisational issues are treated explicitly. 
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Table 9.9: Pearson Correlation between the SDM and the explicit treatment of 
organisation issues 
Explicit Ratio 
SDM Pearson Significance 
SSADM -. 056 . 299 
In-house -. 074 . 168 
Prototype/RAD . 
091 
. 093* 
Socio-technical - . 035 . 517 
* Correlation is significant at the 0.10 level (2-tailed) 
9.3.3 Timing of Treatment 
Table 9.10 examines the relationship between the employment of SDM and the 
treatment of organisational issues at the feasibility stage. The result indicates that 
there is a significantly negative association between "feasibility stage ratio" and the 
employment of "SSADM" method at the 0.05 level. The most likely interpretation of 
this result is the greater the use of the SSADM method the less likely it is that 
organisational issues are treated at the feasibility stage. 
In addition, the other three methods, which were found to be not significant, have 
negative Pearson correlation scores. This can be interpreted so that the greater use of 
these methods the less likely that organisational issues are treated at the initial stage. 
This result confirms the finding reported by Hornby et al (1992) where they found 
that there is relatively little attention in the methods reviewed (i. e. SSADM, ETHICS 
and prototyping) to the early phases of the method system development process. 
Table 9.10: Pearson correlation between the SDM and organisation issues treatment 
at the feasibility stage ratio 
Feasibility Ratio 
SDM Pearson Significance 
SSADM -. 110 . 042** 
In-house -. 035 . 513 
Prototype/RAD -. 057 . 288 
Socio-technical -. 023 . 675 
** Correlation is significant at the 0.05 level (2-tailed 
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Table 9.11 shows the relationship between the employment of the SDM and the 
treatment of organisational issues at the middle stage of the system development. As 
presented in the table, there is a significant association between the use of the 
"prototype such as RAD" method and the treatment of organisational issues at the 
analysis and design phase of the systems development process. The most likely 
interpretation of this finding is the greater the use of the prototype method the more 
likely it is that organisational issues are treated at the analysis and design stage. 
Table 9.11: Pearson correlation between the SDM and organisation issues treatment 
at the analysis and design stage ratio 
Analysis and Design Stage Ratio 
SDM Pearson Significance 
SSADM . 077 . 154 
In-house . 044 . 414 
Prototype/RAD . 103 . 057* 
Socio-technical . 034 . 530 
* Correlation is significant at the 0.10 level (2-tailed) 
Table 9.12 tests the relationship between the employment of the SDM and the 
treatment of organisational issues at the final stage of the system development. The 
finding clearly indicates that there is no significant association between the two 
variables. This implies that there is no evidence to suggest that the choice of system 
method influence the treatment of human and organisational issues at the 
implementation stage of the systems development process. This result also confirms 
the finding reported by Hornby et al (1992) where they found that there is relatively 
little attention in the methods reviewed to the late phase of the system development 
process. 
Table 9.12: Pearson correlation between the SDM and organisation issues treatment 
at the implementation stage ratio 
Implementation Ra 
SDM Pearson Significance 
SSADM . 067 . 
217 
In-house . 000 . 
993 
Prototype/RAD -. 033 . 538 
Socio-technical -. 006 . 
912 
183 
Best Practice, Systems Development Method and Organisational Issues 
9.3.4 User Responsibility 
Previous IS literature suggested that system developers who use SDM do not 
generally consider human and organisational issues to be their responsibility, even 
when they do they tend to rate them fairly low on their list of priorities (Hornby et al, 
1992). They expect users to take the lead in this area but have doubtful feelings about 
the users' capacity to do so. Table 9.13 examines the correlation between the 
employment of SDM and the organisational issues when treated by users. The result 
indicates that there are two methods that are found to be associated with 
organisational issues when users are responsible for the treatment. The first is the 
SSADM method which is found to positively correlated with organisational issues 
when treated by the users. This indicates that the employment the SSADM method 
while giving more responsibility to the users during the system development process 
will ensure that a wider range of organisational issues are treated. The second is the 
in-house method which is found to be negatively correlated with organisation issues 
when treated by users, this could be due to them being more technically-oriented 
rather than user-oriented. 
Table 9.13: Pearson correlation between the SDM and the organisational issues IS/IT 
department responsibility ratio 
User Ratio 
SDM Pearson Significance 
SSADM 
. 121 . 
026** 
In-house -. 131 . 015** 
Prototype/RAD . 045 . 411 
Socio-technical 
. 
086 
. 
111 
** Correlation is significant at the 0.05 level (2-tailed) 
One-way ANOVA Analysis 
One-way ANOVA is used to examine the relationship between the employment of 
SDM and the level of organisational issues consideration. As shown in Table 9.14 the 
result indicates that three of the four system methods are significantly related with one 
or two organisational issues. Subsequently each of the methods shown in Table 9.14 
is discussed in turn. 
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Table 9.14: One-way ANOVA exploring the relationship between the SDM and the 
level of consideration of individual organisational issues 
Organisational Issue Systems Development Methods 
SSDAM In-house Prototype Socio-technical Row Total 
IS Strategy 0 
Prioritising Yes 2.42 1.37 2 
No 1.70 1.15 
Sig. . 000*** . 081 * Future Needs 0 
Current Needs 0 
Ergonomics 0 
User Needs 0 
Working Style 0 
Working Practices 0 
Business Yes 1.74 1 
processes No 1.39 
Sig. 
. 
061 
Structure 0 
Culture Yes 1.45 1 
No 1.28 
Sig. . 
051 * 
Power 0 
Implementation 0 
Disruption Yes 2.39 I 
No 2.07 
Sig. . 
060* 
Column Total 1022 
*** Significant at the 0.01 level 
Significant at the 0.05 level 
* Significant at the 0.10 level 
" As shown in Table 9.14 the first method "SSDAM" was found to have a 
significant relationship with the consideration of "business process" issue. It can 
be seen that the mean score for "Yes" is significantly higher than the "No" score. 
" The second method "in-house" was found to have no significant relationship with 
the consideration of organisational issues. This clearly indicates that the 
organisations that use the "in-house" method are unlikely to ensure the 
consideration of human and organisational issues. 
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" The third method "prototyping such as RAD" was found to have a significant 
relationship with the consideration of "prioritising" and "organisational 
disruption" issues. It can also be seen that the mean score for "Yes" is 
significantly higher than the "No" score in both issues. 
" The final method "socio-technical" was found to have a significant relationship 
with the consideration of "prioritising" and "organisational culture" issues. It can 
also be seen that the mean score for "Yes" is significantly higher than the "No" 
score in both issues. 
9.4 Summary 
This chapter has discussed in detail the final two objectives of this study. Firstly, the 
relationship between the adoption of the best practice factors and organisational 
issues, secondly, the relationship between the employment of SDM and organisational 
issues. Using two different statistical techniques, Pearson correlation coefficient and 
one-way ANOVA analysis, the two objectives were examined. 
It has been found, as envisaged, that there is a significant relationship between the 
adoption of the majority of the best practice factors and the level of organisational 
issues consideration. Surprisingly, there is no significant relationship between the 
majority of the employment of the SDM and the consideration of human and 
organisational issues. In addition, there were no significant associations between the 
employment of any of the most commonly (four) systems method and the treatment of 
organisational issues at the early or the late stages of the development process. This 
finding is aligned with previous IS literature which was suggested by Hornby et al 
(1992). Finally it can be concluded from these results that the treatment of human and 
organisational issues is dependent on the successful adoption of best practice factors 
rather than on the employment of a specific SDM. Therefore, IT specialists and 
practitioners should focus on the adoption of these best practices more than on 
specific SDM. The next chapter will discuss the focus groups process and its 
important results. 
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CHAPTER TEN 
DISCUSSION 
10.1 Introduction 
The findings of the statistical analysis presented in the previous two chapters proved 
to be very interesting but difficult to interpret. It was hoped that the series of focus 
group interviews would provide further insights into how the key results could be 
interpreted and the implications they might have for the practice of systems 
development. In particular, it was envisaged that the focus groups would provide 
some explanation of the nature of the relationships between the significant correlated 
variables. The focus groups consisted primarily of IT practitioners who had 
managerial experience in systems development projects. 
This chapter will firstly discuss how the focus groups were conducted before 
presenting a review and interpretation of the key statistical results in light of the focus 
groups findings and the relevant literatures. The discussion will include the 
relationship between organisational issues and the overall success of IS, the 
relationship between the adoption of best practice factors and the organisational issues 
and the overall success of IS, and the relationship between the employment of systems 
development methods and overall success of IS and organisational issues. 
10.2 Conducting Focus Groups 
The process of conducting a focus group study consisted of three phases before the 
analysis; planning the study, developing the questions and pilot testing the focus 
group interview. These three phases were adapted from Krueger (1994), and each 
phase is discussed briefly below. 
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10.2.1 Planning 
The planning phase is critical for successful focus group interviews. In this phase the 
researcher gives consideration to the following issues; 
" Determine the purpose: In this research the purpose of conducting the focus 
groups was mainly to provide a richer picture of the research by providing an 
interpretation of the key statistical findings presented in the previous chapters. 
" Determine whom to study: In this study IT practitioners who have had extensive 
systems development experience were the primary group to be targeted in the 
research exercise. Additionally, a smaller group of IS academics who have 
expertise in the area of IS development were also invited to participate. 
" Determine the size, duration and number: As recommended by Greenbaum 
(1998), the researcher preferred to use mini-groups instead of full groups because 
more in-depth information can be gained from a smaller group. It was also 
believed that the interviews should continue until little further information is 
being provided as Krueger (1994; p. 88) stated; 
"In focus group interviews typically the first two groups with a 
particular audience provide a considerable amount of new information, but by 
the third or fourth session a fair amount has already been covered. If this 
occurs, there is limited value in continuing with additional group discussion 
with that particular audience. 
In this study, the fourth group was found to be contributing very little in the way of 
new information. Therefore, four mini-groups were found to be sufficient, each group 
lasted for around 75 minutes. The initial focus group consisted of five IS academics 
whilst the other three groups consisted of five to six IT practitioners all of whom had 
managerial experience of systems development projects. 
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" Determine the resources needed: A quiet and accessible place for interviewing 
the participants was located by reserving a meeting room, designed for such 
purposes, in the Business School of Loughborough University. A tape recorder 
and some refreshments for the participants were also arranged. 
10.2.2 Developing the Questions 
As the focus group is a social experience, conversational questions are essential to 
create and maintain an informal environment (Grunig, 1990). Thus, the wording of 
the questions should be direct, forthright, comfortable, and simple. It is critical that 
the language is appropriate for the intended audience, the questions should be short, 
one dimensional, and jargon free. Having reviewed the statistical findings presented 
in Chapters Eight and Nine, nine key areas which warranted further analysis were 
identified. A summary of the relationships between research objectives, key findings, 
and the questions asked is presented in Table 10.1. See Appendix D for a full copy of 
the interview guide that was given to the interviewees and used as a framework for 
conducting the focus groups. 
10.2.3 Pilot Testing the Focus Group Interview 
Focus group interviews cannot be pilot tested in the manner used in the mail survey. 
In questionnaires, a small number of people is typically selected out of the intended 
audience and asked to complete the survey. In focus groups, the pilot testing must 
take into consideration not only the nature of the questions but the characteristics of 
the audience, the interactions between participants and the moderator's (i. e. 
facilitator) procedures (Miller, 1991). 
The pilot testing for the focus groups in this research was accomplished by applying 
two procedures of testing as recommended by Krueger (1994). The first was by 
having an expert review the questioning route and potential probes; this expert has 
had experience with focus groups. 
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Table 10.1 Summary of the relationship between research objectives, key findings, 
and questions asked in the, focus groups' interviews 
Objectives Key findings Focus Groups Question 
1. To investigate how " Strong relationship between " Is there a causal relationship 
organisational issues the level of organisational between the treatment of 
are treated in practice. issues consideration and organisational issues and 
success. overall IS success? 
-------------- ------ - - " No significant relationship ------ ----------------------------- " What factors might explain 
between the type of the failure of explicit methods 
treatment and overall to achieve higher levels of 
success of IS. success? 
----------- Significant relationship " What factors might be- 
between the timing of influencing this relationship? 
treatment and the overall 
success of IS. 
---- - ---------- ---- - ---------- ------------------ ------ 0 " Significant relationship ------------- - ------------ ------------- - ------------ " Is it that members of the user 
between the user community are better able to 
responsibility and overall treat organisational issues, 
success of IS. and if this is so, why might 
this be the case? 
2. To explore the " Significant positive " Whether there is a causal 
relationship between relationship between the relationship between the 
the adoption of best adoption of best practice and adoption of best practice and 
practice and the overall the overall success of IS. success? 
level of IS success. 
3. To explore the " No significant relationship " Is this result a surprise? What 
relationship between between the choice of SDM are the implications of this 
the choice of SDM and and the overall success of result for the practice of 
the overall level of IS IS. systems development? 
success. 
4. To explore the " Significant positive " What is the nature of this 
relationship between relationship between the relationship? What are the 
the adoption of best adoption of best practice and implications of this result for 
practice and the the treatment of the practice of systems 
treatment of organisational issues development? 
organisational issues. 
Significant positive " " Does the adoption of best 
relationship between the practice influence the users to 
adoption of best practices become involved in the 
and the treatment of treatment of organisational 
organisational issues by the issues? Does that seem like a 
user community. logical relationship? 
5. To explore the " No significant relationship " Does the absence of this 
relationship between between the choice of SDM relationship surprise you? 
the employment of and the treatment of 
SDM and the treatment organisational issues. 
of organisational 
issues. 
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The second pilot test procedure was actually the first focus group interview. After the 
first focus group the researcher asked the participants to reflect upon the wording and 
sequencing of the questions. If major changes were needed to the questions or 
facilitator's procedures, then the results of the first discussion would have been set 
aside and not used in later analysis. As, however, there were no major changes, in 
this study, the first "pilot" session was included in the later analysis. 
10.2.4 Analysis of the Focus Groups Results 
When conducting the analysis of the focus groups the researcher considered seven 
factors following the recommendation of Krueger (1994,1998) and these are 
discussed briefly below; 
1. Consider the words: The researcher should think about both the actual words 
used by participants and the meanings of those words. A variety of words and 
phrases will be used and the researcher will need to determine the degree of 
similarity among the responses. 
2. Consider the context: Participants' responses are triggered by a stimulus -a 
question asked by the facilitator or comment from another participant. The 
researcher should examine the context by finding the triggering stimulus and then 
interpret the comment in light of that environment. 
3. Consider the internal consistency: Participants in focus groups change and 
sometimes even reverse their positions after interaction with others. This 
phenomenon rarely happens in individual interviews. When this happen the 
researcher typically traces the flow of the conversation to determine clues that 
might explain the change. 
4. Consider the frequency or extensiveness of comments: Some topics are 
discussed by more participants (extensiveness) and some comments are made 
more often (frequency) than others. These topics could be more important or of 
special interest to participants. Miller (1991) suggested that it is risky to assume 
that either frequency or extensiveness is equivalent to importance without 
additional evidence. It is also wise to consider what was not said but was 
expected. 
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5. Consider the intensity of the comments: Intensity may be difficult to spot with 
transcript alone because intensity is often communicated by changed voice tone, 
talking speed, and emphases on certain words. 
6. Consider the specificity of responses: Responses that are specific and based on 
experiences should be given more weight than responses that are vague and 
impersonal. 
7. Find the big idea: One of the traps of analysis is not seeing big ideas. Big ideas 
emerge from an accumulation of evidence words used, body language, intensity of 
comments, rather than from isolated comments. The researcher should look for 
big ideas not only in the response to key questions but throughout the discussion. 
10.3 Interpretation of Survey Findings 
A discussion of the important elements of the responses to the nine questions is 
presented below. 
10.3.1 The Relationship Between Organisational Issues and Overall IS Success 
As discussed in Section 8.4, organisations vary greatly in terms of their treatment of 
organisational issues and there are some significant relationships between 
organisational issues and the overall success of IS. The results of the focus groups 
discussion for each relationship are reviewed in the following sections. 
10.3.1.1 Organisational Issues Consideration and Overall IS Success 
The statistical results presented in Section 8.4.1, show that there is a significant 
positive relationship between the level of organisational issues consideration in terms 
of the number of issues treated and the overall level of IS success. The greater the 
number of specific issues addressed in a project the higher the level of success. 
Therefore, the first key question that was asked was: "is there a causal relationship 
between the consideration of organisational issues and the overall IS success? " 
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There was unanimous agreement among the interviewees, that, based on their recent 
IT experience, there is a very clear relationship between the consideration of 
organisational issues and the overall level of IS success. Consequently, they were not 
surprised by this result. The respondents commented that there is a direct relationship 
between the two variables; as one participant stated: "any system will fail if you don't 
address the behavioural context". 
In addition, the respondents suggested that there is less likelihood that users will reject 
the system, if they have been asked about their motivation, their needs, the design of 
the job, their working styles and so on. As one respondent stated: "if you look at 
people's concerns and try to address these concerns, they have less reason and less 
ability to sabotage the system after it has been designed and inzplenlented. So, not 
only do they like it but they want to destroy it less". Another respondent, who had 
seven years experience as an IT practitioner, stressed the importance of considering 
specific organisational issues, such as culture, and he stated: `from my experience to 
date, when it conies to culture, IS systems can have an effect on and change the 
culture". Therefore, the success of a system may well be predicated on addressing 
such issues in the systems development process. 
The findings of the focus groups support and help to explain the statistical findings of 
this research and reiterate the results reported in the IS literature that the successful 
outcomes of systems development projects are dependent upon the treatment of 
organisational issues (Eason, 1988; Hornby et al, 1992; Clegg et al, 1997; Doherty 
and King, 1998a). 
10.3.1.2 The Type of Organisational Issues Treatment and Overall IS Success 
The second key question asked in the focus groups was regarding the type of 
organisational issue treatment and IS success. The statistical results presented in 
Section 8.4.2 of this study show that there is no significant difference between the 
type of treatment approach (i. e. explicit or implicit) and the overall success of IS 
projects. Consequently, the question that was asked is: "what factors might explain 
the failure of explicit methods to achieve higher levels of success? " 
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The interviewees were not surprised by this result as one stated: "your finding doesn't 
surprise one greatly..., it doesn't matter how they got there so long as they did it, then 
they ought to have been successful ". As another respondent commented, "I would say 
any regard for it is probably key to success. It is not the case of whether you do it 
implicitly or explicitly it is just blooming well noticing that you have got to do 
something at all, against those that didn't notice". 
When asked to provide an explanation as to why explicit approaches may be more 
effective than implicit approaches, a number of reasons were identified. Firstly, the 
respondents also agreed that there were not really the methods/tools to do the job 
explicitly. As one interviewee noted "even if an organisation attempts to adopt a 
more explicit approach, the absence of specific methods, tools and procedures might 
limit its effectiveness". 
It was also noted that organisational issues often have to be treated relatively, as and 
when issues arise. As one respondents stated "you don't really know what the 
deliverables are, how they are going to impact on an organisation until they have 
imnpacted". Consequently, it may be difficult to plan for, and allocate resources to, the 
explicit treatment of organisational issues. 
Finally, the importance of addressing organisational issues with enthusiasm and 
commitment, rather than the treatment approach, was also noted. As one interviewee 
commented: "is it better to get to the top floor of this building, by climbing up the 
outside with enthusiasm and doing it quicker, or conning up in the lift grudgingly and 
taking longer". A respondent drew attention to the importance of the person who 
drives the project, as another respondent said: "it depends on holy it is driven and who 
is driving". This finding supports the work of Clegg et al (1997; p. 862), who have 
noted: "Excellent performance is open to all and is more related to good management 
than to any other single factor ". 
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10.3.1.3 The Timing of Organisational Issues Treatment and Overall IS Success 
The statistical results presented in Section 8.4.3 indicated that there is a significant 
positive relationship between the treatment of organisational issues in more than one 
phase of systems development projects and the overall success of information systems 
projects. The third question, which was asked, was: "what factors might be 
influencing this relationship? " 
The majority of the respondents agreed that the result seems logical to them, when 
organisational issues are considered in more than one phase it is more likely that 
higher levels of IS projects success will be achieved. As one respondent stated: "it's 
the drip, drip, drip affect, you know little and often -it keeps them on board". If 
organisational issues are addressed only at the beginning, users will think that it is just 
lip service, as another respondent said "you have to keep on addressing them and 
addressing them or else people won't believe in you". 
Other respondents noted that this result fits with the evolutionary nature of the IS 
development process and gives an opportunity for the host organisations, which are 
themselves changing and evolving, to adjust to the new system. For example, one 
respondent stated: "if you are addressing the organisational issues from early on and 
you find that something is just not going to fit, like the system and the people aren't 
compatible, then you have got time for mutual adjustment in one way or another". 
It can be concluded that any systems development project is not very deterministic 
and from the outset it is not clear what is the final product will be. Therefore, it is 
important to keep re-assessing and re-defining the organisational issues throughout 
the systems development process, in order for the final system to be aligned with its 
host organisation. As one respondent stated "you are not going to put a system in and 
then say, `right that's it, done and dusted' you have get to keep going back and 
readdressing different issues and improving on then, it's like continuous 
improvement, you have always got to keep readdressing the situations". At the same 
time by continuously going back, hopefully you are building up ownership and 
involvement, by keeping organisational issues to the fore throughout the project. 
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One respondent suggested that implementing a new system will bring change to an 
organisation and addressing organisational issues over a period of time will give them 
a chance to adjust to the new system; as he stated "if you are reminding there of 
what's coning on over a period of time, then they are more likely to cope with the 
change when it actually arrives" 
The consideration of human and organisational issues in systems development has 
been described by some IS researchers as "too little too late" (Lim et al, 1992) and 
"marginalised" (Clegg, 1993). Our findings suggest that some organisations have 
learnt this lesson and are benefiting because of these findings in the IS literature in 
that the human and organisational issues need to be addressed throughout the systems 
development process in order for organisations to achieve higher levels of IS success. 
10.3.1.4 The Relationship Between the Responsibility for the Treatment of 
Organisational Issues and Overall IS Success 
The statistical result presented in Section 8.4.4 show that there is a significant positive 
correlation between delegating responsibility for the treatment of organisational issues 
to the user community rather than IT specialists, and the overall success of 
information systems projects. Therefore, the fourth question, which was asked, was: 
"is it that members of the user community are better able to treat organisational 
issues, and if this is so, why might this be the case? " 
The respondents were not surprised by this result they believed that when the users 
are responsible for the treatment of organisational issues it creates more closeness to 
and more ownership of the systems and the likelihood of systems success would 
naturally increase. For example, one respondent reported "I would say that is 
common sense" and when he was asked why, he said "if you get somebody to take 
ownership of something, I mean they are going to be committed to making it work 
rather than somebody being forced on to something where that individual can cause 
the best system to fail by just user barriers ". 
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The interviewees also suggested that the users know their needs and the system better. 
As one IT practitioner said: "I think also the user always knows the job better. 
Because ultimately, they have got to do the job ". In addition, giving responsibility for 
organisational treatment to the users will buy their acceptance for the systems for 
which they were responsible. As one respondent commented "it's illy view that when 
they are confronted with the end system and ready to use it, ...... you can ensure a 
positive answer by being involved in the whole process". 
The findings of the focus groups also support the results reported in the IS literature. 
As suggested by IS researchers, users have a critical role in identifying their needs 
and requirements (Eason, 1988; Hornby et at, 1992; Clegg et at, 1997). In summary, 
it can be said that human and organisational issues are better treated by the user 
community than by IT specialists. Therefore, organisations should give more 
responsibility to the users during the systems development process in order to achieve 
higher levels of systems success. 
10.3.2 The Relationship Between the Adoption of Best Practice Factors and 
Overall IS Success 
In this study, it was envisaged that organisational issues could be treated outside the 
boundaries of specific systems development methods. Eight best practice factors 
were identified from the IS literature as the most organisationally oriented approaches 
(Clegg et al, 1997; Doherty and King 1997). These approaches, whilst not being 
organisational issues in their own right, do have a major impact upon how 
successfully organisational issues are treated. Consequently, one of the major 
objectives of this study was to empirically explore the relationship between the 
adoption of best practice factors and the overall level of system success (see Table 
10.1). 
The findings of the statistical analysis presented in Section 8.5 show that there is a 
highly significant relationship between the adoption of best practice and the overall 
level of IS success. This finding empirically confirms those reported in previous IS 
literature (Clegg et al, 1997; Doherty et al, 1998) and underlines the importance of the 
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adoption of all these best practice factors during the IS development process. Hence, 
the fifth key question asked the participants to consider; "whether there is a causal 
relationship between the adoption of best practice and success? " 
Even before this question was asked, in answers to previous questions, respondents 
had highlighted the importance of best practice factors such as user involvement, user 
training, senior management commitment, and a well-balanced project team. There 
was, therefore, a high level of agreement among the respondents that there seems to 
be a causal relationship between the two variables. As one respondent commented "I 
find it difficult to believe that best practice isn't the vehicle of the high level of 
success". Moreover, an IT practitioner commented "any systems implementation 
without participation of the user is heading for failure and disaster because at the end 
of the day they are the ones who have got to make it tivork". 
Another respondent stressed the importance of senior management commitment 
during the systems development process and said "if the user sees the senior 
management are switched off to this project, then it will very quickly ripple down and 
they will switch themselves off'. 
Some respondents noted that there might be other unseen variables which influence 
this relationship, for example, maturity and experience in IT projects. Past IS 
research suggests that there is a positive association between the adoption of these 
best practices and the overall success of ISD (Clegg et al, 1997; Doherty et al, 1998). 
The statistical findings and the focus groups findings also support the IS literature and 
strongly suggest that organisations should adopt the best practices in order to achieve 
higher levels of IS success. 
10.3.3 The Choice of Systems Development Methods and Overall IS Success 
Many organisations believe that the key to solving the traditional problems that occur 
during systems development is by selecting the most appropriate development 
method. One of the major objectives of this research was to explore the relationship 
between the employment of specific systems methods and the overall level of IS 
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success. The statistical results presented in Section 8.6 indicate that there is no 
significant relationship between the employment of specific systems development 
methods and the overall success of systems projects. Therefore, the sixth key 
question asked, was: "is this result a surprise? What are the implications of this result 
for the practice of systems development? " 
Interestingly, there was a strong general agreement among the respondents that this 
result was not a surprise to them. They all agreed that it is the process and not the 
choice of a specific system method that makes the system successful. As one 
respondent stated "Personally I don't think the methodology itself actually makes the 
system work, or the implementation of the work, it is the way it's driven". 
Furthermore they all agreed that it is not so much about the sort of detailed steps 
followed, it is more about the enthusiasm and commitment in which the project is 
undertaken, and this is more to do with approaches such as senior management 
commitment, user participation and realistic planning. As one respondent stated "it 
comes dotivn, I guess, to the application of the method as opposed to the method 
itself'. 
The empirical finding and the focus groups interviews indicate that there is no 
association between the choice of system development method and the overall success 
of IS. This may be attributed to the fact that most existing systems methods are 
technology driven (Mumford, 1986; Eason, 1988) and rarely consider human and 
organisational issues. As Hornby et at (1992) concluded from studying fifteen 
methods, "most of the gaps in methods and tools are in the human and organisational 
areas". Thus, organisations should not rely solely on the employment of systems 
methods in order to achieve higher levels of IS success. 
10.3.4 The Adoption of Best Practice Factors and The Treatment "of 
Organisational Issues 
Another primary objective of this research was to explore the relationship between the 
adoption of best practice factors and the treatment of organisational issues. It was 
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envisaged that there might be significant relationships between the adoption of best 
practice factors and the treatment of organisational issues in terms of how, when and 
by whom such issues are treated. 
The statistical results presented in Section 9.2 indicate that there is a significant 
positive relationship between the adoption of best practice factors (i. e. well-balanced 
project team; IS alignment; realistic planning; user participation; identifying 
responsibility; senior management support) during systems development and the 
extent to which organisational issues are considered. This finding presents empirical 
evidence that the adoption of these best practice factors during the system 
development and implementation process will help facilitate the treatment. of a wide 
range of specific human and organisational issues. The participants in the focus 
groups were asked: "tivhat is the nature of this relationship? What are the implications 
of this result for the practice of systems development? " 
The respondents were not at all surprised by this result as one respondent stated "it 
seems logical that there is some correlation". The interviewees also agreed that there 
is a relationship between the adoption of best practice factors and the level of 
organisational issues consideration as one respondent stated "certainly, there seemed 
to be a causal link". For example, if you have got a balanced project team, which has 
perhaps got people from outside the company as well as inside, it will help to make 
some issues come to the fore and once they are to the fore, there are people in the 
team who would make sure that they are addressed. 
The respondents also agreed that the adoption of organisational approaches, such as 
encouraging high degrees of user participation, encouraging senior management 
commitment or encouraging effective communications, is likely to inspire the 
treatment of a wide range of organisational issues. As one respondent stated "I think 
by adopting best practices, yes, you are bound to start tackling some of the 
organisational issues". 
One of the issues raised by the facilitator was, if the users are actively involved during 
the systems development is it likely the users will start to think about the redesigning 
of their working practices in relation to the new technical system? The respondents 
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agreed that if users are actively involved they will spot the organisational issues and 
they will automatically think about issues like culture and power, working practices, 
motivations, their needs, and make sure that they are adequately addressed. 
The respondents also suggested that senior management should not concentrate only 
on the technical aspects of the development and ignore organisational issues. As one 
respondent stated "I would have thought it would have been important that the senior 
mangers would be committed to not just the technical side but to other factors, 
because if they are not, then you have had it really". Another respondent suggested 
that senior management support is part of the organisational culture as he stated "It is 
a cultural thing, if the board takes an interest in the project, then it is a sign of some 
sort of maturity around deployment of information system" 
It can be concluded from the discussion regarding this relationship that the adoption 
of best practice factors are likely to impact upon the treatment of organisational 
issues. It is the treatment of organisational issues that help to ensure that the 
promoted benefits of the system are actually realised once the system goes 
operational, as the organisational change is being managed to accommodate that. This 
finding supports the IS literature that the adoption of the best practice factors will 
facilitate the treatment of a wide range of human and organisational issues (Clegg et 
al, 1997; Doherty and King, 1997). 
10.3.4.1 The Adoption of Best Practice and Responsibility for the Treatment of 
Organisational Issues 
The statistical results presented in Section 9.2.4 indicate that there is a significant 
positive correlation between the adoption of the majority of best practice factors (e. g. 
user participation, senior management, realistic planning, IS alignment, identifying 
responsibilities) during systems development and the treatment of organisational 
issues by the user community. 
One of the major objectives of this study was to explore the relationship between the 
adoption of best practice factors and the treatment of organisational issues. Thus, the 
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eighth key question asked, was: "does the adoption of best practice influence the 
users to become involved in the treatment of organisational issues? Does that seem 
like a logical relationship? " 
There was a strong general agreement among the respondents that this significant 
correlation between these two variables seems very logical and natural. As one 
respondent stated "if the users are involved and you have got senior management 
commitment, it would be ultimately users who would then pick up responsibility for 
treating the issues and the result is a hide ranging success". 
10.3.5 The Choice of Systems Development Method and the Treatment of 
Organisational Issues 
One of the major objectives of this study was to explore the relationship between the 
employment of systems methods and the treatment of organisational issues. The 
statistical results presented in Section 9.3 indicate that there is no significant 
relationship between the choice of systems development method and the range of 
organisational issues consideration. For example, the adoption of socio-technical 
approaches or prototyping does not appear to encourage the treatment of a wider 
range of issues than the choice of SSADM. Therefore, the final question asked in the 
focus groups was: "Does the absence of this relationship surprise you? " 
Interestingly, there was a general agreement, which returns to the issues they raised in 
Questions Two and Six, it is not so much the method but how it is applied and what is 
supporting the method rather than the method itself. As one respondent stated 
"Question nine doesn't surprise me given the result of question six, to one they are 
both the sane points" also as another respondent stated "it has got to be qualified by 
the way in which the method was used". "The principles of the method may be applied 
rather than the method itself '. 
Others suggested that the available systems development methods are not used in 
practice in the way that was intended by their creators. As one respondent stated 
"there is a difference between the theory of a method and the practice of a method'. 
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Also one respondent suggested that the majority of existing methods are not designed 
to treat human and organisational issues and there is almost a sort of portfolio 
approach to treat specific organisational issues outside the method, as she stated 
"existing methods are likely to be augmented with other methods as tivell, and then 
perhaps these organisational issues are dealt with outside the method". 
This reflects what was reported in the IS literature, for example, Clegg et al (1997) 
suggested that systems development methods are very often used in ways not intended 
by their creators. Furthermore, Fitzgerald (1998) found that only 6% of the 
respondents followed an SDM rigorously. In addition, the results clearly indicate that 
it is not the choice of systems development method that will ensure the treatment of a 
wide range of human and organisational issues. Even the choice of more user 
oriented methods such as ETHICS proved to have no impact on the treatment of 
organisational issues. This finding in itself is contradicting what is reported in the IS 
literature. 
10.4 Summary 
This chapter discussed in detail how the focus groups were conducted; it also 
presented their interpretation of key statistical findings which were presented in 
Chapters Eight and Nine. Further insights were provided by the interviewees who 
provided a meaningful explanation of the nature of the relationships between the 
significant correlated variables. The focus groups were not surprised by any of the 
statistical results and where significant relationships had been found they were able to 
suggest reasons for a causal link. The major results of the discussion of the focus 
groups interviews can be summarised as follows: 
" The adoption of best practices showed to have a statistical significant impact on 
the overall success of IS and on the treatment of organisational issues. The 
respondents were very strong in their agreement with this result, they believed that 
the adoption of the eight best practices will definitely ensure that a wider range of 
human and organisational issues are considered and treated, and consequently a 
higher level of systems success will be reached. 
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" There was no significant relationship between the use of systems methods and 
either the treatment of human and organisational issues or the overall success of 
IS. The interviewees were not surprised by these results. They suggested that it is 
down to the way the development process is managed rather than the choice of 
any systems development methods. 
From the last two findings, it can be concluded that the successful treatment of human 
and organisational issues is dependent upon the successful adoption of the identified 
best practices, rather than upon the employment of any specific development 
methods. 
The next chapter, which is the final chapter, will discuss the implications for research; 
the implications for practice and the limitations and future research. 
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CHAPTER ELEVEN 
CONCLUSIONS 
11.1 Introduction 
The previous chapter reviewed the major contributions of this study by interpreting 
the findings of the statistical analysis, in light of the results of the focus groups 
interviews and the literature. This final chapter aims to build on this analysis by 
exploring the implications for research and for the practice of systems development. 
Finally, the potential limitations of this research will be reviewed before considering 
areas for further research and future extensions. 
11.2 Implications for Research 
The implications of this study for current and continuing research efforts within IS 
development and implementation, can be divided into methodological issues and 
theoretical issues. The issues surrounding methodology are concerned with the 
implications of the research design on future empirical efforts. Under theoretical 
issues, specific implications of the study's findings for existing literature within the 
treatment of organisational issues and information system development process and 
implementation are considered. 
11.2.1 Methodological Issues 
The research has shown the benefits of using both qualitative and quantitative 
approaches. Furthermore, there are a number of other methodological implications for 
future research which have come out of the current study, and these are discussed 
below. 
0 Refinement of organisational issues classification: A particular obstacle in the 
successful consideration and treatment of organisational issues during the ISD 
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process has been the definition and identification of specific organisational issues. 
Doherty and King (1998a, b) proposed a definition for organisational issues and 
presented a set of 14 specific issues within five broad groups. Based on their 
definition and taxonomy, this study has contributed a new definition and a set of 
14 slightly different organisational issues within four broad groups. It has 
incorporated some important changes and new aspects to reflect a more 
comprehensive list of organisational issues. The dividing of organisational issues 
into four broad groups has been empirically examined and proved to be a useful 
tool in the interpretation of the analysis. 
" Validation of the measurement of IS success: A large number of studies have 
been conducted to identify those factors that contribute to IS success. The 
dependent variable in these studies (i. e. IS success) has been an elusive one to 
define. Different researchers have addressed different aspects of success, making 
comparisons difficult and the possibility of building a cumulative tradition for IS 
research similarly elusive. Based on a study of 180 published papers, which 
addressed the issue of IS success, DeLone and McLean (1992) proposed six major 
dimensions of IS success: (1) system quality: the measures of the IS itself, (2) 
information quality: the measure of the IS output, (3) information use: recipient 
consumption of the IS output, (4) user satisfaction: recipient response to the use of 
the IS output, (5) individual impact: the effect of information on the behaviour of 
the recipient, and (6) organisational impact: the effect of information on 
organisational performance. This taxonomy is one of the most complete and best 
known models of IS success (Ballantine et al, 1998). In this study this model was 
taken a step further and empirically investigated. The six measurements of the 
model were empirically examined and the results of factor analysis indicated that 
all six dimensions are strongly correlated with each other and represent a single 
concept (i. e. they are unidimensional). This finding presents further empirical 
evidence supporting the validity and reliability of this model as an IS 
measurement. 
" Refinement of best practice factors: Another contribution of this study is that a 
set of eight organisationally oriented best practices were adopted the from the IS 
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literature (Whyte and Bytheway, 1996; Clegg et al, 1997; Doherty and King, 
1997) and successfully used in this project. They are viewed in this study as 
general organisational facilitators, which will ensure that a wider range of human 
and organisational issues are considered and treated during the systems 
development and implementation process. 
In addition to these specific points, the integration of the mail survey with a series of 
focus groups interviews provided a very effective mechanism for combining the 
complimentary advantages of the qualitative and quantitative research strategies. This 
combination of methods proved to be beneficial for such research. In fact, the 
interviews with the IT practitioners provided a richer picture of the research statistical 
results and explored their meanings and implications. 
11.2.2 Theoretical Issues 
This study has expanded on the following theoretical issues: 
" The relationship between organisational issues treatment and the overall IS 
success: This study extended previous work, such as Doherty and King (1998a) 
who investigated empirically the consideration of human and organisational issues 
during the IS development process. They found that most IT managers 
acknowledged the importance of organisational issues but there is little agreement 
on how they should be addressed in the systems development process. 
Furthermore, IT managers are consistent in spending most effort on the issues they 
perceived as most important, but there is little agreement on which issues are rated 
as being most important. This study builds on these findings and investigated how 
organisational issues are treated in practice in terms of how, when, and by whom, 
and examined its relationship with overall IS success, the employment of specific 
SDM and the adoption of best practice factors. The results of this study present 
new empirical evidence that there is a significant relationship between the four 
dimensions of organisational issues investigated (if, how, when, and who) and the 
overall level of IS success, the adoption of the organisationally oriented best 
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practice factors, and to a lesser extent with the employment of specific systems 
development methods. 
" The relationship between the adoption of best practice factors, the overall 
success of IS and the treatment of human and organisational issues: Previous 
studies identified a number of approaches, which whilst not being organisational 
issues in their own right, do have a major impact upon how successfully 
organisational issues will be treated. For example, Doherty and King (1997) 
suggested five general approaches which support the successful treatment of 
organisational issues (i. e. user involvement, senior management commitment, 
realistic project proposal, alignment between IS and corporate strategy, and the 
development of a hybrid manager). In addition, Hornby et al (1992) have reported 
that many systems analysts assume that by involving end-users they will implicitly 
address all the "salient organisational and human issues". In this study, and after 
an extensive review of the relevant IS literature, eight of the most organisationally 
oriented factors "i. e. best practice" were specified. Those factors were selected 
because they are organisationally oriented in nature and will help facilitate the 
treatment of human and organisational issues during the systems development 
processes. This research has refined and empirically examined these eight factors. 
The results of the statistical analysis presented empirical evidence that there is a 
highly significant relationship between the adoption of these approaches during 
the systems development process and both the level of IS success and the level of 
organisational issues consideration. This finding supports previous IS research 
such as that stated above, and reiterates the importance of the adoption of these 
approaches during the systems development process. 
" The relationship between the employment of specific SDM, the overall success 
of IS and the treatment of human and organisational issues: Previous studies 
such as Hornby et al (1992), Eason (1988) and Mumford (1986) emphasised the 
serious inadequacies of the highly popular structured methods such as SSADM, 
when it comes to the effective treatment of organisational issues. Furthermore, 
they suggested that socio-technical methods, such as ETHICS (Mumford, 1986), 
which are more organisationally focused are still very rarely used in practice. An 
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alternative to treating organisational issues as an integral part of systems 
development methods might be to adopt approaches and techniques which will 
supplement existing development methods. For example, Walton and Vittori 
(1983) stress the importance of producing an "organisational impact statement". 
Whilst Sauer (1993) suggests that "organisational impact analysis" should be 
conducted independently of the main design effort. More recently, Clegg et al 
(1996) have developed a set of independent tools designed to focus on 
organisational scenario analysis, as discussed in Chapter Two. 
More interestingly, the analysis of this study suggests that there is no significant 
relationship between the employment of the most common SDM used in the UK 
including participative methods such as ETHICS, and the overall success of IS, 
with the exception of the in-house method, which was found to have a slightly 
significant relationship. In addition, there is no significant relationship between the 
employment of these SDM and the level of organisational issues consideration. 
These findings present new empirical evidence that the successful treatment of 
organisational issues cannot be achieved through the use of specific SDM or even 
the use of socio-technical methods, such as ETHICS or JAD or soft systems 
methods. 
11.3 Implications for Practice 
The findings presented in this research make important contributions with regard to 
the factors which influence the successful treatment of human and organisational 
issues during systems development and implementation. The most important of these 
are highlighted below. 
9 The importance of organisational issues consideration: The findings indicate 
the great importance of the consideration of organisational issues during the 
systems development process for the ultimate success of the resultant system. 
Therefore, IT directors can use the list introduced in this study to help identify 
important organisational issues. There were, however, ten issues of the 14 which 
were found to be significantly related to the overall success of IS. Hence, IT 
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directors should pay extra attention to these issues and they are listed in order of 
level of significance below: 
1. The proposed system's ability to satisfy user needs and motivations. 
2. The ergonomics and health and safety implications of the proposed system. 
3. The proposed system's ability to satisfy the organisation's likely future 
business needs. 
4. The interaction of the systems' implementation with other planned concurrent 
changes. 
5. The implications of user working styles and personal skills for the system's 
design and training provision. 
6. The proposed system's alignment with the current IS strategy. 
7. The proposed system's impact on the culture in the organisation. 
8. The proposed system's impact on business processes. 
9. The system's effect on organisational structure. 
10. The prioritising of development effort on those aspects which address the most 
important business needs. 
Furthermore, it was found that organisations which treat organisational issues at 
more than one stage of the systems development achieve higher levels of IS 
success. Thus, IT practitioners should treat human and organisational issues 
throughout the systems development process and not only at one stage. By doing 
so, they can ensure that the proposed system is well aligned with the human and 
organisational environment in which it will operate. In addition, the analysis 
suggested that organisations which give the responsibility for the treatment of 
organisational issues to the users rather than the IT department, will achieve higher 
levels of IS success. Therefore, IT directors should ensure that users are 
encouraged to participate in the systems development process and take 
responsibility for the treatment of organisational issues. 
" Adoption of best practice factors: The employment of systems development 
methods, including the socio-technical method was found to have no significant 
impact on the overall success of IS or on the treatment of organisational issues 
during the systems development process. By contrast, the adoption of best practice 
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factors was found to be significantly correlated with the overall success of the 
systems development projects. - Thus, IT specialists should take steps to ensure 
that each of the following eight best practice factors is adopted. 
1. Ensuring effective communication among stakeholders (i. e. managers, systems 
developers and users). 
2. Identifying clearly who is responsible for the treatment of organisational 
issues. 
3. Ensuring the alignment of the IS project planning with business strategies. 
4. Undertaking realistic planning regarding budget, time-scale and scope. 
5. Encouraging and securing active senior management support. 
6. Assembling a well-balanced project team that comprises an appropriate blend 
of skills and expertise. 
7. Encouraging and securing active user participation. 
8. Instituting comprehensive training prior to implementation. 
It is also very important to note that whilst each of these eight best practices 
contributes directly to the attainment of systems success, they also have an important 
role in facilitating the treatment of organisational issues. 
11.4 Limitations and Future Research 
All studies have limitations, hence, in assessing the findings, it is important to 
interpret the results in light of the limitations that may apply to this study. 
Firstly, it is important to note that this study is cross-sectional in nature. Cross- 
sectional data captures a situation or an event at a point in time and consequently has 
inherent shortcomings which may be embedded in the data. Future research could 
employ alternative methods of data collection, for example case studies, in order to 
obtain more detailed information on the treatment of organisational issues. Case 
studies could also be used to further validate the categorisation of organisational 
issues and the treatment approaches proposed in this study. 
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Secondly, a further limitation may occur as only one respondent was used from each 
company. In this research, the respondents were limited to IT directors, and whilst 
such practice is typical of IS survey research (Pinsonneault and Kraemer, 1993), it is 
by no means an ideal method of data collection. Multiple informants and structured 
methods of triangulation may be the best method of obtaining the most accurate data 
regarding organisational properties (Earl, 1993). A potential avenue of future research 
would be to incorporate the response of other stakeholders, such as senior managers as 
informants regarding overall IS strategy, and users as informants regarding the 
operational level of the system. 
Thirdly, because of the nature of this study although we can establish a correlation 
between variables, we cannot prove a cause and effect relationship. In the complex 
real world of business, there are potentially other factors which could influence the 
treatment of organisational issues and the success of systems development process, 
but, for the purpose of this study, these are ignored and key factors shown in the 
model are focused on. The arrows shown in the research model indicate the 
relationships between organisational issues, best practice factors, systems methods and 
ISD success. A cause and effect relationship can never be established in a study such 
as this, which is using the mail survey as its primary method, followed by a series of 
focus groups interviews. In non-experimental research, such as in this study causal 
effect can only be assumed. In future research a study could be based on a time linked 
longitudinal study across all sectors in industry. A longitudinal study is a better means 
of determining the time link between variables and could produce a probable causal 
effect in the relationships between variables. This approach, however, is expensive 
and needs an extended period of time as it covers a large number of organisations 
which are geographically distributed. Resources can be major limitations for those 
who wish to undertake this approach. 
Additionally, it should be noted that the six success measures used in this study all 
relate to the effectiveness of the operational system. No attempt was made to measure 
whether an organisation is ultimately successful in delivering systems, and adhering to 
time-scales and budgets. Consequently, the key implications of this research, with 
respect to the treatment of organisational issues and the adoption of best practice, 
won't necessarily facilitate the delivery of systems on time and within budget. It is 
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envisaged that follow-up research might be conducted using success dimensions 
relating to the delivery of systems, to establish whether the same or similar 
conclusions can be drawn. 
Finally, it should be noted here that the sample of this study was biased towards larger 
organisations, hence the findings are more generalisable for larger companies rather 
than small ones. Future research, however, could focus more on smaller organisations 
to explore if they treat human and organisational issues differently. 
11.5 Areas for Further Research 
This research investigated a number of very important issues relating to the factors 
that influence the successful treatment of human and organisational issues in ISD 
process. One of the major findings of this research suggest that there is no influence 
of the organisations' types or sectors; the use of systems development methods 
including socio-technical methods; or the type of organisational issues treatment (i. e. 
explicit and implicit), on either the consideration of organisational issues or the overall 
success of IS projects. Further research can be conducted to investigate this rather 
surprising result in more detail, for instance, exploring why the most commonly used 
system methods such as SSADM do not influence the overall success of the system. 
Why the socio-technical methods such as ETHICS do not influence the treatment of 
organisational issues? Are there any other demographics factors that might influence 
the overall success of IS projects? For example, maturity or experience. 
Another important finding of this study, is that it found that there is a significantly 
positive relationship between the adoption of the eight organisationally oriented best 
practices approaches and the level of organisational issues consideration, the timing of 
organisational issues, and who is responsible for the treatment of organisational issues. 
In addition, there is a significantly positive relationship between the adoption of these 
best practices and the overall success of IS projects. Further research can be 
undertaken to investigate these relationships more thoroughly, for example, by 
exploring other organisationally oriented best practices approaches and examining 
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their influence on the treatment of organisational issues and the overall level of IS 
success. 
It has become clear that although many important and interesting contributions 
through research in this area have already been made, there appears to be little impact 
on practice so far. Thus, an important consideration is to identify opportunities for 
transforming research into practical tools, methods and strategies which will directly 
support the successful consideration of human and organisational issues in systems 
development projects. 
11.6 Concluding Remarks 
As the consideration and the treatment of human and organisational issues during the 
systems development process gains wider acceptance among organisations, research 
which adequately explores this area will become increasingly important. Fortunately, 
there is no shortage of theoretical works from which these important variables can be 
identified. However, there does exist a shortage of studies which attempt to test the 
proposals empirically, and further the definitional process through empirical 
organisational and academic testing. The quantitative and qualitative analysis 
contained within this thesis is hopefully a substantial step in that direction. One of the 
primary reasons for undertaking this research was to fill the vacuum in empirical study 
in information systems development process and implementation. From a practical 
standpoint, IT directors and practitioners alike stand to gain from the findings of this 
study. For practitioners, the categorisation of organisational issues and the 
identification of general organisational treatment approaches provide a diagnostic tool 
to use in the treatment of human and organisational issues during the systems 
development process. 
In conclusion, the embedding of an IT system in an organisation ultimately enables 
the organisation to be more effective in achieving its objectives. Eason (1988) uses 
the analogy of the transplanting of an organ in the human body (although fortunately 
IT systems are rarely the equivalent of vital organs which can cause the demise of the 
host if they fail). If the application is successful (and the transplant takes), success 
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will enhance the effectiveness of the organisation. If it does not take one outcome 
may be rejection- the organisation may simply reject the IT system as "foreign 
material" and revert to its normal way of working. The system may also cause 
complications elsewhere in the organisation. As a result, there may have to be the 
equivalent of massive doses of drugs to deal with the secondary problems, for 
example dealing with staff resistance or coping with problems of health and safety 
(Eason, 1988). To take the analogy further, it is important that the human and 
organisational issues are considered and treated throughout the development process 
in order to ensure that there is a very close match "fit" between the host organisation 
and the systems characteristics. The closer the fit, the less likely it is that the system 
will fail. 
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Appendix A 
Main 
Questionnaire 
The Business School 
Loughborough University 
LOUGHBOROUGH 
LE1I 3TU 
pirect Line: 01509223119 Fax: 01509 223960 
Switchboard: 01 509 263171 
E-mail: m. king@Iboro. ac. uk 
  Loughborough 
University 
I would be very grateful if you answer the questions inside in terms of what 
actually happens, rather than what should happen, on projects in which you 
are personally involved, or for which you are responsible. 
Would you like a copy of the findings? Yes Q No Q 
If YES, please supply a name and address below for mailing the findings. 
(or attach a business card): 
ame ............................................................................................................................................ 
Position 
............................................................................................................................................. 
Address ..................................................................................................... . 
ALL INDIVIDUAL RESPONSES WILL BE KEPT STRICTLY 
CONFIDENTIAL. 
Please return the completed questionnaire in the 
FREEPOST addressed envelope supplied. 
Thank you for your help 
FA: Background Information 
1. Approximately how many employees are there in your organisation in the U. K.? 
(Please tick only ONE box) 
Less than 500 Q 1,001-1,500 Q 2,001-3,000 Q 5,001-10,000 Q 
500-1,000 Q 1,501-2,000 Q 3,001-5,000 Q Over 10,000 Q 
2. In which of the following sectors does your organisation primarily operate? 
(Please tick only ONE box) 
Agriculture Q Energy Supply Q Business Services Q Wholesale & Retail Q 
Transport Q Construction Q Banking & Finance Q Public Services Q 
Leisure Q Manufacturing Q Education Q Health Q 
Other Q Please specify ............................................................................. 
B: Adoption of Best Practices 
Please indicate to what extent you have been successful in adopting each of the following best practices on recent 
projects. (Please tick the most appropriate box on the scale below ranging from 1=Highly Unsuccessful to 
5=Highly Successful) 
Highly ................. Highly 
Unsuccessful Successful 
1 2 3 4 5 
1. Undertaking realistic planning regarding budget, time-scale and scope. Q Q Q _Q Q 
2. Assembling a well-balanced project team that comprises an appropriate 
Blend of skills and expertise. Q Q Q Q Q 
3. Encouraging and securing active senior management support. C] 0 C) L) El 
4. Encouraging and securing active user participation. Q Q Q Q Q 
5. Instituting comprehensive training prior to implementation. Q Q Q Q Q 
6. Ensuring the alignment of the IS project planning with business strategies. Q Q Q Q Q 
7. Ensuring effective communication among stakeholders (i. e. managers, 
System developers and users). Q Q Q Q Q 
8. Identifying clearly who is responsible for the treatment of organisational 
Issues. Q Q Q Q Q 
I Thank you 
_C: Organisational Issues 
Please read each statement carefully in turn. If you consider this issue in your Information System 
Development/Implementation Process, please tick YES in section A and answer the other th ree questions 
on the right side B, C, and D, if you do not consider it, please tick NO and go to the next statement. 
A. Do you B. How do C. At which stage(s) do D. Who are (is) 
typically you treat this you typically address this most likely to be 
consider issue during issue? Tick more than one responsible for 
this ISDP? if applicable. treating this 
issue? issue? Those in: 
Explicitly Feasibility Implementation IS/IT User 
NO YES Implicitly Analysis/Design Dept. Dept. 
1. The proposed system's alignment with your 
r nt infor tion s stem strate y gy. cu re ma QQ 
2. The prioritising of development effort on A 
those aspects which address the most QQ QQ QQQ Q Q 
important business needs. 
13. The proposed system's ability to satisfy your 
organisation's likely future business needs. QQ QQ QQQ Q Q 
4. The proposed system's ability to satisfy your 
organisation's current business needs. Q QQ UQQ Q Q 
5. The ergonomic and health & safety 
implications of the proposed system. QQ QQ QQQ Q Q 
6. The proposed system's ability to satisfy 
user needs and motivations. 
QQ QQ QQQ Q Q 
7. The implications' of user working 
Styles and personal skills for the system's QQ QQ QQQ Q Q 
Design and training provision. 
8. The proposed system's impact on working 
practices. QQ QQ QQQ Q Q 
9. The proposed system's impact on business 
processes. QQ QQ QQQ Q Q 
10. The system's effect on the organisational 
structure. QQ 'Q Q QQQ Q Q 
11. The proposed system's impact on the 
culture' in your organisation. QQ QQ QQQ Q 
Q 
12. The proposed system's political 
implications for the distribution of power QQ QQ QQQ Q Q 
in the organisation. 
13. The interaction of the systems' 
implementation with other planned QQ l.. Q Q QQQ Q Q 
concurrent changes. 
14. The temporary organisational disruption 
that may be caused by the implementation QQ QQ QQQ Q Q 
of the proposed system. 
' organisational culture can be defined as: "the set of important assumptions (often unstated) which members of an 
organisation share in common". 
2 Thank you 
[p: Systems Development Methods 
1. Which of the following software development methods do you use? 
a) Structured Systems Analysis and Design Methodology (SSADM). 
b) An In-house method developed to meet your own needs. 
c) Prototyping: such as RAD (Rapid Application Development). 
d) Socio-Technical/Participative method such as ETHICS or JAD or other 
soft systems methods. 
c) Other please specify: ........................................ .................... 
Never .......... Always 
1 2 3 4 5 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
E: Success Measurements 
This question has two parts 
1. The following statements aim to assess the level of the success of your organisation's ISDP. 
(Please tick the most appropriate box on the scale ranging from 1=Strongly Disagree to 5= Strongly Agree). 
II. Please use the rank column to indicate which of these measures you perceive to be the most important when 
determining the ultimate success of IS projects. (Rank the most important measure: 1, the second »tost important 
measure: 2 and so on down to 6 for least important). 
Strongly.......... Strongly 
Our IS projects achieve... 
Disa gree Agree Rank 
1 2 3 4 5 
1. High levels of System Quality (e. g. system reliability, features and 
Q Q Q Q Q Q 
functions, response time). 
2. High levels of Information Quality (e. g. information clarity, completeness, 
Q Q Q Q Q Q 
usefulness, accuracy). 
3. High levels of Information Use (e. g. regularity of use, number of enquiries, 
Q Q Q Q Q Q 
duration of use, frequency of report requests). 
4. High levels of User Satisfaction (e. g. overall satisfaction, enjoyment, 
C1 C1 C] El 1: 1 
difference between information needed and received, software satisfaction). 
5. High degree of positive Individual Impact (e. g. decision effectiveness, 
Q Q Q Q Q Q 
problem identification, improved individual productivity). 
6. High levels of positive Organisational Impact (e. g. contribution to 
achieving goals, cost/benefit ratio, overall productivity gains, service Q Q Q Q Li 
effectiveness). 
After completing this questionnaire please return it in the free post envelope supplied. 
3 Thank you 
Appendix B 
Questionnaire 
Covering Letter 1 
Business School 
Loughborough University Loughborough Leicestershire LEI1 3TU UK 
Switchboard: +44 (0)1509 263171 
  Loughborough 
University 
Direct Line: 01509 223119 
Fax: 01509 223 960 
E-mail: M. King@Lboro. ac. uk 
Dear IS/IT Executive 
Re: Success in Information Systems Development & Implementation 
Success in Information Systems Development & Implementation is now a critical factor in 
determining the profitability of the modern business. Significant effort has been spent 
identifying key success factors, but typically these have focused on the `harder' 
technological aspects of a development. Much less is known about the implications of 
`softer' organisational aspects on project success. 
It is only by gaining an understanding of what actually happens on IT projects that we can 
know what really is successful. 
As an experienced IT professional you will appreciate the value of good research. I would 
greatly appreciate your cooperation in answering the enclosed short questionnaire which 
should take no more than ten minutes of your time. The questionnaire supports research 
into the organisational aspects of Systems Development and will help to confirm their 
influence on success. 
A full summary of the findings will be made available to those who provide a name and 
address. All responses to the questionnaire will be treated in confidence. 
Many thanks for your assistance in this matter. If you require further clarification, or have 
any comments or suggestions with regard to this exercise, then please do not hesitate to 
contact me, or my colleague Dr Neil Doherty, whose office telephone number is (01509) 
223128. 
Yours sincerely 
AAS 
výý 
Professor Malcolm King 
Director of Information Systems Research Group 
Bic_ 
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Questionnai40 re 
Covering Letter 2 
Business School 
Loughborough University Loughborough Leicestershire LEI 1 3TU UK 
Switchboard: +44 (0)1509 263171 
Loughborough 
University 
Mr P. S. Bramhill 
50 Squ Close 
CRAWLEY DOWN 
W. Sussex 
RH10 410 
24 November 1998 
Dear IS/TT Executive 
You may remember that about two years ago you kindly assisted us in some research 
supported by the BCS, by completing and returning a questionnaire. In you response 
you indicated an interest in receiving a summary of the findings, which we despatched 
earlier this year. We hope you received this report and found it interesting. 
Having confirmed the importance of organisational issues to the successful outcome of 
systems development projects we felt it important to investigate in more detail how such 
issues are treated in practice. Consequently, we have developed a follow-up 
questionnaire, which we would be most grateful if you could spare ten minutes to 
complete. This new research is of particular importance because it should lead to the 
generation of practical guidelines to improve the management of systems development 
projects. 
A full summary of the findings from this latest questionnaire will be made available to 
all respondents just as we had last time. In fact, if you are interested we can now send a 
more substantial working paper providing a sophisticated analysis of key aspects of the 
first survey. If you require further clarification, please do not hesitate to contact me. 
Many thanks once more for your valuable contribution to this important research. 
Yours sincerely 
Professor Malcolm King 
Director of Information System Research Group 
Appendix D 
Interview Guide for 
the Focus Groups 
Appendix D 
An, A. 
-- _, js s of 
the Treatment of r 
Issues in Systems eve r a,,;. JJ -1: j, --c s 
Focus Groups 
1. Justification for Resepreh 
® In recent years organisations have witnessed significant increases in the scale, 
complexity, connectivity and strategic focus of information systems which have 
significantly increased their human and organisational impact. 
Consequently, the need to explicitly address human and organisational issues in 
the systems development process has also arisen. 
There is much evidence to suggest that their treatment is now perceived as more 
important than technical issues in determining the successful outcome of systems 
development projects. 
Unfortunately there is also much evidence to suggest that such issues are still not 
properly addressed during the systems development process. 
Despite the recognised importance of organisational issues and the extent Of 
published research in this area, relatively few empirical studies have been reported. 
2. Human Organisational Issues 
The following criteria was used to select appropriate human and organisational issues 
for inclusion in the research project: 
D-1 
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`Those issues which need to be addressed during the systems 
development process to ensure that the impacts of the resultant 
technical system on the organisation and its employees are likely to be 
acceptable. ' 
Given this criteria it was immediately possible to classify the following as human and 
organisational issues. 
" Current needs: The explicit analysis of the proposed system's projected benefits 
to ensure that it will meet important organisational needs, within acceptable costs 
and time-scales. 
" Information Systems Strategy: The proposed system is reviewed to ensure that it 
conforms to the current information systems strategy. 
" Future needs of organisation: The assessment is made of how flexible a new 
system will need to be in order to support other planned or anticipated changes 
within the organisation. 
" User motivation/needs: The assessment of how the motivations and needs of the 
users will be satisfied by the proposed system. 
" User working styles/IT skills: The assessment of the user's working styles and IT 
skills to determine what implications these may have for the design of the system, 
and the provision of training. 
" Job redesign: The assessment of how the proposed system will modify the way in 
which people undertake their responsibilities. 
" Organisational structure: The evaluation of whether a proposed system will have 
an impact on the organisational structure. 
" Organisational culture: The assessment of whether a proposed system is attuned 
to the culture of the organisation. 
" Organisational power: The assessment of how a new system will alter the 
distribution of power within the organisation, and in so doing anticipate its likely 
political implications. 
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3. Research Method 
The following research approach was employed: 
1. A thorough review of the literature was uncle: -. ;. ten to contextualise the -project. 
2. A pref..: -'-pry questionnaire was developed, based on -issues raised in the 
literate: e. 
3. The questionnaire was then refined and thoroughly validated through a series of 
pre-tests and a piloting exercise. 
4. Questionnaires were mailed to IT Directors in 2000 of the UK's largest 
organisations. 
5. A total o 350 useable uestion aires were received: a response rate of 15% 
6. The questionnaire results were entered into a spreadsheet and subjected to a series 
of statistical tests. 
ilst the statistical results proved to be very interesting, it is not always clear how 
the results should be interested and what implications they have for the practice of 
systems Jeve jp_ r er: `. 
4. Findings & Research Questions 
T he treatment of organisational issues &':: sa io systems success: It has 
been found that there is a significant positive relationship between the treatment of 
organisational issues and the overall level of IS success. The greater the number of 
specific issues addressed in a project the higher the level of success. 
Q: Is there a causal relationship between the treatment of organisational issues and 
success? 
2. A-)j: roac es A orga is.. -' . ý. 
ý issues & information sy I°_. is 
s. _c ess: It 
has bet: 1)-zil . rat there is no sig. -,: Tcaint relationship 
between the Eyre 
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of treatment approach (i. e. explicit or implicit) and the overall success of 
information systems projects. 
Q: What factors might explain the failure of explicit methods and achieve higher 
levels of success? 
3. Timing of the treatment of organisational issues & information systems 
success: It has been found that there is a significant positive relationship between 
the treatment of organisational issues in more than one phase of systems 
development project and the overall success of information systems projects. 
Q: What factors might be influencing this relationship? 
4. Responsibility for the treatment of organisational issues & information 
systems success: It has been found that there is a significant positive correlation 
between delegating responsibility for the treatment of organisational issues to the 
user community, rather than IT specialists, and the overall success of information 
systems projects. 
Q: Is it that members of the user community are better able to treat organisational 
issues, and if this is so, why might this be the case? 
5. The adoption of best practice and information systems success: It has been 
found that there is a very significant positive relationship between the adoption of 
best practice (e. g. user participation, well balanced project team and senior 
management commitment) during systems development and the overall success of 
information systems projects. 
Q: Is there a causal relationship between the adoption of best practice and success? 
What factors might be influencing this relationship? 
6. The choice of systems development method and information systems: It has 
been found that there is no significant relationship between the employment of 
specific systems development methods (e. g. SSADM, prototyping or socio- 
technical approaches) and the overall success of information systems projects. 
Q: Is this a surprise? What are the implications of this result for the practice of systems 
development? 
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7. The adoption of best practice and the treatment of organisational issues: It has 
been found that there is a significant positive relationship between the adoption of 
best practice (e. g. user participation, well balanced project team and senior 
management commitment) during systems development and the extent to which 
organisational issues consideration. High levels of best practice are associated with 
the treatment of a wide range of specific organisational issues. 
Q: What is the nature of this relationship? What are the implications of this result for 
the practice of systems development? 
8. The adoption of best practice and responsibility of treatment of organisational 
issues: It has been found that there is a significant positive correlation between the 
adoption of the majority of best practice factors (e. g. user participation, well 
balanced project team and senior management commitment) during systems 
development and the treatment of organisational issues by the user community. 
Q: Is the adoption of best practice influencing the users to become involved in the 
treatment of organisational issues? Does that seem like a logical relationship. 
9. The choice of systems development method and the treatment of 
organisational issues: It has been found that there is no significant relationship 
between the choice of system development method and the range of organisational 
issues consideration. For example, the adoption of socio-technical approaches or 
prototyping does not appear to encourage the treatment of a wider range of issues 
than the choice of SSADM. 
Q: What factors might be influencing this relationship? 
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F: What I would like to do is just to run through very briefly with you some of the 
background to the project so that we have a shared understanding of the terminology and 
so that you gain some understanding of what we are trying to achieve. Then what I would 
like to do is to present a number of our key findings, ask for some help in interpreting what 
these findings might mean and what the potential implications are. 
A few background ideas, I mean, as you will all be aware in recent years the level of 
complexity scale, level of connectivity and hence the organisational human impact of 
computers has risen quite incredibly. Now, with the rise in the human organisational 
impact has come a greater need to explicitly address human organisational issues and 
considerations during the systems development process. Historically, if you put an 
accounting system in, it would sit in the corner of the office, no-one really changed the 
way in which the organisation functioned. It would do things a bit quicker and bit more 
accurately but fundamentally everything remained largely as it was. 
With a modern system, you can change working practices, alter structure and so on, and 
we are interested in how organisations deal with human organisational considerations 
during the systems development process. Is it something that they explicitly address? Is it 
something that they implicitly address? Is it something they do by involving users or do 
they use some sort of formal methods to address the issues? That was the focal point of 
what we were trying to achieve through our initial research and exercise. 
What we instituted was a programme in which we wanted to progressively explore the 
relative importance of human organisational issues, the ways that are typically adopted for 
their treatment and to find out if we could what lessons could be learned from what was 
happening in practice. 
I think it is important that we have a shared understanding of what we mean by human 
organisational issues and I would like to attempt to do that in two ways. At the bottom of 
the first page, I have provided a definition - the definition we used in the project - and on 
page two, I run through a few examples of what human organisational issues might be. So 
our definition is, those issues which need to be addresses I during the systems development 
process to ensure that the impact of the resultant technical system and the organisation and 
its employees are likely to be acceptable. It is our contention that you can no longer afford 
to simply put a technical system in and hope that the organisational human impacts are 
acceptable. You have to assess what they might be, plan and monitor them, and manage 
them explicitly. 
That is our definition. Based on that definition, what did we have in mind? Well, I 
haven't provided a full list but I have given a few just to give a taste of what we are 
looking at. The first three are very much to do with the ultimate performance of the 
resulting system, how it is going to satisfy current needs, the extent to which it aligns with 
existing information systems' strategies, how adaptable is it and well can it cope with 
future organisational needs? That's the sort of performance angles that I guess most 
companies address, anyway. But there are other issues, which are perhaps less readily 
addressed. The human behavioural issues - how well does the system meet users' personal 
motivations and needs as opposed to that of the organisation? How well does it suit their 
working styles and their love of IT schools? How well does it suit the way in which jobs 
are done at the moment, and are there implications for job re-design. The final batch of 
issues is to due to the more macro impact of systems. Is it going to impact upon the 
culture of the organisation, the structure of the organisation, the distribution of power and 
are those impacts likely to be acceptable and readily understood. 
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That is the sort of focal point of the research. Is everyone quite comfortable with the type 
of issues that we were interested in addressing? 
OK, then I will just very quickly review the steps by where we have got to where we are 
today. We started off by reviewing the literature so that we could design a questionnaire, 
which was focussing upon flow human organisational issues were addressed in practice. 
That was then refined and thoroughly validated through a series of printouts and piloting 
exercises. We were talking to IT practitioners, experts in systems development and so on, 
to make sure the survey and the questionnaire was appropriate. We had a questionnaire 
that we were happy and comfortable with, we mailed it to the IT directors in the 2000 of 
the largest organisations in the UK. We were working on the assumption that what the 
largest companies are doing today, others would be doing in the years to come. 
From the 2000 mail surveys, we got 344 usable responses that we then put on a 
spreadsheet and conducted a wealth of statistical tests to look for relationships. Of course 
while the stats are offering and providing interesting insights, what we get as a result of a 
statistical test is simply a recognition that there is an association between two variables or 
two groups of variables. It doesn't actually tell you what is going on. So the aim of the 
focus group is to sit down with the people like yourselves who have experience of systems 
development and the organisational application of IT and assess from this particular 
relationship, what does it actually mean. Is it working in the way we think it is or could 
there be other things influencing the relationship? Perhaps as important, what are the 
implications of what we are finding? Is everyone fairly comfortable with where we are 
now and what we are trying to achieve? 
OK. I will start with the first finding. We presented each of the IT directors with 
something in the region of 14 distinct normalisation ratios and asked them firstly, did you 
treat this - in a typical project, is this something that you would consider, something that 
you would address? For the 14 initiatives we got a whole range of responses. Some issues 
were almost uniformly addressed by every responding manager while others were very 
rarely addressed. What this allowed us to do was to create a simple measure of the 
number of issues that were addressed within an organisation by simply summing the 
number of "yes's" ranging between 0 and 15, in fact we got everything from 0 to 15. 
Some companies felt they addressed all of these issues, some thought they only addressed 
one or two. We got some who are very much focused or the treatment of organisational 
issues and others who are not. We then related this to some statistics we had gathered 
about the ultimate success of systems. We asked the IT directors to consider how 
successful their organisation was in the application of technology. We were expecting the 
majority of IT directors to be saying "brilliant" - "we are great" - because it is a reflection 
on the IT directors. Thankfully, what we got was a whole range of answers in our range - 
somewhere in the middle - there were some who felt their organisation was getting it right. 
There were others who clearly felt their organisation was a long way off getting it right. 
We've got -a numerical scale that is the number of issues we have got - the numerical 
scale, which is the success of the development process in general - sorry, not the success 
of the development process- but the success of the development systems. What we did 
was look to relate one to the other. We found that there was a very positive correlation. 
Those organisations that were addressing a wide variety of different human organisational 
issues were more successful in terms of the delivered system. 
Q: The first issue I would like to review is a fairly simple one. Is there a course of 
relationship between those two variables? Is it simply that organisations need to review 
and address these things and if they address the right mix of these, which tends to be a 
wide mix, that has a direct impact on success? 
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R: We have looked at a number of different organisations implementing systems. One looks 
very top heavy. They didn't consult any of the users, they didn't address any of the issues 
at ground level where people were actually going to be using the system. So when they 
implemented it, areas of the system, which were key to the perceived benefits when they 
were rolling it out and justifying it, the actual installation of the system, it just fell down 
around their ears. The likes of MRP, MRP2 - various bits and bobs. 
F: So, you would feel that there is a direct relationship? 
R: Yes, there certainly is. I mean we have had a meeting this afternoon, taking on a different 
area of responsibility and the staff - there is only one member of staff who actually places 
orders - for authority -a very big authority - and she receives the requisition, she places 
the order, she receives the credit note, she does everything. My contention is that she 
shouldn't. They had an order system installed in February this year to go live on I` April. I 
have had a meeting Director of Finance today and job design came up. There has to be a 
clear breakdown of responsibility. It has got to be shared among different members of the 
organisation to reduce risk to the organisation, to ensure value for money, etc. Basically, 
we are failing this employee because we are not protecting her from questionable abuse of 
the system. 
F: There's this a very strong obligation, that you are not going to get the performance benefits 
that you require unless you look at matching organisation and technology to ensure that 
jobs are redesigned and people are widely trained in order to achieve those performance 
objectives? 
R: Well it's just to do with buying and the initial records when you are actually doing the 
implementations. I have been involved in the recent implementation on the MRP system 
such as SAP and nobody knows of a happy SAPPER. It's quite difficult because the 
corporate level buying is there. They will solve on a transaction level, saving money, etc, 
etc. The people who are actually running the systems are not brought in to the deal as such 
at all. They are the people who are generating and maintaining the data that makes an 
effective system. If you are not bringing them in at that level you may as well throw it 
away because data tends to be out of date. 
F: Well, let's make a slight distinction at this point. What we are trying to do? Perhaps I 
ought to have mentioned this at the beginning, when we said that there are certain key 
issues that need to be addressed during the development process, and there are some ways 
in which we can address them. Now we would say something like user participation is the 
mechanism by which we might address these. 
R: Well, the case in point is a company in Australia that has actually got an integrated 
database, which is supposed to link into the MRP package. The data collection 
mechanism wasn't developed with the user in mind; it was developed at a higher level. 
The users weren't brought in. Now, what we are finding is that the data that is actually 
being transmitted from this data warehouse as such into SAP is actually only about 35% 
correct. People are not maintaining their data. The systems are not being followed as 
such, it is back to ground level. We have to train them up. You have got to get them to 
appreciate that this is what they really want, not just the steps that they are following. 
R: Yes, I agree with you. 
F: Also redesign their jobs to make sure they can accomplish this. 
R: Also for them to be able to do their. job properly, there is a huge training issue that needs to 
be addressed. They need to understand why they are doing it in the first place. 
Also, you have got behavioural issues as well. Any system that is deemed different -I 
mean there are behavioural problems - you know, what is going to happen? Is my job 
reducing, expanding, you know, so there are lot of things. I mean, very good systems can 
fall down if people decide they don't want to do it. I mean, I have seen it happen in one or 
two companies. Extremely good systems, because they didn't take the behavioural issues 
into account. You know, I mean the general sort of - you know, I don't like this idea, I'm 
not doing it - and that's it. And it'll fail, any system will fail if you don't address the 
behavioural context. 
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F: That's a very good example because I think that distinguishes between what we would say 
is an issue and what we will later talk about as best practice by which the issue can be 
addressed in that the issue is, how are the users going to react? Are they going to be 
comfortable with it? Once it is operational, that the mechanism by which you can try and 
ensure that, yes they will be comfortable with it and they won't react to it, is through user 
participation, training, education, ownership, as you were saying and these are the 
mechanisms during the development process. 
R: Yes, the users have to see the end product. 
F: Yes, it has got to be of benefit to the user as well as to the organisation. 
R: Yes. but in some places that's difficult, I mean, there isn't always a benefit. 
F: Well, doesn't that come down to the last point about education, showing that it is for the 
wider good, rather than hoping that they will pick up signals. 
R: At the place where I work, we've had initiative after initiative after initiative and even 
though I have been there two or three years, and they haven't - all the engineers just go. 
It's the same thing, they all have this fixed mind that it's going to fail. They just believe 
it's going to fail. And it does. And a part of it is when it starts off, yes it's good for the 
process. Yes, this will be good because, the Chief Executive has said we will save this 
much money - how are we going to do it? The most obvious way is to get rid of people. 
Instead of doing that we are going to start saving money by working smarter. Then come 
up with these initiatives with the processors in mind but do not look at the effect of that on 
respective change. 
R: You have to itemise out whether it is an issue or whether it is a change in culture. If it 
becomes a change then that becomes very difficult because then we have to work out, can 
you really change the culture of an organisation. Then you have all sorts of different 
issues. 
F: My argument would be that, yes you can change the culture but not just with the 
technology. The technology might facilitate cultural change but if you don't recognise 
that as an issue, you will just put the technology in and hope the culture changes rather 
than saying, OK, we have got to have a wider change in management program, an 
education program, and other things to support people as they change their culture. This is 
good because this is exactly what we call organisational issues. The things that are 
recognised when the system is in operation have to be addressed and managed and 
considered during the systems development process. There is a very strong feeling that, 
yes, there is a need to treat these things and therefore that is why we are getting this 
relationship between them, treating a wide variety and ultimate success. 
Sorry, can I just add that one IT project I have project managed was the implementation of 
GP links from all the practices in Leicestershire authority so it wasn't just my staff of 42 
that knew there was change. There was every member of staff in every single practice in 
the whole of Leicestershire. So I pulled together a project team which had an Executive 
Director as its chair, and then representatives from practices, I had GP's on it, an LMC 
rep,. volunteers from own department who would be affected directly by this because it 
actually meant that I cut my staff by 50%, and I did it. But the users had a lot of paper 
work, their own team members were producing papers for the Board. They actually did a 
presentation to the Executive Board on how the project was moving. So they were made 
to feel very much a part of this, and of course they were. 
R: Ownership is the big issue in all types of organisational things. 
R: One of the first things that you have to do is assess what level of user capabilities there are 
in an organisation so although the system is technically superior, you know, it is not a 
major step change in the way in which - rather a gradual change with milestones. You 
know, make it a phased approach as such. It is critical in the development of a system to 
try and identify how far the organisation is able to take on systems. 
F: Yes, this is why one of our explicit issues was the need to address working styles and also 
IT skills, to make sure the system that you are going to be hopefully not imposing but 
implementing is not going to be a step too far. Yes, you want a developmental edge. You 
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want to be pushing them a bit further but if they are generally not very IT literate you 
don't want to be aiming for the moon and soon if their working styles don't support or 
aren't suited to the way in which systems work, you have got to recognise that in 
designing the system. 
R: But there again, all users don't all have the same IT level. You have got a range of skills, 
you know, so I mean, that can be complex. You have got all sorts of skills. 
R: You have got different levels, so you have got to have different ways of approaching it for 
different members of staff or different members in the team even. 
R: But there's still in terms of how able the people are to take on IT, actually varies 
depending on the function of role facilities. You know, you may find that the 
administrative functions actually take ca IT much easier and quicker. I'm talking about 
the shift bosses and performance and that sort of thing - they are not likely to take it on as 
easily as a back officer. 
Q: Another finding we got, as well as asking respondents whether they treated specific issues, 
we also asked them whether they treated them explicitly. That is, that they had a 
recognised method or procedure for addressing each other's approach or whether they 
treated them implicitly, i. e. that they recognised that they had got to do something and they 
had a mental note to address it and they would do really whatever came to mind. Nov, 
what we found was that those who adopted explicit approaches were no more successful 
than those who adopted implicit approaches. Does that surprise you? What factors might 
explain the failure of explicit methods to achieve higher levels of success? 
R: No, not really. It depends on who's driving the project, 
This is it, yes. 
It really does, because if, whoever is driving the project, say the Chief Executive to chair 
the project team or the steering group or whatever, he may not actually go downstairs to 
the guys who are going to use the system and say, `listen, I have had this great idea'. He 
expects him to tell him, to tell him over there, to pop down eventually over tea, you know. 
And the message by the time it gets there - is something ridiculous, it doesn't matter. It 
depends on how it is driven, definitely, and who is driving. 
R: And also, I think the expression of the SAP that we have got our Chief Exec and all his 
directors, his first line and their first line, probably all driving for it, then down, and down, 
the motivation, you know. You ought to ask Rachel about this, but, you know, some of 
the first line in the projects are trying to motivate their people but they are also very low. I 
don't need to learn about it. And then, you know, they say, `we don't have to do this', and 
you say, `well, ye's you do'. So they are trying to motivate their people to do it but they 
are not really bothered at all. 
F: Again, getting back to the implicit or the explicit nature with which you treat these things, 
it would seem to me at first glance that if an organisation has considered an issue to the 
extent where it has developed an explicit mechanism for doing them, they would probably 
succeed more than those that simply said, `Well, we know we have got to do working 
practices and we'll do it at some point, but we don't really have a method for doing it. ' So, 
I mean that surprised me to start with. 
R: I mean, experience seems to say that it doesn't matter whether it is implicit or explicit. 
Collect - collect it is basically up to the person who is driving it. I mean, how do they 
interact with the people who are going to be the end users? 
R: Is it better to get to the top floor of this building, you know, by climbing up the outside 
with enthusiasm and doing it quicker or coming up in the lift grudgingly and taking longer. 
F: Yes, so it is all down to not the method but the way in which it is done and the person? 
That is a perfect answer. 
Q: What we also did was look at the timing of the of the treatment of organisational issues 
and said, in general terms, is this something you would consider in the feasibility stage, the 
design stage or the implementation stage. We then looked at whether one of those phases 
had a greater impact on success than the others. We found it didn't. It didn't matter when 
you were doing it, they were equally successful. But what we did find was when we said, 
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well if you do it in two phases rather than one, does that get a high level of success and we 
found very strongly, yes it does. Then we said, for those organisations who address issues 
throughout the development period rather than in two or one phases, they were even more 
successful. Does that surprise you? 
R: No. 
F: What does that tell us about the nature of human organisational issues? What are the 
factors might be influencing this relationship? 
R: You have to keep on addressing them and addressing them or else people, you know, 
people won't believe in you. If you do it right at the beginning, then they'll say, ' well, 
why you are doing it now? ' 
F: So if you consider the organisational issues at the beginning they will say, `well, that's just 
lip service. ' 
R: Yes, it's a drip, drip, drip effect, isn't it? You know, little and often. It keeps them on 
board. 
R: Most people in an organisation, they want lots of things to do, you know, and this may 
often be one project amongst many others. You know, so people will address, say, this 
project, well then, as soon as they've completed what's necessary, go on to all sorts of 
others things. So, coming back to it, re-addressing it, and taking it to another phase, 
constantly keeping it moving. 
R: You are also putting the onus on them to almost drive the way in which a system turns out. 
Then, the responsibility for the success of any system is the design of the user system. 
R: It is isn't it? 
R: Yes, of course, because I mean the user is then going to say, `well, OK it is a bad system 
but I was involved in all parts of the design and implementation and analysis'. So, I mean, 
are they going to sit there and say, `it's crap, I'm not going to use it. ' You know, they are 
going to take some level of the responsibility and make it work. 
F: Yes, well that actually brings us nicely into the next question. If I just put one more angle 
with regard to doing it in more than one phase, is there also a table, just like a job redesign, 
you might consider it firstly in feasibility, then you have to keep going back to see how 
you need to refine that design to meet users' growing awareness of what is likely to be 
happening and also to fall in line with changes to the design of the system. Does that also 
sound plausible? 
R: Yes, in terms of job redesign, it is something that I am actually covering at the moment 
with this particular project that I am doing and the job redesign will involve other people 
in other departments so I have got to negotiate with their managers. I have got to keep the 
union on board so that, you know, they are aware of whatever change is being made to 
various people's job descriptions. HR must be on board because they have got to make 
sure that, you know, the bit of paper is in the file. And it is getting all those people 
together and all those bits of paper together so that at the end of, well, next month, by 10t' 
January it will be up and running. You know, so a project that they have been dealing 
with for two years, I've got three months to sort it out and get it up and running, although 
they are sitting there and doing absolutely nothing at this moment in time. You know, so 
redesign is hugely important because you have got to make sure that they use it. He is 
going from a manual system to a computerised system, he is comfortable and confident. 
R: Yes, and that is something that has got to be done over long periods. 
R: Yes, I think it is much easier if you go in more like a linear function towards the end 
project rather than big step functions. Because every step function, you've got behavioural 
obstacles, but gradual linear increase, you know, I mean will always win. 
We are implementing different parts of it but well, you've got, I don't know, 3000 people 
to try - how do you get all of those users involved with that - that's one of the things, the 
size, the magnitude is also important. I mean, we have, you know, 14,000 people. It's a 
mammoth task and we are going down the gravy train, going at it full bolt. We'll get there 
but I think it also depends, I think we with you it sounds as though you have got a nice, 
small package. 
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R: We made it nice and small. 
R: Yes, but, you know, and they did that - size also matters. When we implemented lots of 
implementations, we did it project by project but with ERP, they are trying to do it project 
by project but how do you get all the users from different parts - user acceptance - we have 
got user acceptance, we do have that and we have had pilots but they have been in pockets 
of the organisation, because it is a big organisation. 
F: Could I move onto the next one. I think you have probably already implicitly answered 
this one. We asked who took responsibility, primarily took responsibility for dealing with 
these types of issues. Was it IT specialists or was it users? And we found that when the 
users adopted responsibility for treating and addressing organisation issues, the overall 
success of the system was far greater. Now, I presume from what you said there is 
absolutely no surprise at that. 
R: No, I would say that is common sense. 
Q: Is it that members of the user community are better to treat organisational issues and if 
this is so, why might be the case? 
R: Well, I think, as we have said, if you get somebody to take ownership of something, I 
mean they are going to be committed to making it work rather than somebody being forced 
on to something where that individual can cause the best system to fail by just user 
barriers. 
F: So, it is partly the ownership concept in getting involved in treating these issues that buys 
their acceptance and ownership? 
R: It is my view that when they are confronted with the end system and ready to use it, do 
they have positive minds or negative minds. And you can ensure a positive answer by 
having been involved in the whole process. 
F: Yes, there is also the case that they can deal better with the human organisation issues 
because they are closer to them 
R: Yes, I think also the user always knows the job better, because ultimately, they have got to 
do the job. 
F: Yes. I mean, users will be more aware of cultural implications and structural changes and 
so on. So it is partly ownership and partly closeness. 
R: Yes, they are also better empowered, I guess, to ensure that other users at their level are 
using the system as opposed to them. 
Q: This is very much so, that's often what they do in big companies. They have a sort of 
trickle down effect with representatives going back to their groups and representatives of 
representatives going towards the users society, are they responsible? Or if you have got 
both IT specialists end-users, is that better than just users do you think, or is it better if the 
users take the predominant role? 
R: Well, I think, in my experience, I think that it depends on the IT specialist. You know, 
how the users perceive IT specialists. I think if the IT specialists take a back seat role and 
just try and guide the users, you know, then that's OK, and I think the users will accept a 
sort of helping hand from behind. Just roughly saying, `well, I think we ought to go in this 
direction'. But I think if IT specialists take the lead then that's when you have difficulties. 
R: They have got ownership of this, it's driven by Rolls Royce, and we also had some other 
people in saying, this is how you can improve your company'. So, there was those two but 
we also had Rolls Royce people driving it. But they weren't - they were taken out of the 
projects and they were put in, right, and then they went to the projects. But like I said, 
because I was in the project trying to implement these things, and basically, if they didn't 
take it on, it was the procedure's people's fault. They didn't feel any responsibility or 
ownership, or whatsoever. 
F: In your experience, is it always the IT specialists who take the lead? 
R: I'm not too sure, the centre said to EDS, `what can we do to improve our efficiency? ' So 
X, Y and Z, which meant also putting a lot of kit in. So they set up teams with working 
practices and the software to support the working practices and then there were teams 
within the projects that were told, right, you take on these things and you have got to 
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implement them and because, you know, I was trying to implement them and you try to 
get them involved and try to get them to accept it, and you do have teams of people, 
meetings and stuff, with a few of them, reps and stuff, you know, the managers and so we 
had reps and all that. Then the reps, they felt, `yes, it will work'. And often they were 
quite enthusiastic. And then he would try to disseminate from there and it felt apart at 
time. And he just blamed it back to the centre. And he said, `well that's rubbish'. 
R: Can I just make a quick point, and that is just that I think the balance between specialists 
and end users is quite a fine one because you have got to manage the expectations of the 
end users. Whereas when you have got your managers out there that are pushing the 
system, you know because they want the end user to accept it, you know, they make up 
things, you know, `oh, yes, definitely this'. Specialists have got to keep people's feet on 
the ground. 
F: Can I move on quickly because I'm very aware of time. The adoption of best practice in 
information systems success. We have looked at the treatment of organisational issues but 
we recognise that might not be the only influence on systems success. So one thing we 
looked at was, when we took eight best practices, user involvement, single management, 
participation and commitment, the adoption of a well balanced project team, some of the 
things we have been talking about. Facilitation of effective communication throughout the 
project, the adoption of an appropriate training mechanism, and so on. It didn't surprise us 
at all when we asked people how successful they thought they were at adopting best 
practice, those who were successful at adopting practice were far more successful in terms 
of the systems that they developed. That, I presume, surprises no-one. I think there are 
enough comments that you have been making that all along, user participation obviously 
we've talked about, training we've talked about, senior management, commitment and 
once more providing a framework. We've talked about the balanced training centre. I 
think we are all fairly happy with that concept. 
Q: We also presented the respondents with a number of different methodologies. What we 
found was that the adoption of one specific method didn't make a blind bit of difference in 
terms of the overall success of the system, so this one didn't influence success in one way 
or the other. Does that surprise you? 
R: SSADM was always used in the NHS back in the 70's and around the mid-70's they 
changed to PRITS as a methodology and then PRINS, too but PRINS is methodology as a 
project development piece of kit. It's massive and the only ones that actually feel the 
benefit of using PRITS is the national projects, the Inland Revenue and the Department of 
Health, and they got to thinking, we'll do this. When it gets to a local level they only use 
the principles of it, so, personally I don't think the methodology itself actually makes the 
system work, or the implementation of the work, it's the way it's driven in the authority, 
the structure of it. 
Right, now if we may, what we were interested in was the processes by which organisation 
issues might be treated. We have got the organisational issues - things like the need to 
look at the design of jobs, user motivations, the facts on culture, the way in which the 
system can support current organisational needs, the future organisational needs, and so 
on. We felt that the best practice element might be the mechanism by which these issues 
were treated. The greater likelihood that you do address these specific issues. Once more, 
we found that there was a very strong correlation between the treatment of organisational 
issues. Those organisations that treated a wide variety of organisational issues were also 
the ones who were more successful in adopting best practice. Now what I just want you to 
consider, 
Q: Is it the adoption of best practice that facilitates the treatment of organisational issues? 
Best practice in terms of user involvement, training, facilitating communications and so 
on. 
We have, if you like there are a number of specific focal points that need to be addressed 
in the project to make sure the result of the project is well in line with the organisation and 
there is the process of systems development which is things like user involvement, which 
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might be supported by things like user involvement and senior management commitment. 
Things which are to do with the process of the project rather than directly what comes out 
the other end. You can facilitate things coming out of the other end but it is not a specific 
aspect. You can't say that a system that comes out of the far end is a user participative 
system from a design point of view. So, we felt that there might be this relationship, if you 
are encouraging user involvement one of the spin-offs of that would be that more issues 
would be addressed because the users are in there. They know what the issues are and 
they bring them to the fore. Someone will train you, if you have got a good training and 
education form, that might bring some of these issues to the fore and mean that those were 
addressed, Similarly, facilitating good communications prevail would ensure that there 
were the mechanisms for identifying issues but more importantly making sure that they are 
also dealt with. 
R: Yes. 
R: It seems logical that there is some correlation. 
F: I think the reason we are interested in this is that systems development literature in terms 
of academic literature concentrates very much on things like user participation but not the 
particular fuss that should be addressed through user participation. What we are saying is 
that there are these focal points that need to be addressed which influence whether the 
resultant system is going to do its job or not. 
R: If you have involved the users and then you don't use their experience, their skill, their 
knowledge, to effect the end product, there is no point in having them there. 
R: Yes, but there again, on the other hand, it is a balance. You can't let the users go off in a 
direction that's not going to reach the end product because the danger is if. you have too 
much user involvement, they can deflect off what you were trying to aim at and then trying 
to pull them back might be an even more difficult job. 
R: But that's in the skill mix of the owner of the project. You know, whether it is the Chief 
Exec or one of the sidekicks, it doesn't matter. But whoever is actually helping this to be 
sort of developed and implemented, it is up to their skill. The skill mix must be right. 
F: If you have got a balanced project team, which has perhaps got people from outside the 
company as well as inside it, it will help to make some issues to come to the fore and once 
they are to the fore, there are people in the team who would make sure that they are 
addressed. They would pick up the baton normally. 
Q: We also looked at the relationship that we found there was a significant positive 
correlation between the adoption of the majority of best practice practices during systems 
development and the treatment of organisational issues by the user community. If you are 
involving users, if you have got senior management commitment, a well balanced team, it 
would ultimately be users who would then pick up responsibility for treating the issues and 
the result is a wide running success. Does the adoption of best practice influence the users 
to become involved in the treatment of organisational issues? Does that seem like a logical 
relationship? 
R: Yes 
R: Yes 
R: Yes 
Q: The systems development method, however, did not have any impact at all on the 
treatment of organisational issues. This surprised us because at least one of the methods 
we looked at is specifically designed to treat organisational issues. With something like a 
prototype thing should by its nature encourage it to be. We found method did not 
influence one jot the treatment of organisational issues. Does that surprise you? what are 
the factors might be influencing this relationship? 
R: I think it has got to be qualified by the way in which the method was used anyway. To 
what degree was the practitioner aware of the various aspects of the user method. 
R: So, it comes back to what we were saying, I think in questions 2 and 6, it is not so much 
the method but how it is supplied and what is supporting the method rather than the 
method per se. 
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R: Amongst these methods, was the soft systems method? 
F: We didn't in the end isolate the soft systems method but that is the socio-technical type of 
approach. 
R: And there was no difference? 
F: There was no difference, which we found a little surprising but once again we can sort of 
rationalise it in terms of the fact it's how the method is applied rather than the method 
itself. 
R: Yes. I mean the principles of the method may be applied rather than the method itself. 
F: Yes. Can I just for the final take. It wasn't uni-dimensional. We looked at organisational 
impact of system, human impact, the quality of the outlook, the quality of the system itself, 
and so on. So, we have got a multi-dimensional measure of success. We found that 
treating human organisational issues, impacts of success as we said. We found that the 
successful adoption of best practice influenced the treatment of organisational issues and 
also the ultimate level of success. We were interested whether method impacted success 
or human organisational issues and found that neither of those to be true. That is the open 
model. 
Q: What I just want to ask you, is there anything else that could be impacting the way in 
which human organisational issues are treated? Is it all down to whether the best practice 
is organisationally oriented? 
R: I think it is as simple as that. I mean, if you do the right thing, you know, you get people 
to be enthusiastic about it, you get success. 
F: So if the process of development is right you are getting that. But obviously that is going 
to have some impacts on success over and above just treating these 14 specific issues. Is 
that also the case, would you say. 
R: Yes, because the reason why I think that the method doesn't come into is because, I mean, 
you are allowing the users to determine the success so in some ways you are allowing the 
users to determine which route they choose to get to the end. 
F: I won't take up any more of your time. Thanks very much indeed for your comments. 
That's really been quite helpful in helping us interpret and unravel what is going on. 
Thank you. 
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Pilot 
Questionnaire 
The Business School 
Loughborough University 
LOUGHBOROUGH 
LEII3TU 
Direct Line: 01509 223119 Fax: 01509 223960 
Switchboard: 01 509 263171 
E-mail: m. king@lboro. ac. uk 
  Loughborough 
University 
Please answer the questions-inside in terms of what actually 
happens, rather than what should happen, on projects in which 
you are personally involved, or for which you are responsible. 
Would you like a copy of the findings? Yes 0 No Q 
If YES, please supply a name and address below for mailing the findings. 
(or attach a business card): 
ame ..........................................................................................................................,................. I 
sition ............................................................................................................................................. 
Address 
...................................................................................................... 
ALL INDIVIDUAL RESPONSES WILL BE KEPT STRICTLY 
CONFIDENTIAL. 
Please return the completed questionnaire in the 
FREEPOST addressed envelope supplied. 
': 1iacKgrounu lniormation 
Approximately how many employees are therein your organisation in the U. K.? 
(Please tick only ONE box) 
Less than 1500 Q 1500-2999 Q 3000-4499 Q. 4500-5999 Q 
6000-7499 Q 7500-8999 Q 9000-10499 Q+ 10500 Q 
In which of the following sectors does your organisation primarily operate? 
(Please tick only ONE box) 
Agriculture Q Energy Supply Q Business Services Q Wholesale & Retail Q 
Transport Q Construction Q Banking & Finance Q Public Services Q 
Leisure Q Manufacturing Q Education Q Health Q 
Other Q Please specify .........................................................................:.... 
B: Systems Development Methods (SDM) 
1. Do you use any type of software development method (SDM) in your Information Systems Development 
Process (ISDP)? 
YESO NOD 
IF NO, please go to SECTION C 
?. From the following. list of SDMs please indicate which method(s) you use for your ISDP? (Rate I 
each SDM out of 5, where I =never and 5=always). 
a) SSADM: Structured Systems Analysis and Design Methodology....... 
b) LSDM: Leanmouth Structured Development Methodology (version of 
SSADM) 
................ .......................................................... 
0) In-house SDM (Methodologies developed in-house to meet your own 
needs) ............................................................................ d) Prototyping: such as RAD (Rapid Application Development)............ 
e) OOA: Object Oriented Analysis 
.............................................. 
1) SSM: Soft Systems Methodology 
............................................. 
g) Socio-Technical/Participative SDM such as ETHICS or JAD (Joint 
Application Design) 
............................................................ 
h) Other please specify: ............................................................ 
Never .......... Always 
12345 
QQQQQ 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
rt'/ýs sý ýoa 
C: Organisational Issues 
Please read each statement carefully in turn. If you consider this issue in your Information System 
Development Process (ISDP), please tick YES in sec tion A and answer the other three questions on th 
right side B, C, and D, if you do not consider it, please tick NO and go to the next statemen 
e 
t. 
A. Do you B. How do C. At which stage(s) do D. Who are (is) 
typically you treat this you typically address this most likely to be 
consider issue during issue? Tick more than one responsible for 
this ISDP? if applicable. treating this 
issue? issue? Those in: 
Explicitly Feasibility Implementation IS/IT User 
NO YES Implicitly Analysis/Design Dept. Dept. 
The proposed system's alignment with your 
current information system strategy. QQ 
The prioritising of development effort on 
those aspects which address the most QQ QQ QQQ Q Q 
important business needs. 
i. The proposed system's ability to satisfy your 
organisation's likely future business needs. QQ QQ QQQ Q Q 
The proposed system's ability to satisfy your 
organisation's current business needs. 
Q 0Q QQQ Q Q 
The ergonomic and health & safety 
implications of the proposed system. 
QQ 0Q 0QQ Q Q 
The proposed system's ability to satisfy 
º 
user needs and motivations. 
QQ QQ QQÜ n Q 
The implications of user working 
styles and personal skills for the system's QQ QQ QQQ Q Q 
design and training provision. º 
The proposed system's impact on working 
practices. Q QQ 0QQ Q Q 
The proposed system's impact on business 
processes. QQ o0 QQQ Q Q 
0. The system's effect on the organisational º 
structure. Q Cl- --0-0 Q 000 Q 
Q 
1. The proposed system's impact on the º 
culture' in your organisation. 
QQ -*0 Q QQQ Q Q 
2. The proposed system's political 
implications for the distribution of power QQ iQ Q QQQ Q Q in the organisation. 
3. The interaction of the systems' 
implementation with other planned QQ 
__JýQ 
Q QQQ Q Q 
concurrent changes. 
4. The temporary organisational disruption 
that may be caused by the implementation QQ -sQ p QQQ Q Q 
of the proposed system. 
organisational culture can be defined as: "the sel of important assumptions (often unstated) which members of an 
organisation share in common ". 
2 (to'nJ y(? I 
:A lOptlOn 01 test Practices 
Please indicate to what extent you have been successful in adopting each of the following best practices on recent 
projects. 
(Please tick the most appropriate box on the scale below ranging from Highly ................. Highly 1=Highly Unsuccessful to 5=Highly Successful) Unsuccessful Successful 
1. Undertaking realistic planning regarding budget, time-scale and scope. 
ý2. Assembling a well-balanced project team that comprises an appropriate 
blend of skills and expertise. 
3. Encouraging and securing active senior management support. 
4. Encouraging and securing active user participation. 
5. Instituting comprehensive training prior to implementation. 
6. Ensuring the alignment of the IS project planning with business strategies. 
17. Ensuring effective communication among stakeholders (i. e. managers, 
system developers and users). 
8. Ensuring the availability of a good number of managers who have a blend 
of business and IT knowledge in ISDP. 
19. Identifying clearly who is responsible for the treatment of organisational 
I issues. 
1 2 3 4 5 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
Q Q Q Q Q 
E: Success Measurements 
f This question has two parts 
I. The following statements aim to assess the level of the success of your organisation's ISDP. 
(Please tick the most appropriate box on the scale ranging from 1=Strongly Disagree to 5= Strongly Agree). 
III. Please use the rank column to indicate which of these measures you perceive to be the most important when 
determining the ultimate success of IS projects. (Rank the most important measure: 1, the second most important 
measure: 2 and so on down to 8 for least important). 
Our IS projects achieve... 
1. High levels of System Quality (e. g. system reliability, features and functions, 
response time). 
2. High levels of Information Quality (e. g. information clarity, completeness, 
usefulness, accuracy). 
3. High levels of Information Use (e. g. regularity of use, number of enquiries, 
duration of use, frequency of report requests). 
4. High levels of User Satisfaction (e. g. overall satisfaction, enjoyment, 
difference between information needed and received, software satisfaction). 
5" High degree of positive Individual Impact (e. g. decision effectiveness, 
problem identification, improved individual productivity). 
6. High levels of positive Organisational Impact (e. g. contribution to achieving 
goals, cost/benefit ratio, overall productivity gains, service effectiveness). 
7" High levels of on-time delivery. 
8. High levels of with in-lbudget delivery. 
Strongly ........ Strongly 
Disagree Agree Rank 
12 3 4 5 
Q. Q Q 0 Q Q 
QQ Q Q Q Q 
QQ Q Q Q Q 
QQ Q Q Q Q 
QQ Q Q Q Q 
QQ Q Q Q Q 
QQ Q Q Q Q =1 
QQ Q Q Q Q 
After completing this questionnaire please return it in the free post envelope supplied- 
3 l/ca, r/ yot 
