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methods for solving the large and sparse blocked system of linear equations, as well as the
saddle point problemas a special case. And thenewmethods converge to the solutionunder
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1. Introduction
We consider the solution of systems of linear equations:
A1 0 · · · 0 V1
0 A2 · · · 0 V2
...
...
. . . 0
...
0 0 0 AL VL
U1 U2 · · · UL AL+1


x1
x2
...
xL
xL+1
 =

b1
b2
...
bL
bL+1
 , or Ax = b, (1.1)
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where Aˆ = diag (A1 A2 · · · AL) ∈ Rn×n, denote the blocked diagonal matrix
C = −AL+1 ∈ Rm×m,
y = (x1, x2, . . . , xL)T ∈ Rn, f = (b1, b2, . . . , bL)T ∈ Rn, z = xL+1 ∈ Rm,
g = bL+1 ∈ Rm andm ≤ n. We further assume that the matrix A is large and sparse; see [1–3].
The linear system (1.1) arises in a variety of scientific and engineering applications, including computational fluid
dynamics, mixed finite element of elliptic PDEs, constrained optimization, constrained least-squares problem and so on.
In large number of these applications, the linear system (1.1) is called a saddle and positive stable, when r(Ui) = m for
some i (i ∈ [1, . . . , L]) namely full row-rank, and C = 0. In this case, the linear system (1.1) is called a classical saddle
point problem, which was studied in many papers on iteration methods [1,2,4–18], such as Uzawa-type method [15–18],
HSS iteration methods [19], preconditioned Krylov subspace iteration methods [20], restrictively preconditioned conjugate
gradientmethods [21]. However, there are other situations [22–29], amongwhich themost notable is the numerical solution
of the Navier–Stokes equations of fluid dynamics. When Aˆ is blocked diagonal matrix, Aˆ 6= AˆT and its symmetric part
H := 12 (Aˆ+ AˆT ) is positive stable, r(U) = m, and C is symmetric and semi-stable, the linear system (1.1) is called generalized
saddle point problem.
The linear system of Eq. (1.1) can be written in the following form[
Aˆ UT
U −C
] [
y
z
]
=
[
f
g
]
. (1.2)
Instead of solving (1.1), Bai and Golub [30] solved the following system equation:[
Aˆ UT
−U C
] [
y
z
]
=
[
f
−g
]
or Ax = b. (1.3)
The coefficient matrix of (1.3) has the following desirable properties.
Lemma 1.1 ([1, Theorem 2.2]). Let A ∈ R(n+m)×(n+m) be efficient matrix defined in (1.1). Assuming that H := 12 (A + AT ) is
positive stable, U has full row-rank, C is symmetrical and positive semi-stable, and ker(H) ∩ ker(U) = ∅, where ker(·) denotes
the null-space of the corresponding matrix. Let σ(A) denote the spectrum of A and λ ∈ σ(A) is an eigenvalue of A. Then
1. A is non-singular;
2. A is semi-positive: q ∈ Rn+m;
3. A is positive stable: λ > 0 for all λ ∈ σ(A).
Thus by changing the sign of last m equation in (1.1), we can gain the positive stableness, then by appropriate transformation, the
equivalent generalized saddle point system can be equivalently seen as the saddle point system.
Lemma 1.2 ([2, Theorem 3.1]). Let A,M ∈ Rn×n be non-singular, A = M − N is a splitting of the matrix A, and T = M−1N. If
xTAx 6= 0 and x
TMx
xTAx
>
1
2
, (1.4)
hold for any x ∈ Rn, x 6= 0, then we call A = M − N a generalized P-regular splitting; if (1.4) holds for x ∈ ET , x 6= 0, we call
A = M − N a local P-regular splitting; for the iteration matrix T = M−1N, where we use ET to denote the set of eigenvectors
of the matrix T with, at least, one eigenvector being associated with each of its distinct eigenvalues. Obviously, when A ∈ Rn×n is
symmetrical and non-singular, the splitting is a generalized P-regular splitting if and only if it is a P-regular splitting.
Lemma 1.3 ([2, Definition 3.1]). Let A,M ∈ R(n+m)×(n+m) be non-singular and A = M − N. Denote T = M−1N and assume
xTMx 6= 0 (∀x ∈ ET , x 6= 0). Then ρ(T ) < 1 if and only if A = M − N is a local P-regular splitting.
In this paper, wewill focus on these problemswith certain structure like the large sparse system of linear equations (1.1),
which provides a frame work for saddle point problem and successively rank-one updated problem. This kind of structure-
oriented algorithm makes the most use of the sparseness of the coefficient matrix, which has attracted much attention of
the research community (see [5,31]).
The remainder of the paper is arranged as follows. In Section 2, from the PHTI-method given in [1], we present a structure-
oriented algorithm (SHTI-method) and its modified form (MSHTI-method). Then their convergence theories under some
reasonable condition, namely, when the coefficient matrix is non-symmetrical positive stable matrix are established in
Section 3. In Section 4, numerical experiments for VLSI circuit design problem are presented. The numerical results show
that our new methods are feasible and efficient.
2. Iteration methods
In convenience of our subsequent statements, we stipulate that the considered multiprocessor system is made up of L
CPUs. Let (Ri, Si, Ei) (i = 1, 2, . . . , L) is amultisplitting of thematrixAL+1 ∈ RnL+1×nL+1 , i.e.Ri, Si ∈ RnL+1×nL+1(i = 1, 2, . . . , L)
are splitting matrices such that
AL+1 = Ri − Si, det(Ri) 6= 0, i = 1, 2, . . . , L, (2.1)
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in which Ri are nonnegative diagonal matrices and
L∑
i=1
Ei = I, I ∈ RnL+1×nL+1 (Identity matrix), (2.2)
for i = 1, 2, . . . , L. Assuming (Pi,Qi) is a splitting of the matrices Ri ∈ RnL+1×nL+1 , i.e. Pi,Qi ∈ RnL+1×nL+1 satisfy
Ri = Pi − Qi, det(Pi) 6= 0, (2.3)
(Mi,Ni) is a splitting of the matrix Ai ∈ RnL+1×nL+1 , i.e.Mi,Ni ∈ RnL+1×nL+1 satisfy
Ai = Mi − Ni, det(Mi) 6= 0, (2.4)
and (Fi,Gi) is a splitting of the matrixMi ∈ RnL+1×nL+1 , i.e. Fi,Gi ∈ Rni×ni satisfy
Mi = Fi − Gi, det(Fi) 6= 0. (2.5)
We will abbreviate the splittings satisfying Eqs. (2.1)–(2.3) as (Ri : Pi,Qi; Si; Ei) (i = 1, 2, . . . , L) and call it a two-stage
multisplitting of the matrix AL+1 ∈ RnL+1×nL+1 . Analogously, for i = 1, 2, . . . , α we will abbreviate the splittings satisfying
Eqs. (2.4) and (2.5) as (Mi : Fi,Gi;Ni; ) (i = 1, 2, . . . , L) and call it a two-stage splitting of the matrix Ai ∈ RnL+1×nL+1 .
Now, we consider the following iteration method called structure-oriented hybrid two-stage iteration method (SHTI-
method) and the modified structure-oriented hybrid two-stage iteration method (MSHTI-method) for solving the large and
sparse blocked linear equations (1.1) in the following.
Algorithm 2.0 (SHTI-Method).
yk,l = ElM−1l (Nlxk + b),
xk+1 =
L∑
l=1
Elyk,l.
Algorithm 2.1 (MSHTI-Method).
xk+1 =
(
I −
L∑
l∈Sk
El
)
xk +
L∑
l∈Sk
ElM−1l (Nlx
k + b),
(zk,l)j = (xk−dk,l,n)j.
Some basic restrictions on the parameters herein are:
j: 1 ≤ j ≤ L+ 1.
Sk: subset of {1, . . . , L+ 1}, nonempty, 0 ≤ k ≤ +∞.
El: nonnegative, nonzero, diagonal, 1 ≤ l ≤ L+ 1,∑L+1l El non-singular.
dk,l,n: 0 ≤ dk,l,n ≤ sk for all k ≥ 0, l ∈ Sk, 1 ≤ j ≤ L+ 1.
If A ∈ R(n+m)×(n+m) is a positive stable matrix, b ∈ Cn+m and x(0) ∈ Rn+m are the initial guess, then this algorithm leads
to the solution of system of linear equations (1.1). For p = 0, 1, 2, . . . until convergence,
1. Solve x(p+1)i p = 0, 1, 2, . . . through
xp,0i = x(p)i ,
x(p)L+1 = x(p)L+1,
Fix
p,k+1
i = Gixp,ki + Nix(p)i − Vix(p)0 + bi, k = 0, 1, . . . , k0(i, p)− 1,
x(p+1)i = xp,ki(i,p)i ,
Rix
(p)
L+1 = Six(p)L+1 − Uix(p+1)i −
L+1∑
l=i+1
Uix
(p)
i + bL+1, if i = 1,
Rix
(p)
L+1 = Six(p)L+1 −
i−1∑
l=1
Uix
(p)
i − Uix(p+1)i −
L+1∑
l=i+1
Uix
(p)
i + bL+1, if i = 2, . . . , L.
2. Solve x(p+1)L+1 p = 0, 1, 2, . . . , through
xp,i,0L+1 = x(p)L+1,
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Pix
p,k+1
L+1 = Qixp,kL+1 + Six(p)L+1 −
L∑
l=1
Ulx
(p+1)
l + bL+1, k = 0, 1, . . . , ki(i, p)− 1,
x(p+1)L+1 = xp,k0(i,p)L+1 , i = 1, 2, . . . , L.
3. Concurrently solve x(p+1)L+1 by
x(p+1)L+1 =
L+1∑
i=1
Eix
p,i
L+1
where {kj(i, p)}∞p=0, i = 1, 2, . . . , L, are positive integer sequences which are chosen either at the beginning of the
iteration or in the implementation of the method and
x(p) =
(
(x(p)0 )
T , (x(p)1 )
T , . . . , (x(p)L+1)
T
)T
, p = 0, 1, 2, . . . .
On the other hand, the introduction of the modified step
Rix
(p)
L+1 = Six(p)L+1 −
L+1∑
l=1,l6=i
Uix
(p)
i − Uix(p+1)i + bL+1, i = 1, . . . , L;
makes Algorithm 2.1 to be implemented in such a manner that each processor of the multiprocessor system cannot
carry out a varying number of local inner iterations until a mutual phase time is reached when all processors are ready
to contribute to the global iteration. Then it avoids the asynchronous waiting among the processors. Hence, it greatly
improves the parallel computing efficiency of Algorithm 2.0.
3. Convergence theories
After direct calculations we can rewrite Algorithm 2.0 in the following concise forms:
x(p+1)i =
[
(F−1i Gi)
ki(i,p) +
ki(i,p),∑
k=0
−
ki(i,p)−1∑
k=0
(F−1i Gi)
kF−1i Vx
(p)
L+1 +
ki(i,p)−1∑
k=0
(F−1i Gi)
kF−1i bi, (p = 0, 1, 2, . . .)
]
x(p+1)L+1 =
L∑
i=1
Ei
[
(P−1i Qi)
ki(i,p) +
k0(i,p)−1∑
k=0
(P−1i Qi)
kP−1i Si
]
xpL+1 −
L∑
i=1
Ei
k0(i,p)−1∑
k=0
(P−1i Qi)
kP−1i
L∑
i=1
Uix
(p+1)
i
+
L∑
i=1
Ei
k0(i,p)−1∑
k=0
(P−1i Qi)
kP−1i bL+1, (p = 0, 1, 2, . . .) .
(3.1)
Let us introduce matrices and vectors
HL+1,p =
L∑
i=1
Ei
[(
P−1i Qi
)ki(i,p) + k0(i,p)−1∑
k=0
(
P−1i Qi
)k
P−1i Si
]
,
GL+1,p =
L+1∑
i=1
Ei
k0(i,p)−1∑
k=0
(
P−1i Qi
)k
P−1i , bL+1,p = GL+1,pbL+1,
Hi,p = (F−1i Gi)ki(i,p) +
ki(i,p)−1∑
k=0
(F−1i Gi)
kF−1i Ni,
Gi,p =
ki(i,p)−1∑
k=0
(F−1i Gi)
kF−1i , bi,p = Gi,pbL+1,
Vi,p = −Gi,pVi, Ui,p = −GL+1,pUi,
(3.2)
for i = 1, 2, . . . , L. Then the above relations can be equivalently expressed as
x(p+1)i = Hi,px(p)i + Vi,px(p)L+1 + bi,p, i = 1, 2, . . . , L
x(p+1)L+1 = HL+1,px(p)L+1 +
L∑
l=1
Ul,px
(p+1)
l + bL+1,p.
(3.3)
Furthermore, if we define error vector
ε(p) =
((
ε
(p)
1
)T
,
(
ε
(p)
2
)T
, . . . ,
(
ε
(p)
L+1
)T)T = x(p) − x∗,
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where x∗ is the unique solution of the large and sparse blocked system of linear equations (1.1). From Eq. (3.3) we can obtain
that
ε(p+1) = T (p)SHTIε(p), p = 0, 1, 2, . . . (3.4)
with
T (p)SHTI =

H1,p 0 · · · 0 V1,p
0 H2,p · · · 0 V2,p
...
...
. . .
...
...
0 0 · · · HL,p VL,p
U1,pH1,p U2,pH2,p · · · UL,pHL,p HL+1,p +
L∑
i=1
Ui,pVi,p

. (3.5)
Therefore, to prove the convergence of method 2.0 we only need to verify that the error sequence determined by Eqs. (3.4)
and (3.5) satisfy ε(p) → 0 for p→∞. In the following, we will mainly discuss the sufficient conditions that can guarantee
the validity of this fact. Firstly, we consider the situation when the coefficient matrix A ∈ Cn×n is non-symmetrical positive
stable and non-singular. From Eq. (3.2), we can obtain that
I − Hi,p =
(
I − (F−1i Gi)ki(i,p)
) (
I − (I − F−1i Gi)−1F−1i Ni
)
= (I − (F−1i Gi)ki(i,p)) (I − F−1i Gi)−1 (I − F−1i Gi − F−1i Ni)
= (I − (F−1i Gi)ki(i,p)) (I − F−1i Gi)−1F−1i Ai,
for i = 1, 2, . . . , L; p = 0, 1, 2, . . . , and Ai are non-singular. It is obvious that I − Hi,p is non-singular if and only if 1 is not
an eigenvalue of either F−1i Gi or (F
−1
i Gi)
kj(i,p). Therefore, we learn that there exists a unique pair of matricesMHi,p and NHi,p
such that
Ai = MHi,p − NHi,p and Hi,p = M−1Hi,pNHi,p .
Moreover, matricesMHi,p and NHi,p are defined as
MHi,p = F(I − F−1i Gi)(I − (F−1i Gi)kj(i,p))−1 and NHi,p = MHi,p − Ai. (3.6)
Based on the above preparations, we can establish the following theorem for methods 2.0 and 2.1 when the coefficient
matrix A ∈ R(n+m)×(n+m) of the linear system (1.1) is positive stable.
Theorem 3.1. Let A ∈ Rn×n be a positive stable matrix, (Ri : Pi,Qi; Si; Ei) (i = 1, 2, . . . , L) is a two-stage multisplitting of the
matrix AL+1 ∈ RnL+1×nL+1 such that each of the splittings AL+1 = Ri−Si, (i = 1, 2, . . . , L) is a generalized P-regular splitting and
each of the splittings Ri = Pi − Qi, (i = 1, 2, . . . , L) is a local P-regular splitting, and (Mi : Fi,Gi;Ni; ) is a two-stage splitting of
the matrix Ai = Mi − Ni (i = 1, 2, . . . , L) is generalized P-regular splittings and Mi = Fi − Gi (i = 1, 2, . . . , L) is a symmetrical
and convergent splittings of Mi ∈ Rni×ni , which is a symmetrical positive stable matrix. Then for any initial vector x(0) ∈ Rn
Algorithm 2.0 converges to the unique solution of the large and sparse blocked system of linear equations (1.1) independent of the
positive integer sequences
{kj(i, p)}∞p=0, i = 1, 2, . . . , L; j = 1, . . . , L+ 1;
provided
kj(i, p) ≥ 1, i = 1, 2, . . . , L; j = 1, . . . , L+ 1; p = 0, 1, 2, . . . .
Proof. Since A ∈ Rn×n is a positive stable matrix, we see that Ai ∈ Rni×ni (i = 0, 1, 2, . . . , L) are all positive stable matrices.
In accordance with Lemma 1.1 we know that there exists a positive vector ui ∈ Rni , i = 1, . . . , L, such that
ui := Aiui > 0, i = 1, . . . , L.
On the other hand, from Eqs. (2.2)–(2.4) we can obtain that
HL+1,p =
L∑
i=1
Ei
[
(P−1i Qi)
ki(i,p) +
k0(i,p)−1∑
k=0
(P−1i Qi)
kP−1i (Ri − AL+1)
]
= (P−1i Qi)ki(i,p) +
α∑
i=1
Ei
[
k0(i,p)−1∑
k=0
(P−1i Qi)
kP−1i (Pi − Qi)+
k0(i,p)−1∑
k=0
(P−1i Qi)
kP−1i AL+1
]
= I −
L∑
i=1
Ei
k0(i,p)−1∑
k=0
(P−1i Qi)
kP−1i AL+1 = I − GL+1,pAL+1.
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And from Eqs. (3.5) and (3.6) we can analogously learn thatHi,p = I−Gi,pAi, i = 1, 2, . . . , L. Obviously, under the conditions
of the theorem the matrices Hi,p and Gi,p are nonnegative matrices for all i = 1, 2, . . . , L and p = 0, 1, 2, . . . . Hence, based
on Eqs. (3.5) and (3.6) we have
HL+1,puL+1 = uL+1 − GL+1,puL+1 ≤ uL+1 −
L∑
i=1
EiP−1vL+1 < uL+1.
Meanwhile, Mi = Fi − Gi (i = 1, 2, . . . , α) is a symmetrical and convergent splitting, it holds that ρ(F−1i Gi) < 1 (i =
1, 2, . . . , L). Hence,
ρ((F−1i Gi)
ki(i,p)) = ρ(F−1i Gi)ki(i,p) < 1.
As 
MHi,p = F(I − F−1i Gi)(I − (F−1i Gi)kj(i,p))−1
= Mi(I − (F−1i Gi)kj(i,p))−1
= Mi
+∞∑
p=0
(F−1i Gi)
kj(i,p)
for i = 1, 2, . . . , L; j = 1, . . . , L; p = 0, 1, 2, . . . . By applying (3.6) we have
MHi,p + NHi,p = 2Mi(I − (F−1i Gi)kj(i,p))−1 − A
= 2Mi((I − (F−1i Gi)kj(i,p))−1 − I)+Mi + Ni
= 2Mi
+∞∑
p=1
(F−1i Gi)
kj(i,p) +Mi + Ni.
(3.7)
In addition, for any even positive integer p, we have
Mi(F−1i Gi)
kj(i,p) = F(I − F−1i Gi)(F−1i Gi)kj(i,p)
= F(F−1i Gi)
kj(i,p)
2 (I − F−1i Gi)(F−1i Gi)
kj(i,p)
2
= (GiF−1i ) kj(i,p)2 Mi(F−1i Gi) kj(i,p)2 .
(3.8)
Because Ai = Mi − Ni is asymmetrical splitting, we know that Mi, Fi and Gi are symmetrical matrices. Moreover, Mi is
symmetrical positive stable. Eq. (3.8) shows thatMi(F−1i Gi)kj(i,p) are symmetrical positive semi-stablematrices for all positive
integers p. Therefore,MHi,p is a symmetrical positive stable matrix. Eq. (3.7) shows that the symmetrical parts of 2MHi,p − Ai
are exactly the symmetrical parts of 2Mi−Ai plus the symmetrical positive semi-stable matrices 2∑+∞p=1 Mi(F−1i Gi)kj(i,p), i.e.
K(2MHi,p − Ai) = K(2Mi − Ai)+ 2
+∞∑
p=1
Mi(F−1i Gi)
kj(i,p)
and the non-symmetrical part of 2MHi,p −Ai are exactly the symmetrical parts of 2Mi−Ai, i.e. K(2MHi,p −Ai) = K(2Mi−Ai).
Because A ∈ Cn×n is a positive stable matrix and Ai = Mi − Ni is a generalized P-regular splitting, we learn that
A = MHi,p − NHi,p is a generalized P-regular splitting, too. Now, by Lemma 1.3 we immediately know that
ρ
(
Hi,p
) = ρ (M−1Hi,pNHi,p) < 1, i = 1, 2, . . . , L; p = 0, 1, 2, . . . .
Likewise, based on Eqs. (3.5) and (3.6) we have
Hi,pui < ui, i = 1, 2, . . . , L; p = 0, 1, 2, . . . .
So there exist constants θ¯i ∈ [0, 1), (i = 1, 2, . . . , L) such that
Hi,pui < θiui, i = 1, 2, . . . , L; p = 0, 1, 2, . . . .
Hence the matrices Gi,p for i = 1, 2, . . . , L, p = 0, 1, 2, . . . are non-singular. Introduce matrices
Mp =

G−11,p 0 · · · 0 0
0 G−12,p · · · 0 0
...
...
. . . 0
...
0 0 · · · G−1L,p 0
U1 U2 · · · UL G−1L+1,p
 , p = 0, 1, 2, . . . ,
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Np =

G−11,pH1,p 0 · · · 0 −V1
0 G−12,pH2,p · · · 0 −V2
0 0
. . . 0
...
...
... · · · G−1L,pHL,p −VL
0 0 · · · 0 G−1L+1,pHL+1,p
 , p = 0, 1, 2, . . . .
By direct manipulations we know that holding
A = Mp − Np, T (p)SHTI = M−1p Np, p = 0, 1, 2, . . . , (3.9)
and
M−1p =

G1,p 0 · · · 0 0
0 G2,p · · · 0 0
...
...
. . .
...
...
0 0 · · · GL,p 0
−G1,pU1GL+1,p −G1,pU2GL+1,p · · · −G1,pULGL+1,p GL+1,p
 .
We can easily deduce from Eq. (3.9) that
M−1p v¯ ≥

1− θ1
1− θ2
. . .
1− θL+1
 v¯ ≥ (1− θ¯) v¯, p = 0, 1, 2, . . . ,
where θ¯ = max0≤j≤L θ¯j ∈ [0, 1). Now, from Eq. (3.9) we have
T (p)SHTIu¯ = M−1p Npu¯ =
(
I −M−1p A
)
u¯ = u¯−M−1p v¯ ≤ u¯−
(
1− θ¯) v¯ < u¯.
Hence, there exists a constant θ ∈ [0, 1) such that
T (p)SHTIu¯ ≤ θ u¯, p = 0, 1, 2, . . . .
Note from Eq. (3.5) that
T (p)SHTI ≥ 0 (p = 0, 1, 2, . . .) .
Let δ > 0, such that the initial vector ε(0) corresponding to method 2.0 satisfies∣∣ε(p+1)∣∣ = ∣∣∣T (p)SHTIε(p)∣∣∣ ≤ ∣∣∣T (p)SHTI∣∣∣ ∣∣∣T (p−1)SHTI ∣∣∣ · · · ∣∣∣T (0)SHTI∣∣∣ ∣∣ε(0)∣∣
≤
∣∣∣T (p)SHTI∣∣∣ ∣∣∣T (p−1)SHTI ∣∣∣ · · · ∣∣∣T (0)SHTI∣∣∣ (δu¯) ≤ δθp+1u¯→ 0 (p→∞) .
This immediately implies ε(p) → 0 (p→∞). 
Theorem 3.2. Let A ∈ Rn×n be a positive stable matrix, (Ri : Pi,Qi; Si; Ei) (i = 1, 2, . . . , L) is a two-stage multisplitting of the
matrix AL+1 ∈ RnL+1×nL+1 such that each of the splittings AL+1 = Ri−Si, (i = 1, 2, . . . , L) is a generalized P-regular splitting and
each of the splittings Ri = Pi − Qi, (i = 1, 2, . . . , L) is a local P-regular splitting, and (Mi : Fi,Gi;Ni; ) is a two-stage splitting of
the matrix Ai = Mi − Ni (i = 1, 2, . . . , L) is generalized P-regular splittings and Mi = Fi − Gi (i = 1, 2, . . . , L) is a symmetrical
and convergent splitting of Mi ∈ Rni×ni which is a symmetrical positive stable matrix. Then for any initial vector x(0) ∈ Rn
Algorithm 2.1 converges to the unique solution of the large and sparse blocked system of linear equation (1.2) independently of
the positive integer sequences
{kj(i, p)}∞p=0, i = 1, 2, . . . , L; j = 1, . . . , L+ 1
provided
kj(i, p) ≥ 1, i = 1, 2, . . . , L; j = 1, . . . , L+ 1; p = 0, 1, 2, . . . .
Proof. In the same condition as Theorem 3.1 we have
H¯i,p = I − G¯i,pAi, i = 1, 2, . . . , L.
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Fig. 1. dim = 600.
We only need to prove that ∀j ∈ Sk: subset of {1, . . . , L + 1}, nonempty, 0 ≤ k ≤ +∞, the Algorithm 2.1 converges.
Assuming that x(p+1)j = Hj,px(p)j + Vj,px(p)L+1 + bj,p, then
x(p+1)j+1 = Hj+1,px(p)j+1 + Vj+1,px(p)L+1 + bj+1,p,
ρ
(
Hi,p
) = ρ (M−1Hi,pNHi,p) < 1, i = 1, 2, . . . , L; p = 0, 1, 2, . . . .
And from the process of Algorithm 2.1, we see that |H0,px(p+1)j | < |x(p+1)j |. Because ρ(H0,p) < 1, U¯j,p = −GL+1,pUj ≤
Uj,p, H¯j,p ≤ Hj,p.
By Theorem 3.1, ρ(H¯j,p) ≤ ρ(Hj,p).
Similarly, we have for any initial vector ε(0), this immediately implies ε(p) → 0 (p→∞), which implies that the
Algorithm 2.1 converges to the unique solution of linear equation. 
4. Numerical experiments
In this section we will present some numerical experiments to compare our new methods with the classical Uzawa
method and PHTI-method for VLSI circuit design problem. We apply this as an example to solve imitatively the large and
sparse blocked linear equations (1.1) for which α = 2, ni = n¯ (i = 0, 1, 2) hence ni = 3n¯, A0 = Ai = A¯ ∈ Rn¯×n¯,Ui = Vi =
−I ∈ Rn¯×n¯, i = 1, 2 and
A¯ =
 B¯ −IB¯ −I
−I −I B¯
 , b =
1...
1
 ∈ Rn
where
B¯ =

8 −2
−2 8 −2
. . .
. . .
. . .
−2 8 −2
−2 8
 ∈ Rn¯×n¯.
The inner iteration numbers, namely, the positive integer sequences{
kj(i, p)
}∞
p=0 , i = 1, 2; j = 1, 2, 3
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are fixed to be {K}∞p=0. All our computations are started with an initial vector possessing all components equal to zero and
terminated once the current iterations x(p) obey ‖b − Ax(p)‖ ≤ 0.000001. The dimension of the system of linear equations
fixed 600 and 3000. We denote the Dimension of the coefficient matrix A of linear equations as dim. The elapsed time is
listed in Figs. 1 and 2 to show the numerical behavior of our new method. We learn that the elapsed time only depends on
the dimension n of the problem. All tests are started from zero vectors, performed in MATLAB with machine precision 10−6.
Memory: 1 G; CPU: T5750; HD: 250 G; time: second.
From the graphs (Figs. 1 and 2), although the dimension is 600 or 3000, we can see that the SHTI-method is faster than
the Classical Uzawa method in the test, and under the same condition theMSHTI-method is better than the SHTI-method. The
numerical results show that the feasibility and efficiency of theMSHTI-method is the best of all above.
Acknowledgements
The authors are very much indebted to the reviewers and the editor for their useful advice. The referees provided very
useful comments and suggestions, which greatly improved the original manuscript of this paper.
References
[1] Z.-Z. Bai, A class of parallel hybrid two-stage iteration methods for block bordered linear systems, Appl. Math. Comput. 101 (1999) 245–264.
[2] LiWang, Z.Z. Bai, Convergence conditions for splitting iterationmethods for non-symmetrical linear systems, Linear AlgebraAppl. 428 (2008) 453–468.
[3] S.Y. Feng, Generalized multisplitting asynchronous iteration, Linear Algebra Appl. 235 (1996) 77–92.
[4] R. Bru, L. Elsner, M. Neumann, Models of parallel chaotic iteration methods, Linear Algebra Appl. 103 (1988) 175–192.
[5] D.R. Wang, On the convergence of the parallel multisplitting AOR algorithm, Linear Algebra Appl. 154–156 (1991) 473–486.
[6] A. Hadjidimos, Accelerated overrelaxation method, Math. Comput. 32 (1978) 149–157.
[7] A. Hadjidimos, On the generalization of the basic iterative methods for solution of linear systems, Int. J. Comput. Math. 14 (1983) 319–335.
[8] A. Hadjidimos, On the convergence of some generalized iterative methods, Linear Algebra Appl. 75 (1985) 117–132.
[9] M. Neumann, R.J. Plemmons, Convergence of parallel multisplitting iterative methods forM-matrices, Linear Algebra Appl. 88–89 (1987) 559–573.
[10] P.J. Lanzkron, D.J. Rose, D.B. Szyld, Convergence of nested classical iterative methods for linear systems, Numer. Math. 58 (1991) 685–702.
[11] D.P. O’Leary, R.E. White, Multi-splittings of matrices and parallel solution of linear systems, SIAM J. Algebr. Discrete Methods 6 (1985) 630–640.
[12] D.B. Szyld, M.T. Jones, Two-stage and multisplitting methods for the parallel solution of linear systems, SIAM J. Matrix Anal. Appl. 13 (1992) 671–679.
[13] D.R.Wang, Z.-Z. Bai, D.J. Evans, A class of asynchronous parallel matrix multisplitting relaxationmethods, Parallel Algorithms Appl. 2 (1994) 173–192.
[14] Mei-Qun Jiang, Yang Cao, On local symmetrical splitting iterationmethods for generalized saddle point problem, J. Comput.Math. 231 (2009) 973–975.
[15] Z.-Z. Bai, B.N. Parlett, Z.-Q. Wang, On generalized successive overrelaxation method for augmented linear systems, Numer. Math. 102 (2005) 1–38.
[16] Z.-Z. Bai, Z.-Q. Wang, On parameterized inexact Uzawa methods for generalized saddle point problems, Linear Algebra Appl. 428 (2008) 2900–2932.
[17] J.H. Bramble, J.E. Pasciak, A.T. Vassilev, Analysis of the inexact Uzawa algorithm for saddle point problems, SIAM J. Numer. Anal. 34 (1997) 1072–1092.
[18] J.H. Bramble, J.E. Pasciak, A.T. Vassilev, Uzawa type algorithm for nonsymmetric saddle point problems, Math. Comput. 69 (1999) 667–689.
[19] Z.-Z. Bai, G.H. Golub, M.K. Ng, Hermitian and skew-Hermitian splitting methods for non-Hermitian positive definite linear systems, SIAM J. Matrix
Anal. Appl. 24 (2003) 603–626.
[20] M. Benzi, G.H. Golub, A preconditioner for generalized saddle point problems, SIAM J. Matrix Anal. Appl. 26 (2004) 20–41.
[21] Z.-Z. Bai, G.-Q. Li, Restrictively preconditioned conjugate gradient method of linear equations, IMA J. Numer. Anal. 23 (2003) 561–580.
[22] Shiv Chandrasekaran, Ming Gu, Jianlin Xia, Jiang Zhu, A fast QR algorithm for companion matrices, Adv. Appl. 179 (2007) 111–143.
[23] Richard S. Varga, Matrix Iterative Analysis, second ed., Prentice-Hall, Englewood Cliffs, NJ, 1999.
2376 Y. Zheng et al. / Journal of Computational and Applied Mathematics 234 (2010) 2367–2376
[24] Gene F. Globs, Matrix Computation, third ed., 1996.
[25] Jiu Ding, Aihui Zhou, Eigenvalues of rank-one updated matrices with some application, Appl. Math. Lett. 20 (2007) 1223–1226.
[26] A. Braue, Limits for the characteristic roots of a matrix. IV: application to autochastic matrices, Duke Math. J. 19 (1952) 75–91.
[27] J. Smith, Modern Operational Circuit Design, John Wiley & Sons, New York, 1971.
[28] M. Valkenburg, Analog Filter Design, CBS College Publishing, New York, 1982.
[29] D.A. Bini, Y. Eidelman, L. Gemignai, I. Gohberg, Fast QR eigenvalue algorithms for Heisenberg matrices which are rank-one perturbations of unitary
matrices, SIAM J. Matrix Anal. Appl. 29 (2007) 566–585.
[30] M. Benzi, G.H. Golub, C.K. Li, A preconditioner for generalized saddle point problems, SIAM J. Matrix Anal. Appl. 29 (2007) 672–684.
[31] GangWu, Eigenvalues and Jordan canonical form of a successively rank-one updated complexmatrixwith applications to Google’s PageRank problem,
J. Comput. Appl. Math. (2008) 365–367.
