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The anisotropic Kepler problem is a one parameter family of Hamiltonian 
systems recently introduced by Gutzwiller to approximate certain quantum 
mechanical systems. When the parameter p = 1, we have the ordinary Kepler 
or central force problem. This system is regularizable by any of several tvell 
knoxvn methods. When p > 1, the kinetic energy of the system becomes 
anisotropic. This destroys the integrability of the problem and changes the 
orbit structure of the system dramatically. In this paper, we shorn that the 
anisotropy of the kinetic energy also destroys the regularizability of the system, 
at least for most p > 1. 
INTRODUCTION 
The anisotropic Kepler problem is a one parameter family of classical 
mechanical systems with two degrees of freedom which depends analytically on 
a real parameter p. When p = 1 the system reduces to the ordinary Kepler or 
Newtonian central force problem. This system is of course completely integrable 
and the orbit structure is well understood. When p > I, some anisotropy is 
introduced into the system. This destroys the spherical symmetry of the system 
and changes the orbit structure dramatically. 
The anisotropic Kepler problem was first introduced by Cutzwiller as a 
classical mechanical approximation to certain quantum mechanical systems. In 
particular, this system arises naturally when one looks for bound states of an 
electron near a donor impurity of a semiconductor. Here the potential is due to an 
ordinary Coulomb field, while the kinetic energy becomes anisotropic because 
of the electronic band structure in the solid. Gutzwiller [a] suggests that this 
situation is akin to an electron whose mass in one direction is larger than in the 
other directions. For more details on the quantum mechanical applications of 
this work, we refer the reader to [3]. We deal here only with the corresponding 
classical mechanical systems. 
For p = 1, we have the ordinary (isotropic) Kepler problem. For negative 
total energy, orbits of this system are either closed or else lie on a cyiinder of 
orbits which begin and end in collision with the origin. These latter orbits are 
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singular solutions in the sense that they are not defined for all time. This situation 
can be rectified, however, by a process called regularization. Briefly, one extends 
such an orbit through collision via an “elastic bounce.” That this can be done 
analytically has been known for a long time [lo]. Thus the idea of regularization 
is to extend certain singular solutions so that they are defined for all time. 
In recent years there have been other more global regularizations of the 
Kepler problem. We mention here the paper of Moser [9], which exhibits a 
conjugacy between the geodesic flow on a sphere and the regularized Kepler 
problem for negative energy. Also, Easton [2] has introduced a method of 
regularizing vector fields by surgery. It is this point of view that we shall adopt 
here: a summary of Easton’s techniques is contained in Section 3. 
The goal of this paper is to show that the anisotropic Kepler problem is 
non-regularizable in the sense of Easton, at least for most values of p. This 
answers a question of Gutzwiller [4]. This also shows that the orbit structure of 
the anisotropic Kepler problem is much more complicated than the isotropic 
case. Indeed, in a separate paper [l], we have shown that for high anisotropy 
there exist subsystems of the anisotropic Kepler problem which are topologically 
conjugate to a Bernoulli shift on infinitely many symbols. 
In Section 1 below, we outline the basic properties of the anisotropic Kepler 
problem. We show that, via a change of time scale, the singularity at the origin 
may be removed. In its place we attach a smooth boundary to each energy 
surface. The scaled flow then extends analytically over this boundary, which we 
call the collision manifold. 
This technique has been exploited by McGehee in his study of triple collision 
in the collinear three body problem [7]. Indeed, the collision manifold he intro- 
duces at triple collision has many similarities to ours. In fact, triple collision 
represents a singularity which fails to be regularizable for exactly the same reasons 
that the anisotropic Kepler problem does. 
In Section 2 below, we discuss the flow on the collision manifold in some 
detail. In Section 3 we then use this flow to prove the regularization result: 
THEOREM. There is an open and dense subset 0 of parameter values in (1, m) 
for zvhich the anisotropic Kepler problem cannot be regularized. 
The idea of the proof is to show that orbits which approach the origin close to 
the x-axis leave a neighborhood of the origin close to either the positive or 
negative y-axis. Hence nearby orbits tend to leave a neighborhood of collision 
far apart. It is for this reason that the singular collision orbits cannot be extended 
in any continuous fashion. 
1. THE EQUATIONS OF MOTION 
In this section we discuss the basic properties of the planar anisotropic 
Kepler problem. The configuration space for the system is Q = R2 - {0} with 
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Cartesian coordinates q = (qr , qa). The phase space is the tangent bundle to Q 
which we denote by TQ. We take coordinates p = (pi , p,) in each fiber. 
The anisotropic Kepler problem is then given by a first order system of 
ordinary differential equations, or equivalently a vector field on TQ by 
~=MP, 
ti = -q/j q 1s. 
Here M is the 2 x 2 matrix 
M = (; y, 
I 
(1.2) 
where p >, 1. As we noted above, when pl = 1, we have the ordinary Kepler 
problem. 
Let X, denote the vector field on TQ given by (1 .l). Note that X, has a 
singularity at q = 0. Certain orbits of X, reach q = 0 in finite time; these are 
the collision orbits of the system. The question of regularization is then whether 
or not these orbits can be extended through collision in any continuous sense. 
The system (1.1) is a Hamiltonian system on TQ. Let V be the usual central 
force potential in the plane: 
Let K be the kinetic energy given by 
K(p) = +ptil/lp. (1.4) 
Note that the potential energy remains spherically symmetric for all p while the 
kinetic energy reflects the anisotropy of the system when p > 1. The total energy 
E of the system is then given by 
E=K-V. (l-3 
Then (1.1) may b e written in Hamiltonian form with E as the Hamiltonian: 
G = aiqap, 
f)= -aejaq. 
Since (1.6) is Hamiltonian, the total energy E is an integral for the system, i.e., 
E is constant along solution curves of X, . Hence we rnay restrict attention to the 
invariant level sets of E. These are the so-called energy surfaces for the system. 
We henceforth consider the restriction of X, to a single such energy surface 
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E-l(e) which we denote by Zk . ZG is a three dimensional submanifold of TQ 
since 
aE av _ g --=---mlqlSf 
a4 a4 (1.7) 
in TQ. Hence E has no critical points in TQ and thus all of the level sets of E are 
smooth submanifolds of codimension one. 
We wish to examine how the orbits of X, behave close to collision. To that 
end, we “blow up” the singularity at q = 0 via a change of time scale. This has 
the effect of gluing an invariant boundary onto each Ze . The new flow extends 
analytically over this boundary, and we can “read off” the behavior of orbits 
close to collision from the phase portrait of the system on the boundary. 
We first make a preliminary change of variables: 
q T YS 
p zzz p-l/2u 
w-9 
where s is a point on the unit circle 9 and where u is a vector in R”. In the new 
variables, the system (1.1) is transformed to 
p = y-lPst&~u > 
b = ?~+(Ml - (svml)s) 
il = P-“q~(s”Mu)u - s), ’ 
(1.9) 
while the total energy relation becomes 
&ltml = 1 + 7-e. (1.10) 
The system (1.9) is an analytic vector field on the open manifold (0, co) x 
S1 x R2. Note that the set of collision points has been expanded to (0) x 9 x R2. 
We now introduce a new time variable via 
dt = r318 d7. (1.11) 
In the new time scale, the system (1.9) becomes 
1’ = r(s”nlu), 
L = Mu - (s”Mu)s, 
li = gs”Mu)u - s, 
(1.12) 
where the dot indicates differentiation with respect to 7. 
We note several immediate consequences of this change of scale. First, (1.12) 
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has no singularity at Y = 0; in fact, this system extends analytically over all 
of [0, co) x St. x R2. Secondly, the boundary r = 0 is now invariant under the 
flow. Thus this change of time scale has the effect of pasting an invariant 
boundary onto the phase space, and the other orbits of (1.9) are simply repara- 
metrized. In the sequel we shall consider only the extended vector field (1.12), 
which we continue to denote by X, . 
We now restrict attention to a single energy surface Z, . Using the energy 
relation (1. lo), it follows that Ze meets the boundary r = 0 along the submanifold 
A defined by 
$.ttMu = 1, s arbitrary. (1.13) 
A is clearly diffeomorphic to a two dimensional torus which we call the co&ion 
manifold. Note that A is independent of the total energy. Thus the change of 
time scale above also has the effect of pasting an invariant boundary onto each zl, L 
X@ extends over this boundary as before, and is given by 
L = Mu - (dMu)s, 
il = gstMu)u - s. 
(1.14) 
Orbits in Z0 which previously began or ended in collision with the origin are 
slowed down by the change of time scale (1.11) and now tend asymptotically 
away from or toward A. Orbits which previously passed close to collision now 
come very close to A. How these orbits behave near the singularity is thus 
governed by the ilow on A. We therefore discuss this flow in some detail in the 
next section. 
2. THE FLOW ON THE COLLISION MANIFOLD 
The object of this section is to describe the flow given by (1.14) on the collision 
manifold. To facilitate the discussion, we introduce angular coordinates into 
phase space via 
s = (cos(S), sin(@)), 
u = (2(1 + ~-e))~/~(p-~~~ OS($), si.n($)). 
(2.1) 
The differential equations (1.12) become 
i = 2r(l + ,e)1ia($‘2 cos($) cos(8) f sin(+) sin(@), 
0 = 2(1 + Ye)ii8(sin(#) cos(0) - $!2 cos(#) sin(@), (2.2) 
$ = c1 +1rejl,2 (p’/’ sin(#) cos(8) - cos(+) sin(@)). 
258 ROBERT L. DEVANEY 
This system is again analytic in a neighborhood of Y = 0, and on A, the system 
reduces to 
4 = 2(sin($) cos(8) - $/2 cos(#) sin(e)), 
y4 = pl/” sin(#) cos(8) - cos(#) sin(e). 
(2.3) 
We use these and (s, u)-coordinates interchangeably in the sequel. 
Our first observation is that there are exactly eight equilibria for the system 
(2.3). 
PROPOSITION 2.1. The vector jield Xu admits exact& eight equilibrium poiltts 
on A. The locations as well as the characteristic exponents of these equilibribr-ia are 
as displayed in Table I. 
TABLE I 
Characteristic exponents 
Equilibrium point Onfl Oft-A Type 
(-742, -749 
(0, 0) 
(d2,77/2) 
(7194 
(- 74% 743 
(094 
(74, - 74) 
CT, 0) 
2 Sink 
2p Saddle 
2 Sink 
2p Saddle 
-2 Source 
-2 112 CL Saddle 
-2 Source 
- &‘P Saddle 
Proof. To see that these are the only equilibrium points on A we first note 
that 0 = 0 iff both # and 0 are multiples of rr, or else 
cot (0) = $1” cot ($b). 
On the other hand, $ = 0 iff both 4 and 0 are multiples of n, or else 
cot ($) = p cot (e). 
Since ,u > 1, it follows that 
cot (#) = 0 = cot (e). 
Examination of these various possibilities then yields the result. 
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The computation of the characteristic exponents is straightforward, and is left 
to the reader. We simply note that 
DX(P) =6 &i) 
where v = &2~1.‘:” or &2 depending on p, and where A is a 2 x 2 matrix giving 
the linearization of X, on A. Since 
p<9p-8 
it follows that 
P 1:1 
2< 
(911. - 8)1’s 
2 
and hence that each of the saddle points in A has one positive and one negative 
eigenvalue, as required. Q.E.D. 
-As a consequence of Proposition 2.1, there are two sinks, two sources, and four 
hyperbolic saddle points in fl for X,, . Through each saddle point p there passes 
an invariant curve for the flow which consists of two orbits tending asymptotically 
toward p in forward time. This curve is called the stable manifold at p and is 
denoted by FV(p). Also, through each saddle point there passes another invariant 
curve consisting of two orbits backward asymptotic to p. This curve is the 
unstable manifold at p and is denoted by W”(p). The local behavior (near p) of 
each of these curves is well understood. Our goal for the remainder of this 
section is to understand how these curves behave far away from the saddle 
points. 
Recall that a vector field on a manifold is called grad&t-like if there exists a 
smooth real-valued function which increases along all nonequilibrium orbits. 
PROPOSITION 2.2. Let f,: A -+ R be given by 
fu(s, u) = j AT-l/% I-l/“(s%t) (2.4) 
ruhere Ma is the 2 x 2 matrix given by 
EL” 0 
t > 0 1’ 
Tken X, is gradient-like with respect to f, . 
Proof. We first compute the time derivative off, along an orbit. 
f, = -i 1 &-lizs I-V(s$+“&f-lS) + 1 AT-Ws j-lje(& + &) 
= / AFk p(-*(s%l)" + s~&-~s(um3.a - I)) 
= 1 AC% I-W{ -&(S%q + stiwls). 
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Hence, using 2.1, we have 
1 M-1h j5/yu = (p-1/2 cos(8) sin(#) - sin(d) cos(+))a. 
Hence f, > 0. Now if f, = 0, it follows from (2.2) that 0 = 0. On the other 
hand, using 2.3, X, is never tangent to the curve defined by &’ = 0 in fl, except at 
at the equilibria. Hencef, increases along all non-equilibrium orbits. Q.E.D. 
We remark that the fact that X, is gradient-like on /l implies that there are no 
closed or recurrent orbits on 11. In fact, the only non-wandering points for the 
restriction of X, to fl are the eight equilibria above. It follows that all orbits must 
tend toward these equilibria in both forward and backward time. In particular, 
we have the following result concerning the stable and unstable manifolds 
of the saddle points. 
PROPOSITION 2.3. Each orbit in W”(O, 0) (resp. W”(r, 7~)) is forward asymp- 
totic to a distinct sink. Each orbit in W”(0, T) (resp. W”(T, 0)) is backward asymp- 
totic to a distinct so147ce. 
Proof. Note first that the gradient function f, (2.4) achieves its maximum 21/2 
at the sinks in (1, and its minimum -2r/s at the sources. Also observe that 
f*(o) 0) = 29L1’4 = fu(7r, ST) 
fu(%-, 0) = -23L-1'4 =f,(O,n). 
(2.5) 
Since f, must increase along nonequilibrium orbits, it follows that the unstable 
manifolds of (0, 0) and (n, n) fall directly into sinks, while the stable manifolds 
of (rr, 0) and (0, r emanate from sources. This completes the proof. ) Q.E.D. 
Figure 1 gives a sketch of the phase portrait of the restriction of X, to /l. 
For the rest of this section, we confine our attention to the remaining invariant 
manifolds of the saddle points. There are two possibilities for the ultimate 
behavior of these curves. Either the unstable manifolds die in sinks and the 
stable manifolds emanate from sources as above, or else one or more of these 
curves match up and we have an orbit connecting two distinct saddles. Such an 
orbit is called a saddZe connection. Our aim is to show that, for an open dense set 
of ,u > 1, there are no such saddle connections for X, . 
We first consider the flow on the collision manifold when p = 1, i.e., for the 
ordinary Kepler problem. In this case, the differential equations on/l are given by 
4 = 2 sin(4 - e), 
5) = sin(# - 0). 
(2.6) 
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FIG. 1. The flow on the collision manifold .A when p > 1. 
Observe that there are two circles of equilibrium points for this system: one 
given by $J - B = 0, the other by # - 0 = ZT. One computes readily that 
(2.7) 
which has eigenvalues 0 and - 1, while 
has eigenvalues 0 and +1. Kence the circle Z/J = 19 is an attractor for the flow, 
while # = 8 + z is a repellor. Indeed, all nonequilibrium orbits of (2.6) are 
backward asymptotic to the circle # = 6 + ST and forward asymptotic to 9 = 8. 
This can be seen as follows. From (2.6) we have 
Hence 
* - &e = constant (2.3) 
along all orbits of (2.6). Thus the orbits of (2.6) are constrained to lie on the 
circles given by (2.8). Clearly, each such circle meets # = 0 and $J = 0 + r in 
exactly one point, and one may check easily that the remaining orbits along such 
a circle travel between these two points as required. 
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Figure 2 gives a sketch of the phase portrait on the collision manifold when 
p = 1. 
Note that the unstable manifold through the point (-a, 0) = (v, 0) matches 
up exactly with the stable manifold through (n, r) when p = 1. For p > 1, both 
of these equilibria persist and are hyperbolic saddles. Furthermore, the stable 
and unstable manifolds through these points vary smoothly with p. This follows 
since (2.7) implies that both circles of equilibria for the Kepler problem are 
normally hyperbolic. Hence their stable and unstable manifolds vary smoothly 
under perturbation. We refer to [6] for a proof of this fact. 
FIG. 2. The flow on the collision manifold A when p = 1 (the Kepler problem). 
PROPOSITION 2.4. For an open and dense set of p > 1, the stable manifold of 
X, at (T, CT) does not match up with the unstable manifold at (-T, 0). 
Prooj. When p = 1, JP(--m, 0) matches up exactly with Ws(r, r). By (23, 
one branch of kP(--m, 0) lies along the line 
3) = gs + T/2 (2.9) 
for --rr < 8 < r. For p close to 1, this branch of IV~(---~, 0) varies only slightly. 
Let ?JtY, p) denote the #-coordinate of this branch, at least for --rr < 8 < 0 and 
p. close to 1. So {(O, 1) = ~rj2. Below we prove 
LEMU 2.5. (a/+) <(O, 1) < 0. 
Consequently, L(O, p) < rr/2 for p close to 1. Arguing similarly, one may also 
show that the WS(QT, z-) meets the line 0 = 0 slightly above the point (0, z-/2). 
Now recall the gradient function (2.4). One computes easily thatjU(O, $) > 0 
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for 0 < $ < 7~12 and that f,(O, 3) < 0 for 42 < tj < rr. This implies that, 
for p slightly larger than 1, the branches of W(-7r, 0) and W(7r, zr) above do 
not match up. 
The remaining branches of IP(-7r, 0) and W”( 71, Z-) also do not match up for LL 
close to 1, as one sees by applying the same argument along the line $ = 46 - ~12. 
Hence, using the gradient function above, we have 
at least for bh close to 1. 
Since X, varies analytically with p, it follows [6J that WU( -7,O) and W(rr, n> 
vary analyrtically with p for p > 1. Hence these invariant manifolds can match up 
for at most a discrete set of parameter values ,u > 1. This completes the proof 
with the exception of Lemma 2.5. 
Proof of Lemma 2.5. Eliminating time from (2.3) we have 
Qv 
-a = 
sin(# - 19) + E cos(8) sin(#) 
2 sin(# - ~5) - 2~ cos(#) sin(0) = F(6’ A ‘) 
where we have written E = p 1 l 2 - 1. In terms of E, <(IV, l) thus satisfies the 
equation 
Let 
We have shown (2.9) that 
t;,(S) = &e + n/2. 
We now compute c,(0): 
s * Z.-z sin(l, + s) --li 2 sin(<, - s) ” 
1 0 
s 
sin@ + 742) ds 
= 2 -~ sin(-4s + a/2) 
1 B 
s 
cow ds 
= z --?i cos(&s) 
= sin(e) - 42 - S/2. 
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Thus, when 6 = 0, we have 
5,(O) = 7 = & go, 0). 
This completes the proof of the lemma. 
Using similar techniques, it is not difficult to show: 
Q.E.D. 
PROPOSITION 2.6. For an open and dense set ofp > 1, each branch of Tf7~(,, 0) 
and TV(O, r) flzisses all branches of WS(r, r) and Ws(O, 0). 
Since the flow on fl is gradient-like, the only other possibility for the ultimate 
behavior of the unstable manifolds above is that they die in sinks. Similarly, the 
stable manifolds above must emanate from sources. Combining these remarks 
with Proposition 2.3, we thus have 
THEOREM 2.7. There is an open and dense subset 0 of (1, KI) such that, if 
p E 8, them the restriction of X, to A satisjies 
(a) All of the stable vzanifolds of the saddle points emanate j+onz tlze two 
sources. 
(b) All of the ulzstable manifolds of the saddle points die in sinks. 
We wish to observe one final detail about the flow on fl. 
PROPOSITION 2.8. Let p E 0 and let p be one of the saddle poz’fzts in A. Tlzen 
each branch of W”(p) (resp. W”(p)) d ies in a distiltct sink (resp. enzalzates from a 
dtitinct source). 
Proof. The differential equations (1.1) are invariant under the reflection 
(R#) - (4 34. (2.10) 
Note that (2.10) fixes each saddle point and interchanges each pair of sinks (and 
each pair of sources). Also, one checks easily that (2.10) interchanges the two 
branches of the unstable manifold at p, and also the two branches of the stable 
manifold. Hence if one branch of I/v”(p) is asymptotic to the sink at (42, r/2), 
then by symmetry, the other branch must be asymptotic to (-7r/2, 42). 
Similar arguments hold for W(p), and this completes the proof. Q.E.D. 
3. NON-REGULARIZABILITY OF THE EQUATIONS OF MOTION 
In this section we consider the question of whether or not the anisotropic 
Kepler problem can be regularized on each energy surface. We adopt the topolo- 
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gical point of view of Easton [2]; for connections between this type of regulariza- 
tion and the so-called analytic regularization we refer to [7]. 
We need some preliminary definitions. Let M be a Cio manifold and suppose X 
is a smooth vector field on M. We denote the (not necessarily complete) flow 
of X by Ct , i.e., for any p E M, &(p) denotes the integral curve of X through p. 
Let N be a submanifold with boundary of &I satisfying dim N = dim II5 We 
denote the boundary of N by n and distinguish three subsets of n: 
n+=(p~~2~for~omet<O,~,(p)~~~,t<s<O), 
~z-=(pEn/forsomet>O,+,(p)$N,O<s<t), 
T = (p En / X is tangent to n at p}. 
These subsets are called the ingress, egress, and tangency sets in n respectively. 
N is called an isolating block for X if 
(a) 7 is a codimension one submanifold of n, 
(b) 7 = n+ r\ n-. 
If N is an isolating block for X, then one checks easily that all tangencies of the 
vector field are exterior tangencies. 
Our goal is to surround the set of singularities of the anisotropic Kepler 
problem with an isolating block. Thus we further define 
a+- = -[p E IZ 1 $t(p) E N for all t > 0 for which$,(pj is defined}. 
a- = (p E rz ] &(p) E N for all t < 0 for which $,(p) is defined). 
Thus a+ consists of all points in n whose forward orbits die in N, while a- 
consists of those points whose backward orbits die in N. There is a natural 
Poincare map across the block 
CD: n+ - a- + n- - a- 
obtained by following orbits through N until their first intersection with IZ-. di is 
clearly a diffeomorphism. Finally, we say that X is regularizable (through N) if 
@ extends to a homeomorphism of all of z+. If the only singularities for X occur 
within N, then we say that the flow is regularizable. Intuitively, the flow is 
regularizable if one may connect all orbits which die at a singularity with an 
orbit that begins at the singularity in some continuous fashion. 
In order to apply the above considerations to the anisotropic Kepler problem, 
we introduce the function g: TQ -+ R defined by 
g(r, s, u) == r”(dAl-ls). 
Let S, denote the closed set g < E in TQ. 
266 ROBERT L. DEVANEY 
PROPOSITION 3.1. Suppose 0 < E < X/4ea where X = min(stM-4). Then 
S, n zl, is an isolating block for X, on the energy surface ZG . 
Proof. We first claim that the boundary g = E defines a smooth torus in -P, . 
Clearly 
r”(s”M-1s) = E (3.1) 
defines a simple closed curve in the (r, s)-plane. Also, the energy relation 
i$uti14u = 1 + er * (3.2) 
defines an ellipse in the u-plane, provided 1 + er > 0. This is always true if 
e 3 0. For e < 0 we have 
stiv-4 
r2(stM-1s) < h/4e2 < - 
4e2 
so that 
alongg = e. Hence 1 + er > 0 in this case also. It follows that the boundary of 
S, is a smooth torus in ZG . 
Next we investigate the behavior of orbits near the boundary g = E. Let g 
denote the time derivative ofg along an orbit of X,, . Using (1.14), one computes 
that 
t = 2rf(sW-1s) + 2r2(s”M-1s) 
= 2r”(du) 
Hence g = 0 iff stu = 0. If stu = 0, however, we have 
g = 4~@l) + 2r2($u + s”L) 
= 2r”(u~Mu - 1) 
= 2r2(l + 2re) 
where we have used (1.10). Hence 2 > 0 if e -> 0. If e < 0, 
1 + 2re > 0 
as we showed above. Hence g has a minimum along any orbit tangent to the 
boundary of S, . Finally, since stu = 0 defines two smooth circles in g =: E, 
it follows that the tangency set is a smooth submanifold having codimension 
one. This completes the proof. Q.E.D. 
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As a corollary, we observe that any orbit which remains in S, for all t > 0 
must be asymptotic to /l. Indeed, if this is not the case, then the w-limit set of 
such an orbit would lie entirely within S, . Since this set is compact and invariant, 
g would necessarily have a maximum along some orbit. But this cannot happen, 
as we showed in the proof of Proposition 3.1. Thus we have 
COROLLARY 3.2. If x E a+, then the orbit of x is forward asymptotic to A. 
Similarly, if y E a-, tlzen the backward orbit of y is asymptotic to A. 
We now consider a particular orbit which tends asymptotically to fl. Let y 
denote the orbit of X, which is everywhere tangent to the positive q,-axis and 
which tends toward fl as t ---f CD. Such an orbit exists since the system (1.1) is 
invariant under the reflection 
(Ql 9 4s 3 Pl 3 PA - (Ql , -qe > P, , -pd. 
Also, we denote by G+ (resp. u-) the orbit of X, which emanates from the 
origin and is everywhere tangent to the positive (resp. negative) q,-axis. 
PROPOSITION 3.3. (a) y is contained in the two dimensional stable man$old qf 
(0, 0,7r) in A. 
(b) CT+ (resp. u-) is contained in the one dimensional unstable manifold of 
(0,42,42) (resp. (0, -42, --n/2)). 
Proof. Any orbit which tends asymptotically (in forward or backward time} 
to /l must tend toward one of the equilibria in fl, since the flow of X, restricted to 
11 is gradient-like. The result then follows immediately from the change of 
variables (2.1) together with Table I. Q.E.D. 
Now the orbit y cuts the isolating block SE at a point which we denote by p. 
Similarly, CS* meet S, at q*. We wish to examine the behavior of the Poincare 
map di in a neighborhood of p, at least for the non-exceptional values of p given 
by Theorem 2.7. 
PROPOSITION 3.4. If p E 9, the Poincare map CD for X, satis$es: for my 
%ighboThoods tT of p and V* of q* there exist points u+, u- E U sucJ~ tlzat @(u+) E T7+ 
and CD(W) E V-. 
Proof. For E small enough, W(0, 0, ) x meets SE transversely in a smooth 
curve. Let p: L-1, l] -+ SE be a smooth curve which meets lV(O, 0, ZT) n $ 
transversely at p = F(0). Then p divides this curve into two pieces, one on each 
“side” of W(0, 0, n) for 1 s 1 small. Let pi( ), s i = II 2, denote these curves. We 
claim that there exists 6 > 0 such that, if 0 < j x j < 6, then @(j?,(s)) is contained 
in one of the neighborhoods V*, and @@a(s)) is contained in the other. 
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Now W"(O, 0, T) consists of two branches: a+, which dies in the sink at 
(0, r/2, r/2), and 01-, asymptotic to (0, -42, -42), at least for p E 0. Let W* 
be small transversals to a* respectively. By choosing W* smaller if necessary, we 
may assume that the forward orbits of all points in TV+ - /l leave S, through 
V-t, and similarly, the forward orbits of all points in W- - /l exit through V-. 
Also, using standard arguments, it follows that for 8 small enough, the forward 
orbit of each point in B(s), 0 < 1 s 1 < 6, crosses one of W+ or I&‘- before 
leaving S, . For definiteness, assume PI(s) crosses W+. Then, for 1 s 1 small 
enough, /3s(s) crosses W- before exiting S,. Hence @@r(s)) C V+ and @&(s)) C V-, 
at least for / s 1 small. This completes the proof. Q.E.D. 
The proof above shows that points close top are mapped by di to points close to 
either e+ or e-, depending on which “side” of Ws(O, 0, rr) the original points 
lie. Thus nearby pairs are mapped far apart by @. This implies that @ cannot be 
extended continuously to p and thus shows that the flow of X, cannot be 
regularized. We finally remark that the flow on LI is independent of total energy, 
and hence this result holds for all energy surfaces simultaneously. 
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