model of Stroop task performance is used to model data from a study by D. H. Spieler, D. A. Balota, and M. E. fiuist (1996). The results indicate that the model fails to capture overall differences between word reading and color naming latencies when set size is increased beyond 2 response alternatives. Further empirical evidence is presented that suggests that the influence of increasing response set size in Stroop task performance is to increase the difference between overall color naming and word reading, which is in direct opposition to the decrease produced by the Cohen et al. architecture. Although the Cohen et al.
with dementia of the Alzheimer's type, compared with healthy age-matched controls. Spieler et al. argued Because the experimental data from the Spieler et al. study came from a design that included more than two response alternatives, we extended the architecture of the model to accommodate this difference. However, we found that the extended model encountered some difficulty accounting for the obtained results. This led us to examine the model to determine what produced the difficulty. Our goal is to better understand the implications that these difficulties have for the Cohen et al. model and other similar models that invoke the same type of processing architecture to account for data from two distinct processing dimensions.
This article is divided into five sections. First, we provide a brief overview of the Cohen et al. (1990) model, along with a demonstration that we were able to successfully implement the original model. Second, we demonstrate that the Cohen et al. model encounters some difficulties when applied in a relatively straightforward fashion to the results from Spieler et al. (1996) . Third, we explore alternative models with different architectures that may eliminate these problems and argue that a problem in the Cohen et al. model is likely due to the special nature of its architecture in which there are only two responses available. Fourth, we present the results from an experiment dial demonstrates problems with the Cohen et al. model when the manipulations of the experiment directly map onto the Cohen et al. architecture. Finally, we conclude with a discussion of the implication of these results for both the Cohen et al. model and other models that attempt to account for two processing dimensions within identical types of processing architectures.
Overview of the Cohen et al. (1990) Model As shown in Figure 1 , the Cohen et al. (1990) model uses a PDF architecture with two main processing pathways: color and word. The model has four input units (two for color and two for word), two output units, and a middle (hidden) layer of four units that lie between the input and the output layers. Moreover, there are two additional input units that encode whether the task is to name the color or to read the word, thus reflecting the role of attention. The two output units correspond to the responses red and green. When a stimulus is presented to the model, activation spreads through the connections from the input units to the hidden units to the output units. The activation is strictly feed-forward in this model in that there are no reciprocal connections between layers or interconnections within layers.
During training, the weights of the connections between the units, and thus the strength of each pathway, are adjusted by using a back propagation algorithm (see Rumelhart, Hinton, & Williams, 1986) . Specifically, during training, an input is presented along with the appropriate output, and through the use of the back propagation algorithm the network gradually decreases the difference between its computed output and the correct output by adjusting the connection weights. To simulate the greater facility in reading words as opposed to naming colors, Cohen et al. (1990) trained the network a greater amount on the word patterns than on the color patterns. The result was that the connections in the word reading pathway became stronger than the connections in the color naming pathway.
After training the network, Cohen et al. (1990) were in a position to determine the adequacy of the model in accounting for actual Stroop performance. On each trial, Cohen et al. first turned on either the word or the color task node. The presentation of this stimulus before any other stimulus is presumably analogous to giving instructions (e.g., "read the word" or ' 'name the color'') to participants that allow them to set internal mechanisms for task-appropriate processing. For example, if the task was color naming, the color task node received an activation of one and the word task node received an activation of zero. Next, the corresponding input units for the color and word were activated with ones and zeros. For example, if the stimulus was the word red printed in green ink (the incongruent condition), the color unit red would receive a zero, the color unit green would receive a one, the word unit red would receive a one, and the word unit green would receive a zero. The neutral condition (assumed to be a colored row of Xs for color naming) was simulated by activating only the appropriate color or word units after the task units were activated. Once a stimulus configuration was presented, activation propagated through the network during a single cycle. Activation built up gradually across cycles in a cascadic fashion (McClelland, 1979) .
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•red" "green" Figure 1 . Network designed by Cohen, Dunbar, and McClelland (1990) to simulate Stroop performance (weights are reported in Table   2 ). Prom "On the Control of Automatic Processes: A Parallel Distributed
Processing Account of the Stroop Effect," by J. D. Cohen, K. Dunbar, and J. L. McClelland, 1990, Psychological Review, 97, p. 336. Copyright 1990 by the American Psychological Association. Reprinted with permission of the authors.
This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. 0.5 -0.3, red -green) and the evidence added to the green response would be -0.2 (0.3 -0.5, green -red). In contrast, when there arc more than two response units, the situation is more complex. For example, assume an architecture with three output units: red, green, and blue. If red had an activation of 0.5, green had an activation of 0.3, and blue had an activation of 0.1, then the evidence added to the red response would be 0.2 (0.5 -0.3, red -green), the evidence added to the green response would be -0.2 (0.3 -0.5, green -red), and the evidence added to the blue response would be -0.4 (0.1 -0.5, blue -red). When the evidence for a response reached a predetermined threshold, the network triggered that response as its output.
Two further aspects of the model are noteworthy: First, during each cycle, Gaussian noise was added to the input of each unit and to the response accumulators. Second, all of the hidden units in both pathways were given an initial negative bias. This negative bias has the effect of tonically inhibiting all units in a particular pathway in the absence of input from the attention unit associated with that pathway. The bias was set such that activating the appropriate attention unit gave all of the hidden units in that task pathway an initial net input of zero. Having a net input of zero placed those units in the most sensitive range of their activation function. In contrast, units in the competing pathway were kept at a negative bias and were much less sensitive to their respective inputs. The use of a logistic activation function (see Figure 2) introduces nonlinearily into the model and is credited with imparting many of the model's important behaviors (e.g., Cohen et al., 1990, p. 338) . When the net input to a unit is 0.0, large changes in the unit's activation arc produced by small changes in the net input. As the nel input becomes more positive or more negative, larger changes are needed in the net input to produce similar changes in activation. In mathematical terms, the logistic function's slope is at its peak (around 1) when the net input is 0.0 and decreases as the net input moves away from 0.0 in a positive or negative direction.
Replication of Cohen et al.'s (1990) Simulation
Our first step was to implement the original Cohen et al. (1990) 2-2 architecture displayed in Figure 1 . The only difficulty encountered was in the connection weights after training. The weights published by Cohen et al. were ostensibly for a training ratio of 10:1 (Cohen et al., 1990, p. 339, Figure 3) . However, the current simulation (Simulation 1) revealed that the weights reported by Cohen et al. after a 10:1 ratio were actually found after training Simulation 1 at a 5:1 ratio. This was later confirmed by Cohen (personal communication, J. D. Cohen, August 18, 1994) . Cohen et al. (1990) did not publish the mean number of cycles to reach a response threshold for each of the conditions. Fortunately, Mewhort, Braun, and Heathcote (1992) , who exten- The values that they obtained were found after running 10,000 trials, using Cohen et al.'s published weights. As shown in Table   I Cohen et al. (1990) simulated (Dunbar & MacLeod, 1984, Figure 3 ), an r' of .993 is produced, reflecting an excellent fit (Figure 3 ). The comparison is made by using a simple linear regression analysis, with the simulation's data as the independent variable and the empirical data as the dependent variable, the procedure used by Cohen et al. Thus, we were able to successfully implement the Cohen et al. model. Modeling the Data From Spieler et al. (1996) We now turn to our primary goal of attempting to capture the Spieler et al. (1996) results within the Cohen et al. (1990) framework. To match the design in the Spieler et al. study precisely, two changes needed to be made in the Cohen et al. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Mewhort et al. (1992) and by Simulation 1 for Color Naming and Word Reading, Using Cohen et al. 's (1990) Figure 4 . The amount of training again corresponded to Cohen et al.'s (1990) arbitrary restriction that the model arrive at a correct response in under 50 cycles. The stimuli used to train the model in Simulation 2 (at a 5:1 training ratio) were identical to those used in Simulation 1 but expanded to accommodate the Iwo new colors. In addition, the neutral conditions were simulated by activating a non-color word along with a color input after the appropriate task node was activated, which depended on whether the task was to name the word or the color. The connection weights for Simulation 2 (and all other simulations) are reported in Table 2 . The values for the mean number of cycles to reach response criterion based on 1,000 trials are reported in Table 3 , and the actual fit of the model to the data is displayed in Figure 5 .
As the results show, there is a strong discrepancy between the model's prediction and the observed data. In fact, r 2 is only .55 in Figure 5 . The major problem in the model's fit of the data is the difference between word reading and color naming. The model predicts that the word reading and color naming data should be much closer than the empirical evidence indicates. Moreover, as shown by comparing Simulations 1 and 2, one can see that the major difference appears to be that the word reading and color naming latencies are closer in Figure 5 . If one attempts to account only for the three color naming data points, the model does an excellent job, producing an r 2 of .999. However, when one includes the word reading data, as Cohen et al. (1990) did, the fit is quite poor.
Search for an Explanation
It is possible that Spieler et al. (1996) Cycles to Respond for Simulation 1 (2-2 architecture)
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Color Word Naming Reading Task Demand Figure 4 . The architecture used in Simulation 2 to simulate Spieler et al.'s (1996) data (weights are reported in Table 2 ). 
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Simulation 2: 4-8
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. 09 Note. In each architecture, each input unit has one excitatory connection to the hidden layer, and the remainder are inhibitory. The hidden layer unit also has one excitatory connection to the response layer, and the rest are inhibitory. Fx>r example, in the 4-4 architecture, the red word input unit excites one hidden layer unit (3.1) and inhibits the three other hidden units (-2.3). The hidden unit receiving the excitatory input excites the "red" output unit (3.3) and inhibits the other three responses (-2.6 ).
This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. To address this issue, we implemented two new architectures that had more units yet preserved symmetry. We used similar architectures to that in Simulation 2, but without the non-color words. Therefore, these simulations had the same architecture as the Cohen et al. (1990) model, but extended to three (Simulation 3) and four (Simulation 4) colors. The values of mean number of cycles for each condition that were obtained (for 1,000 trials) are shown in Table 4 . Because Simulation 4 used four colors, as did Spieler et al. (1996) , these values were analyzed against the Spieler et al. data. The fit is somewhat better than in the preceding simulation (r l = .859, see Figure   6 ), because the word condition is now a bit faster than in the This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. 
Set Size
The second major difference between the Cohen et al. (1990) 2-2 architecture and the Spieler et al. (1996) study, along with most Stroop studies, is a difference in set size. Thus, we explored the possibility that differences in set size may be contributing to the observed discrepancy between the model and the empirical data. Recall that the main difficulty encountered when trying to account for the empirical data is that the model exhibits a decrease in the relative difference between the word and color conditions as the number of units increases across architectures. Figure 7 shows that the decrease in the relative difference is the result of the word response latencies increasing as the number of units in the architecture increases, whereas the color response latencies actually decrease as the number of units in the architecture increases. This pattern appears inconsistent with that found in the empirical data (see MacLeod, 1991, p. 177 , for a review).
Specifically, the time to name colors typically increases, whereas the time to read words is only slightly affected. Thus, the connection weights were balanced, and the response unit was placed in the most sensitive range of activation at 0.5 (see Figure 2) . However, in architectures that have more than two units in each pathway, the excitatory and inhibitory inputs to the response units are not balanced. For example, in the 4-4 architecture, the weight in the word pathway to the red response unit from one hidden unit was 3.3, whereas the weights were -2.6 from each of the other three hidden units.
In the color pathway, there was one weight of 1.8 and three weights of -1.5. The response units are receiving a larger amount of inhibitory input compared with excitatory input in architectures with more than two units in each pathway. Thus, there is not the connection weight balance, so the response units are not placed in the most sensitive 0.5 range. The pattern of weight distribution produced by an increase in the number of units in each pathway appears to contribute to the convergence of the word and color conditions. The convergence of the color and word conditions in the symmetric architectures appears to be caused by the same mechanism responsible for the difficulties in the asymmetric architecture. One way of examining this effect is by looking at the 1 Tt should be noted that Simulation 4's architectural design does not exactly match Spieler et al.'s (1996) empirical design that it simulated, which makes interpreting the results more difficult. Simulation 4's design would be analogous to using a row of Xs in the neutral condition instead of the non-color words used in the Spieler et al. experiment. However, this does not account for the problems with the model, because we later present empirical data from a study that includes a neutral row of Xs and demonstrate that the problems still remain. Figure 8 . Response latencies for word and color (congruent, incongruent, and neutral conditions averaged) for the 2-2, 3-3, and 4-4 set sizes from the experiment unit competition and determines the speed of the response. Therefore, if both units begin at some value closer to the activation extremes (0.0 or 1.0), the response will be slowed. For example, consider the different responses across networks when the word task is activated. In the 4-4 architecture, each response unit attained a resting activation of 0.09 after activation of the word task unit. The lower value was a direct result of the greater amount of inhibitory input (one weight of 3.3 and three weights of -2.6). In the asymmetrical 4-8 architecture (four colors and eight words), each color response unit attained a resting activation of 0.01 after the word task unit was activated (one weight of 3.9 and seven weights of -1.9). The decreased activations move these response units into a less sensitive range and reduce the ability of the units' activations to separate quickly, which results in slower responses. When the color task unit is activated, a decrease in resting activation also takes place, but to a reduced extent because of the weaker weights in the color pathway (see Table 2 ). Therefore, as the number of units increases, the number of cycles to respond will increase in the word condition relative to the color condition, creating a convergence of word and color performance.
-
Word Color Task
In the present simulations, although the word reading latencies increased, the color naming latencies did not increase as the argument above would indicate. Recall that the networks received increased training, which was necessary to allow all conditions to respond correctly in under 50 cycles. Therefore, as network size increased, the incongruent color condition was held relatively constant at around 50 cycles. The neutral color condition became slightly faster because of the stronger weights in the color pathway that result from increased training. The stronger weights in the color pathway, as well as the stronger weights in the word pathway, contributed a greater amount of activation and thus sped the response in the congruent color condition.
Perhaps a more appropriate method of comparing results across architectures may be to lift the arbitrary 50-cycle restriction and instead train all the networks to an equal degree.
2 This assumption was tested by training Simulation 3 (3-3 architecture), Simulation 4 (4-4 architecture), and Simulation 2 (4-8 architecture) at 1,000 epochs, the same as Simulation 1 (2-2 architecture). As can be seen from Table 5 , the problem of the word and color conditions converging is not eliminated. The number of cycles needed to respond in the word conditions Table 5 Mean increased across the simulations as the number of units increased, whereas the color-congruent condition remained relatively stable. Again, the word conditions approached, and eventually overtook, the color-congruent condition in a manner that is incompatible with empirical findings.
Number of Cycles for Color Naming and Word Reading for the 2-2 (Simulation 1), 3-3 (Simulation 3), 4-4 (Simulation 4), and 4-8 (Simulation 2) Architectures When Each Was Trained at 1,000 Epochs
3
In summary, the greatest separation between the word and color conditions is achieved with a symmetric architecture with the fewest possible units: the 2-2 architecture used by Cohen et al. (1990) . This greater separation produces the best fit to the empirical Stroop data that Cohen et al. modeled. However, if one uses an architecture that directly reflects the empirical manipulations that are being modeled by adding additional units, the model is less able to account for the empirical data because of the convergence of the word and color response latencies.
Experimental Implementation of the Simulations
As noted earlier, it appears that increasing set size (the number of color and word units) decreases the difference between 2 Another possibility is to increase the training ratio, which would speed the word responses and possibly alleviate the color-word conver-
gence. This possibility was tested by training the 4-4 architecture, which was trained at a 5:1 ratio, at a 10:1, and at a 20:1 ratio. To allow for direct comparisons, the number of epochs trained was adjusted for each ratio such that the color pathway always received 300 epochs. The with the same pattern of color-word convergence occurring. Again, the resting activations were placed in a less sensitive range and moved closer to an activation extreme. Interestingly, in these simulations, the resting activations increased rather than decreased as before. However, the same mechanism responsible for the convergence in the previous simulations operated in these simulations. For example, in the 4-4 network, when two units were used and the word task unit was activated, the response units attained a resting activation of .59. When the color task unit was activated, the response units attained a resting activation of .54. Thus, the word pathway began in a less sensitive range and closer to an activation extreme. The imbalance in the 4-8 network was worse with only two units used in the response set. The resting activation when the word task unit was activated was .73, and it was only .55 when the color task unit was activated, which decreased the fit.
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word and color performance in the Cohen et al. (1990) model. There is some evidence to suggest that increasing set size has the opposite effect in experimental studies of Stroop performance (see MacLeod, 1991, p. 177) . Specifically, increasing set size appears to slow down color naming and has little influence on word reading, thereby increasing the difference between color and word performance. Unfortunately, however, we are unaware of any study that systematically manipulated set size, without the introduction of additional variables. In fact, we were unable to find any Stroop study that directly matched the 2-2 architecture that Cohen et al. implemented. Therefore, we decided to conduct an experiment that factorially crossed set size to determine whether the results of such an experiment could be captured by the Cohen et al. model. Our experiment included three separate set sizes. One set size had two response alternatives and matched the Cohen et al. (1990) model's architecture. The remaining two set sizes had three and four response alternatives to match the 3-3 and 4-4 architectures, respectively (see the Appendix for a full discussion of the experimental method and results). The results from this experiment can be used in two ways: First, the data derived from the 2-2 set size can be used to directly test the Cohen et al. architecture. Second, the data derived across the set size manipulation can be used to directly test the influence of set size on the word-color difference.
The mean response latencies for both word reading and color naming for each set size are presented in Table 6 . Note that word reading is faster than color naming for each set size. More important, however, as one compares the difference between word reading and color naming across set sizes, it is quite clear that increasing the number of response alternatives slows down word reading latencies slightly, whereas it slows down color naming latencies to a much greater extent. Specifically, the 2-2 set size resulted in a word-color difference of 105 ms, the 3-3 set size resulted in a word-color difference of 169 ms, and the 4-4 set size resulted in a word-color difference of 179 ms. This is precisely the pattern suggested by MacLeod (1991) and is opposite the pattern observed when one increases set sizes in the Cohen et al. (1990) model.
In addition to the influence of set size on word-color differences, there is also an intriguing pattern in the facilitation and interference effects. Specifically, there is relatively little influence of word-color congruency for word reading performance, precisely as the Cohen et al. (1990) architecture predicts. However, when one considers the color naming performance, there appears to be an interesting trade-off between facilitation and interference effects. Specifically, there are large interference effects that increase across set sizes and comparatively small facilitation effects that are eliminated, and actually reversed, at set size 3-3 and set size 4-4. In fact, overall, there is not a reliable facilitation effect in color naming performance. This is not terribly surprising because, as MacLeod (1991) suggested, there is relatively little facilitation when one uses a neutral row of Xs as a baseline to measure facilitation and interference effects. Unfortunately, however, this is troublesome for the Cohen et al. architecture because each of the implemented architectures produced facilitation effects, albeit smaller than the interference effects. Of course, it is possible that we simply used an inappropriate neutral baseline condition. However, consistent with that suggested by the Cohen et al. architecture, we used the row of Xs as a neutral baseline. If one used another baseline condition, such as the neutral non-color words used in the Spieler et al. (1996) study, then one would encounter the other difficulty of an asymmetric architecture and increasing set size that initially led to a number of the present concerns. The point is that if one conducts an experiment that mimics the implemented architecture, then one finds little facilitation in the data but clear facilitation in the model. If one turns to a different neutral baseline, and actually implements this alternative neutral baseline, then one encounters problems of asymmetry and the problems associated with increasing set size. The primary motive for conducting this experiment was to see how well the Cohen et al. (1990) architecture fits the empirical data that directly matched the experimental design. As shown in Figure 9 , the overall fit is relatively poor (r 2 = .716) when all of the empirical data from each set size and each model are used in the analysis. 4 One might argue that because different models and different participants were used in each design, this may underestimate the quality of fit for a given implemented architecture. However, individual analysis of each simulation versus its analogous empirical data reveals that as the number of units increases, despite being symmetric, the quality of the fit systematically decreases (r 2 = .96 for the 2-2 architecture, r 2 = .92 for the 3-3 architecture, r 2 = .88 for the 4-4 architecture, and r 2 = .55 for the 4-8 architecture).
General Discussion
The original goal of this study was to model the changes found in normal aging and dementia of the Alzheimer's type on Stroop task performance in the Spieler et al. (1996) study by using Cohen et al.'s (1990) connectionist model. To accomplish this goal, we implemented a slightly different architecture that corresponded to the conditions used in the Spieler et al. study. Although this new architecture captured the color naming data, it was unable to account for the overall data pattern when word reading data were included. To address the question of whether the problems found were the result of using an asymmetrical architecture, we implemented two extended but symmetric architectures. These symmetric architectures produced better fits to the empirical data but encountered problems in capturing the individual patterns of results from the various conditions. These failures caused us to reexamine the data the Cohen et al. model simulated and raised the question of whether the implemented architecture mimicked the manipulations in the targeted experiment. We observed that the experiment simulated by Cohen et al. (i.e., Dunbar & MacLeod, 1984) involved a design that included more items in the response set than the 2-2 architecture implemented in the Cohen et al. model . To test the implications of this discrepancy, we reported the results from an experiment that directly investigated set size differences. The Cohen et al. architecture was unable to capture important aspects of the results from this experiment. Cohen et al. (1990) emphasized that the model shows that two processes that use qualitatively identical mechanisms and differ only in their strength can exhibit differences in speed of processing and a pattern of interference effects that make the process look as though one is automatic and the other is controlled. (Cohen et al., 1990, p. 334) Although there is little doubt that the model does in fact show these effects, the results are based on the stated assumption that the word reading and color naming processes use "qualitatively identical mechanisms.'' We believe that the present analyses and the extant literature question this assumption. Thus, the model will encounter difficulties when attempting to account for both word reading and color naming aspects of Stroop performance. It is likely that there are many different processes involved in word reading and color naming. For example, we are sympathetic to arguments that have been long espoused by word recognition researchers suggesting that visual word reading can be accomplished through a pathway that involves computations that map phonological information directly from the orthographic pattern (e.g., Coltheart, 1978; Seidenberg & McClelland, 1989) . In fact, such a nonsemantic route in word reading may be even more prevalent when the stimuli are repeated within the experimental session as in most Stroop studies. This additional route would keep the word reading response latencies relatively fast and impervious to set size manipulations and inconsistent color information, as indicated in the observed data. Although it may be possible to use a nonsemantic route with sufficient practice, we believe that such a route is much less likely to play a role in color naming. In color naming, participants are more likely to rely on the hue of the stimulus to access some meaning-level representation, which in turn drives the relevant name code. The additional analyses involved in color naming will keep performance in this task relatively slow compared with word reading. Clearly, this will in part depend on set size. When one is required to use more color responses within an experiment, this will increase the likelihood that participants cannot rely on simple stimulus-response mapping to generate the color name. Thus, one would expect a considerable slowdown in color naming as one increases the set size. Because words are more likely to directly drive the response through consistent orthographic to phonologic mapping, an increase in set size will produce a smaller influence on performance, as the present results indicate.
The point of this discussion is not to present a model of Stroop interference. There are many such models available that have been proffered with varying degrees of success (see Mac- This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Leod, 1991, pp. 187-193 , for a review). We believe that there are sufficient differences between the processing pathways of word reading and color naming that a model that uses identical architectures for each will be unlikely to fully capture the operations involved in both tasks within Stroop studies. In this light, it appears that the Cohen et al. (1990) model may be a useful model of the meaning-level interference effects that occur in Stroop studies, above and beyond the task-specific pathways that are relevant to word reading and color naming. However, without the implementation of these additional task-specific operations, we believe that it is unlikely that one will be able to fully capture the characteristics of word reading and color naming in the Stroop task. There are simply too many differences between the operations involved in word reading and color naming to fully capture differences in performance by using a model with identical architectures for each task. The observed problems may simply be a result of the particular implementation that Cohen et al. (1990) model, the two tasks affect each other in proportion to the level of automaticity each task has attained. Therefore, it is impossible to consider only one task without having implications for the other.
As noted above, we believe that it will be necessary to implement a qualitatively distinct route for word reading. A separate direct route for mapping the visual stimulus word onto an articulatory output may he the most obvious way to account simultaneously for both the asymmetric congruency effects in word reading and color naming and the word advantage over color naming (see Phaf, Van Der Heuden, & Hudson, 1990) . However, an area of investigation that deserves further exploration is the use of interactive models that maintain identical architectures for the word reading and color naming pathways. These models use excitatory between-layer connections and inhibitory withinlayer connections (see Cohen & Huston, 1994) . However, for these interactive models to be successful, they will have to demonstrate that they can overcome the difficulties of convergence, in addition to successfully capturing all of the effects that the original noninteractive Cohen et al. (1990) model captured, such as learning and attentional phenomena.
Despite these weaknesses, we should emphasize that we believe the Cohen et al. (1990) model has many strengths. For example, as noted, we believe that it serves as an excellent framework to account for the meaning-level interference effects that occur in Stroop performance. It is also one of the few computational models of Stroop performance available and, therefore, provides a useful framework for empirical tests. In addition, the model captures many aspects of color naming in the Stroop task, such as the asymmetry between facilitation and interference, stimulus onset asynchrony effects, practice effects, and response set effects. Finally, the inclusion of a task module that maintains instructional set is an important characteristic of the model that is often neglected in cognitive models. The major criticism that we have uncovered is that using identical architectures for both word reading and color naming routes may not be sufficient to accommodate latencies for each task. We do not believe that the processes in these two routes are ' 'qualitatively identical,'' and we believe that eventually the unique characteristics of each route will need to be implemented for a model to fully capture the wealth of 60 years of empirical work on the Stroop effect.
tween the two blocks. The experimenter remained in the testing room throughout the session to code the participant's vocal responses.
Results
Only response latencies from trials with correct responses were included in the analyses. In addition, response times that fell below 200 ms were assumed to be anticipations, and response times beyond 2,000 ms were assumed to be lapses of attention and were excluded from the analyses. Response times that fell beyond 2.5 standard deviations from each participant's cell mean were also excluded from all analyses. This screening procedure eliminated 1.9% of all correct responses in the 2-2 set size, 2.4% of all correct responses in the 3-3 set size, and 2.5% of all correct responses in the 4-4 set size. Table 6 presents the mean response latencies for both word reading and color naming for each set size.
A 2 (order) x 3 (set size) X 2 (task) X 3 (condition) mixedfactor analysis of variance (ANO\A) was used to examine the data. As expected, there were main effects of task (color naming or word reading), F( 1, 68) = 493.42, MSB = 4,984, p < .0001; set size (2-2, 3-3, or 4-4 architectures), F(\, 68) = 7.41, MSE = 22,707, p < .01; and condition (congruent, incongruent, or neutral), F(2, 136) = 279.03, MSE = 721, p < .0001. In addition, a main effect of order, F(2, 68) = 5.04, MSE = 22,707, p < .05, indicated that when word reading was the first task presented, participants averaged 528 ms for all conditions, compared with 561 ms when color naming was the first task. However, it is important to note that order was not involved in any interactions. The analysis did reveal reliable interactions between condition and task, F(2, 136) = 203.49, MSE = 789, p < .0001; between task and set size, F( 2,68) = 11.33, MSE = 4,984, p < .0001; and between condition and set size, F(2, 136) = 5.98, MSE = 721, p < .001. Furthermore, there was a highly reliable interaction among condition, task, and set size, F(2, 136) = 7.46, MSE = 789, p < .0001, indicating that not only was the difference between congruency conditions greater in color naming than in word reading but these differences increased as the number of alternatives in the response set increased from two to four. Separate analyses of the word reading and color naming tasks further elucidate these findings.
Word Reading
A 3 (set size) X 3 (condition) mixed-factor ANOVA was conducted on the word reading latencies to determine the effect of set size and congruency on word reading. This analysis yielded only a main effect of condition, F(2, 138) = 13.39, MSE = 90, p < .0001. There was no main effect for set size, E(2, 69) = 1.71, MSE = 9,803, p > .15, nor was there a reliable interaction between set size and condition. F(4, 138) = 0.97, MSE = 90, p > .40. Thus, there was no influence of set size on word reading latencies.
Color Naming
Turning to the color naming latencies, the 3 (set size) X 3 (condition) mixed-factor ANOVA yielded highly reliable main effects of both condition, F(2, 138) = 257.39, MSE = 1,400, p < .0001, and set size, F(2, 69) = 10.87, MSE = 19,146, p < .0001. In addition, the interaction between set size and condition was also reliable, F(4, 138) = 7.22, MSE = 1,400, p < .0001, reflecting the fact that the effect of congruency was different as the number of response alternatives increased. When the data were analyzed by using only the neutral and incongruent conditions, the results indicated that as the number of response alternatives increased, the interference effects became larger (80 ms in the 2-2 set size, 142 ms in the 3-3 set size, and 151 ms in the 4-4 set size). A highly reliable interaction between set size and condition, using only the neutral and incongruent conditions, confirmed this observation, F(2, 69) = 9.58, MSE = 1,897, p < .0002. In contrast, when the facilitation effect was examined (using only the neutral and congruent conditions), no main effect of congruency was found, F(2, 69) = 0.93, MSE = 617, p > .30, nor was there a reliable interaction between set size and condition using only the neutral and congruent conditions, F(2, 69) = 1.39, MSE = 617, p > .25.
