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Abstract 
A novel, non-volatile, organic capacitive memory device called p-i-n-metal-oxide-semiconductor 
(pinMOS) memory is demonstrated with multiple-bit storage that can be programmed and read out 
electrically and optically. The diode-based architecture simplifies the fabrication process, and makes 
further optimizations easy, and might even inspire new derived capacitive memory devices. 
Furthermore, this innovative pinMOS memory device features local charge up of an integrated 
capacitance rather than of an extra floating gate. 
Before the device can perform as desired, the leakage current due to the lateral charge up of the 
doped layers outside the active area needs to be suppressed. Therefore, in this thesis, lateral charging 
effects in organic light-emitting diodes (OLEDs) are studied first. By comparing the results from 
differently structured devices, the presence of centimeter-scale lateral current flows in the n-doped 
and p-doped layers is shown, which results in undesirable capacitance increases and thus extra 
leakage currents. Such lateral charging can be controlled via structuring the doped layers, leading to 
extremely low steady-state leakage currents in the OLED (here 10-7 mA/cm2 at -1 V). It is shown 
that these lateral currents can be utilized to extract the conductivity as well as the activation energy 
of each doped layer when modeled with an RC circuit model. 
Secondly, pinMOS memory devices that are based on the diode with structured doped layers are 
investigated. The memory behavior, which is demonstrated as capacitance switching for electrical 
signals, and light emission for optical signals, can be tuned either by the applied voltage or ultraviolet 
light illumination, respectively. The working mechanism is explained by the existence of quasi 
steady-states as well as the width variation of space charge zones. The pinMOS memory shows 
excellent repeatability, an endurance of more than 104 write-read-erase-read cycles, and currently 
already over 24 h retention time. Furthermore, an early-stage investigation on emulating synaptic 
plasticity reveals the potential of pinMOS memory for applications in neuromorphic computing. 
Overall, the results indicate that pinMOS memory in principle is promising for a variety of future 
applications in both electronic and photonic circuits. A detailed understanding of this new concept 
















   
Zusammenfassung 
Es wird ein neuartiges, organisches kapazitives Speicherelement demonstriert, das p-i-n-Metalloxid-
Halbleiter (pinMOS) Speicher genannt wird und eine Mehrfachbitspeicherung besitzt, die elektrisch 
und optisch programmiert und ausgelesen werden kann. Die auf einer Diode basierende Architektur 
vereinfacht den Herstellungsprozess sowie die weitere Optimierung und könnte sogar Inspiration 
für neue kapazitive Speichermedien sein. Darüber hinaus basiert dieses innovative pinMOS 
Speicherelement auf der lokalen Aufladung einer integrierten Kapazität und nicht auf einem 
zusätzlichem “Floating Gate”. 
Bevor das Speicherelement wie gewünscht funktioniert, muss der Leckstrom, der durch die laterale 
Aufladung der dotierten Schichten außerhalb des aktiven Bereichs verursacht wird, unterdrückt 
werden. Deshalb werden in dieser Arbeit zuerst die lateralen Aufladungseffekte in organischen 
Leuchtdioden (OLEDs) untersucht. Beim Vergleich verschiedener Device-Strukturen wird die 
Existenz von lateralen Stromflüssen im Zentimeterbereich in den n- und p-dotierten Schichten 
gezeigt, was zu einer unerwünschten erhöhten Kapazität und folglich einem höheren Leckstrom 
führt. Diese laterale Aufladung kann durch die Strukturierung der dotierten Schichten kontrolliert 
werden, was zu extrem geringen Gleichgewichtsleckströmen in den OLEDs (10-7 mA/cm2 bei -1 V) 
resultiert. Es wird auch gezeigt, dass die lateralen Ströme genutzt werden können um die spezifische 
Leitfähigkeit sowie die Aktivierungsenergie der einzelnen dotierten Schichten zu extrahieren, wenn 
diese mit einem RC-Modell modelliert werden. 
Im zweiten Teil werden pinMOS Speicherelemente, die auf der Diode mit strukturierten dotierten 
Schichten basieren, untersucht. Das Speicherverhalten, dass durch Kapazitätsschaltung für 
elektrische Signale und als Lichtemission für optische Signale gezeigt wird, kann entweder durch 
die angelegte Spannung, beziehungsweise durch die Belichtung mit ultraviolettem Licht eingestellt 
werden. Die Wirkungsweise wird durch die Existenz quasistatischer Gleichgewichte sowie durch 
die Größenänderung der Raumladungszonen erklärt. Der pinMOS Speicher zeigt eine hervorragende 
Wiederholbarkeit, eine Beständigkeit über mehr als 104 Schreiben-Lesen-Löschen-Lesen Zyklen 
und aktuell schon eine Retentionszeit von über 24 h. Weiterhin offenbaren erste Versuche in der 
Nachahmung von Neuronaler Plastizität das Potenzial von pinMOS Speichern für Anwendungen im 
“Neuromorphic Computing”. Insgesamt deuten die Ergebnisse an, dass pinMOS Speicher prinzipiell 
vielversprechend für eine Vielzahl von zukünftigen Anwendungen in elektronischen und 
photonischen Schaltkreisen ist. Ein tiefgreifendes Verständnis von diesem Konzept neuartiger 
Speicherelemente, für das diese Arbeit eine wichtige Grundlage bildet, ist notwendig, um weitere 
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We are living in a more and more electronic world where electronics like computers and phones, 
accompanied by modern communication techniques like internet, occupy our daily life. Electronics 
based on inorganic materials, i.e., silicon, are the main body of commercial applications owing to 
their advanced fabrication techniques and remarkable device performance [1]. However, silicon-
based devices cannot meet the emerging application requirements on flexibility and optical 
transparency, indicating that inorganic electronics are not appropriate candidates for the future 
tendency in foldable electronics or flexible electronics [2]. Furthermore, the expensive and energy-
intensive fabrication process limits the further development of silicon-based devices. Therefore, 
organic electronics that involve semiconductors, dielectrics, electrolytes, ferroelectrics, and even 
biological organisms, have been intensely investigated in the last decade. Their potential to make 
ultra-lightweight, low-cost, large area, printable electronics promises several commercial 
applications including electronic papers, imagers, sensors, organic light-emitting diode (OLED) 
drivers, etc [3-8]. Some of them can already reach the real consumer market, especially OLED based 
color displays that widely used in TV, computer, phone with long lifetime and high efficiency. Other 
organic electronics like organic field-effect transistors (OFETs) and organic solar cells (OSCs) are 
on the way to commercialization, while more exotic devices such as organic memories and lasers 
are studied with high expectations. 
 
Figure 2.1.1: Photographs of (a) phone with foldable OLED display, (b) flexible OSCs, and (c) skin electronics 
based on stretchable transistor array. Pictures are taken from [9-11]. 
Among major devices now being investigated in this large and ever-growing field, the demand for 
organic memory devices, which are data storage devices, increases along with the advance of digital 
information technology. Three memory technologies dominate the market: silicon-based solid state 





drives [12], [13]. Emerging technologies such as resistive random access memory (ReRAM), single 
transistor-based memory comprising a floating gate layer as charge-storage (trapping/detrapping) 
layer, ferroelectric memory including ferroelectric random access memory (FeRAM) and 
ferroelectric field-effect transistor (FeFET), phase-change random access memory, electrochemical 
memory have been intensively studied and some of them are about to enter the market [14-18]. To 
take advantage of unique properties from organic electronics for extending the field of applications, 
a wide variety of organic materials or hybrid materials, including polymers, small molecules, hybrid 
perovskite, ferroelectric organic polymers, have been studied and utilized as hysteretic elements in 
integrated memory devices, especially in organic non-volatile memory (ONVM) devices [19], [20]. 
Despite the architectural difference, organic memory devices that are most widely studied are those 
holding information by using resistance-switching behavior, which can be modeled by employing 
memristive equations and are widely proposed to participate in artificial neural networks as artificial 
neuromorphic devices [21-23]. However, another type of memory devices, the memcapacitors or 
capacitive memory devices, have received less attention although it can also possess memory 
behavior via switchable capacitances and even superior in prospective applications (like artificial 
neural networks) with lower power consumption and free of steady-state crosstalk currents [24-26]. 
Furthermore, similar to the role of OLED in electronics, memory devices nowadays should not limit 
to electrical accessibility but have functionality though optical pathways such as storage and read 
out of information via light emission. Such kind of memory devices are referred to as optical storage 
devices. 
 
Figure 2.1.2: Photographs of (a) organic flash memory and (b) re-programmable non-volatile memory arrays 
produced on flexible substrates. Pictures are taken from [27], [28]. 
With the consideration of appropriate device architecture, storage capabilities, device down-scaling, 
optical switching and read-out property, as well as easy fabrication, a novel concept of diode-based, 
non-volatile, capacitive memory device is demonstrated in this thesis. In the beginning, a 
fundamental introduction of organic semiconductors is provided in Chapter 2 as a theoretical 
background for carbon-formed molecules as well as the related charge carrier motions. Based on 
this knowledge, concepts of organic junctions like Schottky junction, p-n junction, p-i-n junction 
and devices like MOS capacitor and OLED, are further discussed in Chapter 3. An overview of 
organic memory devices is then presented in Chapter 4 with a focus on organic resistive memory 
devices, organic transistor-based memory devices, and organic ferroelectric memory devices. 
Within Chapter 5, the basics of experimental techniques that have been used for device fabrication 
and characterization are described, along with an overview of materials used in this thesis.  
In order to obtain a structure comprehension for further memory device optimization, the results part 




with doped layers that are larger than the active area. Not limited to the memory devices studied in 
this thesis, organic devices commonly have crossbar structures where doped layers are applied (with 
larger occupied area than active area) in a sandwich layer architecture stacked between two 
electrodes. The high conductivity of doped layers facilitates the charge carrier transport and thus 
device performance in organic electronics, but sometimes introduces a rarely noticed side-effects of 
leakage current and extra capacitance increase at low frequency. The leakage currents are in general 
unwanted for electronics as they increase the device’s power consumption, reduce the on-off or 
rectification ratio of transistors and diodes, and remove the information stored in memory device 
and thus ruin the basic memory function.  Here, by studying the centimeter scale lateral charge flow 
in OLEDs, an easy and effective method is proposed to prevent the introducing of leakage current 
by structuring the doped layers. With the assistance of a newly developed RC circuit, the controlled 
capacitive charge up of the doped layers outside the active area can be used for extracting the 
information about the conductivity as well as the corresponding activation energy of the n-doped 
and p-doped layer, simultaneously. In this way, the doped layer quality can be easily checked after 
device fabrication. More importantly, the device layout, especially for the memory device, is proven 
to require have well-structured doped layers. 
Further results and investigations regarding the proposed p-i-n-metal-oxide-semiconductor 
(pinMOS) memory are presented in Chapters 7 and 8. The pinMOS memory device is a memory 
device with multiple-bit storage that can be tuned and read out electrically or optically, i.e., it can be 
programmed by either voltage application via Zener tunneling or ultraviolet light illumination, and 
be read-out by either capacitance (electric signal) or light emission (optical signal). The pinMOS 
memory is based on an OLED with an integrated capacitor on which charges can be added or 
removed in fractions, revealing a very decent memory performance in terms of repeatability, cyclic 
endurance, and retention time. The working mechanisms, both under quasi and dynamic steady-state 
operation conditions, are proposed to get an essential understanding of this novel concept of device 
for further optimization or applications. Three advantages are pointed out for the pinMOS memory: 
easy to achieve multiple-bit storage and possibility for device downscaling; an easy fabrication 
process that is a straight-forward layer-by-layer deposition similar to OLED; the ability to be written 
and read out by light, which is attractive for future use in integrated electronic and photonic circuits. 
As summarized in Chapter 8, the pinMOS memory and the basic understanding behind it might open 
the pathway for future applications not only in the general electrical memory system but also in the 
full-color visual system, optical-electrical-optical repeater systems, or capacitive neural networks. 









2 Fundamentals of organic semiconductors 
In this chapter, the basic physical properties of organic semiconductors are introduced from aromatic 
organic molecules to solids and related charge carrier behaviors. The hybridization of carbon atoms 
and the resulting stable molecules with partially delocalized electrons are shown in Sec. 2.1 by using 
examples of ethane and benzene. The transition from a single molecule to a solid state molecule is 
discussed with the consideration of interactions between molecules and the spin of electronic state. 
Furthermore, two different charge carrier transport models are overviewed in Sec. 2.2 with different 
applicable conditions. Besides charge transport in the semiconductor, the injection from electrode is 
also highlighted in Sec. 2.3 with aspects of contact interface, current limitations regarding the 
injection barrier, and injection mechanism models. The doping, which is important for improving 
both, the charge carrier mobility and injection efficiency, is demonstrated in Sec. 2.4. This chapter 
paves the fundamental way of understanding semiconductor devices. 
2.1 Electronic states of a molecule 
2.1.1 Atomic orbitals and molecular orbitals 
Organic semiconductor materials are carbon-based materials with heteroatoms, therefore the 
discussion will start with the electronic structure of carbon atoms. A single carbon atom has six 
electrons in its ground state and atomic orbitals are referred to as s orbital and p orbital with angular 
momentum quantum number of 1 and 2, respectively. As illustrated in Fig. 2.1.1 (a), the s orbital is 
radially symmetric with a spherical charge distribution while the three p orbitals named after the 
plane in which they lie have a positive and a negative (the sign of the wavefunction) lobe with a 
“dumbbell” charge distribution [29]. The possibility of the electron being in either lobe in one p 
orbital is the same. When two atomic orbitals hybridize, molecular orbitals called σ-orbitals will be 
formed if it is head-on overlapping, otherwise π-orbitals will be formed if it is side-by-side 
overlapping (Fig. 2.1.1 (b)) [30]. 
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Figure 2.1.1: (a) The atomics and p orbitals. (b) The molecular σ and π orbitals. 
A single carbon atom has six electrons in its ground state with the configuration of 1s22s22p2, i.e., 
two electrons in a 1s orbital, another two in a 2s orbital, and the remaining two in two out of the 
three 2p orbitals (2px, 2py or 2pz) as shown in Fig. 2.1.2 (a). When carbon is in its elementary atomic 
form of 1s22s22px12py12pz0, only two covalent bonds are available to form in the singly occupied p 
orbitals. However, if one of the doubly occupied 2s electrons excited (or promoted) into the empty 
2pz orbital, four singly occupied orbitals enable four covalent bonds. As a result, new hybridized 
orbitals with more stable bonds, σ bond or π bond, are obtained by a linear combination of atomic 
orbitals between the 2s and 2p orbitals (Fig. 2.1.2 (b)).  
As shown in Fig. 2.1.2, after the electron excitation, there are three possible hybridizations from the 
combinations of orbitals, sp, sp2, and sp3, named after the number of participating p orbitals. For the 
sp hybridization, a 2s orbital hybridized with one out of the three 2p orbitals, resulting in two sp-
hybrid orbitals with a bond angle of 180° in a linear arrangement. In the case of sp2 hybridization, 
two p orbitals (assume to be 2px and 2py) are mixed with the 2s orbital, leading to three sp2 orbitals 
distributed in the xy-plane with a bond angle of 120° in a trigonal arrangement. The unhybridized 
2pz orbital is orthogonal to xy-plane of the new sp2 orbitals. When all of the three p orbitals 
participate, sp3 hybridization with four equivalent hybridized orbitals can be obtained with a bond 
angle of 109.5° in a three-dimensional tetrahedral construction. The combination of different types 
of hybridization leads to different chemical bonds between carbon atoms. For example, the 
combination of two hydrogen atoms and two sp hybridized carbon atoms results in ethyne (CH≡CH), 
which has one σ-bond and four π-bonds between the two carbon atoms. However, a similar case 
between two sp2 hybridized carbon atoms will lead to ethene (CH2=CH2) with only two π-bonds, 
and so on, two sp3 hybridized carbon atoms yield the molecule ethane (CH3-CH3) with σ-bond only. 
Therefore, hybridization has large impact on the molecules and consequently determines the 
properties of the materials. 
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Figure 2.1.2: (a) The ground state and excitation state configurations of the carbon atom. (b) The sp, sp2, and 
sp3 hybridizations and the corresponding carbon configuration. 
Among all types of hybridizations discussed above, sp2 hybridizations as well as the bonds between 
the sp2 hybrid orbitals are most important for organic semiconductors and thus will be further 
discussed in detail. The simplest case is ethene which has two threefold degenerate sp2 orbitals in-
plane and two 2pz orbitals from the carbon atoms out-plane being perpendicular as shown 
schematically in Fig. 2.1.3 [31]. Since energy contributions from orbitals of different energy are 
small, we can simplify the stimulation of resulting molecular orbitals energy by only considering 
the mutual interaction of orbitals at equal or similar energy. Here, a covalent σ-bond is formed 
between two out of the six sp2 orbitals along the internuclear axis, while σ-bonds are formed between 
the 1s orbitals that not shown here. Furthermore, π-bonds without rotational symmetry formed due 
to the interaction of the 2pz orbitals. The bonding molecular orbital comes from the energetic 
splitting of two single orbital energy levels with different resonance interactions and leads to 
different attractive forces. For the 1s orbitals which are close to the core, the resulting bonding from 
σ orbital and anti-bonding from σ*-orbital has little splitting due to the negligible resonance 
interaction. However, since the principal quantum number of the carbon 1s orbital is one, it will be 
fully occupied by two electrons, leading to no participation in the covalent carbon-carbon band. For 
the sp2 hybrid orbitals, due to a large amount of charge overlapping, they create a strong bonding σ 
and anti-bonding from σ* with a large resonance integral and thus a large energetic splitting. All 
three sp2 hybrid orbitals from one carbon own one single electron for each orbital. Once they 
combine with the electron from either another sp2 hybrid orbital in another carbon atom or the 1s 
orbital in the hydrogen atom, the new electron pair will fill the low-lying bonding σ and leave the 
high-lying anti-bonding σ* empty. Since the energetically lowest states will always be filled first, 
the low bonding states of the three σ orbitals will be filled right after the 1s orbitals. Finally for the 
pz orbitals which are comparable far away from the nuclei, the interaction between them is weak, 
resulting in weak splitting between the bonding π and anti-bonding π*. Due to the smaller charge 
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overlapping π-bonds, in general, are much weaker than σ-bonds. As the third order of being filled 
by electrons, the bonding π orbital is the highest occupied molecular orbital (HOMO). The next 
higher orbital in ethene is the anti-bonding π* orbital, which is empty, referred as the lowest 
unoccupied molecular orbital (LUMO). The energy gap is then given by the energetic distance 
between the LUMO and the HOMO level as: 
 𝐸𝑔 = 𝐸𝐿𝑈𝑀𝑂 − 𝐸𝐻𝑂𝑀𝑂 (2.1.1) 
In organic semiconductors, electronic processes like charge injection from metal electrodes, light 
absorption, photon excitation, etc. decide the application of the materials. Because of the weaker 
splitting of π and π* orbitals, the moderate energy difference between the orbitals or relative to the 
typical electrode work functions enables various electronic processes. For example, the charge 
injection from electrodes is impossible due to the significant energy difference, and the optical 
transitions between the σ and σ* orbitals will be out of visible light range, requires much higher 
energy like UV light. Therefore, the energy levels of HOMO and LUMO are two important orbitals 
for organic semiconductor applications, and their energy levels need to be tuned for their 
applications.  
 
Figure 2.1.3: (a) Schematic of sp2 hybridizations in ethene with σ and π orbitals. (b) Energy levels of the ethane. 
Furthermore, electrons can delocalize in the HOMO and LUMO in a conjugated system with 
neighboring sp2 hybrid orbitals sharing one π-bond, resulting delocalized π-system like benzene 
shown in Fig. 2.1.4 [32][33]. The electrons from the six pz orbitals with π-system bonds in benzene 
are effectively delocalized over the conjugated system across the full benzene ring. Meanwhile, the 
six sp2 hybrid orbitals are arranged in a planar hexagon with a larger network of carbon rings, 
forming σ bonds with either further carbon atoms or hydrogen atoms. Depending on the sign of six 
wavefunctions of the pz orbitals, the symmetry or antisymmetric combinations will result in six 
molecular orbitals. Among these molecular orbitals, different numbers of nodes lead to different 
energy levels, which are presented by three bonding π1, π2, π3 orbitals with lower energy and three 
anti-bonding π4*, π5*, π6* orbitals with higher energy. The HOMO (π2, π3 orbitals) and LUMO (π4*, 
π5* orbitals) are illustrated in Fig. 2.1.4 (b). 
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Figure 2.1.4: (a) Top view of sp2 hybrid orbitals in a carbon ring configuration. (b) Side view of pz orbitals 
and the delocalized ring-like π systems formed by π bonds at the above and bottom of pz orbitals. (c) Energy 
levels of the benzene and graphical representation of the molecular orbitals with their node planes. 
2.1.2 Solid states 
In a solid state, atoms or molecules are held together by a attractive force (beside repulsive force) 
between them. The strong covalent bonds which are the common bonds between inorganic atoms, 
cannot exist in organic semiconductors since all electrons are already incorporated in bonding 
orbitals by hybridization so that molecules do not usually form any further covalent bonds. However, 
the charge distribution of organic molecules is not entirely rigid, implying that a temporary 
fluctuating dipole moment can be induced if there is a temporal fluctuation in the charge distribution 
in a molecule (e.g. a displacement of the delocalized π-system). This dipole will further induce a 
corresponding fluctuating dipole in the second molecule. The attractive force between the correlated 
dipoles is the van-der-Waals interaction, which will stabilize the dipoles and which forms the 
attractive force between them. 
The van-der-Waals force strongly depends on the distance r between the molecules. When a 
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where 𝛼 is the polarizability of the second molecule which indicating the ability to induce dipole 
moments in charge distribution. Therefore, the potential energy associated with a van-der-Waals 
interaction is given by: 
 





which decrease with the sixth power of the distance and it is part of the Lennard-Jones potential 









where A and B are molecule specific coefficients. The nucleus will repel each other as they are all 
positively charged. The closer they get, the more repulsive the Coulomb interaction will be. 
 
Figure 2.1.5: Schematic of Lennard-Jones potential, consisting of an attractive and a repulsive part. 
As schematically shown n Fig. 2.1.5, with the increase of molecular distance r, the repulsive part 
decreases much faster than the attractive part and finally achieves an equilibrium state in a global 
energetic minimum. At the equilibrium state, the distance req between two bounded molecules is 
defined when the net force is zero, and the depth of the potential presents the maximum binding 
energy ϵeq needed for breaking the bond. Since the typical binding energy is in the range of several 
0.1 eV or smaller, similar to the thermal energy at room temperature (~0.25 eV), the bonds from the 
van-der-Waals force thus are really weak and can be broken thermally [35]. Furthermore, thermally 
induced energy fluctuations could already separate the two molecules if the kBT (kB is the 
Boltzmann’s constant) is higher than binding energy ϵeq, resulting in a liquid or gaseous phase and 
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Figure 2.1.6: Comparison of the distribution of the energy levels HOMO (or valence band) and LUMO (or 
conductive band) in (a) a single molecule, (b) amorphous solid, and (c) crystalline solid. 
Organic solids can be crystalline or amorphous. Due to the above discussed van-der-Waals forces 
between the organics molecules, most of them are not arranged perfectly in an amorphous solid. The 
molecule in the disorder solid state will polarize and redistributes charges with adjacent molecules 
for reaching an energetically favorable configuration. Therefore, the energy levels of the HOMO 
and LUMO in amorphous solid will shift due to the different interactions between neighboring 
molecules. As a consequence, the disorder arrangements of molecules from the local variations in 
polarization energy for electrons Pe and holes Ph will lead to a variety of different slight energy level 
shift as compared with a single molecule shown in Fig. 2.1.6 (b) [36]. 
In organic crystals, however, molecules have a regular arrangements, such as in anthracene or 
pentacene whose π-systems are mainly located above and underneath the molecular plane, resulting 
in close electron clouds and thus strong interaction. The regular arrangement of the molecules leads 
to the formation of electronic bands. Due to the polarization energy, the ionization potential 
decreases (by Ph) while the electron affinity is increased (by Pe), leaving a narrower bandgap in 
crystal as shown in Fig. 2.1.6 (c). 
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2.1.3  Singlet and triplet states 
 
Figure 2.1.7: (a) Orbital configuration schematic of singlet and triplet states. (b) Vector diagram of four spin 
wavefunctions regarding the relative orientations of the two electron spins for the singlet and the triplet states. 
(c) State schematic of singlet and triplet states with radiative (fluorescence for singlet state and 
phosphorescence for triplet state) and non-radiative decays. 
The spin of an electronic state of a molecule is given by the total spin of all electrons in all orbitals. 
As the Pauli exclusion principle states, it is impossible for two electrons in an atom to have the same 
four quantum numbers, which are the principal quantum number n, the Azimuthal quantum number 
ℓ, the magnetic quantum number mℓ, and the spin quantum number ms. Therefore, the maximum 
two electrons that occupy the same orbital have to have opposite spin states, and are referred to as 
spin pairing. These paired electrons in filled orbitals contribute zero to the total spin and the state is 
singlet ground state (S0). When there is an unpaired electron, a doublet state occurs that shows the 
splitting of spectral lines into a doublet. Further two unpaired electrons then result in triplet states. 
However, it is sufficient only to consider the concept of singlet and triplet states in this thesis since 
only these two states can be formed when one electron of the paired electrons is excited to a higher 
energy level [37]. In an excited state configuration, the unpaired electrons are usually one located in 
a π* orbital and one in a π orbital. For the singlet excited state, the spin of electron in the π orbital is 
promoted in the same spin orientation as it was in the ground state, therefore being antiparallel to 
the remaining electron in the π orbital, adding up a total spin of zero. For the triplet excited state, the 
spin of electron in the π orbital has the same spin orientation (parallel) as the unpaired electron in 
the π* orbital, resulting in a total spin of 1. As indicated in Fig. 2.1.7 (a), the excited states then can 
be referred to in energetic order as S1, S2 and so on for singlet excited state, or T1, T2, and so on for 
triplet excited state. The unpaired electrons in the excited state dominate the forming of a two-
particle system, consisting of four eigenstates for description as illustrated in schematic in 2.1.7 (b). 
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spin wavefunction S Sz 
Ѱspin, T+ = α1α2 1  1 
Ѱspin, T0 = 
1
√2
 (α1β 2 + β1α2) 1  0 
Ѱspin, T− = β1β2 1 -1 
Ѱspin, S = 
1
√2
 (α1β 2 − β1α2) 0  0 
Table 2.1.1: The spin wavefunctions of the four eigenstates to the two-particle system with the yielding total 
spin and magnetic field in the z-direction. 
Where the Ѱspin is the spin wavefunction, and α or β denote the spin wavefunctions of the one-
electron states with eigenvalues of s = 1/2, ms = 1/2 or s = -1/2, ms  = -1/2, index 1 and 2 refer to 
electron 1 and 2, giving the eigenvalues S of total angular momentum to be 1, 0, and Sz of magnetic 
field in z-direction to be 1, 0, -1. The first three spin wavefunctions with a total spin of 1 are the 
arrangement for the triplet states, while the last spin wavefunction with a total spin of 0 refers to the 
singlet state. As shown in Fig. 2.1.7 (c), there is an exchange energy of several tenths of eV by which 
the energies between the first singlet (S1) and triplet (T1) state differ, and which scales exponentially 
with the overlap of the respective electron wavefunctions. Therefore, the more significantly HOMO 
and LUMO overlap, the larger the exchange energy will be. Due to the spin selection rule, the triplet 
state T1 with lower energy level cannot be accessed by a direct electronic excitation from ground 
singlet state S0 [39]. When the electron in the ground singlet state S0 absorbs energy, it will excite to 
another singlet state S1, and then follows several possible processes that occur between different 
states. If the excited state S1 has a transition back to the S0, it will have either radiative or non-
radiative (quenching or relaxation) decay. The former case, referred to as fluorescence, will give off 
a photon which is invariably red-shifted, i.e., the wavelength is longer than the one that initially led 
to excitation. Nevertheless, the electron can also end up in the triplet excited state T1 via intersystem 
crossing, subsequent either non-radiative relaxation or phosphorescence that electron drop back 
down to the S0, accompanied by the emission of a photon.  
2.2 Charge transport 
2.2.1 Charge carrier mobility 
Charge carriers will move once they are injected into the semiconductor and then driven by an 
electric field with a gradient in the electrostatic potential Φ. The contributions from drift and 
diffusion will sum up to a total current as: 
 𝑗𝑡𝑜𝑡 = 𝑗𝑑𝑟𝑖𝑓𝑡 + 𝑗𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 (2.2.1) 
of which the drift current through the semiconductor can be given by the number N of charges e that 










= 𝑒𝑛𝑣𝑑𝑟𝑖𝑓𝑡 = 𝑒𝑛𝜇𝐹 (2.2.2) 
 
 
Fundamentals of organic semiconductors 14 
 
where l is the unit length, n is the number density of charges, that is, the charge carrier contraction,  
and vdrift is the  mean drift velocity that charges obtained from the electric field F. Therefore, the 
associated mobility of the charges can be gained from: 
 𝑣𝑑𝑟𝑖𝑓𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗= 𝜇𝐹  (2.2.3) 
Under a gradient in the electrostatic potential, there is also a gradient in the charge carrier 
concentration that leads to an effective movement from the region with higher concentrations 





= −eD∇n (2.2.4) 
where D is the diffusion coefficient. The final equation is the continuity equation (not shown), in 
which can be gained by using the Einstein relation between diffusivity D and mobility as: 
 𝑒𝐷 = 𝜇𝑘𝐵𝑇 (2.2.5) 
Based on the above discussion, the total current now can be sum up as: 
 𝑗𝑡𝑜𝑡𝑎𝑙 = 𝑒𝑛𝜇∇𝛷 − eD∇n (2.2.6) 
where the former part comes from the drift current and the latter part comes from the diffusion 
current. Which one dominates in the final current depends on the relative magnitude of the relevant 
gradients. In organic semiconductors, the charge concentration and its gradient are smaller 
(compared with that of inorganic semiconductors), and the current is thus usually dominated by drift. 
However, there are some exceptions like the condition of space charge limited current (SCLC). 
2.2.2 Charge carrier transport 
In the concept of orbital, the charge carrier transport is the process that an electron in the LUMO 
orbital transfer to the empty LUMO orbital, or a hole transfer between the HOMO orbitals 
equivalently. In order to have charge carrier transfer process, one necessary yet not sufficient 
condition is the electronic coupling among the sites in orbitals. At absolute zero temperature (T~0 
K), an electron (or a hole) in a regularly ordered crystal will move coherently within a band of states. 
If the crystal is then in an electric field, the scattering process at the band edge drives the charge 
carrier to move at constant mobility. However, for a molecular with irregular structure, such perfect 
conditions will not be the case. Close to a certain temperature, lattice vibrations of phonons will lead 
to additional charge carrier scattering. If such scattering is weak compared with the overall electronic 
coupling between the adjacent molecules, the band transport model can be used for describing the 
charge transport, yielding an inverse temperature relation with charge carrier mobility. If the 
vibronic coupling of molecular becomes comparable to the electronic coupling at a high temperature, 
the charge carrier will scatter at each site which can be described by a hopping model with different 
temperature dependence of the charge carrier mobility [40]. 
 
Band transport  As described above, band transport can be obtained in organic semiconductors that 
have a highly crystalline structure. In this case, the interaction energy is large than the energy 
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fluctuations from dynamic or static disorder, and charge carrier transport can be modeled by a band. 
The charge carriers are delocalized across the regularly arranged molecules that form a propagating 
Bloch wave which may be scattered by lattice vibrations [41]. As discussed above, compared to 
inorganic crystals where covalent interactions dominate, the electronic coupling is weak in organic 
molecular crystals. Furthermore, the bands of organic semiconductors will be narrow due to the van-
der-Waals force between the molecules, leading the charge carriers behave as if having a larger 
effective mass m* which is determined by the electronic coupling. Therefore, the charge carrier 





where 𝜏 is the mean scattering time between collisions of the charge carriers. As the Eq. 2.2.7 
indicates, a larger effective mass compared to the inorganic semiconductors results in a lower 
mobility, which can be easily understood by less efficient acceleration after a higher mass collisions 
with defects or phonons. 
When band-like transport prevails, the scattering with defects, phonons, or electron-interactions will 
increase with the increase of temperature and results in lower mobility as the temperature 
dependence equation: 
 μ ∝ 𝑇−𝑛,    0 < 𝑛 < 3 (2.2.8) 
of which the ideal exponent n is 3/2 at room temperature. At low temperature (T<50 K) however, 
the relation will no longer be true since the mobility is saturated. 
 
Figure 2.2.1: The temperature dependence of electron (n=2.90) and hole (n=1.40) mobilities in an ultrapure 
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An experimental example of proving the band-like transport in an organic molecular crystal was 
presented by Karl et. al by measuring the temperature dependence of charge carrier mobility in 
naphthalene crystal (Fig. 2.2.1) [42]. In a temperature range of 4 K to 300 K, both electron and hole 
mobilities were measured along the crystallographic a and b directions with different electric fields 
E. With the decrease in temperature, the mobility increases linearly in the double-logarithmic figure, 
revealing a temperature power-law with an n of 2.90 for hole transport and 1.40 for electron transport. 
When the temperature is below 30 K, the hole mobility reaches the saturation value and only shows 
the dependence on electric field. 
 
Figure 2.2.2: Schematic charge hopping transport in amorphous solids with a Gaussian DOS distribution. The 
orange arrows indicated the “uphop” where charge “jump” from low energy site to high energy site thermally, 
while the green arrows reveal the “downhop” where charge in the high energy site relaxes into the low energy 
site. The hopping process is only possible if the destination state is unoccupied. 
Hopping transport  In an amorphous organic semiconductor, regular arrangements of molecules 
no longer exist, and an energies spread, therefore, will come from dynamic or static disorder. If such 
energies are larger than the nearest neighbor interaction energy, the delocalized wavefunctions will 
be destroyed and thus band transport will not occur anymore. Herein, charge carriers are localized 
at individual states, i.e., the states in the HOMO and LUMO levels are distributed. The concept of 
incoherent hopping transport is applicable to this situation, as the carrier has to “hop” from its state 
(site i) into a nearby free state (site j) and then proceeds a sequence of non-coherent transfer. If the 
energy level of the destination site j is lower than the initial site i, the charge carrier can relax into 
the lower state site (green arrows in Fig. 2.2.2), which is preferred. Otherwise the carrier in the site 
i needs to be promoted with additional thermal energy in order to “jump” into site j which has higher 
energy (orange arrows in Fig. 2.2.2). This site to site carrier motion is a phonon-assisted tunneling 
mechanism, in which electrons tunneling through an energetic barrier involving lattice phonons 
whose energy facilitates the process [43][44]. The hopping rate (transition rate) νij can be given by 
Miller-Abrahams rate as: 
 




)  𝛥𝐸𝑖𝑗 >  0 uphop  
(2.2.9) 
 1  𝛥𝐸𝑖𝑗 ≤  0 downhop  
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where ν0 is the maximum hopping rate (attempt-to-escape frequency), and γ is the inverse 
localization radius that proportional to the transfer integral, ΔEij and rij are the energy and distance 
difference between the site i and j [45]. The transitions from lower energy site i to higher energy site 
j with energy difference ΔEij >> kBT is unlikely, indicating that unlike the band transport, hopping 
transport at low temperature is either impossible or has small mobility. The mobility can be 
expressed with temperature dependence as: 
 





where μ0 is the mobility with infinitely high temperature and T0 is proportional to the width of the 
Gaussian DOS (density of states) [46]. For the hopping transport, the higher the temperature, the 
lower the mobility will be, which is opposite to the band transport. 
When an external electric field is applied, the hopping transport is promoted since the electric field 
lowers the potential energy in the direction of the charge carrier drift. The probability of uphopping, 
where the carriers (electrons as the example) jump into energetically higher states, becomse higher 
since the electron gain additional energy of ca. e|F|a (a is the mean distance of the molecule ). 
Meanwhile, the number of “jumps” without the support from additional thermal energy is increased, 
indicating that the possible hopping sites increase. As a consequence, hopping mobility has field 
dependence as charges are transported more efficient with a higher electric field. 
Furthermore, the charge carrier concentration also determines the mobility of hopping transport as 
partly indicated in Fig. 2.2.2. When the carrier concentration is low, meaning the numbers of 
electrons in the LUMO (or holes in the HOMO) is less, the charge transport will happen in the region 
where the energy of the states is low, and the density is small. Therefore, the spatial site distance rij 
as well as energetic difference ΔEij between two neighboring sites are large, resulting in a low 
hopping rate according to Eq. 2.2.9. When the carrier concentration is high, the low states are filled 
with charges preferentially, allowing the energetically higher free states to participate in the hopping 
transport. Following the Gaussian distribution, the transport energy is more close to the maximum 
value of DOS, leading to a smaller rij and ΔEij that increase the charge transport mobility. 
It is worth to mention that although a one-dimensional schematic is shown for the hopping process, 
the three-dimensional space is the real model, where charge carriers can bypass the high energy sites 
by transporting through multiple low energy sites with larger total site distance.   
2.3 Charge injection 
2.3.1 Current limitation 
Under the dark condition, the currents that flow through a device (i.e., through a optoelectronic 
device where a semiconductor is applied with metal contacts in various layouts like organic light-
emitting diodes (OLEDs), organic solar cells (OSCs), organic field-effect transistors (OFETs), or 
organic non-volatile memories (ONVMs)) can be limited by either the efficiency of charge injection 
from the electrode, associated as injection limited current (ILC), or by the charge crowding, referred 
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to as space charge limited current (SCLC) [47-54]. In either case, the current density can be 
described by the drift current with the Eq. 2.2.2 discussed in Sec. 2.2.1. 
Metal-semiconductor interface  For maintaining a constant current flow in the device, charge 
carrier injection between the metal (electrode) and semiconductor is necessary and is limited by 
interrelated factors. If the current cannot meet SCLC conditions, which will be discussed later in this 
section, the current in the device is injection limited, i.e., the electrode cannot supply a sufficient 
number of charge carriers and the current is determined by these limited carriers. Otherwise the 
current will be limited as space charge limited current. Therefore, the ability of an electrode in 
sustaining SCLC conditions plays an important role in deciding the type of current limitations. Such 
ability, however, depends on both the injection barrier between the metal-semiconductor interface, 
and the charge carrier mobility of the organic semiconductor.  
The simplified case for contact discussion is a metal-semiconductor-metal device shown in Fig. 2.3.1 
(a) regardless of the band bending. The work function of both electrodes, Φano for anode and Φcat for 
cathode, are gained by taking the Fermi energy with respect to the vacuum level Evac. For ideal 
interfaces, the injection barrier for holes is given by the energy difference between the work function 
of the anode Φano and the ionization potential Eip of the semiconductor, while the electron injection 
barrier is the difference between the work function of the anode Φcat and electron affinity Eea of the 
semiconductor. The built-in potential is then the difference between the two electrode work 
functions. Although there are some little correlations as well as different derivations, several 
theorems state that the ionization energy and electron affinity can be approximated as HOMO and 
LUMO energy, respectively [55]. The carrier injection can be improved or designed by 
semiconductor bandgap tuning, electrode selection. Furthermore, devices with different carrier types, 
like hole-only device (Fig. 2.3.1 (b)) or electron-only device (Fig. 2.3.1 (c)), can be fabricated by 
blocking one type of carriers injection [56]. The higher the mobility of charge carriers, the more 
crucial is the height of the injection barrier. 
 
Figure 2.3.1: Energy diagram of the metal-semiconductor-metal device with (a) common alignment of energy 
levels, and (b) hole only transport or (c) electron only transport by tuning of electrode work function or 
semiconductor bandgap to prevent one type of carrier injection. 
Injection limited current (ILC)  When the injection barrier is large, the current flow is limited by 
the number of charges injected at the contact per time and per area. Here, the injection limited current 
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does not account for the subsequent carrier transport, and the associated injection rate for holes as 
an example can be given as: 
 𝑑𝑛+
𝑑𝑡
= 𝐺 − 𝑘𝑡𝑟𝑛+ − 𝛾𝑛−𝑛+ (2.3.1) 
where G is the rate of hole injection per unit volume, and n+, n− are the hole and electron 
concentration, respectively. Also, γ is the rate constant for bimolecular recombination and ktr is the 
rate constant for monomolecular decay which corresponds to the hole reciprocal transit time as 






where d is the semiconductor thickness and μ+ is the hole mobility. Here, the electric field is constant 
across the whole semiconductor as F = V/d . Since only hole injection is considered in this case, 
i.e., the electron injection is comparable small, yielding that  𝑘𝑡𝑟𝑛+ ≫ 𝛾𝑛−𝑛+  , the hole 
concentration n+ then can be calculated from the steady-state where d𝑛+/𝑑𝑡 = 0 to be 𝑛+ = 𝐺/𝑘𝑡𝑟 , 
which then, as mentioned above, can distort the drift current (Eq. 2.2.2) as: 
 






𝑑𝜇+𝐹 = 𝑒𝐺𝑑 (2.3.3) 
The Gd yields the rate of hole injection per unit volume, referred to as g. Then the current can then 
be expressed as j = eg , which has dependence only on the injection rate. The injection limited 
current (ILC) can be extended to electron injection or injection from both electrodes following the 
same assumptions above, and the gained current has no relationship with either the electric field or 
temperature. 
Space charge limited current (SCLC)  When the injection barrier is small, meaning sufficient 
charge carriers injected from the electrode, the current will be limited by space charge region formed 
with unlimited injected carriers. Although the condition that the amount of injected charge is greater 
than the device’s transport ability is conventionally associated with Ohmic contact, the current in 
SCLC case does not obey the predictions from Ohm’s law that varies linearly with the electric field 
F. For a metal-semiconductor-metal architecture in which the semiconductor has a thickness d,  
capacitance per unit area C, and dielectric relative permittivity 𝜀r, the charge Q of this sandwich-




 . Assuming that all gained charges will migrate from the injection electrode to the opposite 
electrode, the resulting current is j = Q/𝜏𝑑𝑒𝑣𝑖𝑐𝑒 where τdevice is the time it takes the charges to travel 










 which is clearly shows non-linear but quadratic relationship between the current and 
electric field. However, the current gained from this simplified calculation ignored the 
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 [29]. Therefore, a correction factor of 9/8 needs to be added according to the Mott-















Herein, since both the charge carrier concentration (not proven here) as well as the electric field 
contribute with linear dependencies on the applied voltage, the overall linearity is destroyed. 
However, the linearity can reflect in the measurable linear current-voltage relation in the 
semiconductor characterizations. 
Two current limitations described above set clear a limits to the injection ability, i.e., the metal-
semiconductor contact has either negligible contact resistance or significant contact resistance. 
However, the contact resistance has an exponential voltage dependence in reality, indicating that 
with the decrease of the electric field, the reduction of contact resistance is much stronger than the 
reduction of semiconductor layer resistance. As a consequence, the same device has different 
injection limitations in different voltage regimes: at low voltage, an injection limited current (ILC) 
is present, whereas at high voltage, a space charge limited current (SCLC) dominates [58]. 
2.3.2 Charge injection mechanisms 
The intrinsic conductivity of an undoped semiconductor is typically low, indicating that, in fact, the 
intrinsic semiconductor is an insulator. Unlike inorganic semiconductors, which have narrow 
bandgaps (e.g., crystalline silicon has bandgap value of 1.1 eV with an absorption edge of 1100 nm) 
and large relative dielectric constants (εr=11) to yield free electrons and holes with negligible 
Coulomb effects at room temperature, the bandgap of an intrinsic semiconductor is usually larger 
than 2 eV and the dielectric constant is as small as 3-4 [59]. Therefore, the excess charges generated 
by optical excitation have comparable large Coulomb attraction in between the hole and electron, 
resulting Coulomb-bound electron-hole pairs with non-negligible binding energy (normally 0.5-1.0 
eV) instead of free charge carrier. Therefore, unless the semiconductor is doped (will be discussed 
in the following section), the free charge carriers have to be injected from electrodes [60]. To 
overcome the injection barrier mentioned above in Fig. 2.3.2, either tunneling or thermal activation 
is needed in principle. 
 
Figure 2.3.2: Schematic of electron injection from the electrode to the semiconductor via (a) Richardson-
Schottky thermionic emission, (b) Fowler-Nordheim tunneling, i.e., filed emission, and (c) thermally activated 
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injection. Here, x is the distance from the electrode while the blue dash line (-eFx) donates potential energy 
due to the electric field F. Redraw from [29]. 
Richardson-Schottky thermionic injection  Modeling the Schottky effect, or also known as field 
enhanced thermionic emission, by the Richardson equation gives the Richardson-Schottky 
thermionic injection, in which there is the image-force-induced lowering of the barrier potential for 
charge carrier injection in the presence of an external electric field. Considering electron injection, 
the potential barrier leaving for thermal excitation is the difference between the work function of 
cathode and electron affinity of semiconductor  ∆= ∅𝑐𝑎𝑡 − 𝐸𝑒𝑎 as indicated in Fig. 2.3.2 (a) [61]. 
When an electron is at a distance x from the electrode, a positive image charge will then be induced 
on the electrode surface, creating attractive force (image force) toward the electrode. This image 
Coulomb force K is between the real electron at the distance x and its image charge at the distance -











and image potential Φimage can be given as: 
 







shown as a light red dash line in Fig. 2.3.2 (a). When an external field F is applied, the true potential 
barrier which results from the superposition of the external and the image charge potential is smaller 
than the initial potential barrier, enabling the electrons being injected from the metal with sufficient 
thermal energy (Fig. 2.3.2 (a)). The total potential follows: 
 V(x) = (∅𝑐𝑎𝑡 − 𝐸𝑒𝑎) + ∅𝑖𝑚𝑎𝑔𝑒 − 𝑒𝐹𝑥 (2.3.7) 
in which involves the potential barrier. By calculating the condition of dV(x)/dx = 0 , the minimum 











= 2𝐹𝑋𝑚 (2.3.9) 







with temperature dependence. 
Herein, the inelastic scattering is ignored in the potential barrier for kicking out the possible 
recombination during the injection process, requiring a long intermolecular spacing and appropriate 
electric field (< 1  MV/cm) [62][63]. 
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Fowler-Nordheim tunneling injection  As mentioned before, the injection barrier between the 
electrode and semiconductor is identified with the work function of the metal. With the presence of 
a strong electric field (~1 MV/cm), electrons can tunnel from the Fermi level of the metal through a 
triangular barriers into the vacuum as a one-step tunneling process, also known as field emission 
(Fig. 2.3.2 (b)). Neglecting the Schottky effect, which will be introduced in the next chapter, Fowler 







where ℏ  is the reduced Planck constant. Such field emission is temperature-independent and yields 
a straight with a slope of proportional to Φ3 when plotting ln(jNF/F
2) versus 1/F. However, the 
Fowler-Nordheim equation ignores the image potential, which is then only applicable when the 
injection barrier is much higher than an image charge that the injection is into the vacuum, obviously 
not the case for intrinsic organic semiconductor. Furthermore, for getting rid of the inelastic 
scattering, electron in organic molecular semiconductor needs to tunnel the distance that is several 
times of the intermolecular spacing, making it impossible even for molecular crystals.  
Thermally activated injection  In a disordered organic semiconductor, the models of either 
Richardson-Schottky thermionic injection or Fowler-Nordheim tunneling injection have limited 
applicability since both of them are driven from a view to crystalline, inorganic semiconductors. 
Therefore, a model shown in Fig. 2.3.2 (c) is developed by considering the image charge at the 
electrode, the charge carrier hopping transport, and the energetic disorder in molecules 
comprehensively. As Gartstein and Conwell state, with an initial thermal activation, an electron at 
the Fermi level of the electrode can “jump” to the tail state of the density of states (DOS) distribution 
of transport sites of the organic semiconductor [65][59]. As long as there is a neighboring hopping 
site with lower energy, the injected carrier at the tail state cannot relax back to the initial site close 
to the metal, or recombines with its image charge in the electrode, but continue motions by hopping 
transport as discussed in Sec. 2.2.2. 
2.4 Doping 
To increase the number of free charge carriers as well as to improve the injection efficiency, 
introducing dopants that act as electron donors or acceptors in the organic semiconductor is a 
common way. By doing so, the conductivity of a semiconductor, which is the sum of hole (+) and 
electron (-) conductivity that comes from the product of respective charge carrier density and the 
mobility as σ = 𝑛+𝑒𝜇+ + 𝑛−𝑒𝜇− , increases. Furthermore, the injection barrier is narrowed after 
doping, thus more charge carriers can be injected from the electrode and the injection current can be 
increased. 
A simple doping mechanism is illustrated in Fig. 2.4.1 with simplified one-electron images. In the 
intrinsic organic semiconductor (matrix molecules) with filled HOMO and empty LUMO, it 
behaviors as the host which can either accept an electron or donate one, depends on the band energy 
levels of the dopant. For p-type doping, the LUMO level of p-dopants with high electron affinity is 
close to the HOMO of the host matrix molecules. Therefore, an electron from the filled HOMO of 
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the host can transfer to the empty LUMO of the dopant, creating a free hole in the host, increasing 
the hole density, and lowering the Fermi level towards the HOMO of the matrix molecules. The p-
dopants in this case act as electron acceptors. Similar to the n-type doping with n-dopants that act as 
electron donors. Since the filled HOMO level of n-dopants is close to the empty LUMO of the matrix 
molecules, an electron can transfer to the LUMO of the host as a new free charge carrier in the 
organic semiconductor. The n-dopants are electron donors, leading to an increase of electron density 
and raising the Fermi level of the host toward its LUMO. 
 
Figure 2.4.1: Schematic of the molecular orbital levels of organic molecules (matric) and dopants for (a) p-
type doping and (b) n-type doping. 
In this thesis, doping is achieved by co-evaporation of matrix molecules and dopant molecules at the 
same. The p-dopant is 2,2’-(perfluoronaphthalene-2,6-diylidene)dimalononitrile (F6-TCNNQ) while 
the n-dopant is the alkali metal of Cs [66]. Both experimental and material details will be presented 






3 Organic junctions and devices 
This chapter introduces the fundamental concepts of junction and related semiconductor devices in 
organic electronics, especially in organic light-emitting diode (OLED). Regarding the metal-
semiconductor junction: a brief introduction of Ohmic contacts, ideal Schottky contacts, and 
Schottky contacts with surface states that result in Fermi level pinning is given in Sec. 3.1. Following 
that is a further investigation, in Sec. 3.2, about metal-oxide-semiconductor capacitor with three 
different operation conditions and corresponding different capacitance behaviors. Finally in Sec. 3.3, 
a discussion about p-n junctions, p-i-n junctions as well as OLEDs based on these two concepts is 
presented with their specific electrical properties. 
3.1 Metal-semiconductor junction 
As electrical metal-semiconductor junction is formed when the metal (electrode) makes contact with 
a semiconductor. Depending on the characteristics of the interface, the metal-semiconductor junction 
can behave either as an Ohmic contact or a Schottky junction barrier. Both of them have band 
bending near the interfacial energy levels, but in the opposite shifting directions [67]. For the Ohmic 
contact, with the injection of charges, the energy levels of the semiconductor molecules will shift to 
form space charge layer, which creates what is referred to as band bending. The Ohmic contact has 
strict requirements for the interface energy level (work function of the metal needs to be larger than 
the Fermi level of the p-type semiconductor, or smaller than the n-type semiconductor) that often 
requires doped organic semiconductors for organic systems. The Schottky junction is of importance, 
especially the accompanying barrier which is responsible for controlling the current as well as its 
capacitance behavior. Although a brief overview of the metal-semiconductor interface and the 
related different injection mechanisms has been given in Sec. 2.3, a more detailed discussion 
regarding the thermal equilibrium of Fermi levels and interface states will be held in this section. 
3.1.1 Schottky junction 
For the ideal Schottky junction without interface states and interface dipoles, the formation process 
can be illustrated as in Fig. 3.1.1 with an example of a metal with high work function Φm and an n-
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Figure 3.1.1: The formation of a Schottky junction with (a), (b) n-type semiconductor and (c), (d) p-type 
semiconductor. Partly redraw from [69]. 
Before the contact (Fig. 3.1.1 (a)), the metal has the work function eφm, while the semiconductor has 
the electron affinity of Eea (= eχ), leaving the energy difference between Ec and Fermi level to be Δn 
(=eφn). The potential difference between the work function of the metal (φm) and the semiconductor 
(χ+ φn) is the contact potential. When the metal and the semiconductor are connected (Fig. 3.1.1 (b)), 
for example through an external wire connection, electrons will diffuse from the semiconductor into 
the metal until thermal equilibrium is established with the line up of both Fermi levels. Therefore, 
the Fermi level of the semiconductor is lowered by an amount equal the value of the contact potential. 
Since the metal then has excess electrons that are now missing in the semiconductor in the same 
amount, a positive charge region (holes) is formed at the interface in the semiconductor with a width 
of Wd, associated with a built-in field and a resulting built-in potential drop of φbi. This region is the 
depletion region which will be discussed later. As mentioned in Sec. 2.3.1, the barrier height is the 
difference between the work function of the metal and electron affinity of semiconductor, given by: 
 e𝜑𝐵𝑛 = 𝑒(𝜑𝑚 − 𝜒) (3.1.1) 
However, this simple expression normally cannot be realized experimentally due to the unavoidable 
interface states, dipoles, or image-force lowering introduced in Sec. 2.3.2. Furthermore, a similar 
but opposite charge region and band bending direction for Schottky junction with p-type 
semiconductor is simply shown in Fig. 3.1.1 (c) before contact and (d) with contact.  
Depletion region  When the Schottky junction is formed between the metal and the n-type 
semiconductor (as the example), the Fermi level of the semiconductor is far below the conduction 
band level due to the depletion region where there is lack of electrons (excess of equal positive 
charge). This difference will reduce with the distance from the junction until the n-type 
semiconductor returns back to charge-neutral condition with Δn (=eφn) as before contact was made. 
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The band change across the depletion region is the band bending for the Schottky junction. Since 
the energy relationship in the thermal equilibrium junction is defined, the width of depletion region 
















where the 𝑘𝐵𝑇/𝑒  term arises from the majority-carrier contribution in addition to the impurity 
concentration ND (here for the n-type semiconductor). 
The space charge Qsc per unit area of the semiconductor is: 
 

















leading to a straight slope for extracting φbi and thus φBn (𝜑𝑏𝑖 = 𝜑𝐵𝑛 − 𝜑𝑛) by plotting 1/𝐶𝐷
2 versus 
voltage if ND is constant throughout the depletion region. 
Charge transport  Although several injection mechanisms with different current models have been 
discussed in Sec. 2.3.2, the current conduction mechanism across a Schottky junction is generally 





− 1) (3.1.6) 
where j0 is the saturation current. 
3.1.2 Surface states 
Surface states are electronic states at the atom layers closest to the surface of the semiconductor, 
resulting in different electron energy levels within the energy bandgap. If the surface states are 
considered in the Schottky junction and it is assumed that the atomic dimension interfacial layer 
between the metal and semiconductor is transparent to charges but can withstand potential across it, 
the energy band diagram of a Schottky junction can be illustrated as Fig. 3.1.2 with the n-type 
semiconductor as an example [69]. 
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Figure 3.1.2: Energy band diagram of a Schottky junction of n-type semiconductor with surface states but 
without image force induced barrier lowering. Figure is redrawn from [69].  
Neutral level  The charge neutral level Φ0 is a concept defined as an energy level above which the 
states are of acceptor-like trap states, i.e., the trap is charge-neutral when empty, and negatively 
charged when filled, and underneath which the states are of donor-like trap states, i.e., charge-neutral 
when filled, positively charged when empty. After the contact at the semiconductor surface, the 
neutral level may not coincide with the Fermi level at the semiconductor surface, leading to the 
interface trap charge. The position of the charge neutral level with respect to the bent valence band 
EV is referred to as eφ0. When the neutral level is lower than the Fermi level as shown in Fig. 3.1.2, 
the interface is negative charged, and the net charge of acceptor-like interface traps per unit area of 
the surface can be given by: 
 𝑄𝑠𝑠 = −𝑒𝐷𝑖𝑡(𝐸𝑔 − 𝑒𝜑0 − e𝜑𝐵𝑛0) (3.1.7) 
where Dit is the constant interface trap density, Eg is the bandgap, and φBn0 is the new Schottky 
barrier. Due to the presence of the space charge Qsc that forms in the depletion region of the 
semiconductor at thermal equilibrium (see Eq. 3.1.4), the total equivalent surface charge at the 
semiconductor surface is the sum up of both Qss and Qsc, associated with an equal but opposite charge 
QM at the metal surface. 
Fermi level pinning  When the interface trap density Dit is large, the Schottky barrier height is  
independent of the metal work function, and totally decided by the surface properties of the 
semiconductor as: 
 e𝜑𝐵𝑛0 = 𝐸𝑔 − 𝑒𝜑0 (3.1.8) 
so that the Fermi level of the semiconductor is pinned at the interface by the surface states value of 
eφ0. This is called Fermi level pinning effect [71]. The intensity of the pinning effect can be 
quantified by the pinning factor (S), ranging from 0 (complete pinning, Bardeen limit) to 1 (no 
pinning, Schottky limit) [72]. When there is no pinning effect, i.e., the interface trap density is 
negligible, the barrier height is equal to an ideal Schottky barrier without surface state as indicated 
in Eq. 3.1.1. 
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3.2 Metal-oxide-semiconductor capacitor 
The structure of metal-oxide-semiconductor (MOS) is done by embedding an insulator, typically an 
oxide layer, between a conductor and a semiconductor. Based on the MOS structure, various 
electronic devices, like MOS diode, MOS field-effect transistor are fabricated and widely used in 
our daily life [73], [74]. The MOS structure, or MOS capacitor (due to its capacitive characteristics), 
is one of the most useful devices for studying semiconductor surface [75][76]. 
 
Figure 3.2.1: Schematic of energy band diagrams of MOS capacitors with p-type semiconductor under the 
condition of (a) no bias, (b) accumulation, (c) depletion, and (d) inversion. (e) Corresponding CV curves with 
high frequency and low frequency. Partly redraw from [69]. 
Considering the architecture of the device fabricated in this thesis, the MOS capacitor used as the 
explanation example in this section is based on a p-type semiconductor. When there is no bias 
applied to the MOS capacitor, the Fermi level of both, EFM (eφfm) for metal and EFS (eφfs) for 
semiconductor, are at the same energy level to keep the system in thermal equilibrium as shown in 
Fig. 3.2.1 (a). Therefore, depletion occurs as discussed in Sec 3.1.1 for the Schottky junction, 
associated with a built-in voltage and a potential drop over the insulator. The energy difference 
between the intrinsic level Ei (in the middle of EC and EV) and Fermi level of semiconductor EFS is 
defined as φBp .To achieve a flat-band condition where the energy band (Ec and Ev) of the 
semiconductor is flat at the interface of oxide layer, an external negative voltage needs to apply to 
the metal for biasing the capacitor. This flat-band voltage is the difference between the Fermi levels 
of two terminals as 𝑉𝑓𝑏 = 𝜑𝑓𝑚 − 𝜑𝑓𝑠  . The bias is always applied to the metal plate while the 
semiconductor is the potential reference here and throughout in this section. An ideal insulator layer 
blocks all current flows. 
For negative voltage Vm larger than Vfb, the valence band edge is bent upward towards the surface, 
being more close to the semiconductor Fermi level with the potential of φs (Fig. 3.2.1 (b)). Since the 
energy difference between the Fermi level and valence band is smaller at the surface than in the bulk 
after band bending, the concentration of majority carriers (here holes) is higher near the 
semiconductor surface, forming an accumulation region. This is known as accumulation condition. 
When a small positive voltage is applied, the valence band is bent downwards as shown in Fig. 3.2.1 
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(c), and the condition turns to be depletion with a depletion region at the interface since both EC and 
EV are far away from the Fermi level that both electron and hole concentration is small. With the 
increase of applied positive voltage, the depletion regions become wider, until the concentration of 
electrons (minority carriers) is larger than that of the holes at the surface, inverting the surface from 
p-type to electron rich n-type. This condition is called inversion condition as shown in Fig. 3.2.1 (d). 
When this inversion condition is reached, any further applied voltage will drop over oxide layer, so 
the potential of φs, which determining the band bending, will be pinned. The threshold voltage (VT) 
can be gained when the surface electron concentration ns is equal to the bulk hole concentration Na, 
i.e., A=B and thus C=D in the schematic that the intrinsic level Ei at the surface crosses over the 
semiconductor Fermi level. Therefore, the value of φs is equal to 2φBp. However, the inversion 
condition is critical in the simple MOS capacitor with a p-type semiconductor due to the lack of 
electrons in the semiconductor. It is more reliable in a MOS system with extra n-type junction (like 
in MOSFET) for electron supply [74]. Furthermore, it is worth to mention that in the ideal MOS 
structure there is no interface trap thus no interface trap charges at the semiconductor surface. 
Regardless of biasing conditions and resulting MOS capacitor conditions, the only charges that can 
exist in the capacitor are those at the semiconductor surface and the associated charges with equal 
but opposite sign at the metal surface.  
The capacitance-voltage characteristic of the MOS capacitor is shown in Fig. 3.2.1 (e) with three 
regions and two possibilities. When the MOS capacitor is under the accumulation condition, the 
device capacitance raising from the oxide layer, showing as a plateau of Cox. However, with the 
increase of the voltage, a depletion region appears and widens, acting as an extra depletion-layer 
capacitor with capacitance Cdep that is series connected with the oxide capacitor. The capacitance at 






indicating a decrease of capacitance with the increase of voltage at the depletion condition. When 
the voltage achieves the threshold voltage VT for the inversion condition, the depletion width is 
pinned to a maximum value with respect to the pinned φs, and the capacitance reaches the minimum 
value. With the continuous increase of voltage, the capacitance increases again as the inversion layer 
of electrons forms at the surface until reaches Cox again. This is the case if the frequency is infinitely 
low for getting the response from inversion charges, referred to as low frequency CV. However, 
organic semiconductors, even doped one like p-type semiconductor, in this case, cannot supply 
electrons efficiently to keep up with the small-signal variation in AC measurement. The thermal 
generation for electrons in p-type semiconductors takes minutes, indicating an extremely small 
frequency and thus ineffective experimental study and has no practical significance [69]. Therefore, 
another case that is known as high frequency CV is more important and meaningful in reality. Since 
the width of the depletion region remains the same at the inversion condition, the device capacitance 
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3.3 Junctions and diodes 
3.3.1 PN junction and diode 
The structure of the p-n junction is of great importance in electronic applications like the p-n diode. 
However, its concept as well as the basic physics of its current-voltage characteristics are based on 
inorganic semiconductors [77]. The corresponding p-n junction in organic semiconductor in diode 
is that with low doping concentration, which is not preferable for applications and thus is not the 
device layout in this thesis. Nevertheless, for getting an understanding of this foundational junction, 
it is still briefly introduced with the diode application. 
 
Figure 3.3.1: Schematic of (a) energy band diagram and (b) space charge distribution for an abrupt p-n junction 
in thermal equilibrium. (c) Ideal I-V characteristics of p-n junction based on Shockley equation. 
Similar to the Schottky junction, when a p-type semiconductor is connected with a n-type 
semiconductor, a constant Fermi level is required throughout the junction in thermal thermal 
equilibrium. If the impurity concentration in the junction changes abruptly from acceptor impurities 
(p-type) to donor impurities (n-type), an abrupt junction is formed as shown by the typical Schottky-
model in Fig. 3.3.1 (a) and (b). The electrons from n-type region can diffuse across the junction, 
combine with the holes, leave pocitive ions in the n-region, build up positive space charge and 
eventually create a depletion region that inhibits any further electron migration. The similar is true 
for the holes from p-type region. If a forward bias is applied to the p-n junction device, that is p-n 
diode, a further charge transfer and recombination can be promoted when the bias is higher than 
built-in potential. As a consequence, a current flow is observed with light emission. 
The ideal current-voltage characteristics of p-n diode can be described by Shockley equation with 
the assumptions that: the p-n junction has abrupt boundaries, and semiconductor is neutral outside 
of the depletion region (space charge region); the carrier densities at the boundaries are related to 
the potential distribution; the injected minority carrier density is small compared with the majority-
carrier density; there are neither generation nor recombination inside the depletion region, and 
electron and hole current densities are constant throughout the region. All these assumptions lead to 
[29]: 
 
𝑗(𝑉) = 𝑗𝑜 [exp (
𝑞𝑉
𝑘𝐵𝑇
) − 1] (3.3.1) 
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3.3.2 PIN junction and diode 
 
Figure 3.3.2: (a) Schematic of energy band diagram, space charge distribution, and electric field distribution 
for the abrupt p-i-n junction in thermal equilibrium. (b) Ideal I-V characteristics of the pin-OLED. (c) 
Schematic illustration of energy band diagram and carrier transfer process of a five-layer pin-diode with a 
forward bias. The architecture of the OLED is anode/ p-doped hole transport layer/ electron blocking layer 
(EBL)/ emission layer (EML)/ hole blocking layer (HBL)/ n-doped electron transport layer/ cathode. The 
intrinsic layers are composed of EBL/EML/HBL, in which blocking layers prevent charges from leaving the 
intrinsic layers without recombination. 
To achieve an efficient charge injection between the organic semiconductor and metal, and thus 
better device operation in organic diodes, Ohmic contacts via tunneling injection are preferred to 
Schottky contacts. To achieve this, organic semiconductors are highly doped to have transport states 
that are close to the Fermi level of electrodes. Thus, the depletion region at the metal-semiconductor 
interface is extremely thin and charges can easily tunnel through the injection barrier (discussed in 
Sec. 2.3.2) to form a quasi-Ohmic contact [78]. Since junctions of highly doped p-and n-type organic 
layers do not produce well working diode, an intrinsic layer is sandwiched between the doped 
transport layers to obtain better control over the charge transfer and recombination. The structure of 
the result p-doped transport layer/ intrinsic layer(s)/ n-doped transport layer is called p-i-n junction 
as shown in Fig. 3.3.2 (a) with abrupt junction. The I-V characteristics of pin-OLED can be divided 
into three regimes as illustrated in Fig. 3.3.2 (b).  
The pin-OLED is a rectifying device. When there is reverse or small bias (V<Vbi) is applied as 
marked as regime i, the charge carriers are driven away from the intrinsic layer, widening the 
depletion regions, and no current flow should be in principle observed. However, due to parasitical 
currents in the device, a small leakage current flow is often seen in reality, which follows Ohm’s 
law.  
When the forward bias is close to the built-in potential (V≈Vbi regime ii), charge carriers are driven 
towards the intrinsic layers and decrease the depletion layer width. The injected charge carriers can 
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migrate through the device, radiatively recombine within the intrinsic layer, and emit light. A five-
layer layout pin-diode under forward bias is illustrated in Fig. 3.3.2 (c), where the intrinsic layers 
are composed of an emission layer (EML) and electron, hole blocking layers (EBL and HBL) that 
confine the charge carriers and excitons. An exponential slope of the I-V curve can be obtained in 
this regime that happens to be similar to Shockley behavior. However, violating the assumption in 
the ideal Shockley equation discussed in p-n junction, the recombination within the charge depletion 
regions or intrinsic layers is not negligible in the pin-diode. Therefore, an ideality factor η is 
introduced to describe the current behavior more reliable. Although it is not the exact equation, this 
modified Shockley equation represents an accurate description for most pin-OLEDs as: 
 
𝑗(𝑉) = 𝑗𝑜 [exp (
𝑞𝑉
𝜂𝑘𝐵𝑇
) − 1] (3.3.2) 
where η ranging from 1 to 2 for typical OLEDs [79]. 
For high electric field conditions, also called high injection conditions (V>Vbi, regime iii), electrons 
and holes are injected into the intrinsic layers in a quasi-ohmic manner, and then transport governed 
by drift across the intrinsic layers without recombination, and finally recombine once reaching the 
opposite side of the junction. The current is limited by the build-up of space charge as discussed as 
space charge limited current (SCLC) in Sec. 2.3.1, and the value can be given be Eq. 2.3.4. 
Junction breakdown  In a significant high reverse field, the p-i-n junction breaks down and 
conducts a large current flow [80]. Two breakdown mechanisms are normally discussed in organic 
diode: avalanche multiplication and Zener tunneling. The avalanche multiplication is caused by 
impact ionization by charge carriers of high kinetic energy, and its voltage is the upper limit of 
reverse bias. However, the avalanche breakdown is unlikely in organic semiconductors due to the 
small free path length of charge carriers. Nevertheless, Zener tunneling, which is a form of Fowler-
Nordheim tunneling caused by band-to-band tunneling, is often observed in organic p-i-n junction. 
This interband tunneling effect, that has charge carriers tunneling from HOMO to LUMO states 
through a triangularly shaped barrier, is well used in organic electronics like field-effect transistor, 













4 Organic non-volatile memory devices 
Organic non-volatile memory devices have been researched intensely and they could be among other 
application scenarios to play an important role in the vision of internet of things. In this chapter, the 
architecture, the working mechanisms, and the characteristics of memory devices in terms of organic 
materials are discussed. A fundamental concept and category of memory devices as well as their 
performance specifications are first introduced in Sec. 4.1. Following a detailed investigation about 
organic resistive memory devices in Sec. 4.2, organic transistor-based memory devices are discussed 
in Sec. 4.3, and organic ferroelectric memory devices in Sec. 4.4. In each section, memory devices 
are proposed with respect to materials, structures, fabrication, process mechanisms, and integrated 
matrix circuits. 
4.1 Basic concepts 
 
Figure 4.1.1: Flow chart for the semiconductor memory classification according to their functional criteria. 
Memories in pink frames are main discussing aspects of this thesis. Abbreviations: RAM: random access 
memory; DRAM: dynamic random access memory; SRAM: static random-access memory; ROM: read-only 
memory; EEPROM: electrically erasable read-only memory; EPPOM: electrically programmable read-only 
memory; ReRAM: resistive random access memory; FeFET: ferroelectric field-effect transistor; FeRAM: 
ferroelectric random access memory. 
Organic memory devices are of significant importance in the modern information society as 
fundamental components of computers, electronic systems, and information stored systems by 
retaining retrievable digital data over a time interval [85][86]. There are huge economic, scientific 
and technological motivations to study as well develop organic memory devices. As classified in 
Fig. 4.1.1, the memory devices can be divided into two groups regarding the ability to maintain their 
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data/ states when the power is switched off: volatile memories that lose the information and non-
volatile memories that last and can be read out nondestructively. Organic non-volatile memory 
(ONWM) devices will be discussed in detail as it is more attractive to organic semiconductors. 
Furthermore, the discussion is limited to devices with electrical rewritability like resistive random 
access memory (ReRAM) devices, floating gate memory, charge trapping memory, ferroelectric 
random access memory (FeRAM), ferroelectric field-effect transistor (FeFET) and so on [87-93]. 
The memories in pink frames in the classification flow chart (Fig. 4.1.1) are the ones discussed in 
this thesis. 
For the concept of non-volatile memory, several parameters define the performance: 
ON/OFF ratio or difference  The ON/OFF ratio or difference is determined by the electronic state 
difference between the binary “1” on-state (stored-state) and binary “0” off-state (erased state). An 
improved density, or called multiple-bit storage, is also possible between state “1” and “0”. In most 
cases, the binary units are physically represented by a high (“1”) and a low (“0”) resistance, i.e., 
high and low current density at the same voltage. Therefore, the ratio of resistance (RON/ROFF) or 
current (ION/IOFF) is defined as ON/OFF ratio. For different concepts of memory devices, the ratio 
can vary in a large range depending on different working mechanisms. For the same devices, 
although in some literature this ratio is only measured in a single cycle of a single device, the 
distribution ratio, in reality, requires a mean value measured over many devices for being sufficient 
and reliable. 
Writing and erasing time  The time consumed to program the memory to a sufficient ON/OFF 
ratio and then erase it back to initial state is the writing and erasing time, respectively. For most of 
organic memory devices, especially those based on measuring electrical resistance devices, the 
writing and erasing process is done via applying different (sign or site) external voltages for a certain 
time. Therefore, both time scales  depends on the value of the switching voltage, or electric field for 
the same device. 
Reading time  The time required by circuitry to read the memory state out is the reading time. 
However, this parameter is usually not mentioned in literature since most of them measure organic 
memory devices by analyzer-connected probes instead of a readout circuit. 
Retention time  For the non-volatile memory, one important parameter is the ability to retain the 
stored data over time. If a device, that in its initial state has a significant ON/OFF ratio, is stored in 
a natural environment, the ON/OFF ratio at the same reading condition will fall over time due to 
various reasons like leakage currents, device degradation. Once the ON/OFF ratio falls below a 
critical value, the memory device cannot be read out and thus lose its data storing functionality. The 
time interval of reaching this critical value is the retention time for the device. After that, the device 
is either useless or need another data program process. Relying on the practical application, the 
demand for retention time can vary from seconds to a hundred years. 
Cyclic endurance  In a write-erase or write-read-erase-read cycle, the cyclic endurance is the 
strength of a device to allow being reprogrammed before its ON/OFF ratio falls below a certain 
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value. For a quantized value, the number of program cycles is defined and reported as cyclic 
endurance. 
In general, a good device is referred to a device with large ON/OFF ratio, short writing, erasing, 
reading time, long retention time and high cyclic endurance. More factors, especially economic 
factors like power consumption and device cost are out of the discussion range in this thesis. 
Active matrix systems  Studies on the widely used resistive or FET-based memory are focused on 
investigating individual device architecture or involved organic materials. However, for a practical 
application that use integrated circuit arrays, problems can occur like crosstalk, half-select. Among 
them, the crosstalk effect can disturb the accurate read-out process of the addressed cell in crossbar 
array circuits by additional parasitic leakage paths (sneak paths) through neighboring cells with low 
resistances (or by any other excess currents). To eliminate this crosstalk effect, a switching element 
like rectifying diode or transistor can be added to each memory cell to compose the one diode-one 
resistor (1D-1R) or one transistor-one resistor (1T-1R) architectures. The read out then can be 
performed in the integrated memory arrays without disturbance [94]. In terms of structure, a 1D-1R 
cell is preferred due to its simple fabrication and less occupied area (4F2, whereas F is the minimum 
feature size) [95]. The active matrix system in organic memory devices was first demonstrated by 
combining an electrochromic conducting polymer with a switching element of silicon p-i-n diode 
into a single cell, and now is well accepted and used in real applications. 
4.2 Organic resistive memory devices 
Organic resistive memory devices contain active organic materials that possess at least two electrical, 
bistable, reversible states by applying external voltage. The incorporated active organic materials 
can be small molecules, polymers, and composites containing nanoparticles (NPs), of which 
molecular junctions in general sandwiched between a bottom and a top electrode. The conductance 
switching behavior, showing as the switching phenomena between low (OFF) and high (ON) 
currents in IV characteristics, has been reported for several molecular memory devices accompanied 
by electrical hysteresis and negative differential resistance (NDR). The physical understanding of 
switching behaviors is studied intensively and facilitated by state-of-the-art measurement techniques, 
although the origin of the operation mechanisms is unclear and diffed with different materials or 
device architectures [94]. 
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4.2.1 Device architecture and switching behavior 
 
Figure 4.2.1: (a) Four typical architectures of organic resistive memory devices, redrawn from [94]. (b) Typical 
IV characteristics of organic resistive memory devices with unipolar and bipolar switching behaviors, CC is 
the compliance current to prevent permanent breakdown. 
In general, this kind of two-terminal resistor-type memory called resistive random access memory 
(ReRAM), can be divided into four device architectures as shown in Fig. 4.2.1 (a): (i) a single-layer 
architecture that has a capacitor-like structure with a single organic layer without nanoparticles 
(NPs); (ii) a double-layer architecture that has two different types of polymers; (iii) a triple-layer 
architecture that has an embedded nano-trapping layer between two organic layers, with the 
nanotrapping layer containing nanomaterials as controllable charge traps, including nanoparticles 
(most discussed case), quantum dots, molecules or even 2D nanosheets; (iv) a complex layer that 
has organic (host matrix) -NPs blends in which nano-traps are randomly surrounded by the host 
matrix. Regardless of device architectures, the resistance of ReRAM devices can be switched back 
and forth between a low-resistance state (LRS) and a high-resistance state (HRS) by controlling the 
applied voltage. Although the exact resistance values at LRS and HRS fluctuate during multiple 
sweeps, the intrinsic difference is maintained between two states in magnitudes [96]. 
Two processes, the “set” process that device turns from HRS into LRS state and “reset” process that 
states inverse, can be observed in the voltage sweep loop with corresponding threshold voltages (Vset 
and Vreset) as indicated by IV curves in Fig. 4.2.1 (b) [97]. Depending on the relative polarity of Vset 
and Vreset, the IV curves with electrically reversible switching can be categorized into two classes: 
unipolar and bipolar switching memory. For the unipolar memory devices, there is a curve symmetry 
regarding the voltage sweep, demonstrating that a voltage sweep or pulse with same voltage polarity 
is sufficient for both writing and erasing (“set” and “reset”) process in real device operation. 
Therefore, it has various technical advantages. In contrast, the bipolar memory devices require both 
voltage polarities, one for the “set” and another for the “reset” processes, respectively.  
4.2.2 Working mechanisms 
The conductivity is defined as the product of charge carrier concentration (N) and their mobility (μ), 
which can thoroughly describe different mechanisms in terms of change(s) of factor(s) changes 
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between On and OFF conductance states. Some potential conductance and transition mechanisms 
are discussed in this section based on well-established physical concepts like Ohmic contact, 
Schottky emission, tunneling effect, SCLC that introduced in previous chapters.  
Filamentary conduction  When the current flow in the ON state is limited to highly localized 
regions in a small fraction of the device area, a phenomenon of filamentary conduction occurs [98]. 
Two different types of filament bridge paths are widely suggested for ReRAM devices. One type is 
associated with the carbon-rich filaments formed by local degradation of organic films and then an 
increase in charge mobility. Another type is related to the metallic filaments resulting from local 
fusing or electrodes migrating that increases both charge carrier concentration and mobility 
[99][100].  
The switching behavior in filamentary conduction is revealed in IV curve as threshold switching, 
i.e., there is a threshold voltage for showing memory behavior. With a sufficiently high electric field, 
an electrical breakdown occurs induced by a thermal runaway. The thermal runaway sites with 
residual conductivity lead to the local generation of Joule heat and thus increase temperature and 
current by forming a permanent localized structure [101]. This transient is the process from OFF to 
ON state. Two different kinds of filaments can occur, depending on electrode thickness, organic film 
thickness, and environment atmosphere. In an oxygen-free atmosphere like vacuum, the localized 
high temperatures at the thermal runaway sites result in pyrolysis (thermal decomposition) of the 
organic materials and the subsequent formation of conductive carbon-rich material as bridge 
filaments. The switching regime localizes at low voltage with threshold switching at 1 to 5 V. 
Alternatively in an oxygen-rich atmosphere, a local redox reaction happens at the thermal runaway 
sites. The organic film is oxidized while the penetrated metal electrode ions or nanometal clusters 
composited in polymer leads to structural modification and metallic filaments [102], [103]. The 
metallic filament formation process requires high voltage with threshold switching higher than 20 
V. In order to bind to metal ions during the formation of metal filaments, π-conjugated Polymers 
with strongly coordinating heteroatom like P3HT, polypyrrole, PEDOT:PSS are good candidates 
[103-105]. 
Space charges and traps  As discusses in Sec. 2.3.1, when the injection barrier between the 
electrode and organic layer is small and the organic layer is trap-free, the accumulation of charge 
carriers at the interface build up a space charge region and in turns limits the charge injection 
according to Eq. 2.3.4. Although traps, especially shallow traps locate at the interface reduce the 
carrier mobility, they also offering different charge injection currents at different voltages as well as 
enlarge the memory possibility by being filled and de-trapped [106]. For some conjugated polymer 
like P6OMe, the density of stored charges in the space charge region can be tuned by different 
voltage amplitudes [107]. The asymmetric nature of stored charges under the forward and reverse 
voltage sweep leads to hysteresis in IV curves. Besides this case, the voltage sweep itself can shift 
the injection mode from Schottky to Ohmic contact. With the increase of voltage, the electric field 
exceeds the initial small Schottky barrier and turns the metal-organic interface into Ohmic contact. 
Therefore, the unlimited charge carrier injection forms a space charge region with SCLC limitation. 
The process can be regarded as a current transformation from thermally generated free carriers to 
thermionic injection, and then towards Fowler-Nordheim tunneling. Furthermore, the generated 
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carriers can fill the trap, either intrinsic shallow traps or embedded nano-trapping sites, promising a 
trap-filled SCLC current with an abrupt enhancement [108][109]. In some cases, a double SCLC 
injection from both electrodes at high filed also promotes memory behavior [110]. 
Charge transfer (CT) effect  In an electron donor (D)- acceptor (A) complex, charge transfer (CT) 
occurs as a transfer of a fraction of electronic charges from the donor to the acceptor moiety 
[111][112]. The electric-field-induced charge transfer effect in CT complex can tune resistive 
memory effects. Such resistive switching was first observed in Cu-tetracyanoquinodimethane 
(TCNQ), and then explored to various of organometallic like Li-TCNQ, or all-organic CT complexes 
like gold nanoparticles-polymer, fullerene- and CNT-polymer for RAAM [53], [111], [113-116]. An 
organic conductor can form from mixed donor-acceptor molecules by incomplete charge transfer 
[117]. 
Tunneling effect  A temperature-independent Fowler-Nordheim (FN) tunneling happens through a 
triangular barrier when the electrode contact is ideal and the electric field is strong (Sec. 2.3.2). In 
some devices with thin insulator films (polymer, oxide), conduction mechanism changes to electron 
tunneling under a high applied voltage, resulting in a resistive memory behavior [118-120]. 
Conformation change  Resistive switching and thus memory effect can also arise from electrically 
induced conformational changes in molecules or molecular bundles [121]. One of the typical 
examples is the device with Rose Bengal (RB) molecules that embedded in supramolecular matrices 
of polyelectrolytes [122]. If the RB film has appropriate packing density enabling molecular planes 
rotation, a conformational change occurs in the wide voltage sweep [123]. During the process of 
voltage sweep, there are different chemical structures of RB molecules that exist with different 
presented states. A reduced state, compared with neutral state, already formed at low voltage due to 
the bias-induced electro-reduction. However, only at high voltage that a further reduced state with 
conformational change can occur due to presence of two perpendicular planes, resulting in 
conductance switching in resistive memory device. Other organic system, like poly(2-(9H-carbazol-
9-yl)ethyl methacrylate), poly(9-(2-((4-vinylbenzyl)oxy)ethyl)-9H-carbazole), acene-polymers are 
also reported for the conformation change induced conductance switching [124-127]. 
Ionic conduction  Ionic conduction occurs in polymers containing ionic groups that can move under 
influence of an applied electric field [128]. Compared with electronic conduction, ionic conduction 
is characterized by its relatively high activation energy and long transit time. Through various ways, 
such as the migration of the dopant ions into and out of polymer matrix, slow drift of unscreened 
dopant ions at depletion region in Schottky contact, or control over ion concentration by 
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4.3 Organic transistor-based memory devices 
4.3.1 Organic field-effect transistor and memory devices based thereon 
The transistor is a three-terminal electronic device in which the third electrode can control the current 
flow in the path, which is referred to as channel, between the other two electrodes. The organic field-
effect transistor (OFET) which employs an organic semiconductor layer as active channel is one of 
the most important devices as well as basic device structure in organic electronics. The three 
terminals of the OFET are source (S) and drain (D) for the charge injection, and gate (G) as the third, 
channel control electrode. The gate electrode is separated from the channel in the organic 
semiconductor by an insulating dielectric layer. The applied voltage on the gate electrode can 
introduce dielectric charge by the associated electric field, results in the formation of channel in the 
semiconductor at the semiconductor/dielectric interface and capacitively modification of the current 
flow from source to drain in the channel. The channel length L, which is the distance between the 
source and drain, and channel width W, which is the device architecture width, are two important 
parameters in determining the device performance. L is typically in the order of 100 μm while W is 
up to a few millimeters. 
According to the geometries of contact electrodes and gate, there are four traditional planar 
architectures of OFETs: top gate, top contact OFET; top gate, bottom contact OFET; bottom gate, 
bottom contact OFET; and bottom gate, bottom contact OFET. The different geometries have 
different fabrication requirements, and will vary in the quality of the semiconductor/dielectric 
interface, as well as differ in the charge injection position. However, the working mechanisms are 
similar and will be discussed with the conventional bottom gate, bottom contact structure with p-
type semiconductor as the example. 
 
 
Figure 4.3.1: Schematic of the working mechanisms of a bottom gate, bottom contact OFET with p-type 
organic semiconductor at (a) applied Vg, (b) linear condition that Vd<<Vg-Vth, (c) start of saturation condition 
with pinch-off that Vd=Vg-Vth, and (d) saturation condition that Vd>Vg-Vth. The channel is colored in organic 
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and the pinch-off point is pointed by a pink arrow. The source electrode is grounded. (e) Output and (f) transfer 
characteristics of an OFET. 
The contact between electrode and organic semiconductor is assumed to be an ideal Ohmic contact. 
The source electrode is grounded to be kept at zero potential. When a negative voltage is applied to 
the gate electrode while other two contact electrodes kept at zero as indicated by Fig. 4.3.1 (a), the 
electric field induced charge polarization results in the formation of a thin channel with positive 
charges in the interfacial semiconductor layer. Due to the presence of traps (and the energy band 
mismatch at the interface in non-ideal device), the gate voltage needs to exceed a threshold voltage 
Vth to obtain charge accumulation channel, Thus, the effective gate voltage is 𝑉𝑔 − 𝑉𝑡ℎ. When a small 
negative drain voltage is applied (Vd<<Vg-Vth) to the p-type transistor, mobile charges in the channel 
(shown in orange) contribute a current flow as revealed in Fig. 4.3.1 (b). The charge density per area 
at a given position x along the channel is proportional to the voltage difference as: 
 Q = Ci(𝑉𝑔 − 𝑉𝑡ℎ − 𝑉(𝑥)) (4.3.1) 
where Ci is the capacitance of the insulating dielectric layer per unit area, and V(x) increases linearly 
from zero at the source electrode (x=0) to Vd at the drain electrode (x =L). with the condition of 
Vd<<Vg-Vth, the gate field is much larger than the source-drain field as well as channel length is 
usually magnitude longer than dielectric layer. Therefore, the current Id will obey Ohm’s law with 

























in which the term of 𝑉𝑑
2/2 can be dropped with the limitation of  Vd<<Vg-Vth, achieving a current 




2 term, the Eq. 4.3.4 is 
called linear equation and the current is in linear regime. 
If Vd increases to reach Vd=Vg-Vth, the concentration of mobile charge carriers at drain is zero, and 
the channel becomes pinched-off (Fig. 4.3.1 (c)). The point where the potential is equal to Vg-Vth 
for yielding zero mobile charge carriers is the pinch-off point. The region near the drain electrode is 
completely depleted of free carriers. A further increase of Vd push the pinch-off point moves slightly 
toward the source electrode, thus shorten the actual channel and leaving a narrow depletion region 
near the drain electrode (Fig. 4.3.1 (d)). The high electric field in the narrow depletion region pulls 
charge carriers across the narrow space charge region from pinch-off point to drain electrode. 
Therefore, there is still a current flow Id,sat which is dominated by the constant potential drop between 
the source and the pinch-off point. The current is now in the saturation regime. Replacing the Vd in 
Eq. 4.3.4 by Vg-Vth gives the saturation current: 
 
 








According to it, plotting the √𝐼𝑑,𝑠𝑎𝑡 as the function of Vg results in a straight line. 
The output (in linear axes) and transfer (in semilogarithmic axes) characteristics of OFET are 
illustrated in Fig. 4.3.1 (e),(f). 
Based on the working mechanism of OFET, an introducing of semipermanent charge storage opens 
the possibility of gaining non-volatile memory device. The transistor-base memory devices have 
two major groups: floating gate memory devices and the charge trapping memory devices, in which 
semipermanent charges can be stored in a floating gate or electret layer, respectively, and then shift 
the threshold voltage. A memory effect can be observed by hysteresis in the transfer curves. 
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Figure 4.3.2: (a) Schematic of architectures of normal floating gate and nano floating gate. The channel is 
colored in orange. (b) Illustration of the shift of threshold voltage in transfer curves after programming and 
erasing. (c) Schematic of energy band diagrams of floating gate transistor memory device at different states: 
i. initial state; ii. programming by FN tunneling; iii. device at ON state with charged state; iv. erasing the 
stored charges at floating gate. 
In the floating gate memory, charges are injected through a thin insulating layer and then stored in 
a conducting or semiconducting floating gate layer that is embedded in two insulating layers, 
resulting a shift of threshold voltage [132]. The architectures of the floating gate memory are referred 
to as metal-thick insulator-metal-thin insulator-semiconductor (MIMIS) structure in which the 
embedded floating gate metal layer can be either concrete-like polysilicon gate, or discrete like metal 
nanoparticles, nanocrystals (Fig. 4.3.2 (a)) [133-135]. The latter case is also referred to as nano 
floating gate memory devices. When the forward voltage is applied to the gate electrode, the thin 
insulating layer between the floating gate and the semiconductor produces a sufficiently high electric 
field to allow the injection of charges, yet prevents back- tunneling. The thickness of it needs to 
compromise between the voltage required to inject sufficient charges into the floating gate and the 
charge leakage from the floating gate, the latter setting an upper limit on the retention time [136]. 
The thick insulating layer between the floating gate and the gate electrode, however, prevents further 
injection and leakage currents. Thus, charges can be store in the floating gate and result in memory 
behavior. For widely investigated Si-based FET memory, there are several charge exchange 
mechanisms. Among them, hot-carrier injection, direct tunneling, and Fowler-Nordheim (FN) 
tunneling are three main programming mechanisms [137]. However, organic semiconductor suffers 
low carrier mobility so that the drift velocity of organic carriers in OFET is usually several orders 
of magnitude smaller than that in a silicon-based transistor. Therefore, the hot carrier mechanism is 
not applicable in OFET memory [17]. Furthermore, direct tunneling requires extremely thin 
insulating layer with several nanometers, which is not easy to achieve in most OFET memory 
devices [138]. Thus, the programming mechanism of OFET memory is usually dominated by FN 
tunneling. After programming, the total stored charge QFG corresponds directly to the threshold 






where CFG is capacitance of thick insulating layer between the control gate and the floating gate. 
To discharge the floating gate, also called erasing process, a reversed voltage is applied to the control 
gate to remove the stored charges out of the floating gate. The erasing process is the reverse process 
of the tunneling discussed above. The full process memory behavior as well as the electrical 
characteristics are illustrated in Fig. 4.3.2 (b), (c). 
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4.3.3 Charge trapping memory 
 
Figure 4.3.3: Schematic of charge trapping memory with (a) polarized gate, and (b) trapping electret gate for 
charge transfer and trapping. Redrawn from [139][140]. 
The charge trapping OFET memories store charges in an appropriate electret layer by trapping. The 
trapped charges can lead to memory behavior by either charge accumulation/depletion at the 
semiconductor/electret interface, or turning the electret layer itself into an additional gate electret 
(similar to floating gate but does not require another thin insulating layer). 
For the former case, the memory effect is persistent but needs an assistant of pre-annealing after 
corona charging. One of typical architectures is: control gate/ polymer glass resin like poly(phenyl-
methyl-silsesquioxane) (pPMSSQ) as polarized gate with trapped charges/ oligomer semiconductor 
like 5,5’-bis(4-hexylphenyl)-2,2’-bithiophene oligomer/ contact source and drain. As revealed in 
(Fig. 4.3.3 (a)), the electrostatic induction effects of charged electrets in the glass resin gate dielectric 
and the related controllable effective surface potential (of glass resin gate dielectrics) governing the 
charge accumulation or depletion mode at the OFET channel and thus shift the OFET transfer 
characteristics [139][141]. With the use of a grid-controlled charging and subsequently annealing 
process after the deposition of electret layer, the shifting of Vth can be modulated. However, this 
memory effect, although programmed by electrical corona charging, is electrically unrewritable and 
still lacks long-term circuit tuning due to the stability of stored charges.  
Another class of charge trapping OFET memory is composed of gate/ insulating layer/ charge-
trapping gate electret/ organic semiconductor/ contact source and drain. Unlike typically inorganic 
metal-nitride-oxide-silicon (MNOS) memory where charges tunnel and then are trapped in nitride,  
the injected charged can directly trap in the electret, of which behaviors as a floating gate discussed 
before [132][140][142]. By voltage application and/or light illumination, the potential barrier at the 
interface between organic semiconductor and gate electret is lowered, facilitating charge transfer 
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4.4 Organic ferroelectric memory devices 
Ferroelectrics are polar materials in which the electric spontaneous polarization can be reversed or 
reoriented by an external electric field E [143]. In an electric displacement field D which is defined 
as 
 D ≡ 𝜀0𝐸 + 𝑃 (4.4.1) 
where P is polarization density and ε0 is the vacuum permittivity, ferroelectrics are described by a 
non-linear relationship between D and P since the ferroelectric polarization P has a non-linear 
component. That is: 
 D = 𝜀0𝜀0𝑟𝐸 + 𝑃𝑓𝑒𝑟𝑟𝑜(𝐸) (4.4.2) 
where εr is the relative permittivity. 
However, for the widely used dielectrics, the dielectric polarization P is proportional to the electric 
field E, thus only has the first term in Eq. 4.4.2. 
The spontaneous polarization in ferroelectrics originates from the alignment of intrinsic dipole 
moments inside the ferroelectric material. By applying an external filed, the dipoles can be charged 
to have an up or down orientation according to the direction of the field, thus leading to a 
ferroelectric switching. However, due to the absence of the external applied field, the associated 
depolarization field can negate the ferroelectric polarization. Therefore, compensation charges at the 
surfaces are required for avoiding depolarization, which can be easily done by introducing 
conductive materials, i.e., electrodes, at both surfaces and connected. 
 
Figure 4.4.1: (a) Schematic of charge displacement D as the function of electric field E of ferroelectric memory. 
Redrawn from [144]. (b) Chemistry structure of organic ferroelectric material P(VDF-TrFE) copolymers. 
The polarization property can be utilized as the memory effect. As illustrated in the schematic of 
electric displacement as a function of field strength (Fig. 4.4.1 (a)), there are filed strength dependent 
curves, some of which have hysteresis between opposite polarities [145]. The minimum electric field 
for ferroelectric switching is defined as the coercive field (Ec) in ferroelectrics. At low field where 
the field strength is not strong enough to affect the ferroelectric polarization, the curve in black 
shows a linear dielectric displacement. At higher field strength closer to the coercive field, the 
corresponding blue curve starts to show ferroelectric polarization. At sufficient high filed strength 
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presented by red curve, the memory behavior is clear and polarization reaches saturation at a critical 
field strength. The value of coercive field can be obtained from the intersections at x-axis under 
polarization saturation, while remanent polarization of the material can be observed by the 
intersections at y-axis [146]. The bistability in polarization states is referred to as state “1” and “0” 
in memory concept. 
In particular, ferroelectric materials for memory devices are based on the capacitor, transistor, diode, 
or a mixture of them like 1T-1C (T-transistor, C-capacitor), enabling various possibilities including 
ferroelectric random access memory (FeRAM), ferroelectric field-effect transistors (FeFET) 
[147][148]. 
4.4.1 Ferroelectric capacitor memory 
 
Figure 4.4.2: (a) Schematic of ferroelectric capacitor memory that employs PEDOT:PSS as bottom interface 
and P(VDF-TrFE) as organic ferroelectric material. (b) Matrix arrays in ferroelectric capacitor memory. The 
encircled cell is the one to be addressed. 
As mentioned above, the property of ferroelectric materials is that maintaining electric switchable 
permanent polarization already promises a memory effect with bistability. Therefore, the simplest 
structure of non-volatile ferroelectric memory is the thin-film capacitor that stored the information 
by aligning the direction of the internal polarization either up or down with an external applied field, 
called ferroelectric capacitor memory. Reading out the information can be done by applying a 
constant sign of voltage and track whether or not the sign (direction) of polarization changes. 
Obviously, the read-out process is destructive since the stored information can be altered [149]. 
Therefore, a followed corresponding write operation (reset voltage) has to be applied for writing the 
bit back. Several disadvantages come along with the destructive read-out: the complexity in both 
read-out and writing process increases; higher cyclic endurance is required; the memory density per 
device is limited. 
For organic ferroelectric materials, polymers are normally used including poly(vinylidene fluoride) 
(PVDF) and its copolymers with trifluoroethylene (TrFE), “odd” nylons, cyanopolymers, polyureas 
and polythioureas, and ferroelectric liquid-crystalline (FLC) polymers [150]. Among all of them, 
the P(VDF-TrFE) copolymers have been widely used due to their large spontaneous polarization, 
excellent polarization stability, low leakage level, short switching time, and no need for high-
temperature process thus low fabrication cost [151-155]. The chemical structure of it is shown in 
Fig. 4.4.1 (b). Nevertheless, P(VDF-TrFE) copolymers have a relatively high coercive field of 50 
MV/m, requiring a sub-100 nm thickness for achieving a low voltage switching (below 10 V), which 
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can be done by spin coating or Langmuir-Blodgett deposition technologies [156-161].  However, 
the remanent polarization and switching time get worse for thin film compare with bulk materials. 
To solve this problem, conductive polymer like PEDOT:PSS (poly(3,4-
ethylenedioxythiophene):poly(styrene sulfonic acid)) shown in Fig. 4.4.2 (a), or Ppy:PSS 
(polypyrrole-poly(styrene sulfonic acid)) are comprised in the electrode stack as interfacial layers 
[162], [163]. 
Integrated ferroelectric capacitor memories Memory network with integrated multiple memory 
devices is essential for practical applications. However, arrays of ferroelectric capacitor memories 
in crossbar structure suffer from so-called “half-select” problem, especially for inorganic 
ferroelectric materials. As illustrated in Fig. 4.4.2 (b), for addressing one bit in the array, half the 
switching voltage (+½Vs) is applied to one row (word line) while another half the opposite switching 
voltage (-½Vs) is applied to one column (bit line). Ideally, only the selected bit is activated by the 
true switching voltage. Unfortunately, such activation field actually results in ½Vs half-select 
row/column occasionally being disturbed, or unintentionally switched, or selecting a neighboring 
bit on the same row/column as the addressed bit [145]. Therefore, data corruption, also called bit-
error, can occur. This half-select disturb can be eliminated by using a transistor behind each 
ferroelectric memory cell for inorganic ferroelectric memory, or simply by using organic 
ferroelectric material P(VDF-TrFE) [164]. Compared to inorganic ferroelectrics, the relatively long 
switching time of P(VDF-TrFE) reduces or avoids the half-select problem as well as lessens the 
problem of destructive read-out [165-167]. The good performance of cross-point arrays of P(VDF-
TrFE) ferroelectric capacitors enables it to be commercialized by Thin Film Electronics ASA 
(Norway). 
4.4.2 Ferroelectric transistor memory 
Employing charge displacement as the signal in ferroelectric capacitor memory not only suffers from 
destructive read-out, but also has the problem in device downscaling since the charge displacement 
response scales with the surface area of the capacitors [145]. Fabricating ferroelectric memory based 
on the field-effect transistor architecture can easily alleviate these problems. For ferroelectric field-
effect transistors (FeFET), the gate dielectric in normal FET is replaced by a ferroelectric material, 
of which the ferroelectric polarization controls attenuation of the surface charge density in the 
semiconductor channel and thus guarantees memory functionality [168]. By applying a high gate 
voltage, the ferroelectric polarization can be aligned. When the polarization directions meet ON state, 
mobile charge carriers are accumulated in the channel associated with a source-drain current flow 
as discussed in Fig. 5.3.1 in normal FET [169]. When the opposite polarization directions meet OFF 
state, there are no channel accumulation charges and no source-drain current flow. The states can be 
read-out nondestructively by conductance states via low drain voltage that does not disturb the 
ferroelectric polarization. Furthermore, due to the presence (ON state) or absence (OFF state) of 
counter-charges, the ferroelectrics remain in the state after removing the gate voltage, which is, non-
volatile memory behavior. Moreover, the FeFET cell can be scaled down without affecting the drain 
current read-out signal. Although, due to the limitation of thickness, the scaling is suggested to end 
at ca. 22 nm [169]. To obtain all-organic FeFET, polymer or small molecule semiconductors are 
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employed, for example: amorphous polymer MEH-PPV (poly(2-methoxy,5-(20-ethylhexyloxy)-p-
phenylenevinylene) or rr-P3HT (regioregular poly(3-hexylthiophene)) or pentance with ferroelectric 
P(VDF-TrFE) [144], [170-172]. 
Integrated ferroelectric transistor memories  As illustrated in Fig. 4.4.3 (a), FeFETs can be 
integrated into a memory circuit based on the single-cell layout. The switching is done by applying 
a voltage to the gate line GL, while information tracking is achieved by applying a small read voltage 
between two source-drain lines SDL 1 and SDL 2. However, the crosstalk effect and the half-select 
problem discussed above can occur in such FeFET arrays and disturb the information. Furthermore, 
the read-out process requires the supply of an additional gate voltage to non-addressed cells along 
the SDL line with the addressed cell to keep them off, introducing a potential polarization disturbing. 
To solve this problem, several active matrix layouts are proposed, as one of them is shown in Fig. 
4.4.3 (b) where a one memory transistor is combined with one selection transistor [173][174]. For 
writing process, the select line SL is under voltage supply to turn the selection transistor on, 
subsequent an appropriate switching voltage on the gate line GL. For read-out process, a low voltage 
difference between SDL 1 and SDL 2 is applied while SL and GL kept grounded. By doing this, the 
non-addressed cells will not be disturbed anymore, and the read-out is nondestructive. 
 
Figure 4.4.3: Schematic illustrations of single memory circuit with (a) one FeFET per cell, (b) one selection 
transistor and one FeFET per cell. Partly redrawn from [145].  
4.4.3 Ferroelectric diode memory 
The three-terminal FeFETs have elaborate device architecture that complicates the circuit layout for 
large integrated memory arrays. Compared to that, two-terminal ferroelectric capacitor takes 
advantages at a simple structure, but suffers from destructive read-out, half-select problem, and 
limited downscaling. Providing rectifying properties and resistive switching can alleviate these 
issues, i.e., ferroelectric diode [175].  
The bistability arising from the modulation of the surface depletion width via ferroelectric 
polarization driven by electric field. The first reported ferroelectric Schottky diode was based on 
ferroelectric PbTiO3 and employed Au as the electrode [176]. The memory behavior is achieved by 
shifting the device from Schottky contact with high resistance at one polarization direction that anti 
the built-in field, to almost Ohmic contact with small resistance at the opposite polarization direction. 
The resistance states can be readout by a low voltage that does not affect the ferroelectric polarization. 
For organic ferroelectric diode memory, polymer blends are widely used since the phase separation 
stem from their low enthalpy of mixing and small entropic gain enables a diode-like architecture. A 
blend of insulating ferroelectric polymer and semiconducting polymer leads to distinct ferroelectric 
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and semiconducting regions in one device. Thus, a conductance switching between a diode and a 
capacitor can be done by controlling the ferroelectric materials. One example of ferroelectric diodes 
is the device in which P3HT-enriched domains in a P(VDF-TrFE) matrix act as rectifying diode in 
a sandwich architecture between LiF/Al and silver electrodes [177]. A conductance switching 
between space charge limited and injection limited transport can be achieved by ferroelectric 
switching, where the polarization charges in the former case result in counter-charges accumulation 
and thus band bending that lowers the injection barrier. 
Integrated ferroelectric diode memories  Integrated ferroelectric diodes have advantages over 
FeFETs with simple two-terminal crossbar geometry. The half-select problem inside circuits can be 
suppressed by using the organic ferroelectric material P(VDF-TrFE) as mentioned above, but the 
crosstalk effect cannot be avoided. Reading out the logic state of a device is impossible due to the 
leakage paths provided from neighboring devices. For large arrays, the obtained resistance is equal 
to that of the addressed cell, parallel to the resistances of all cells in other word and bit lines. One 
solution is introducing an additional rectifying diode that connected with each memory cell in series 
to isolate it electrically. The high resistance in reverse direction in the diode prevents the leakage 


















































5 Experimental methods 
In this chapter, the information about fabrication, device characterization, and involved materials 
are described in detail. The technical methods for device preparation are discussed in Sec. 5.1, 
including atomic layer deposition for creating insulating oxide layers, and thermal vapor evaporation 
for preparing standard OLED stacks. The technical details of sample characterization are 
subsequently introduced in Sec. 5.2 with regard to their application to organic light-emitting diodes 
(OLEDs) and organic non-volatile memories (ONVMs). Finally, materials which are incorporated 
in the organic devices are discussed in Sec. 5.3 based on their chemical structure and general 
electronic properties. 
5.1 Device fabrication 
Substrate and cleaning  Borosilicate glass with four pre-structured finger-like indium tin oxide 
(ITO) electrodes (Corning Inc., Thin Film Devices, USA) are used as substrates for both diodes and 
memory devices in the thesis. All substrates are cleaned by a standard procedure: the pre-structured 
ITO stripes are first cleaned with acetone, then with ethanol by using a cotton tissue before the whole 
substrates are ultrasonicated with N-Methyl-2-pyrrolidone (NMP) for 15 min. Afterward samples 
were rinsed with deionized water for more than 5 min, followed by an ultrasonic bath in deionized 
water, ethanol for 10 min and 15 min, respectively. The samples are subsequently exposed to oxygen 
plasma for 10 min and finally stored in the nitrogen-filled glovebox. 
Atomic layer deposition  After the substrate cleaning, atomic layer deposition (ALD) is employed 
to fabricate a 50 nm insulating aluminum oxide (Al2O3) layer directly on the ITO pre-structured 
substate without shadow mask. The resulting insulator layer has a relative permittivity of 6.4 and 
high quality to block current flow under high voltage (~40 V). The sample prepared after the ALD 
process will be stored in the nitrogen-filled chamber before a further layer deposition, which is a 
standard OLED fabrication process for converting the as-prepared sample into an ONVM device. 
Thermal vapor deposition  Organic materials are deposited layerwise under high vacuum by 
thermal vapor deposition. Here one large ITO pre-structured substate with a 6 × 6 sample matrix is 
used as a single substrate, of which each sample has a size of 2.5 cm × 2.5 cm containing four 
individual devices. The thermal vapor deposition is done by a Lesker tool (Kurt J. Lesker Company, 
USA) with an ultra-high vacuum (UHV) of base pressure below 10-8 mbar as shown by a schematic 
in Fig. 5.1.1. It has 11 organic sources, 3 thermal sources for metal, and 1 Cs-dispenser. Each layer 
is structured by different shadow masks located next to the substrate, which will be discussed in 
details in the followings. Thickness control is available for each film using slit-wedge tools for the 
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inner 4 × 4 samples out of the 6 × 6 samples in one large substrate. During the deposition process, 
the unheated substrate remains at room temperature while the material is evaporated from the heated 
crucible and then moved towards the substrate. The molecules or metal atoms are subsequently 
deposited onto the substrate with a relatively low temperature and finally form a film. Both, the film 
thickness and the deposition rate, are monitored by a quartz crystal microbalance (QCM) which is 
positioned in a way that the material vapor deposits on it as well. The resonance frequency of the 
QCM will shift to lower frequencies proportionally to the additional mass of the deposited material. 
With the properties of the material, the film thickness with an accuracy of less than 1 Å and 
deposition rate with a unit of Å/s can be calculated. The deposition rate itself, by the way, is 
controlled by the temperature variation of the crucible which is measured by a thermocouple. Two 
shutters one for the sample (substrate), and one for the crucible— are set to control the deposition 
layer more preciously. The crucible shutter will not open until an appropriate deposition rate is 
achieved, and the sample shutter will close as soon as the film thickness is reached. For a doped film, 
a co-evaporation of molecules from two crucibles with independent temperature control is required 
[78][178][179]. Furthermore, two QCMs need to be placed in different positions to detect the 
deposition parameters of each material independently. 
Since the film thickness and the deposition rate are calculated based on the material deposition onto 
the QCM but not the exact substrate, deviations will come from difference in position. Prior 
calibrations are then essential for eliminating the influence of the chamber geometry by either 
depositing the film on a reference QCM mounted in the substrate position or determining the 
thickness ratio between the real measured film and QCM. However, a small run-to-run deviation 
cannot be fully avoided.  
 
Figure 5.1.1: Schematic for thermal vapor deposition in ultra-high vacuum done by Lesker system. 
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Device encapsulation  To prevent the degradation induced by moisture and oxygen under ambient 
condition, the finished organic samples are encapsulated with a glass lid and epoxy glue in a 
nitrogen-filled glove box (O2 and H2O < 1 ppm). 
Device layout and shadow mask  There are three different layouts used in this thesis, two for the 
OLEDs regarding the p-doped layer size and one for the memory device. As illustrated in Fig. 5.1.2 
(a), the substrate of one sample has four individual pre-structured ITO electrodes with a width of 
2.54 mm in order create four devices on each sample. For the memory device, an aluminum oxide 
layer is deposited on top of the substrate before a standard deposition of organic layers and a top 
electrode layer. The standard organic materials deposition contains a p-doped layer, three intrinsic 
layers (including an electron blocking layer, an emission layer, and a hole blocking layer), and an n-
doped layer, successively. For the unstructured OLED device, all organic layers are fabricated using 
the same shadow mask with a long stripe of a length of 15.92 mm (Fig. 5.1.2 (b)). However, the 
doped layers are deposited separately in four small areas with a side length of 3.14 mm for structured 
OLED (Fig. 5.1.2 (c)), and 1.94 mm for memory device (Fig. 5.1.2 (d)). A top aluminum (Al) layer 
will be deposited as the top electrode using the shadow mask shown in Fig. 5.1.2 (e). Details on the 
different architectures for different devices will be discussed with further schematics in their 
respective chapters. 
 
Figure 5.1.2: Schematic of (a) ITO pre-structured substrate, and shadow masks for (b-d) organic layers and (e) 
top electrode. 
5.2 Device characterization 
Current-voltage (IV) characteristics  For electrical measurements of continuous currents, a high-
resolution source-measuring unit (SMU) Keithley 2635 is employed with either steady-state or hold 
time mode. The steady-state mode limits the deviation between two consecutively measured currents 
before they are recorded, while the hold time mode keeps applying each set voltage for a specific 
hold time before the current is recorded. Both modes will be explained in details in Chapter. 6.  
Temperature-dependent IV measurement is performed in an SMU Keithley 2635 connected vacuum 
cryostat using a Peltier element controlled by BelektroniG GmbH. Another dual-channel source-
measuring unit Keithley 2602A is used for measurements of internal device voltages by setting the 
input current value of 0 in the current mode and recording the voltage variation. All SMU 
characteristics are controlled by a home-built software “SweepMe!” (sweep-me.net).  
Impedance spectroscopy  For impedance spectroscopy, impedance spectrometers are used for 
doing the capacitance-voltage measurement, and the capacitance-frequency measurement. The one 
in the former case is an HP 4284 A Precision LCR meter from Hewlett Packard (USA) with a 
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frequency range from 20 Hz to 106 Hz, and is used with a modulation amplitude of 10 mV. The latter 
equipment is an Autolab PGSTAT302N from Metrohm Autolab (Netherlands) with a considerable 
large frequency range from 10-2 to 106 Hz since its signal is filtered by a lock-in amplifier. The signal 
amplitude is 200 mV for the sake of decreasing the noise in the temperature-dependent 
measurements, of which the equipment is described above. The method is based on complex 
impedance that has a frequency-dependent response on a small signal superimposed with a constant 
bias described as followings: 
When a small alternative current (AC) voltage is applied to the bias voltage, the signal of the total 
voltage can be described mathematically as a function of time by: 
 𝑣(t) = 𝑣0 + 𝑣𝑝𝑒𝑎𝑘 sin(𝜔𝑡) (5.2.1) 
where v0 is the constant bias voltage, vpeak is the AC signal amplitude, and ω is the angular frequency. 
The response current has a phase given by: 
 𝑖(t) = 𝑖0 + 𝑖𝑝𝑒𝑎𝑘 sin(𝜔𝑡 + 𝜑) (5.2.2) 
 The phase shift angle φ by which the current lags the voltage is induced by the capacitance. For the 
AC circuit, the complex impedance Z can be represented by a real part (Re) and an imaginary part 
(Im) as shown in Fig. 5.2.1, in which each type of circuit element is characterized by its own 
impedance. 
 
Figure 5.2.1: Schematic diagram of the complex impedance. 
Since the current in a resistor R is governed by Ohm’s law v = iR, the impedance of a resistor is its 
Ohmic resistance R. Combined with reactance Xc as imaginary part, Z then can be described by: 
 Z = R + j𝑋𝑐 (5.2.3) 
Furthermore, with the absolute impedance which is determined by the ratio between the amplitude 
of the voltage and the current signal as |𝑍| =
𝑣𝑝𝑒𝑎𝑘
𝑖𝑝𝑒𝑎𝑘
 , the R and Xc can also be calculated as: 
 R = |𝑍| cos𝜑 ; 𝑋𝑐 = |𝑍| sin𝜑 (5.2.4) 
In this thesis, circuits are RC circuits that are only composed of resistors and capacitors to give the 
complex impedance. From the definition of capacitance, we can get v =
𝑄
𝐶






 , the 
substitution of the complex voltage then yields  𝑗𝜔𝑣 =
𝑖
𝐶
 (j2≡-1). Therefore, the impedance from the 
capacitance is 𝑋𝑐 = −
1
𝜔𝐶
 , and the capacitance of a single RC element can in turn be expressed as: 
 
 






In-situ emission measurements  The set-up for the in-situ emission measurements driven by a 
pulsed voltage is shown by the schematic in Fig. 5.2.2. The low-voltage/high-frequency sine wave 
signal is generated by an arbitrary waveform generator 33600A from Keysight Technologies, which 
is then fed into a 50 times voltage amplifier before reaching the device as well as the DPO7354C 
digital phosphor oscilloscope from Tektronix for collecting electrical data. A camera and a 
photodiode are mounted on top of the device to obtain the emission images and device luminance, 
respectively. The photodiode voltage is further synchronized with an amplifier and subsequently 
connected to the computer for data recording. The pulse and the camera are controlled by the 
software of SweepMe!. 
 
 
Figure 5.2.2: Schematic illustration of the In-situ emission measurements. 
5.3 Materials 
As mention in Sec. 5.2, ITO and Al work as the bottom electrode (anode) and the top electrode 
(cathode) with work functions of 5.0 eV and 4.28 eV, respectively [180]. Al2O3 with a 6.4 relative 
permittivity is used as the insulator layer in the memory device. With respect to the band energy, the 
functions of other small molecules, including dopant can be categorized into charge transport, charge 
blocking, and light emission. 
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Figure 5.3.1: Chemical structure of organic materials used in the thesis. 
Charge transport layer materials  The p-doped layer for hole transport consists of a host made 
from 2,2’,7,7’-tetrakis-(N,N-di-methylphenylamino)-9,9’-spirobifluorene (Spiro-TTB) which is 
doped with 4 wt% of the p-dopant F6-TCNNQ. The LUMO level of the dopant F6-TCNNQ (-5.37 
eV) is lower than the HOMO level of the host Spiro-TTB (-5.25 eV), so molecular dopants can 
accept electrons from the hosts and increase the density of free holes [181][182]. Similarly, the n-
doped layer for electron transporting contains 4,7-diphenyl-1,10-phenanthroline (BPhen) with is 
doped 1:1 with cesium (Cs). Cesium has low ionization energy of ca. 3.89 eV and thus strong 
donating ability for being used used as n-dopants [183]. In this case, the high work function 2.3 eV 
of Cs enables it to be a suitable electron donor though electron transfer to BPhen, which has a LUMO 
level of -2.9 eV [184][185]. The chemical structure of the hosts, including the hole transpot material 
(HTM) and electron transport material (ETM) and dopant for charge transport layer materials are 
depicted in Fig. 5.3.1. 
Charge blocking layer materials  The hole blocking layer is embedded between the n-doped layer 
and emission layer with  bis(2-methyl-8-quinolinolate)-4-(phenylphenolato)aluminum (BAlq2) 
whereas the electron blocking layer is deposited in the other side next to the p-doped layer with 
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N,N’-di(naphthalen-1-yl)-N,N’-diphenyl benzidine (NPB). The hole blocking material BAlq2 has 
low HOMO of -6.1 eV, and the electron blocking material NPB has high LUMO of -2.4 eV [185]. 
Compared with the band energy of charge transporting materials, both blocking materials provide a 
sufficient energy barriers to restrict the charge carrier flow while the device operation voltages will 
not increase substantially. The chemical structures of both types of blocking materials, i.e., hole 
blocking material (HBM) and electron blocking material (EBM) are shown in Fig. 5.3.1 
Emission layer materials The red phosphorescence emission system has a conventional host-guest 
phosphorescent system in which the host material is NPB with wide energy gap, and guest material 
is the red phosphor of bis(2-methyldibenzo-[f,h]-chinoxaline)(acetylacetonate) (Ir(MDQ)2(acac)) 
with 10 wt% doping concentration. The chemical structures of the phosphorescent host and guest 









6 Lateral current flow in semiconductor devices 
having crossbar electrodes 
6.1 Introduction 
The crossbar architecture, in which the bottom and the top electrodes are designed to cross each 
other to define the active area as their geometric overlap region, is widely employed in organic 
electronic devices with semiconductor stack sandwiched in between [186][187]. Leakage current 
and semiconductor conductivity are two key factors which influence the performance of such 
organic electronics like organic light-emitting diodes (OLEDs), organic solar cells (OSCs), and 
organic memory devices (OMDs) [188]. For pursuing excellent performance, the former factor is 
required to be small while the latter one needs to be high. Regarding high conductivity, doped layers 
with high conductivity are then commonly used in organic devices, including those fabricated in 
crossbar architectures, to achieve low operation voltages [189]. However, the side effects like 
leakage current when operating devices in such a system are either ignored or give rise to 
misinterpretations regarding the device performance or layer quality.  
For the sake of simplification, currents in the organic devices are typically assumed to flow 
exclusively along the vertical direction between two electrodes, even though the conductivities of 
doped organic layers are sufficiently high to generate significant lateral current flows. The lateral 
current flows will charge up the outside active area, introduce the leakage current, affect both device 
performance and characterization. Nonetheless, the scientific research field is still lacking a 
systematic analysis of how lateral charge transport and related leakage current is present in device 
characteristics and to which extent it influences the interpretation of measurement. 
In this chapter, the effect of the lateral current flow in OLEDs with crossbar electrodes is studied, 
showing the influence of the related leakage current, and the possible utilization to investigate 
properties of the doped layers. First, two different device structures with doped layer structured or 
unstructured are introduced in Sec. 6.2. Then in Sec. 6.3, the presence of lateral charge transport is 
proven by a charging effect comparison between these two structure devices. The study of current-
voltage and capacitance-frequency characteristics reveal that the lateral current flow, which can be 
suppressed by simply structuring the doped layers, is the culprit for both high leakage current in IV 
measurement and an abnormal capacitance increase at low frequency in CF measurement. 
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Subsequently in Sec. 6.4, the relation to doped layer conductivity is studied by performing layer 
thickness-dependent and temperature-dependent capacitance-frequency measurements via 
impedance spectroscopy. A distributed RC circuit model is then applied in Sec. 6.5 to the 
experimental data to extract fundamental information about the thickness, the conductivity, and the 
corresponding activation energy of both, the n-doped and the p-doped layers, simultaneously. We 
demonstrate in Sec. 6.6 that the lateral charging behavior can easily be misinterpreted as impactions 
from trap states in general trap analysis. A pseudo trap analysis is produced in details to find out the 
similarities. Finally, a summary is given in Sec. 6.7. 
6.2 Device architecture 
The current flow in OLEDs is generally assumed to flow vertically between the two electrodes as 
the blue arrows Iv shown in Fig. 6.2.1. However, organic doped layers already achieved a reasonable 
conductivity for enabling the non-negligible lateral current transport shown as the red arrow IL. Such 
lateral current flow results in charged up doped layers as well as in introducing leakage current. The 
higher the conductivity of the doped layers is, the more significant this phenomenon is. This is an 
issue especially for those electronics which have a commonly used sandwich layer architecture 
stacked between two electrodes in a crossbar layout with an active area that is smaller than the doped 
layer area.  
 
Figure 6.2.1: Schematic cross-section of the current flow in OLED. 
To study the lateral current flow, OLED samples with two different layouts are fabricated. All OLED 
samples used in this section were fabricated following the steps introduced in Sec. 5.1 leading to a 
typical electrode crossbar architecture containing a p-doped/intrinsic/n-doped (pin) junction. Two 
10 nm blocking layers are inserted next to both sides of the 20 nm emitting layer between the p- and 
n-doped layer. As illustrated in Fig. 6.2.2, on the pre-structured finger-like ITO electrodes, two 
different device layouts, with structured or unstructured doped layers, are fabricated to study the 
influence of lateral charge flow in the doped layers. 
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Figure 6.2.2: Top view of unstructured and structured samples. 
Each sample involves four individual devices numbered by the position of the pixel as 1, 2, 3, 4. The 
active area is defined by the overlap between the top and bottom electrodes, being 2.54 × 2.54 mm2 
per device. Although the deposition of bottom ITO anode, top Al cathode, and embedded intrinsic 
layer are the same for both samples, the difference in the doped layers distinguishes them.  For the 
left unstructured sample, all four devices share continuous doped layers, which align with the 
intrinsic organic layer within an area of 5.09 × 15.92 mm2. In contrast, instead of using a continuous 
strip as used for the intrinsic layer in the unstructured sample, the structured sample has its n-doped 
and p-doped layers in separated, independent areas of 3.14 × 3.14 mm2. Comparing the area between 
the structured doped layers (3.14 × 3.14 mm2) and the device active area given by the electrodes 
(2.54 × 2.54 mm2), a 300 μm larger area in all direction still exists. This additional area is designed 
to make sure that the doped layers always fully cover the device active area without any connection 
between them, even in case of any evaporation-induced misalignment. 
6.3 Characteristics comparison between unstructured and 
structured devices 
Based on the above OLEDs with two different layouts, several measurements are done to prove the 
presence of lateral charge transport, as well as studying the influence of it in details. 
6.3.1 Charging measurement 
The presence of lateral charge flow can be vertified by measuring the potential of the charged doped 
layers between adjacent pixels. As illustrated in Fig. 6.3.1, different constant voltages were applied 
to pixel 2 step by step, and the potential drop at the neighboring pixel 3 which has no connection to 
the external voltage source was measured over time. 
To discharge the device to an initial state, 0 V was first applied to the pixel 2, and then followed by 
1 V, 3 V, 1 V, and again 0 V. Each voltage was maintained for more than a minute. For the 
unstructured sample in the red curve, the measured voltage at the pixel first increased then decreased 
along with the variation of the applied voltage at the pixel 2. The precise charging and discharging 
behavior in the pixel 3 simulate the circuit curve of a resistor-capacitor (RC) circuit with time-delay. 
The raise (charging) or drop (discharging) curves are steep at the beginning and then rise slowly to 
the maximum voltage. Moreover, once 1 V was applied to the pixel 2, the potential of the 
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neighboring pixel 3 always approaches to 0.83 V after ca. 30 s, regardless of whether a low 0 V or 
a high 3 V had been applied previously. Similarly, when 3 V was applied to pixel 2, the voltage of 
pixel 3 further ramped up to 1.77 V, indicating a crosstalk effect between the individual devices.  
 
Figure 6.3.1: I-V characteristics for measuring crosstalk between neighboring pixels. 
In contrast, whenever the doped layers are structured, the measured voltage at pixel 3 remains almost 
constant around 0 V as shown by the blue curve, independent of the voltage step applied at pixel 2. 
The difference in charging measurements proves that the charge can be transmitted from the pixel 2 
to the neighboring pixel 3 through the doped layers, resulting in charged up layers. Such lateral 
charge transport only occurs in the unstructured sample with continuous doped layers since the path 
is cut in the doped layers structured sample. Therefore,  it is necessary to structure semiconductor 
layers with high conductivities like the doped layers to prevent crosstalk between devices that share 
crossbar electrodes in integrated circuits [190], [191].  
6.3.2 Current-voltage characteristics 
 
Figure 6.3.2: Comparison between a structured and an unstructured device under steady-state by keeping each 
applied voltage for 100 s before measurement. 
The current-voltage characteristics in Fig. 6.3.2 were measured with a voltage sweep that goes from 
-3 V up to 3 V and back to -3 V in steps of 0.1 V in the steady-state, meaning each voltage was 
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applied continuously for 100 s before the current for each point was measured. The lateral charge 
flow proven above will charges up the neighboring doped layers, resulting in a potential difference, 
and eventually generating the leakage current which directly influences the current-voltage 
characteristics. To eliminate the influence of such lateral charging effect, the hold time used here 
(100 s) is much longer than the typical charge up time (ca. 30 s) obtained in Fig. 6.3.1 for fully 
charging the nearby doped layer to the greatest extent. For the structured device shown in Fig. 6.3.2 
with the red curve, the intrinsic time-independent leakage current is drastically decreased by 2-3 
orders of magnitude compared with the black curve gained from the unstructured device, resulting 
in extremely low leakage currents  (herein 10-7 mA/cm2 at -1 V).  
There are two different kinds of leakage current: a time-dependent leakage current flow due to the 
charged up films outside the active area and an intrinsic steady-state leakage current which flows 
even with fully charged nearby films. Whereas the former one can be depressed by reaching the 
steady-state (e.g., hold time 100 s), the latter type of leakage current is unavoidable and continuously 
flows from anode to cathode. Interestingly, the area of the doped layer is only reduced by a factor 
of 8.1 from 81 mm2 to 10 mm2 due to structuring, whereas the reduction of leakage current is in the 
orders of magnitude of 1-2. This discrepancy points out that the intrinsic steady-state leakage cannot 
only stem from vertical leakage paths between the electrodes but also related to the lateral transport. 
Another evidence of inescapable leakage current flows under steady-state can already be seen in Sec. 
6.3.1, where the potential of fully charged doped layers is smaller than the applied voltage.  
Based on the above discussion and data, we speculate that the lateral charging in unstructured 
devices extends continuously in the doped layer until it reaches the edge where, due to the fabrication, 
the doped layers short each other or contact the opposite biased electrode. Thus, the main reason for 
the high steady-state leakage current in the unstructured device is still assumed to come from the 
lateral charge flow. 
Although structuring the doped layers reduces the steady-state leakage current effectively to a 
drastically low level, the behavior in the forward direction at high voltage (ca. 2 V), where the current 
density is comparative high, does not change. This is because of the variation in vertical conductivity 
(resistivity) of OLEDs at different voltages. Please note that the vertical direction here refers to the 
perpendicular direction between the two electrodes. When the vertical potential drop stays below ca. 
1.7 V, the vertical resistivity is as high as the lateral resistivity that the OLED behaves as an insulator 
and the lateral charging takes place in the capacitor-like doped layers over a centimeter scale, 
macroscopic distances. However, when the applied voltage is higher than ca. 1.7 V, the charges 
recombine, leading to an exponential increase in the vertical current flow. Under this circumstance, 
the much higher conductivity in the vertical direction prevents the current to flow in the low 
conductive lateral direction. This also explains why the measured voltage in Fig. 6.3.1 cannot be 
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Figure 6.3.3: Different hold times were used for measuring the current-voltage curves in (a) for an unstructured 
and in (b) for a structured device. Insets: Picture of an operating OLED at 3V.  
For a detailed discussion about the influence of lateral charging, the current-voltage characteristics 
for both unstructured and structured device are shown in Fig. 6.3.3 with different hold times per 
applied voltage. As discussed above, the impact of lateral charging on current behavior at high 
positive voltages is negligible. An overlap of curves above ca. 2 V can be obtained in both structured 
and unstructured device. Accordingly, emission images of the devices operated at 3 V, shown by the 
inserts in Fig. 6.3.3, prove that structuring does not influence the size of the active area. 
Now we focus on the hold time variation. If no hold time was applied, a pronounced hysteresis 
between the forward and backward sweep directions can be obtained in both devices. As we plot the 
absolute value of the current density in this semi-logarithmic plot, the curve has a steep valley 
whenever the sign of the current changes. In one sweep, there are two crossing zero-current points: 
one at the negative voltage during the forward sweep, and one at the positive voltage during the 
backward sweep. With increasing hold time, the hysteresis becomes smaller as the crossing zero-
current points shift toward 0 V. Finally at 100 s hold time, both devices achieve almost identical 
curves in forward and backward sweeps. However, the unavoidable high steady-state leakage in the 
unstructured device always keep it in a relatively high leakage current level. Such measurements 
have previously been reported in the literature, revealing a similar behavior [192]. 
 
 
6.3 Characteristics comparison between unstructured and structured devices 67 
In the literature, the behavior of crossing zero-current points is often explained by deep trap states 
which have to be fully charged or discharged before reaching the steady-state [193]. However, the 
results presented here support the explanation that such phenomena are possibly related to lateral 
current flow in a crossbar architecture which we will further discuss in this chapter. Besides this, 
these early-stage results demonstrate that it is also essential even for lab-scale samples to structure 
the highly conductive semiconductor layers, e.g., doped layer, to eliminate the lateral current flow 
[194], [195]. By doing this, it is then possible to do further detail investigation like study 
recombination mechanisms in the pronounced exponential regime, or explore the nature of the real 
vertical leakage current flow. 
6.3.3 Capacitance-frequency characteristics 
Impedance spectroscopy (IS) is extensively used to characterize the time-dependent electrical 
properties of organic semiconductors. In order to gain in-depth information about the lateral 
charging behavior in the frequency domain, the frequency-dependent capacitance (CF) measurement 
is provided in Fig. 6.3.4 for both samples with all four pixels represented devices per sample. 
Considering the symmetry of sample geometry between the two inner pixels (pixel 2, 3), their CF 
curves have a perfect identity and themselves can be regarded as a pair. This is also true for the two 
outer pixels (pixel 1,4).  
 
Figure 6.3.4: Capacitance-frequency curves of inner (pixel 2,3) and outer (pixel 1,4) pixels from structured 
and unstructured devices, each color contains two position-symmetrical devices. All four curves of the 
structured devices from one sample are identical, while curves for unstructured devices are symmetric to the 
sample geometry. Inset: Schematic of pixel position in one sample. 
The most significant difference between structured and unstructured sample occurs at low 
frequencies between 10-2 Hz to 101 Hz, corresponding to the hold time between 1 s to 100 s in Fig. 
6.3.3, where the lateral current flow dominates the capacitance increase. In the structured devices, 
all four pixels have identical CF curves, showing absolute location independence. In contrast, four 
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pixels in the unstructured sample have precise different location-related CF performance since the 
lateral charging effect has distance dependence. The inner two pixels behave identically as a pair 
while the outer two pixels have another pair of nearly identical CF curves. The total capacitance of 
the outer pair is smaller than the inner pair since the former one has a more limited of doped layer 
area for lateral charging. 
The full-frequency range spans eight orders of magnitude and can be divided into four regimes as 
marked by roman numbers in Fig. 6.3.4, according to their capacitance contribution: 
In the regime iii with frequencies between 102 Hz and 105 Hz, the capacitance plateau of 4.4 nF is 







where Aact is the device active area, which is 2.54 mm2 defined as the cross area of two electrodes, 
the mean relative permittivity ɛr is 3.1 for the combined intrinsic layer stack. 
The regime iv is defined at higher frequencies between 105 Hz and 106 Hz. In this regime, the 
capacitance drops significantly due to the influence of series resistance. For example, the ITO 
electrode has a sheet resistance of approx. 26.5 Ω/□ and can easily contribute a resistance about 50-
100 Ω based on our geometry. Such ITO resistance already leads to an RC cutoff frequency at ca. 5 
× 105 Hz. The slight difference between the curve-to-curve in regime iv is likely due to a device-to-
device variation in series resistances. 
In regime ii where frequencies spans between 100 Hz and 102 Hz, all curves in Fig. 6.3.4 for both 
unstructured and structured samples behave similar although the lateral charging at the outside active 
area starts introducing the capacitance increase for decreasing frequency. According to the 
discussion in Sec. 6.3.2, the capacitance stemming from outside area increases proportionally to the 
relative area increase outside the active area. A certain frequency decides the hold time and the 
related available charged up area along with the resulting capacitance. Based on the sample layout, 
the doped layers in all devices, regardless of the structuring or pixel position, are identical in the first 
0.3 mm around the active area. Therefore, the CF spectra of all devices coincide in regime ii. 
For frequency below 100 Hz, i.e., the regime i, the available charged up area via the doped layers 
outside the active area differs in structuring and position. As a consequence, the CF curves split 
following the position dependence discussed above. With the decrease of frequency, the capacitance 
increase in structured devices is constrained by the structured doped layer to be only slight, while 
the unstructured devices ramp up dramatically. Although it is out of experimentally accessible range, 
we would expect a further capacitance increase for the unstructured device at frequency smaller than 
10-2 Hz, as the capacitance increases by almost a factor of 5 and no saturation is in reach. Moreover, 
the missing saturation shows that 100 s hold time (10-2 Hz) is not sufficient to eliminate the lateral 
charging effect in the unstructured devices entirely for achieving a low leakage current level. 
Considering the size of the sample, a centimeter-scale lateral charging via the n-doped and p-doped 
layers actually must be expexted. However, for the structured device, we assume that for either low 
 
 
6.4 Influence of conductivity of doped layers 69 
frequencies (<10-2 Hz) or long hold times (100 s), the entire doped layer is charged up, and the 
electric potential between the doped layers outside the active area is close to the applied potential. 
The capacitance-frequency characteristics reveal that structuring the doped layers is essential for 
getting rid of the pixel position dependence, as well as obtaining reliable and reproducible data from 
the impedance spectroscopy. Furthermore, the doped layer should be structured as close as possible 
to the electrode defined active area for preventing the residual capacitance increase observed in 
regimes i and ii in Fig. 6.3.4. 
6.4 Influence of conductivity of doped layers 
6.4.1 Dependence on doped layers thickness 
Since the lateral charge flow in the doped layers is responsible for the capacitance increase at low 
frequencies in the CF measurement and high leakage current in the IV measurement, the thickness 
of doped layers, which is related to their conductivity and thus lateral resistivity, should modulate 
the device performance. To get more precise control over the lateral charging, all doped layers 
mentioned in this Sec. 6.4.1 are structured to be 300 μm larger in all directions compared with the 
active area as mentioned before.  
 
Figure 6.4.1: Current-voltage characteristics of OLEDs with structured doped layers. The thickness of the p-
doped and the n-doped layers are 50 nm or 250 nm. 
For the reasons of saving time, the IV curves in Fig. 6.4.1 are measured with a steady-state function, 
which captures at least two values for one spot, and only records the value if the difference between 
the measured two is within 2%. The translated equivalent hold time is around 10 s to 20 s, depending 
on voltage. Once the lateral charging is limited by the structuring and the steady-state is reached, no 
evident variation with the thickness of the doped layer can be obtained at high current densities. 
However, the sign of the conductivity dependence can still be perceived. The thicker the doped 
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layers are, the smaller the lateral resistivity is and the clearer the lateral charging effect can be. Thus, 
the highest leakage current is achieved for the device that has 250 nm doped layers for both n and p 
type (green curve), whereas the lowest leakage current results for the thinnest device with 50 nm 
doped layers (black curve). If the thickness of two doped layers is chosen to be 50 nm for one and 
250 nm for another, the curves would locate in between all 50 nm and 250 nm curves. The more 
efficient control over the n-doped layer conductivity is due to its low conductivity, combined with 
precise thickness control. 
 
Figure 6.4.2: CF measurements of structured samples with different doped layer thickness, each color contains 
two devices, the thickness and the type of doped layer which are same for the overlap curves are shown next 
to them; insert: schematic of contribution from n-doped and p-doped layers. 
In contrast, CF curves shown in Fig. 6.4.2 reveal a clear thickness dependence of the doped layers. 
In Fig. 6.2.2, four samples with each containing two structured devices were fabricated with all 
combinations of 50 nm and 250 nm thick n-doped and p-doped layers. The capacitance plateau of 
4.4 nF which contributed from the OLED intrinsic layers remains the same for all cures at frequency 
between 103 Hz to 104 Hz. However, the two curves separate in the high and low frequency regime, 
respectively. Especially at low frequency, the CF spectra for each sample split differently, but such 
that in each region there are always pairs of coinciding curves. It is clear that whenever two curves 
coincide, they share a thickness for one out of two doped layers, e.g. a 250 nm p-doped layer 
thickness, and these two overlapped parts are therefore marked with specific colors in such cases. 
As we will discuss below, the capacitance increase from lateral charging depends on both the 
frequency and doped layer conductivity. Therefore, the variation of the doped layer thickness is 
expected to shift the CF curve in that frequency band. In the low frequency regime (f<102 Hz) where 
the capacitance is dominated by lateral charging, the CF curves of samples with the thicker n-doped 
or p-doped layer shift to higher frequencies, although to different degrees. For example, between 
100 Hz and 102 Hz, the influence of n-doped layer thickness is insignificant. The total capacitance 
has clear dependence only on p-doped layer thickness, i.e., samples with a p-doped layer of 250 nm 
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rise at higher frequencies than samples with a p-doped layer of 50 nm. The factor of the shift between 
two sets of curves is in good agreement with the thickness ratio of 5 given by the p-doped layers. A 
similar behavior can be found for the thickness variation of the n-doped layer at frequency between 
10-2 Hz to 100 Hz where the conductivity of the p-doped layer has a slight influence. Overall, such a 
thickness dependence shows a direct relationship with lateral charging, as thicker layers reduce the 






of the doped layers and enables a faster charge up of external (outside active area) capacitance. Here, 
σ and d are the conductivity and the thickness of the doped layer, respectively. 
 
Figure 6.4.3: Schematic cross-section of the crossbar architecture along ITO (left) and along Al (right) of a 
structured device. 
Furthermore, the type of the doped layer that dominates the increase in capacitance varies with the 
frequency, indicating independent capacitance contributions from two doped layers. Due to the 
crossbar architecture of the device, lateral charging has a preference for a semiconductor type on 
each sides. For example, along the ITO electrode as depicted in Fig. 6.4.3 left, the lateral current 
only flows at the Al cathode side to charge the external capacitance in the green area over 
macroscopic distances via the n-doped. However, at the ITO anode side where the ITO layer 
overlaps with the whole p-doped layer, the extra capacitor can be charged directly in the vertical 
direction over tens of nanometer only distance via the p-doped layer. Nevertheless, the situation is 
opposite along the Al electrode side (Fig. 6.4.3 right). The lateral charging only occurs near the ITO 
side to charge up the layers via the p-doped layer, whereas the capacitance increasing at the Al side 
is governed by the vertical charging via the n-doped layer. The final capacitance increase at low 
frequency is the extra lateral charge up along both electrode sides while the preference at different 
electrode sides translates into individual charging contribution from different areas, related to the n-
doped and the p-doped layers as visualized in Fig. 6.4.4.  
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Figure 6.4.4: Top view of a single pixel having a structured doped layer (thick dark red square). 
Electrical conductance determining factors like film thickness, resistance directly influence the 
curve behavior in CF measurements. Therefore, a kink is observed for all four CF curves in Fig. 
6.4.2 since the doped layers have different sheet resistances and thus different frequencies at which 
the capacitance saturates. The p-doped layer can be identified here as the layer with the lowest sheet 
resistance (highest conductivity) as it shows the thickness variation dependence at the high 
frequency regime. 
A complete charge up of the outside area takes merely place at lowest frequencies and only for doped 
layers with small sheet resistance (Fig. 6.4.2). It is also an exciting feature that the overall 
capacitance 7.1 nF achieved at the lowest frequency (10-2 Hz) in Fig. 6.4.2 is following what we 
expect to get based on the lateral dimensions of the structured doped layers. The ideal value of 







which is based on the geometric ratio of the active area to the structured doped layer area. The 
calculated ideal capacitance is 6.9 nF, within a reasonable deviation compared to be experimental 
capacitance of 7.1 nF. The nicely fitting values also indicate that the lateral charging via the doped 
layers is the exclusive path for extra and does not proceed if only intrinsic layers are available. 
The lateral current flow is prevented at high frequency between 104 Hz to 106 Hz due to its low 
mobility. Therefore, the capacitance in the CF spectra (Fig. 6.4.2) is only dominated by the vertical 
charging of the intrinsic layers in the vertical direction within the active area [196], [197]. Because 
of the sufficiently high vertical conductance of the p-doped layer, it can prevent a high frequency 
cutoff below 106 Hz regardless of its thickness. As a result, only the thickness variations in the n-
doped layer can be observed as a frequency-dependent curve shift. In contrast to lateral charging, 
thicker doped layer now leads to smaller capacitance, or in another word, a shift of capacitance drop 
towards the low frequency since the vertical resistance increases with layer thickness. 
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6.4.2 Dependence on temperature 
 
Figure 6.4.5: Temperature-dependent CF curves of (a) unstructured and (b) structured of a 50 nm doped layer 
structured device with pin layer stack embedded into the crossbar. For clear curve observation, please note 
that there is a difference in y axis scales. 
As mentioned before, the sheet resistance of the doped layers influences the frequency-dependent 
lateral charging, which should also reflect on the temperature dependence since the conductivity of 
the doped layers can be varied easily by the temperature. Fig. 6.4.5 shows the CF spectra of the 
unstructured and structured device with 50 nm doped layers with the temperature variation from 230 
K to 320 K in the step of 10 K. Being structured or not does not decide the underlying temperature-
dependent capacitance trend. At the same frequency, the value of capacitance increases gradually 
with the rise of temperature at both low and high frequency regimes, matching with the thermally 
activated charge mobility and doping efficiency[198], [199]. Alternatively, in another description, 
the higher the temperature gets, the more the curves are shifted to higher frequencies corresponding 
to the expected increased conductivity of the organic semiconductor with temperature. Once the 
conductivity is high enough like under 310 K to 330 K, such a shift tendency may not be visible at 
high frequency due to the cutoff point that stems from the temperature-independent external series 
resistance. 
Similar as in Sec. 6.3.3, curves with the same temperature but different doped layer structures behave 
identical at frequencies higher than 100 Hz, which is the point at which the lateral charging starts. 
After that, the unstructured device with no limitation for lateral charging in Fig. 6.14.5 (a) 
demonstrates stronger dependence on temperature, revealing as an increase of curve steepness along 
with the increase of temperature. Finally, the highest capacitance can be gained at 10-2 Hz with 320 
K. More precise control over the structured doped layers enables a detailed investigation on the 
temperature dependence in Fig. 6.4.5 (b). In the low frequency regime, it can be observed that 
although all curves horizontally shift along with the frequency, the qualitative shape of the curve 
remains the same. The same situation can be seen for the kink, which is attributed to the conductivity 
difference between the two doped layers. A visible horizontal kink movement confirms the 
conductivity increase in the p-doped layer with temperature. Moreover, unlike the unstructured 
device, the curve shift will also approach saturation once the maximum capacitance is achieved at 
low frequency, especially for the highest temperature. 
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Despite the curve variation at low and high frequency regimes, the 4.4 nF plateau capacitance at 103 
Hz does not change with temperature. If the temperature is assumed to change the number of free 
charge carriers in the doped layers, the capacitance of the intrinsic layers should also change as the 
width of the depletion region shrinks according to the Mott-Schottky-analysis [83]. However, the 
fact that this assumption is not valid suggests that the observed temperature dependence of the 
conductivity is mainly given by a temperature-dependent charge carrier mobility and not so much 
by an increased density of dopants.  
6.5 Lateral charging simulation 
The circuit model for OLEDs simulation typically focuses on vertical direction behavior, although 
the doped layers, which are extensively used in the OLEDs for enhancing the charge injection and 
the charge transport in the vertical direction, will introduce a strong lateral charging effect as 
described above. The situation is different for inorganic LEDs, where the doped layer is intentionally 
designed in the layout to be a pathway for spreading the current flow laterally over the active area. 
However, there are only a few examples where similar concepts are used in organic electronics and 
detailed analysis and simulation are still lacking [200-202]. 
Nevertheless, a similar phenomenon of charging a series of capacitors by a resistive wire was 
initially described in the field of telegraph lines, leading to a signal delay effect [203]. Such electric 
signal delay is further well known by the complementary metal-oxide-semiconductor (CMOS) 
circuit, which suffers from the extra capacitances created by the interconnected conducting line over 
the insulator layer [204]. The resistive-capacitive delay in CMOS can be simulated using a 
distributed RC-delay model, identical to the RC network for solving the diffusion equation [204]. 
Even though the driving force for the lateral current as the lateral differences in the electrical 
potential is not exactly same as the diffusion of charge carriers, lateral charging still has an inherent 
diffusion-like nature and can be analyzed by an analog model. 
 
6.5.1 Analytical description 
 
Figure 6.5.1: Comparison between analytical solution and simulation capacitance-frequency dependence for 
the charge up of a laterally extended capacitance via a resistive layer. The constant capacitance 4.4 nF of the 
active area has been added to the analytical solution. 
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Before doing an accurate simulation, a rough estimation of the RC time can be done by assuming 
that the lateral charging of the capacitance outside the active area is done over the resistance given 
by the entire distance of the doped layer corresponding to this outside area. To simplify it, the lateral 
charging is considered to take place in only one direction which starts from the edge of the active 
area. However, the result based on such assumptions will overestimate the RC time constant as in 
reality, parts of the area can be charged over a smaller distance to the active area and thus via a lower 
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× 𝑙 (6.5.1) 
where w is the width of the square active area and l is the charged up distance. ∆C and Cact are the 









with σ being the electrical conductivity, and d being the thickness of the doped layer. Combining Eq. 










Once the time constant R × ∆C is converted into frequency by using τ = 1/2𝜋𝑓 , a capacitance 











There is a characteristic ∆C ∝ 𝑓−0.5 dependence which stems from the fact that the product of R∆C 
is proportional to the square of the distance (l) to the active area. From Eq. 6.5.4, it is clear that the 











depends linearly on σ and d, and thus indirectly proportional to the sheet resistance R□ of the doped 
layer at a certain achieved ∆C. This relation confirms the conclusion from the previous sections that 
the conductivity as well as the layer thickness can linearly shift the CF spectra along the frequency 
axis. 
To prove these equations, we compare them with simulation results as shown in Fig. 6.5.1. Although 
this is a simplified analytical solution, it has a reasonable agreement with the modeled data which is 
simulated with an identical set of parameters (σ= 1 S/m, ddoped layers = 50 nm, Cact = 4.4 nF). Moreover, 
the analytical ∆C ∝ 𝑓−0.5 relation is also reproduced by the simulation. In this frequency regime, 
the analytical solution has a relative error of the frequency in the range of 30 % and a relative error 
of the capacitance in the range of 15 %. 
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6.5.2 RC circuit simulation 
The aforementioned analytical solution in Sec. 6.5.1 corresponds to a lumped RC circuit model 
where the lateral charging is described by a single compressed resistor and capacitor at a certain 
frequency. In order to obtain the complete information contained in the CF curve, such as different 
conductivity for doped layers, the whole capacitance behavior needs to be simulated as a function 
of frequency. For doing this, a finely discretized distributed RC circuit model was developed for 
explaining the charging in both vertical and lateral direction. 
 
Figure 6.5.2: Schematic RC circuit used for simulation. 
As illustrated in the upper panel in Fig. 6.5.2, for each OLED unit consisting of a p-i-n stack unit, 
the charge is assumed to flow vertically and homogeneously. Thus, the p- and n-doped layer unit 
can be further divided into a parallel-connected capacitor and resistor, while the intrinsic layers unit 
can be regarded as a capacitor. A series connection between an n-doped layer (capacitor//resistor), 
intrinsic layers (capacitor) and a p-doped layer (capacitor//resistor) simulates the vertical charging 
behavior and is symbolized by a diode following. 
Based on this, the circuit responsible for the active area was simulated. Since the lateral charging is 
negligible within the active area, a single giant diode element colored in yellow was used as the 
module. The respective resistances Rvet,n, Rvet,p for n-doped layer, p-doped layer are related to the 
geometry and the conductivity of each layer. The capacitance value Ci_0 for representing the intrinsic 
layers in between is the plateau value of 4.4 nF at 103 Hz, as shown before in both Fig. 6.4.2 and 
Fig. 6.4.5. After adding an external series resistance (e.g results from the ITO electrode), the general 
CF behavior at high frequencies greater than 103 Hz can be expressed by this model. 
The model for the circuit outside the active area is required for replicating the whole behavior in the 
low frequency region, which necessitates the introduction of distributed RC elements as sketched in 
the bottom of Fig. 6.5.2. The situation is more complicated due to the presence of both vertical and 
lateral charging. For the vertical charging behavior, in spite of the value difference results from the 
effective area difference, the external vertical layer stack outside the active area has the same 
 
 
6.5 Lateral charging simulation 77 
charging behavior as the inside. Therefore, the vertical charging can be presented by finely 
discretized vertical elements shown as pink diodes. The resistors and capacitances of each unit cell 
in the pink diode are scaled to the effective area respectively, which is given by the product of the 
width of the electrode and a discretization length ∆L of 1 μm. For the outside active area region, 
there are three different regions based on the Fig. 6.4.3 and Fig. 6.4.4: 
1. Regions along the ITO electrode with lateral charging via the n-doped layer (Fig. 6.4.3 left). 
2. Regions along the Al electrode with lateral charging via the p-doped layer (Fig. 6.4.3 right). 
3. Regions close at the corners of the active area with lateral charging via both the n-doped layer and 
the p-doped layer (Fig. 6.4.4 marked with cross-checks) 
For the structured device in which the doped layer is tightly structured to the active area, the lateral 
charging length is limited to be 300 μm. Thus, the capacitance activated in the area of the last case 
(4 × 0.3 × 0.3 mm2) is neglectable small compared with that from the other two regions (4 × 0.3 × 
2.54 mm2). Therefore, the last case is not contained in the model for simplification. Although the 
lateral charging has a side-dependent preference in the type of the doped layers, the equal layout 
guarantees the symmetric element distribution and results in the parallel connection of two pathways 
for the lateral current flow. Two unit resistors Rlat,n and Rlat,p connect each neighboring pink diode 
element at the outside active area, eventually present a full frequency description RC circuit model. 
The values of the lateral unit resistors depend on the sheet resistance of each responsible doped layer. 
The extra capacitance raising at the low frequency now can be well described by the RC circuit that 
the lateral current flows through the doped layers and then charge up the additional intrinsic layers 
in the OLED element outside the active area. The end of the RC circuit line is defined by the extra 
length by which the doped layers exceed the active area.  
 
Figure 6.5.3: Comparison of CF curves between experiment and fit at 290 K. 
Using this RC circuit model, a simulated CF curve was obtained at room temperature (290 K). Fig. 
6.5.3 shows a direct comparison between the simulated curve and experiment curve, which match 
each other with an acceptable deviation. One thing that needs to be mentioned is that there is always 
a mask misalignment for the doped layers in the sub-millimeter range in reality. Due to this imperfect 
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area aligned during the evaporation, the lateral charging length outside the active area can slightly 
differ for each side. Therefore, a parameter called ‘misalignment’ on behalf of the shifts of the doped 
layers along the diagonal of the active area is introduced in the model. The qualitative CF behavior 
does not charge at all, but an even better agreement with the experiment data is achieved once the 
doped layer is shifted by 105 μm, which is in is in the range misalignment that is typically observed. 
 
Figure 6.5.4: Simulated temperature-dependent CF curves of a 50 nm doped layer structured device with RC 
circuit model. 
Inspired by the simulation at 290 K, the temperature dependence can be simulated by importing a 
new parameter ‘activation energy Ea’ to tune the conductivity of the doped layers following an 
Arrhenius-like temperature activation: 
 










where σ0 is the conductivity at the reference temperature T0 which is 290 K in this case 290, kB is 
the Boltzmann constant. 
By fitting the simulated curves to the temperature-dependent CF curves for the structured device 
shown in Fig. 6.4.5 (b), the activation energies for both doped layers can be gained from the 
simulated data in Fig. 6.5.4. We obtained 0.21 eV and 0.22 eV for the n-doped layer and p-doped 
layer, respectively. Hence, the experimental temperature dependence can, in turn, be reproduced 
with the temperature-activated conductivity and the fitted activation energies are within a reasonable 
range for bulk charge carrier mobility in organic semiconductors [205-207]. 
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Figure 6.5.5: (a) Temperature-dependent IV characteristics of an OLED with 50nm thick structured doped 
layers. (b) The corresponding activation energy of the current density at 3 V. 
However, the activation energy Ea plotted from the temperature-dependent current density at 3 V in 
Fig. 6.5.5 is 0.35 eV, which is roughly 0.13 eV higher than the activation energy obtained from CF 
simulation. One reason might be that the activation energy, determined by CF is related to lateral 
current flow, whereas the charge mainly flows in a vertical direction in the IV curves when the 
applied voltages are higher than built-in voltage. Overall, this indicate that the activation energy, 
and very possible also the conductivity, can vary a lot between vertical and lateral directions, even 
for evaporated device. Another reason might be that there are multiple processes like charge 
injection, overcoming internal energy barriers, and charge transport in the intrinsic layers which 
influence the IV measurement in Fig. 6.5.5 (a). Furthermore, since the activation of the doped layers 
has not much influence on the activation of device current in forward direction, the CF measurement 
is a suitable method to study the contribution from the doped layers. 
6.5.3 Parameters for doped layers gained by simulation 
All parameters used in the distributed RC circuit model are listed in Tab. 6.5.1. The parameters of 
the individual resistor and capacitor unit of the RC network rely on the device geometry, the 
discretization length, and the fitting parameters. The fitting parameters, i.e., the information about 
the doped layers, including the thickness, the conductivity, and the corresponding activation energy 
of both, the n-doped and the p-doped layers are automatically gained from the fitting. If the fitting 
parameters are in turn being used to calculate the R&C elements in the lateral charging and vertical 












Table 6.5.1: summary of the parameters obtained from fitting the doped layers structured experimental data 
with the equivalent RC circuit model. 
The simultaneously obtained conductivities, which are 5.8 × 10-6 S/cm for the n-doped layer and 9.8 
× 10-5 S/cm for p-doped layer, are within a reasonable range for doped semiconductors [206]. 
Furthermore, instead of a 50 nm thickness as defined during the evaporation, an djusted thickness 
of the doped layers of 40 nm is used in order to match the low frequency and high frequency behavior. 
This 10 nm deviation may be the reduction in the effective doped layer thickness, i.e., there are 
depletion regimes in the doped layers which depress the realistic film thickness in terms of its 
conductance contribution [208]. Herein, the widely used impedance spectroscopy proved to be a 
useful tool for post-checking the properties of doped layers in already assembled devices, as well as 
estimating the success or not for the doped layer fabrication. 
Although the justified agreement between the experimental and simulated curves is over eight orders 
of magnitude in the frequency range, there is still a slight deviation originate from several aspects. 
Firstly, the area at the four corners of the crossbar structure is neglected in the model for 
simplification. As shown in Fig. 6.4.4 marked with cross-checks, these corner areas suffer from 
lateral current via both the n-doped layer and the p-doped layer, which yields one-tenth of the total 
extra capacitance for the outside active area. This effect is comparatively small but still leads to 
fitting error. Secondly, the evaporated doped layers, in reality, are not distributed uniformly but have 
a trapezoidal shape due to the evaporation geometry, so that the sheet resistance of the doped layers 
increases towards the edge and introduces an error in the simulation. Furthermore, similar to the 
difference in activition energy for different directions, the conductivities in the lateral and vertical 
direction of the same doped layer are not necessarily equal, especially since the charge carrier 
mobility is anisotropic in films that experience layer-by-layer growth, e.g., there can be a higher 
mobility in the vertical direction due to π-π stacking. Finally, it cannot be ruled out that a certain 
capacitance in the low frequency regime is rising due to trap states. For the temperature varied CF 
curves, simulated curves show a more significant deviation at the high frequency regime which is 
dominated by vertical charging. As discussed before in Sec. 6.5.2, although it is used for the whole 
Experimental set of parameters used in the simulation 
Aact 2.542 mm2 
Adoped layers 3.142 mm2 
∆L 1 μm 
ɛr 4.0  
Rseries 50 Ω 
Ci 4.4 nF 
misalignment 105 μm 
Parameters of the doped layers obtained from simulation 
d 40 nm 
σn 5.8 × 10-6 S/cm 
σp 9.8 × 10-5 S/cm 
Ea,n 0.21 eV 
Ea,p 0.22 eV 
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frequency range simulation, the lateral Ea for doped layers which extracted from CF curves at low 
frequency is 0.13 meV smaller than the vertical one obtained from the IV curves in the exponential 
regime. Therefore, at the high frequency range in CF measurement, the lateral Ea is too small to 
repeat the exact behavior of experimental curves, which has a larger frequency shift interval and 
more conspicuous temperature dependency. 
Nonetheless, the simplified RC circuit model covers all fundamental qualitative aspects of the CF 
measurement and yields reasonable values for the doped layers. 
6.6 Pseudo trap analysis 
Impedance spectroscopy which is utilized for investigating the doped layers in this chapter is also 
routinely used to characterize the electrical properties of organic semiconductors. However, the 
influence of the presence-proved later charging has not been considered yet as a source of error for 
analysis [209-211]. To explore trap states in crossbar architecture diodes, impedance spectroscopy 
is commonly employed for measuring the temperature-dependent admittance capacitance-frequency 
spectra at low frequency to determine the density of occupied states [197], [210], [212], [213]. In 
the defect trap analysis, the capacitance increase is a crucial factor for the quantitative evaluation, 
which is same in the lateral charging case. Since both the electronic trap states and lateral charging 
behaviors eventually shown as capacitance increase at the low frequency regime in CF measurement, 
they are easy to be confused. Therefore, it is necessary to study in details about the consequence of 
two fundamentally different reasons hidden behind the same CF characteristics. 
6.6.1 The pseudo trap density of states determination 
Before the discussion, it has to be pointed out again that the neighboring charging measurement 
shown in Fig. 6.3.1 already clearly proves the existence of lateral current flow, as well as its 
centimeter-scale transportability for mainly contributing to the CF behavior. After clarifying this 
point, a pseudo-trap analysis is performed by applying the method proposed by Walter et al. [214] 
 
Figure 6.6.1: (a) Frequency dependence of the trap contribution to the capacitance change for the simulated 
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In theory, the trap capacitance obtained by impedance spectroscopy reflects the slowly trapped and 
released charge carriers that need to be activated, e.g., via electrical activation at low frequency or 
thermal activation, to contribute to the overall capacitance. The derivative of the frequency spectrum 
−ωdC/dω, which describes trap-contributed capacitance change, can be used to determine the 
attempt-to-escape frequency υ0 from the emission frequency ω0 with temperature variation. As 
plotted in Fig. 6.6.1 (a), the frequency correspondings to the maximum in the capacitance change 
for each temperature is the emission frequency ω0, which represents the emission rate of the 
responding trap states. By plotting the ω0 at which the peak occurs against inverse temperature in 
Fig. 6.6.1 (b), the thermal activation energy Ea as well as the attempt-to-escape frequency υ0 can be 






However, since the real reason behind the capacitance change is the lateral charging, which has 
doped layer conductivity dependence, Fig. 6.6.1 (a) reveals two groups of peaks due to the 
conductivity difference of the two doped layers. The capacitance contribution from higher 
frequencies belongs to the layer with higher conductivity, which is the p-doped layer in this case, 
while peaks at lower frequencies come from the less conductive n-doped layer. Two groups of 
emission frequency ω0, therefore, acquired in Fig. 6.6.1 (a) that yields two attempt-to-escape 
frequency υ0 and two activation energy Ea in Fig. 6.6.1 (b). The activation energies, which are 210 
meV for the n-doped layer and 220 meV for the p-doped layer, are the same values of the respective 
Ea gained from lateral charging simulation (Tab. 6.5.1). The resulting υ0 are 1.8 × 102 Hz and 4.8 × 
103 Hz for the p-doped and the n-doped layer, respectively. 
 
Figure 6.6.2: Pseudo trap analysis based on the Walter analysis using υ0 gained from (a) p-doped layer, (b) n-
doped layer, and (c) direct comparison between these two groups of curves. This is performed to indicate the 
similarity between the lateral charging and trap states. 
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With the parameters calculated above, the energetic profile of the trap density of states (tDOS) 










wherein q is the elementary charge, Vbi is the built-in potential guessed to be 2 V and W is the 
depletion width chosen to be 40 nm as the thickness of intrinsic layers. 
Two trap distributions can be obtained by the Walter method based on two different υ0 values, aiming 
to fit with the respective doped layer. As reported from Eq. 6.6.1, a conversion from the frequency 
axis in the CF spectra into the energy axis requires the knowledge of a correct attempt-to-escape 
frequency υ0, which is fitted in such a way that the calculated trap distribution curves of the same 
device coincide in the energy range at different temperatures [214]. As shown in Fig. 6.6.2, two 
groups of overlapping peaks are apparent visible with different but close trap energy as well as trap 
densities. For Fig. 6.6.2 (a) which is plotted with υ0 on behalf of the p-doped layer, a good overlay 
of the spectra around the peak position at different temperatures for p-doped layer peaks indicates 
the correct determination of υ0 for this layer. The peaks corresponding to the n-doped layer are rather 
spread out and don’t overlap as the p-doped layer peaks. The opposite is in the case for Fig. 6.6.2 
(b) where a good peak superposition is now visible for the n-doped layer curves with the correct υ0. 
In both cases, the peaks for the p-doped layer appears more in the left based on its higher 
conductivity, which translates into smaller activation energies being activated to increase the 
capacitance. A direct comparison of pseudo trap analyses can be seen in Fig. 6.6.2 (c).  
The trap energy Et in Fig. 6.6.2 is defined as the energy between the trapped charge carrier and the 
transport level. The value of it at the peak position is equal to the activation energy of respective 
doped layer. As already indicated in Fig. 6.6.1 (b), the pseudo trap energy derived from the peak 
position matches perfectly to the Ea listed in Tab. 6.5.1 as both of them related to the thermally 
activated charge transport in the doped layers. Despite the type of the doped layers, the pseudo 
energy gained here locates within the typical expectation range for organic semiconductor, 
suggesting the possibility in misinterpreting the data. Furthermore, the pseudo trap density 
calculated by integrating over the whole energy range is ca. 6 × 1016 cm-3 at 290 K for both υ0 cases, 
being a reasonable value for facilitating the confusion. Moreover, the energetic width of the 
Gaussian distributed curves is in the range of several 10 meV, again situated in the range of expected 
values although the exact value is vague in the pseudo one [197], [210]. The only parameter outside 
the typical range is the magnitude smaller derived attempt-to-escape frequency. However, there are 
also some similarly small order of magnitude frequencies reported previously like 
polyhexylthiophene (P3HT) [197], [210], [212], [213]. The most pronounced pseudo appearance in 
the trap analysis is the number of the group of peaks in Fig. 6.6.2, of which there are two instead of 
one due to conductivity and activation energy difference. However, from the composed curves in 
Fig. 6.6.2 (c), one nearly blended groups of peaks can be seen once the attempt-to-escape frequencies 
are separated fitted for two doped layers. 
In principle, the lateral charging, which is a process of laterally flowing charge carriers being 
‘trapped’ outside the active area and introducing capacitance, is possible to disguise itself as the 
trap-like behavior by producing similar CF characteristics. More specifically, the characteristic of 
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lateral charging that can generate the capacitance increase at the low frequency of which has a 
temperature dependence over the spread CF curves is the typical fingerprint of the presence of trap 
states. Such an effect is lurking in all crossbar architecture devices with conductive semiconductors 
(doped layers) and has to be on guard. 
6.6.2 The pseudo trap analysis under simulated identical conditions 
Fig. 6.6.2 (c) shows a high risk of mixing lateral charging with trap states behavior with ideal 
attempt-to-escape frequencies, which is not difficult to achieve if doped layers have similar 
conductivity. To make this statement more clear by revealing more details about the similarity of 
effects from trap states and lateral charging, the Walter method was applied in Fig. 6.6.3 again with 
simulated identical data to get undisturbed behaviors. 
 
Figure 6.6.3: Pseudo trap analysis under identical conditions with (a) same activation energy but different 
conductivity, and (b) same conductivity but different activation energy. 
The identical pseudo trap analysis was done with the following assumptions: 
1. Both doped layers and the active area are perfectly aligned in the center.  
2. Both doped layers share the same conductivity σ and thermal activation energy Ea. 
3. Any external series resistance, e.g., from ITO electrode or metal electrode, is reduced to 0.1 Ω to 
move the limitation of RC time and thus the cut off out of the measurable frequency range from 10-
2 Hz to 106 Hz. 
4. Since the lateral resistance of the doped layer is inversely proportional to the thickness of the 
doped layers according to Eq. 6.5.2., the thickness of doped layers is limited to 20 nm for enlarging 
the influence of doped layer conductivity. 
5. The temperature is varied from 220 K to 320 K in 10 K steps. 
6. All other simulation parameters remain constant in this chapter unless mentioned otherwise. 
Fig. 6.6.3 (a) reveals the influence of the variate activation energy Ea. As discussed above, the value 
of the activation energy is always presented as the trap energy depth in the pseudo trap analysis. As 
long as Ea is fixed to be 0.2 eV in the simulation, the trap distributions curves in Fig. 6.6.3 (a) would 
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always coincide in the full trap energy range with the same peak value of 0.2 eV, regardless of the 
value of the conductivity to be 10-2, 10-3 or 10-4 S/cm. That is to say, in the Arrhenius plot of the 
emission frequencies ω0, fitting curves for varied conductivities share the same fitting slope but with 
different attempt-to-escape frequency υ0 as noted previously in Fig. 6.6.1. Since υ0 follows the trend 
of the conductivity increase geometrically according to Eq. 6.6.1, the doped layer with a conductivity 
of 10-2 S/cm yields the reasonable υ0 of 2.1 × 105 Hz for common semiconductors. Thus, special 
attention needs to be paid to semiconductors with high conductivity like C60 in trap analysis. This 
misidentification is also noteworthy for lower conductivity semiconductor if the film is thick. The 
next simulation is varied the Ea from 0.1 to 0.3 eV with the same conductivity of 1 × 104 S/m as 
shown in Fig. 6.6.3 (b). Three groups of curves shift along the trap energy as expected, with the 
same shape but different corresponding υ0 which shift with the Ea as well. 
Overall, the simulation once again points out the serious possibility of lateral charging in introducing 
an ambiguity which has to be ruled out by further experiments, e.g. by next pixel charging 
experiment as shown in Fig. 6.3.1. This is a potential risk not only for trap analysis by Walter method 
but also for other measurement methods where traps are aimed to be identified, e.g. thermally 
stimulated currents [215]. It needs to be emphasized finally that all characteristic electrical behaviors 
produced in this chapter can be mainly explained by lateral charging effect and do not rely on any 
significant trap state population. 
6.7 Summary 
This chapter investigates the centimeter scale lateral charge up of capacitances outside the active 
area due to doped layers in devices with crossbar electrodes. The resulting time-dependent leakage 
current can be dramatically reduced to an ultimate low level of 10-7 mA/cm2 at -1 V by structuring 
the doped layer close to the active area. Achieving this low leakage current level which is typically 
tricky for devices employing doped layers offers the opportunity to study recombination related 
physical processes at low excitation as well as the mechanisms behind the undisturbed real vertical 
leakage current in the future. The position dependence in capacitance-frequency measurement can 
also be solved by structuring, leading to individual uniform devices. Impedance spectroscopy was 
employed to investigate the lateral charging role in the capacitance increase at low frequency as well 
as its dependence on temperature, doped layer conductivity. A distributed RC circuit model was 
proposed to fit the experimental CF data in the entire frequency range over eight magnitudes and 
allows for parameters extraction simultaneously including the thickness, the conductivity, thermal 
activation energy of both, the n-doped and the p-doped layers, corresponding to the lateral charge 
up at low frequency. Consequently, the rich and detailed information opens up the utility possibility 
in properties checking of doped layers in the fabrication finished or even packaged finished devices. 
Furthermore, capacitive effects stemming from lateral charging have such similarity to those 
associated with deep trap states that this can potentially create a misinterpretations at the 
capacitance-frequency characteristics. After analyzing the pseudo trap distribution using simulation 
data of both realistic and identical parameters, a caution sign was to be placed on trap analysis 
without a suppression of lateral current flow in the widely-used crossbar structure. 
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The results from the chapter are not limited to OLED with doped layers, but also applicable to any 
crossbar structure where semiconductor materials, especially those with high conductivities are 
involved. Moreover, our results will aid the design and characterization of electronic devices either 
kill the leakage current like for memory devices or in turn exploit the lateral charge flow as device 




7 The pinMOS memory: novel diode-capacitor 
memory with multiple-bit storage 
7.1 Introduction 
The significant reduction of leakage current by eliminating the lateral charge up in organic devices 
promises the realization of organic non-volatile memory (ONVM) devices based on crossbar 
architecture OLEDs, which have been intensively investigated in this work as the new concept of 
data storage media. The main research of ONVM devices concentrates on resistive memories, which 
are often referred to as memristors [217]. The charges are stored in electronic traps or nanoparticles 
like in resistive random access memory (ReRAM) devices or single transistor-based memory 
devices, although the former one is difficult in achieving multiple-bit storage while the latter one is 
limit to the further downscaling due to their inherent minimum channel length requirement [218-
220][144]. However, another concept of storage, the capacitive memory or referred to as 
memcapacitor, in which the information is stored in the local charge up of an integrated capacitance 
and presented by capacitance, received far less attention.  
In this chapter, a diode-based, simple fabrication, organic capacitive memory is demonstrated. The 
novel p-i-n-metal-oxide-semiconductor (pinMOS) memory has the capability to store multiple bits 
and to read them out electrically or optically via various pathways, i.e., it can be programmed by 
voltage or UV light stimuli, as well as being read out by capacitance or light emission (which will 
be discussed in detail in the next chapter). The dual operation in writing and reading processes makes 
the pinMOS memory attractive for future use in integrated electronic and photonic circuits. First, 
the structure of diode-based pinMOS memory is introduced in Sec. 7.2, and the leakage current is 
proved to be reduced effectively by preventing the lateral charging as discussed in the Chapter. 6. 
Then in Sec. 7.3, the relationship between CF and CV curves with or without defined memory states 
are discussed, showing the memory phenomenon of the pinMOS memory device with excellent 
repeatability, reasonable switching behavior of 104 write-read-erase-read cycles and currently 
already over 24 h retention time. The working mechanisms under both dynamic and steady-state 
operation are investigated in Sec. 7.4 as an essential basis to identify further optimization steps. The 
memory window tunability is studied in details in Sec. 7.5 with operation parameters, ultraviolet 
light illumination, and variation of the intrinsic layer thickness, indicating programmable multiple-
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bit storage by either voltage application or light illumination. An early-stage study of pinMOS 
memory in synaptic behavior in Sec. 7.6 reveals its potential application in neuromorphic computing 
or visual memory systems in the future. Finally, a summary of this reliable capacitive memory device 
is given in Sec. 7.7. 
7.2 Device architecture 
 
Figure 7.2.1: (a) Schematic cross-section of architecture for the pinMOS memory. Top view of (b) showing 
the relative position of the structured p-doped layer and crossbar electrodes, (c) one sample contains four pixel-
presented devices. 
The novel programmable, non-volatile p-i-n-metal-oxide-semiconductor (pinMOS) memory is an 
easy-fabrication, simple diode-capacitor based memory device, of which the OLED based memory 
devices are seldom studied in the literature. As shown in Fig. 7.2.1 (a), the pinMOS memory was 
fabricated on top of a 50 nm aluminum oxide (Al2O3) layer with a typical crossbar architecture 
comprising a standard red-emitting OLED stack. The OLED stack here, including materal, was 
deposited following the steps introduced in the previous sections, yields a p-doped/intrinsic/n-doped 
(p-i-n) junction with 50 nm p-doped layer /40 nm intrinsic including 20 nm emitting layer and two 
layers of 10 nm blocking layer at each side/ 50 nm n-doped layer. The thickness remains the same 
for all devices in this chapter unless otherwise explicitly stated. The p-doped layer in the OLED 
stack, which is neighboring to the oxide layer, has high conductivity and cannot be entirely depleted 
due to its 50 nm thickness. Therefore, the p-doped layer decouples itself as well as bridges the OLED 
stack (p-i-n junction) and the MOS (metal-oxide semiconductor) capacitor in the pinMOS memory.  
In Chapter 6, we proved the presence of doped layer induced lateral charging and demostrate 
magnitudes lower leakage current by cutting off the lateral flow pathways via structuring the doped 
layers. Thus, to prevent the leakage current from later charging completely, both doped layers were 
intentionally structured to be 0.3 mm smaller in all directions compared to the active area given by 
the crossbar electrodes as illustrated in Fig. 7.2.1 (b). A more detailed device layout can be seen in 
Fig. 7.2.1 (c). On the pre-structured finger-like ITO electrodes, the oxide layer was deposited by 
atomic layer deposition (ALD) to cover the whole sample, of which contains four individual devices 
numbered by the position of the pixel as 1, 2, 3, 4. Both doped layers were structured to be 1.94 × 
1.94 mm2, while the embedded intrinsic organic layer has a continous ribbon-like area of 5.09 × 
15.92 mm2. Although it is not applicable in the pinMOS memory, the active area in the conventional 
sense defined by the overlap between the top and bottom electrodes is 2.54 × 2.54 mm2 per device. 
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Figure 7.2.2: Current-voltage characteristics of different devices. 
The leakage current is a crucial concern for a memory device application, which accounts for short 
retention time, destroyed information, high power consumption, and poor device performance in 
general. Here for the pinMOS memory, both a structured doped layers layout and an ALD-deposited 
insulator layer are utilized to achieve an extremely low leakage current. To examine this, the current-
voltage (IV) characteristics of three different devices were performed with previous described 
steady-state function in Fig. 7.2.2: one with 50 nm Al2O3 layer only (red curve), one with 50 nm 
Al2O3 layer and 50 nm p-doped layer (blue curve), and a full pinMOS memory device (green curve). 
Regarding the low leakage current, a structured OLED device from Chapter 6, Fig. 6.3.3 (b), which 
was measured with hold time of 100 s, is plotted in a black curve as a reference. The reference OLED 
device and the OLED stack in the pinMOS memory device share the same materials and 
corresponding layer thicknesses. All devices have almost constant leakage current around 10-8 
mA/cm2 over a range of ±3 V. The values are comparatively low or even one magnitude lower than 
the already excellent performance of the original OLED device. However, the more layers are 
introduced, the higher leakage current is obtained, verified by more and more obvious crossing zero-
current points as well. Since the path of lateral current flow is restricted, the leakage currents here 
are most probably the intrinsic vertical leakage current flows in the doped layers, e.g., from surface 
traps. Characteristics for pinMOS memory device 
7.2.1 Dependence on layout and pixel 
Impedance spectroscopy was employed in Fig. 7.3.1 to investigate the frequency-dependent 
capacitance of devices with varied layers. Each color stands for one specific stack, containing four 
devices from one sample but four different pixel positions. All curves have a cutoff at high 
frequency region due to RC limitation stemming from an external series resistance. Devices in 
black curves which are only comprise of an oxide layer remain at a high capacitance of 7.3 nF over 
a broad frequency range that spans six orders of magnitude as expected from an oxide layer. If an 
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extra p-doped layer is deposited onto the oxide layer as shown in red curves, a frequency-
dependent capacitance increase can be seen along with the decrease of frequency, steming from 
the gradually undepleted p-doped layer. Once the frequency is smaller than 100 Hz, the overall 
capacitance of the device only contributes from the oxide layer, as revealed by the overlapped 
plateaus with the oxide only devices in Fig. 7.3.1. Since the lateral charging is suppressed by 
structuring the doped layers to be smaller than the active area, no further capacitance increase can 
be observed at the lowest frequencies. Furthermore, the good overlap of four red curves indicates 
the nice repeatability in the frequency-dependent depletion behavior. The introduction of series-
connected intrinsic layers for the devices represented by the blue and green curves leads to a 
reduction of the plateau capacitance from 7.3 nF to 2.9 nF. Like the p-doped layers in red curves, 
the n-doped layers in blue curves do not show any further charging at the lowest frequency. 
Meanwhile, the depletion of the n-doped layer now produces only negligible capacitance 
contributions to the overall small value, losing its dominating role in high frequency region and 
leaving almost constant blue curves.  
 
Figure 7.2.3: Capacitance-frequency curves of samples with different layouts. Each color symbolizes one 
sample contains four devices. 
However, when p-doped layers were also introduced as shown in the green curve to produce full 
pinMOS memory devices, the curves have device-to-device variation in capacitance behavior. Two 
out of four devices have similar behavior as the blue curves without p-doped layers, achieving the 
high plateau of 2.9 nF beyond the cutoff frequency. Nevertheless, the other two devices showing a 
capacitance shift between a low plateau of ca. 2.6 nF and a high plateau of 2.9 nF. The non-constant 
threshold frequency for capacitance variation locates in a large range, herein shown both at a high 
frequency of 103 Hz and a low frequency of 3 × 10-1 Hz. Since the latter low frequency is magnitude 
smaller than 100 Hz, the frequency-dependent depletion behavior in the p-doped layer discussed for 
red curves cannot explain the capacitance increase in green curves anymore. Unlike the former two 
devices where the doped layers, either the p- or the n-type, are connected to one side electrode 
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directly, the p-doped layers in the pinMOS memory devices are embedded in two carrier blocking 
layers. Therefore, the fabrication induced additional stored charges may be the reason for device-to-
device variations. 
 
Figure 7.2.4: CF measurement for four devices in one sample with pre-bias of -10 V for 60 s. 
In order to gain identical curves for the full pinMOS memory devices, a pre-bias of -10 V was 
applied for 60 s before the CF measurement to drive them to a certain state by adding charges which 
will be explained later in the following sections. The resulting curves from four pixels in one sample 
are revealed in Fig. 7.3.2. Although the capacitance shifting is still observable, the curves are 
comparable identically than ones without pre-bias since most of the upwards shift now happens in 
the high frequency range of 104 Hz to 105 Hz, except the one at ~103 Hz,. Following the threshold 
frequency shifts of pixel 4 from 3 × 10-1 Hz (in Fig. 7.3.1) to 2 × 103 Hz, all devices can now reach 
the highest 2.9 nF plateau before 102 Hz. 
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Figure 7.2.5: Capacitance-voltage measurements with the frequency of (a) 20 Hz, (b) 100 Hz, (c) 1000 Hz for 
pixel 1, respectively and (d) 1000 Hz for pixel 4 after a pre-bias of -10 V applied for 60 s.  
The curve shifting in CF measurement indicates a successful manipulation of the capacitance by 
applying the pre-bias, which is a hint for memory phenomenon where the pre-bias application can 
be defined as writing process. The CF curve measured in this chapter are taken with a voltage of 0 
V (amplitude is 20 mV) for all frequencies. When CF curves are translated into CV curves with an 
exact frequency, the corresponding capacitance points in the CF curves should be presented at the 
point of 0 V in CV curves. Therefore, before a detailed investigation of the capacitance-voltage 
behavior of the pinMOS memory device is done, the best frequency of the measurement must be 
determined to eliminate the device-to-device capacitance variation. For doing this, capacitance-
voltage measurements with different frequencies for both pixel 1 and 4 were done with a pre-bias 
of -10 V, 60 s as shown in Fig. 7.3.3. Due to the equipment measurement limitation, the lowest 
frequency is set to be 20 Hz instead of 10 Hz. In the initial section of this CV related discussion, 
we will introduce the electrically assessed memory effect and its characteristics with the language 
remaining quite general, e.g. stored information/charges, etc., before we discuss our current 
understanding of the complex physical working mechanism in more detail. 
After applying -10 V for 60 s, all devices were swept from -3 V to 3 V and then back to -3 V in steps 
of 1 V. A significant hysteresis from forward and backward sweeps can be obtained for all devices, 
directly revealing a memory effect as discussed in details later in the following sections. Regardless 
of the frequency of 20, 100, or 1000 Hz, CV curves driven from pixel 1 have a similar shape with 
the same low plateau value of 2.9 nF. The similarity in the CV behavior is consistent with the 
frequency-independent capacitance behavior for pixel 1 in the corresponding CF curve at low 
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frequency region (<103 Hz). Moreover, the obtained lowest capacitance of 2.9 nF in the CV curve 
is the same value to the constant capacitance in the CF curve. To verify the capacitance uniformity, 
the CV measurement was also performed for the pixel 4 at 1000 Hz, which situates in the capacitance 
transition region of the CF measurement. As a consequence, the overall capacitance drops, although 
the hysteretic shape remains. The lowest capacitance value of 2.68 nF, however, is consistent with 
the 2.66 nF capacitance value in CF curve of pixel 4 at 1000 Hz. For a specific frequency, the curve 
translation between CF and CV measurements can be concluded as the same capacitance value at 
the CF point and the low plateau of CV curve. On the other hand, the rising behavior of capacitance, 
as well as the final high plateau value in the CV curve, are invisible in CF curve with an amplitude 
of ±20 mV, indicating that the capacitance hysteresis in CV curves is driven by sweep voltage. To 
ensure the data uniformity, the frequency for CV measurements in the following is kept fixed at 100 
Hz, for which the capacitance plateau can be achieved for all pixels. 
7.2.2 Fundamental memory behavior characterization 
  
Figure 7.2.6: CV caparison between different pre-bias conditions. 
After an early-stage demonstration of the memory phenomenon, a detailed study in capacitance-
voltage measurement is required for the memory behavior investigation. The pre-bias, which seems 
to play a role in setting the state of the pinMOS memory device, is an essential and frequently-used 
parameter. If the assumption of its function is correct, the most probable way to fulfill this is by 
injecting or driving charge flows in the pinMOS memory device, which has a dependence on both 
voltage value and applied time. Based on the above speculations, a voltage of -15 V was applied to 
the same device for 5 s as a comparison with the one of -10 V, 60 s (Fig. 7.3.4). Please note that all 
frequencies used in the rest of the chapter are 100 Hz unless mentioned otherwise. 
The hysteretic capacitance behavior, as well as the plateau values of both low and high, remain the 
same for a pre-bias with larger value bur shorter applied time, indicating the flexible choice of the 
pre-bias. Although the left curve shifts roughly 0.5 V to more positive voltages, pre-bias with 
parameters of ‘-15 V, 5 s’ is still regarded to be better than ‘-10 V, 60 s’ due to the comprehensive 
consideration of less time consuming and acceptable curve shift. Therefore, the standard CV 
measurement parameters are set to be: pre-bias of -15 V, 5 s; measuring frequency of 100 Hz. 
 
 
The pinMOS memory: novel diode-capacitor memory with multiple-bit storage 94 
 
 
Figure 7.2.7: (a) Three repeated capacitance-voltage (CV) runs and (b) Three continued CV cycles in one run 
of pinMOS memory after applying a pre-bias of -15 V for 5 s. Insert: Zoom in image of reverse curves. 
To verify the data storage capability of the pinMOS memory device, the capacitance-voltage 
characteristics were investigated as shown in Fig. 7.3.5 (a) by employing the impedance 
spectroscopy with the standard measurement parameters discussed before. Applying of the pre-bias 
of -15 V can be regarded as the writing process for bringing the device into a defined state. As 
previously indicated, with a bias sweep from -3 V to +3 V (forward direction) and back to -3 V 
(reverse direction) in steps of 1 V, a pronounced hysteresis can be seen with excellent repeatability, 
as evidenced by the fact that the three consecutive runs of pre-bias and ±3 sweeps perfectly coincide. 
Following the increase of voltage at the forward direction, the capacitance increases steeply from ~ 
-1.7 V and achieves a plateau of ~ 3.4 nF at 0.8 V. At the reverse sweep direction, the capacitance 
of reverse curve drops dramatically to reach steady low capacitance of ~ 2.9 nF at 0.7 V. The 2.4 V 
voltage difference ∆V gained here between two curves from two sweep directions is the memory 
window we obtain, which clearly is the result of the charge “information” stored by the application 
of a pre-bias to the device being erased when the voltage is swept to +3 V. During this cycle, two 
distinct capacitance plateaus of 3.4 nF and 2.9 nF become apparent at the same 0 V voltage, defined 
as the state ‘1’(ON) and ‘-1’(OFF) of the pinMOS memory device, respectively, while 0 V is referred 
to as the read-out cvoltage. 
The pinMOS memory also possesses a bias-history-dependent capacitance. If the bias sweep was 
done three times in a row after one initial writing process but without repeating the pre-biasing at -
15 V in between, we obtained three different cycle shapes (Fig. 7.3.5 (b)). The full memory window 
is only visible in the first black cycle and totally gone in the last blue cycle where the state ‘1’ cannot 
be observed anymore. After the main charge “information” is erased at the end of the first cycle, the 
following cycles cannot represent the initial full “information” due to the absence of the writing 
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process (pre-bias application), which will bring charge “information” back to the device. Therefore, 
the rest cycles only repeat the information left in the last cycle, showing as the forward curves of the 
subsequent cycles 2 and 3 that coincide with the reverse curves of cycles 1 and 2, respectively 
(compare colored arrows in Fig 5.3.5 (b) and zoomed inset). The small remaining hysteresis in the 
2nd cycle stems from a still not fully completed erasure of the memory during the 1st cycle, whereas 
no hysteresis can be measured in the 3rd cycle. The magnitude of the threshold voltages for 
capacitance increase or decrease and their dependence on the measurement parameters will be 
further discussed below. 
 
Figure 7.2.8: Retention characteristics of pinMOS memory device. 
The memory states of the pinMOS memory devices are nonvolatile and even at this early state 
development, showing fairly promising retention characteristics, as shown in Fig. 7.3.6. Samples 
were observed to have better retention after some time of fabrication, which is assumed due to the 
probably reduction of leakage current over time. Here, we show devices that are two weeks old. 
Based on the separable extracted capacitance from Fig. 7.3.5 for ‘1’ and ‘-1’ states, 0 V was chosen 
to be the reading voltage for the retention time test. A -15 V pre-bias was first applied for 5 s to 
program the pinMOS memory device to the written state. Then a single voltage sweep was taken 
from -3 V to 0 V followings the previous CV measurement, and subsequently the capacitance at 
state ‘1’ at 0 V was being recorded as a function of time in intervals of 10 min. The state ‘1’ 
capacitance exhibited a slow decrease from initial 3.40 nF to 3.15 nF in over the course of 24 h. For 
the equivalent test for state ‘1’, a positive voltage +3 V was supplied to the same device for several 
seconds to completely switch it to state ‘-1’ before the voltage was swept back from 3 V to 0 V and 
held there. Additional writing pre-biases were not applied anymore. Under this state, the reading 
capacitance at 0 V maintains excellent with a slight fluctuation over 24 h. The capacitance of both 
states can be well distinguished over 24 h, as well as maintained at least 93% of the initial charge 
“information”, suggesting a stable charge-storing retention capability. 
Please note that during this measurement, the measurement equipment encountered was consciously 
connected all the time to the device for simulating the environment in realistic applications, which 
basically allows the device to discharge at any time. Meanwhile, the time interval for each data 
extraction plot is 10 min, much shorter than 0.5 h or even hours from literature which claims days 
or months of retention time [202][221]. Furthermore, the memory devices in a lot of literature that 
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based on a charge up of an internal reservoir (e.g., folating gate memeory, memory with charged-up 
nanoparticles), are commonly electrically connected and probed only intermittently (point-wise) 
over a long time span. The performance deviation for the same device lies between our measuring 
method and some literature method. The latter way of assessing retention time leads to artificially 
inflated values, since without electrical connection leakage currents that destroy the stored 
information cannot flow. However, for our pinMOS memory case, it fits the industry working 
environment. Regarding the performance, although the leakage current is more apparent due to all-
time connection and short measuring intervals, pinMOS memory still exhibits stable 24 h retention 
time and the potential of extending to days or even months under more favorable measurement 
conditions. 
 
Figure 7.2.9: Cyclic sweep endurance of a pinMOS memory device. 
As seen in Fig. 7.3.7, the reliability of the pinMOS memory device was also investigated via cyclic 
sweep endurance by measuring the reading capacitance after the application of circular 
writing/erasing biases. The cyclic sweep is completed with a writing process of applying -15 V for 
5 s, following with the reading at voltage 0 V and then erasing the information at 3 V before another 
0 V readout shown in Fig. 7.3.7 (a). The two states of the pinMOS memory can be clearly 
distinguished even after 104 cycles without many fluctuations, revealing a reliable endurance 
characteristic (Fig. 7.3.7 (b)). 
The reliability of the memory device is crucial for nonvolatile data storage. The easy fabrication 
capacitive pinMOS memory device presents excellent performance with an endurance of up to 104 
cycles and a retention time of over 24 h at this early stage with crucial measuring conditions. Such 
outstanding performances hold great potentials for future information storage. 
7.3 Working mechanism 
The basic functions of pinMOS as a memory device have been demonstrated in the previous sections. 
For a further exploration of the functions and properties, the working mechanism and companied 
capacitance variation need to be discussed. 
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7.3.1 Working mechanism of quasi-steady states 
 
Figure 7.3.1: Overview of working mechanisms in pinMOS memory. 
Assumption  To better understand how information is stored and released by the pinMOS memory, 
it is helpful to not only look at the static bias-free states, but also consider the quasi-steady states 
when applying one negative or positive voltage consistently (Fig. 7.4.1). First, we have to assume 
that the 50 nm p-doped layer with high conductivity, which is embedded between the 50 nm insulator 
and 40 nm intrinsic layers, will never be entirely depleted at any of the voltages applied here. 
Therefore, there is always a region, which is possibly thin, in the p-doped layer that retains the 
original concentration of free charge carriers and is able to hold its own potential. Based on this 
assumption, the left and the right side of the p-doped layer can now be treated as two decoupled 
parts, accounting for the pinMOS memory that can be understood as two series-connected individual 
elements: a MOS (metal-oxide-semiconductor) capacitor and an OLED as visualized in Fig. 7.4.1 
in the middle. Since the p-doped layer decouples itself and thus the pinMOS memory into two 
elements, the local potential of the undepleted region of the p-doped layer can be defined and 
symbolized as Vp as shown in the middle circuit schematic in Fig. 7.4.1. Then, as indicated by Vp, 
the Fermi level in the undepleted p-doped layer can be utilized as a reference to define the voltage 
that drops over the insulator in the left side of the device (MOS element) as well as the p-i-n structure 
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in the right side of device (OLED element), respectively. Based on the above descriptions, the 
working mechanism can be explained in more details.  
Initially, before applying any bias, the memory device is in the initial state ‘0’ as shown in Fig. 7.4.1 
middle, where the device is in full thermal equilibrium with its environment, i.e., the Fermi level is 
entirely flat and Vp equals the externally applied potentials. 
Writing process  The writing process in Fig. 7.4.1 left is first discussed as a start: once we apply a 
negative voltage to the pinMOS memory, the Fermi level of the anode, as well as the n-doped layer 
in the OLED element, will first increase with respect to the cathode as shown in Fig.5.4.1 (i). 
However, the Fermi level of the p-doped layer in the MOS capacitor and the corresponding defined 
Vp remains the same. The voltage difference ∆V between the Vp and the potential of anode is the 
voltage applied. Nevertheless, with continuous voltage supply, this non-equilibrium situation will 
tend towards quasi-equilibrium and eventually result in a new quasi-steady state at which no current 
can flow as the insulator is assumed to be ideal for blocking any flow of carriers between the 
semiconductor and the metal at all voltages. The only case in which no current flows in the p-i-n 
structure is when there is no potential drop over it, as schematically shown in Fig. 7.4.1 (ii). Thus, it 
is essential to realize that any externally applied voltage drops over the insulator entirely in the 
idealized quasi-steady state. In other words, the initial Vp in subfigure (i) has to go through the 
process of approaching to the potential of the cathode as illustrated by the yellow arrow. To increase 
the potential of Vp, there has to be a charge exchange in the p-doped layer, either holes injection or 
electrons extraction. Here as the band energy illustrated, Zener tunneling effect within the p-i-n 
junction which tunnels holes from the conduction band in the n-doped layer to the valence band in 
the p-doped layer, is the only realizable way to change the electric potential difference in the 
pinMOS memory. 
The tunneling effect is often used in organic memory devices for carrier injection into the device, 
especially for the floating gate memory devices [202], [220], [222]. In our pinMOS memory case, a 
significant potential drop across the OLED element in the reverse direction just after switching the 
device to a large negative voltage, results in the Zener tunneling effect which leads to holes tunneling 
into the p-doped region [83], [222], [223]. While the holes accumulate in the p-doped layer close to 
the insulator side, the Fermi level of the p-doped layer gradually lowers from case (i) to case (ii) of 
Fig. 7.4.1, left, pursuing the quasi thermal equilibrium. Once the applied voltage is reduced back to 
0 V (Fig. 7.4.1 (iii)), the remaining potential across over the oxide will be as big and but opposite to 
the voltage drop over the p-i-n stack. As a consequence, the OLED element of the device will be 
biased in the forward direction, i.e. charges will flow into the intrinsic region, recombine, emit light, 
and exhausted. 
Since the pinMOS memory is a device based on an OLED, one key to understanding its operation 
is to consider the IV behavior of the orginal OLED device as the approximate IV curve for pinMOS, 
regardless of the coordinate axises. The current-voltage characteristics as shown in Fig. 7.4.2, could 
represent the current flow behavior in the OLED part of the pinMOS memory qualitatively. The 
asymmetry in OLED current density indicates different behaviors of pinMOS memory when the 
incorporated OLED element is biased in different directions. 
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Figure 7.3.2: I-V characteristics of individual OLED element. 
A high current density can be observed when the OLED is operated with positive voltages shown in 
Fig. 7.4.2, especially when the voltage is high than ca. 1.8 V. The high current density will be 
reproduced in the pinMOS memory device when the incorporated OLED element is biased in the 
forward direction like the case (iii), i.e., the currents in the OLED element flow from the p-doped 
layer to the n-doped layer. Meanwhile, the Vp in this case is readily relaxing towards the potential 
of the cathode, which is 0 V herein, to build another equilibrium state by charge exchange. However, 
the potential drop over the p-i-n structure also shrinks rapidly with the fast decrease of Vp, leading 
to a sharp or even exponentially decrease of current flow as well. Once the current density is lower 
than the level of leakage current density range like the dashed line demonstrated in Fig. 7.4.2, a 
further discharge of the pinMOS memory will be almost stopped since only the negligibly small 
dark leakage current flow in the OLED element forward direction remains as the reason for charge 
exchange. The time consumed from the “stressed” state ‘1’ in the case (iii) to the initial state ‘0’ in 
the case middle is then the retention time of the pinMOS memory discussed before, which mainly 
depends on the leakage current through either the oxide insulator or the p-i-n structure. 
Erasing process  After considering the writing process, we now discuss the erasing process as 
shown in Fig. 7.4.1 right: unlike the writing process that requires a high external voltage and thus 
high electric field for activating the Zener tunneling effect, a small voltage is sufficient for operating 
the erasing process. When a small positive voltage is applied to the pinMOS memory in the state ‘0’ 
(initial state), charges are injected into the OLED element, holes from the p-doped layer and 
electrons from the cathode (Fig. 7.4.1 (iv)). The charges form excitons that radiatively recombine 
and photons are emitted, companied by currents that flow in the forward direction since the OLED 
element is biased in the forward direction in this case. However, the ideal insulator blocks the carrier 
injection from the anode and then eventually results in holes exhaustion in the p-doped layer close 
to the oxide layer, which creates a growing depletion region towards the p-side of the OLED. Similar 
to the writing process, in order to be in a new quasi-steady state ‘-1’ in Fig. 7.4.1 (v) without internal 
current flow, the full external potential has to drop over the insulator layer. Meanwhile, the Vp in 
subfigure (iv) has to change according to the potential of the cathode, also showing as a raise of the 
Fermi level of the p-doped layer revealed by the yellow arrow. During the process of approaching 
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the quasi-equilibrium (case (iv) to case (v)), the OLED element keeps operating in the forward 
direction, so that erasing can be quite fast since high current densities are easily achieved in the 
forward direction of the OLED element as indicated by Fig. 7.4.2. 
If the applied voltage is reduced back to 0 V, the internal potential drops in turn over the p-i-n stack 
of OLED element will now be in the reverse direction as demonstrated in Fig. 7.4.1 (vi). Considering 
the small dark current density in the reverse direction of the OLED element, the repopulation of 
holes back into the p-doped layer will be very slow. The destruction of state ‘1’ will be caused by 
any process that leads to hole transport back to the p-doped layer, e.g., light absorption, Zener 
tunneling, or generally leakage through either the oxide insulator or the p-i-n junction. 
Short summary  The working mechanism discussed above suggests that the information storing 
(writing) and releasing (erasing) processes of the pinMOS memory rely on the internal potential Vp. 
Due to the presence of the insulator, all electrical currents that flow after an external bias potential 
is applied, will flow in the p-i-n stack exclusively (apart from leakage through the insulator) which 
will, no matter which sign of external potential is applied, lead to quasi-steady states in which the 
applied potential eventually drops entirely over the insulator. The current characteristics during 
writing or erasing processes is shown in Fig. 7.4.3. In both cases, a typical charging curve of 
capacitor is observed that has the highest current at the beginning and then the current decreases 
over time. The current drops until it reaches the limitation of the measurement equipment (Source-
measuring unit model Keithley 2635) at a magnitude of 10-12 A. Still, we can see that writing at -15 
V is not as efficient as erasing at +3 V because the curve decays slower. This observation is in 
agreement with our memory measurement that shows that we have to apply the high writing voltage 





Figure 7.3.3: Current density as the function of time during writing and erasing processes. 
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The complete process can be understood as a destruction and reconstruction circulation of 
equilibrium states. Depending on the sign of the external voltage and the status in which the device 
is, the MOS capacitor and OLED (p-i-n junction) element are operated in varied directions separately 
as listed in Tab. 7.4.1, generating different magnitudes of internal current density and thus different 
period of the process. Especially for the OLED element, its reverse operation direction in case (i) 








i   to  ii F R 
ii  to iii F F 
Erasing process 
           iv  to  v R F 
            v  to  vi R R 
Table 7.3.1: Operation direction for MOS and OLED element in the different processes. F is short for the 
forward direction while R is short for the reverse direction. 
These assumptions are based on an idealized scenario. In reality, any leakage currents through the 
insulator will prevent the internal potential Vp to be fully aligned with the potential of the cathode 
in the quasi-steady states. Nonetheless, the qualitative description of the idealized case remains valid 
also for the real device. 
Reading process  Besides the writing and the erasing processes, the readout of the actual device 
state is also crucial. Reading basically means to distinguish between state ‘1’ and state ‘-1’ at a 
chosen voltage, e.g., 0 V. Based on the working mechanism discussed above, there are two possible 
readout methods: i) readout of the capacitance difference at different states. and ii) checking whether 
light emission occurs with forward bias application. The first method will remain the device state 
while the second is destructive, i.e., may switch the state from ‘-1’ to ‘1’. 
7.3.2 Working mechanism of dynamic states 
From the quasi-steady states working mechanism, the processes of writing and erasing the pinMOS 
memory device are accompanied by a series of behaviors including hole accumulation and hole 
depletion in the MOS capacitor, Zener tunneling and carrier recombination in the p-i-n stack. 
Therefore, the capacitance of integral pinMOS memory varies as the two voltage-dependent 
capacitances from the two abstract device elements, the MOS-capacitor and the p-i-n junction, vary 
during the writing and erasing processes. Due to the series connection of both sub-device capacitors 
(MOS-capacitor, p-i-n junction), they contribute differently to the total device capacitance, i.e., the 
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Figure 7.3.4: Schematic for capacitance contribution. 
The capacitance form two sub-devices can be further divided into six different contributors, 
including two dielectric layers (1, 4) and four depletion zones (2, 3, 5, 6) as numbered and colored 
in Fig. 7.4.4, respectively. The device capacitance varies from 2.9 nF to 3.4 nF in one complete 
voltage sweep, although the capacitances from oxide (region 1) and intrinsic layers (region 4) stay 
the same. Furthermore, as the working mechanism illustrated in Fig. 7.4.1, the Schottky barrier 
between the n-doped layer and cathode remains the same even when the total device capacitance 
differs. Thus the capacitor contribution from the region 6 can be excluded for the primary cause of 
capacitance variation. Therefore, the nano-Farad scale modulation of the capacitance in the voltage 
sweep process results from the variable depletion zones in the incorporated doped layers, which are 
numbered as region 2, 3, 5 in Fig. 7.4.4. 
As the quasi-steady states working mechanism indicated, the capacitance difference between state 
‘1’ and state ‘-1’ at 0 V is a result between holes accumulation and depletion in the p-doped layer of 
the MOS element, as referred as the region 2 in Fig. 7.4.4. However, this explanation is more 
applicable to a pulse measurement, where the applied voltage has a certain duration time for reaching 
the quasi-steady states. Regarding the CV curves we obtained with dynamic voltage sweeps, the 
dominating capacitance contributors may not be the depletion region close to the oxide layer (region 
2) anymore. A circumstantial evidence is the closed-loop we gained in all CV curves, which cannot 
be explained by the hole accumulation and depletion in the region 2: if the hole accumulation results 
in the high capacitance and hole depletion leads to the low capacitance in the swept CV curve, the 
capacitance for the forward curve with accumulation regimes should stay in high until the erasing 
voltage +3 V is reached, i.e., the capacitance at -3 V measured right after the pre-bias application 
should be 3.4 nF instead of 2.9 nF, and a full CV cycle should be open at negative voltages. Therefore, 
the capacitance variation is likely coming from the width change of depletion zones shown as region 
3 and 5 in Fig. 7.4.4. 
A simplified calculation is estimated to prove the rationale behind above assumptions. From CF 
curves in Fig. 7.3.1, the capacitance of the oxide layer Coxide and intrinsic layers Ci is extracted as 
7.3 nF and 4.8 nF, respectively. The thickness of the intrinsic layers is fabricated to be 40 nm. Due 
to the diffusion of carriers, the width of the space-charge region that is generated by the depletion in 
 
 
7.3 Working mechanism 103 
the p-i-n junction decreases (will be explained later in detail), and is eventually assumed here to be 
30 nm, resulting in a new intrinsic layer capacitance Ci_new of 6.4 nF. 
















= 2.9 𝑛𝐹 
(7.3.1) 
















= 3.4 𝑛𝐹 
(7.3.2) 
which matches the data gained from the experiment with the low plateau being at 2.90 nF and the 
high plateau being at 3.44 nF. If we also include the depletion region of the p-doped layer at the 
oxide interface for the high plateau calculation, the Chigh will be ca. 3.3 nF, based on the 6.8 nF 
capacitance at 100 Hz extracted from the oxide-p-doped layer device in Fig. 7.2.3. Again, close to 
the experimental value of 3.44 nF. Although this calculation is a simplified situation of an ideal 
accumulation-depletion case, the resulting simulated capacitances are within a reasonable range 
relative to the experimental data, proving the assumptions we made for the working mechanisms of 
dynamic states during voltage sweep. The voltage-dependent capacitance variation in the p-i-n 
junction sub-device drives the dominating device capacitance variation in the voltage sweep process. 
To discuss the working mechanisms for the pinMOS memory integrally under dynamic states, we 
now focus on the p-i-n junction, including intrinsic layers and depletion zones of the incorporated 
p- and n-doped layers (Fig. 7.4.5). This sub-regime, which is region 3, 4, 5 in Fig. 7.4.4, is colored 
as one for easy understanding as shown in Fig. 7.4.5 (a). 
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Figure 7.3.5: Overview of working mechanisms in pinMOS memory under forward sweep voltage (a) with or 
(b) without application of pre-bias.  
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Two different cases will be discussed during the voltage sweep process. The first case is the one in 
Fig. 7.4.5 (b) with the pre-bias application. The p-doped layer in this case has excessive amounts of 
holes generated via Zener tunneling and holds the low capacitance. The Zener tunneling of HOMO 
band electrons from the p-doped region into the n-doped region replenishes the hole concentration 
in the p-doped region, thereby leaving sufficient amount of hole in the p-doped layer region. With 
the voltage sweep from negative to positive (forward direction), the excess holes (compare to the 
initial state before pre-bias application) enables charges that flow back and recombine at negative 
voltage. Therefore, the OLED element will be turned on with light emission before 0 V. The width 
difference in depletion zone results from the hole exhaustion near the oxide layer that has a small 
fluctuation influence to the total device capacitance as discussed above. Nevertheless, the two space 
charge zones, which are adjacent to the intrinsic layers at the two sides, will be narrowed due to the 
increase of external potential, resulting in capacitance increase from 2.9 nF to 3.4 nF and eventually 
stays at the high plateau state ‘1’. The switch between state ‘-1’ to state ‘1’ is repeatable as long as 
there are excess holes for recombination during the forward sweep direction. 
If there is no pre-bias application after holes exhaustion, the situation for the same forward voltage 
sweep process will be as Fig. 7.4.5 (c). Both the large built-in potential and the lack of holes fail to 
guarantee the light emission under negative voltage as in the case with the pre-bias application, 
which will be discussed in Chapter 8. Furthermore, the width of the space charge zones near the 
intrinsic layers will not decrease until a comparable high positive voltage, e.g., + 0.8 V, is applied 
to the device. Therefore, the capacitance of the device stays at the 2.9 nF low plateau before 0.8 V, 
resulting in the memory window we obtained in the general ±3 V sweep. At the same reading voltage 
shown in the purple frame in Fig. 7.3.5, the pinMOS memory with pre-bias achieve the state “1” 
with significant higher capacitance, while the case without pre-bias stays at the state “-1” with low 
capacitance. For the device without pre-bias, the voltage-dependent width variation and the 
accompanied capacitance variation during the sweep has a voltage symmetry, i.e., the forward and 
reverse curves will overlap with no hysteresis, which is proven by the disappearance of the memory 
window in blue curves in the Fig. 7.3.5 (b). 
One important information is hidden behind this working mechanism: the threshold voltage for 
capacitance increase during the forward sweep is precisely the voltage for light emission in the 
OLED element. Therefore, by varying the number of accumulated holes via changing writing 
parameters like voltage duration or voltage value, the threshold voltage and corresponding forward 
curve can be tuned. 
7.4 Tunability of the memory effect 
As discussed in Section 5.4, one attractive property of the pinMOS memory device is its potential 
to store multiple bits, i.e., the tunability of the memory window based on changes to the operation 
parameters. Furthermore, with the same process conditions, the memory window can still be tuned 
by varying the intrinsic layers thickness, which affects the tunneling effect as well as the width of 
space charge zones according to proposed working mechanisms. 
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7.4.1 Operation parameters 
 
Figure 7.4.1: CV curves measured under same pre-bias -15 V but different hold time. Inset: Zoom in image of 
reverse curves. 
For example, under the same ‘-3 to +3 to -3 V’ sweep range in Fig. 7.5.1, the threshold sweep-
voltage for capacitance increase in the forward sweep direction can shift from 0 V to -2.5 V by 
varying the hold time of the pre-bias (-15 V) from 1 s to 10 s. Since the field strength over the p-i-n 
junction remains the same with the fixed writing voltage, the amount of extra holes is decided by 
the duration of tunneling processes, i.e., longer hold time in the writing process results in more 
accumulated holes. As the dynamic states mechanism indicates, hole accumulation situation is the 
main factor for determining the threshold voltage for capacitance increase in the forward sweep. 
Therefore, the forward curve will shift horizontally towards the negative voltage with the increase 
of the pre-bias hold time. Nevertheless, instead of being directly proportional to the hold time, the 
intervals of forward curves gradually become smaller with the increase of hold time. This is because 
of the unavoidable reconstruction process of quasi-steady state revealed in Fig. 7.4.1 from sub-figure 
(i) to (ii), in which the potential that drops over the p-i-n junction, as well as the field-dependent 
tunneling effect, becomes smaller or weaker. Eventually, the expansion of the memory windows 
will be limited, showing as the similar curve behavior between the device with the long hold time 
of 15 s or 20 s and the one with shorter time of 10 s. For the erasing process, the overlap of the 
reverse curves demonstrates the effectiveness of the application of the erasing voltage of +3 V to 
erase the memory (Fig. 7.5.1, inset). 
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Figure 7.4.2: CV curves swept under different ranges with applied pre-bias (a) for each cycle or (b) only for 
the 1st cycle. 
Another possibility to modulate the amount of charges stored in the devices is to vary the upper 
sweep voltage as shown in Fig. 7.5.2 (a) to manipulate the erasing process. Opposite to the curves 
from the hold time variation, the reverse curves now horizontally shifted to more and more positive 
voltages while the forward curves remain the same and overlap. The overlap of the forward curves 
can easily be understood as the excellent forward curve reproducibility with the same writing process, 
while the shift of reverse curves is a combination of several processes. After reaching the high 
plateau at ca. 0.8 V, the high capacitance of the device will be held as long as the applied voltage is 
increased continuously. Although the device is under the voltage sweep with dynamic states, the 
approaching of the ‘-1’quasi-steady state shown in Fig. 7.4.1 (v) is ongoing, despite being 
incrementally destroyed by the increased external voltage. The electron injection from the increased 
voltage promise the width of the space charge zones and somehow holds the balance for leaving 
away of influence from the nature of achieving the quasi-steady state. However, once the positive 
voltage decreases, the balance will be broken and a rapid drop of the capacitance due to the broader 
space charge zones will occur and as visible as the reverse curve. Regardless of the hold time or the 
sweep range, both the high and low capacitance plateaus of the series of curves remain the same. 
Nevertheless, the capacitance value has so many complicated variables that some phenomena like 
the hump that occurs at the reverse sweep direction for high upper voltage of 5 V or of 6 V are 
unclear currently and cannot be explained at the moment. 
The information stored in the device by the application of the initial writing process can be released 
in fractional amounts via different sweep ranges, giving rise to what is in principle multiple-bit 
storage (Fig. 7.5.2 (b)). After a defined state ‘1’ was written by an initial pre-bias -15 V, 5, a cyclic 
sweep with lower voltage -3 V and upper voltage of 0 V was applied to obtain the 1st cycle. Further 
sweeps without additional pre-bias application were performed with the same lower voltage -3 V 
but stepwise varied upper voltage from 1 V to 6 V. The sequential positive shift of the memory 
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windows proves that the device information is preserved between the previous reverse cycle and the 
next forward cycle. With the increase of the upper cycle voltage, more and more of initial stored 
information is “released”, corresponding to a gradual shift of both forward and reverse curves. For 
any individual curve in the pinMOS memory, it can extract the “old” information by reproducing 
the last reverse curve, and then display the “new” information as well as leaving it for the next sweep.  
Comparing the curves with the same sweep range in Fig. 7.5.2 (a) and (b) one by one, the reverse 
curves from the same sweep range behave similarly although the forward curves differ. However, 
the initial forward curves with pre-bias application beforehand are again the same for both 
experiments. A conclusion can be that the amount of charge left in the device decides the forward 
curve behavior, while the upper voltage limits the reverse curve behavior. 
7.4.2 Photoinduced tunability 
 
Figure 7.4.3: CV curves measured under a pre-illumination of UV light. 
According to the working mechanisms, one of the reading methods is readout by light, i.e., upon the 
application of forward bias, the light emission only comes out if the pinMOS memory device was in 
the state ‘1’, which will be examined in details in the next chapter. If we can read out the information 
by visible light emission, it would be exciting and for certain applications also highly desirable to 
be able to write the device by light as well.  
To demonstrate the basic function of this concept for our pinMOS device, an ultraviolet (UV) LED 
with a wavelength of 375 nm, which is known to create free charge carriers in our general stack of 
red OLEDs, was used as the UV light source [224]. By pre-illuminations, a series of memory 
windows can be obtained in Fig. 7.5.3 with different but functionally working memory behaviors. 
The illumination intensity that is controlled by the UV LED current and the duration of the exposure 
have an evident influence on the shape of the CV curve. This programmable writing effect is similar 
to applying a high negative electrical bias with the most significant difference that instead of Zener 
tunneling, a full process of band-to-band excitation, electron-hole pairs generation (in the intrinsic 
layer), and then hole extraction under the UV illumination controls the holes population in the p-
doped layer. Despite different writing mechanism, the primary memory behavior remains the same 
for both cases. Except for the hump at the high-capacitance plateau around 1.3 V, the CV curves 
have similar behaviors in forward curves seriatim shifting and reverse curves stabilization as voltage 
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stimuli curves. Furthermore, compared to the electrically obtained CV curve hysteresis, the 
capacitance values of both low and high plateaus remain unchanged, although the hole regeneration 
mechanism in the p-doped layer is different. This confirms that two series-connected sweep-voltage 
dependent capacitances, namely those of the MOS-capacitor and the p-i-n junction are not generally 
affected by the writing method. 
For the UV light stimulation, exposure to the UV light from the UV LED driven at 1 mA for 1 s 
already generated enough carriers for observing a memory window of 1 V. The intensity exposure 
directly to the device is ca. 8 × 10-2 mW/cm2 under 1 mA. The most pronounced memory window 
could be achieved under a 1 mA UV LED for 5 s. Any further increase in light intensity or duration 
time will not change the saturated memory window. Although the maximum memory window (2.0 
V) obtained from UV illumination is smaller than the one obtained electrically (2.4 V), a controllable 
memory behavior can still be obtained through UV irradiation. The reason for the hump in the high-
plateau at 1.3 V is unclear, but it amplifies the capacitance difference between the ‘1’ and ‘-1’ state 
at this specific voltage instead of eliminating the information. Such a hump is both “well repeatable” 
and “removable”, i.e., it is overlapped for saturated curves stimuli with different illumination 
conditions, and will disappear when the device is measured again after an electrical writing by pre-
bias.  
Since the pinMOS memory can be programmed by optical stimulations and readout by electrical 
operations or even light signal, it can, in principle, be used as an optoelectronic organic memory 
device for neuromorphic vision sensor. Furthermore, the pinMOS memory shown in Fig. 7.5.3 is 
able to output light-dosage-dependent (i.e., light-dependent characteristics based on both light 
intensity and illumination time) and history-dependent capacitance states, for which holds promise 
for optical storage. One hint is that the light intensity tunability and duration dependence behavior 
in ways like sensing information as neural signals with light-tunable and time-dependent plasticity 
[225]. Moreover, not only the capacitance switched by sensing applied UV light, but the emission 
possibility is recorded in the pinMOS memory, thus realizing the detection, memory and exhibition 
capacities all by the light. Combined with a photodetector, the sensed image through UV illumnation 
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7.4.3 Intrinsic layer thickness 
 
Figure 7.4.4: CV curves operated with the same parameters for pinMOS memory devices but different intrinsic 
layer thickness. 
The thickness of intrinsic layers, which decides the field strength across the p-i-n junction at the 
same potential drop, is essential to be studied in detail. The intrinsic layers used for pinMOS memory 
are composed of three different layers: an electron blocking layer (EBL) at the p-doped layer side, 
an emissive layer (EML) sandwiched in between, and a hole blocking layer (HBL) at the n-doped 
layer side. For all devices used above, two blocking layers are 10 nm while the emissive layer is 10 
nm, summed up to be 40 nm. To obtain a higher field strength and thus more effective tunneling 
effect according to the proposed working mechanisms, the thickness of the intrinsic layers was 
reduced to 30 nm (5 nm for EBL and HBL, 20 nm for EML) and 20 nm (5 nm for EBL and HBL, 
10 nm for EML) and then compared with the 40 nm case as shown in Fig. 7.5.4. The three devices 
with varied intrinsic layers, including the 40 nm reference device, were fabricated from the same 
Lesker run to minimize the run-to-run difference. For the 40 nm reference device (black curve), it 
behaves similar to the same 40 nm but different Lesker run produced device used in the previous 
sections with the same 2.4 V memory window, same trends for both forward and reverse curves, but 
different plateau capacitances. However, if we accept the 2.6 nF as the new thickness reference for 
the low plateau and calculate the values for the other two devices in terms of C =
𝜀0𝜀𝑟𝐴
𝑑
, the gained 
3.1 nF and 3.8 nF is close the experimental 3.0 nF and 3.8 nF obtained in Fig. 7.5.4. Therefore, the 
thickness variation data still are comparable, although there is a run-to-run difference of unknown 
origin.  
All devices show the basic voltage-dependent capacitive memory effect. With the decrease of 
intrinsic layer thickness, the low capacitance increases in an inverse ratio, and same to the 
corresponding high capacitance. Surprisingly, the threshold voltage for capacitance increase does 
not shift much. However, the curve steepness in both the increasing forward direction and decreasing 
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reverse direction becomes larger in the thinner devices, eventually results in a larger memory 
window. Meanwhile, in the same voltage sweep rage, the rapid capacitance increase and decrease 
also broader the voltage ranges for keeping in state ‘1’ and ‘-1’, respectively. For the sake of 
increasing responsiveness of the capacitance change, the intrinsic layer thickness can be designed to 
be thinner in the future. 
7.5 Potential in neuromorphic computing application 
In literature, most studies focus on using resistance-switching non-volatile memory for storing and 
releasing information, some of which can be used in artificial neural networks as neuromorphic 
devices [227]. By electrical switching, they show rich hysteretic IV characteristics which, in effect, 
are memristive behaviors and the devices are referred to as memristors [21]. The pinMOS memory 
devices studied in this chapter have similar electrical switching, but showing as capacitance instead 
of resistance, demonstrating another type of memory device—the memcapacitor. Memcapacitor-
based circuit can significantly lower the static power of the circuit as well as mimic the neural 
functionalities better since the signal is expressed as a voltage rather than a current [26]. Therefore, 
the novel non-volatile pinMOS memory device has potential building the capacitive artificial neural 
networks if it can emulate neural functionalities, including long-term plasticity (LTP), short-term 
plasticity (STP), and spike timing dependent plasticity (STDP) [228]. 
In this section, an early-stage investigation on the mimicking of some of these basic features of 
synaptic plasticity was done for pinMOS memory. 
 
 
The pinMOS memory: novel diode-capacitor memory with multiple-bit storage 112 
 
7.5.1 Extracting capacitance at 0 V sequentially 
 
Figure 7.5.1:  CV curves show the capability to store multiple bits by incremental adding or removal of charges. 
Insets: capacitance continuously increases or decreases at 0 V with different operation parameters. 
The storage capacity of multiple-bits has been proved in the previous sections by showing the shift 
of the memory window. However, in order to demonstrate the multiple-bit application in neural 
networks, more precise control over the memory windows with a specific range is needed to obtain 
a series of capacitance bits at the same reading voltage. There are at least two possibilities for 
extracting a series of continuous capacitance values at the same reading voltage: vary the hold time 
of the pre-bias in the writing process to store different amounts of charges (Fig. 7.6.1 (a)), or vary 
the upper (erasing) voltage during the voltage sweep to remove different amounts of charges (Fig. 
7.6.1 (b)). The shift of the forward curves in the former case, and the displacement of the reverse 
curves in the latter case, will result in a series of increasing or decreasing capacitance values at the 
reading voltage, serving as multiple-bit storage. 
As shown in Fig. 7.6.1 (a), the pre-bias of -15 V was applied to the device for a hold time varies 
from 2 s to 15 s before a ±3 V voltage sweep with steps of 0.1 V. The capacitance at 0 V in the 
forward curves raise from 2.9 nF to 3.4 nF with a steep increase at the first five points (hold time 2 
s to 7 s), and then a gradually saturated increase at the rest points (hold time 8 s to 15 s). For obtaining 
the continuous capacitance decrease at 0 V shown in Fig. 7.6.1 (b), the pre-bias condition is fixed to 
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be -15 V, 5 s, while the sweep range varied with upper voltages from 1.0 V to 2.0 V but with the 
lower voltages remaining at -3 V. A curve with an upper voltage of 3 V is run as performance check. 
With the increase of upper voltage, the capacitance of device decrease from 3.3 nF to 2.9 nF almost 
linearly (upper voltage of 3 V is not plotted in the inset figure). The multiple-bit storage at 0 V 
reading voltage can be tuned easily and efficiently. The reading voltage is not limited to 0 V, any 
voltage in between the voltage range can be the reading voltage for obtaining different bits, but the 
number of bits differs. 
7.5.2 Mimicking the long-term plasticity (LTP) behavior 
Synaptic plasticity is the ability of synapses to strengthen or weaken over time to control the 
effectiveness of the communication between two neurons [229]. It functions as the response to 
increases or decreases in the activity, including short-term plasticity (STP) of short-term synaptic 
enhancement and depression, long-term plasticity (LTP) of long-term potentiation and depression. 
Long-term synaptic plasticity lasts anywhere from minutes to hours, days, or years, and dominates 
the brain storage, while the short-term synaptic plasticity lasts for sub-second timescale and reverts 
to “normal” soon afterward [230]. For the synaptic resistive random access memory device, the basic 
features of synaptic plasticity can be mimicked based on formation and rupture of conducting 
filament [231]. Temporary increase and spontaneous decay of conductance level in pulse 
measurement emulate the STP while the frequent stimulation results in a transition to more important 
LTP. 
 
Figure 7.5.2: Programming of the pinMOS memory at applying -10 V writing voltage for 0.01 s for first 100 
pulses and then (a) keep at 0 V or (b) ) erasing it with +1.5 V, 0.01 s. The reading voltage is 0 V. 
To mimic the long-term plasticity of both long-term potentiation and depression, different voltage 
pulse schedules were run in Fig. 7.6.2. Due to the limitation of the set up at this moment, a 
millisecond pulse measurement is not available. Therefore, a rough but functional works pulse is 
operated by following the example of the writing process: the writing voltage with a -10 V and 
duration of 0.01 s is considered as the pulse value and pulse width, respectively. The time gap 
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between the reading (at 0 V) and writing is then the pulse interval for the pulse, which is constant. 
With the pulse repetition, a gradual increase of capacitance can be gained, presenting a switch of 
memory states from ‘-1’ to ‘1’. The plateau-like curve at the last 5 stimulation pulses out of 100 
indicates a sign of getting a long-lived transition to the higher-capacitance state when the repetition 
number is increased to a certain value. The stability of long-term potentiation, which is defined as a 
state maintaining the capacitance of, here 3.36 nF, was then recorded at 0 V for another 100 pulses 
as seen in Fig. 7.6.2 (a). To keep pace with the pulse interval, the voltage of 0 V was ‘applied’ for 
0.01 s before the reading as in the writing process. There is no drop as well as noticeable fluctuations 
for the capacitance curve as a function of pulse numbers, proving a stable long-term potentiation 
behavior. Considering the retention time measurement in Fig. 7.3.6, the high capacitance state can 
last at least hours. The long-term depression can also be achieved by changing the pulse voltage 
from a negative erasing voltage of -10 V to a positive erasing voltage of +1.5 V, while keeping the 
pulse width (0.01 s) and pulse interval as shown in Fig. 7.6.2 (b). The decrease of capacitance, 
although not ideal linearly, shows the effective depression. Therefore, an analog tuning through 
more than 50 capacitance states by applying the writing and erasing pulses. A more symmetric curve 
may be obtained if the pulse width and interval can be adjusted more subtly in real pulse 
measurements. Nevertheless, synaptic behavior of LTP in the pinMOS device is demonstrated in 
principle.  
Because of the long retention time for the pinMOS memory, the short decay, which is required for 
STP is not achievable at the moment. However, introducing the leakage current to the device will 
solve this problem. One thing that needs to be pointed out is that the long long-term potentiation is 
also optically available by UV light, and the device brightness can be treated as the output optical 
signal to replace the electrical capacitance signal. Overall, early-stage synaptic behaviors are 
presented by the pinMOS memory, and a more detailed synaptic-behavior based pulse measurements 
are required for further investigations with precise defined pulse width and interval. 
7.6 Summary 
In this chapter, we fabricated a non-volatile, multiple-bit storage, capacitive pinMOS memory that 
provides optoelectronic control in both the writing and reading processes. The relatively simple 
fabricated, diode-capacitor based pinMOS (p-i-n-metal-oxide-semiconductor) memory has a bias-
history-dependent capacitance, showing good device repeatability, excellent device performance 
with an endurance of over 104 cycles and retention times over 24 h with the equipment remaining 
connected. During the writing and erasing processes, there is always a remaining undepleted region 
in the p-doped layer with its own potential, decoupling itself and thus the pinMOS memory into two 
individual elements: a MOS capacitor and an OLED (p-i-n junction). A destruction and 
reconstruction cycle of equilibrium state and the accompanying energy band variations in the two 
sub-devices is indicated by the quasi-steay state working mechanism we proposed, which accounts 
for the property of tunability. Accompanied by hole accumulation and hole depletion in the MOS 
capacitor, Zener tunneling and carrier recombination in the p-i-n stack, the capacitance of the 
pinMOS memory varies under the dynamic states during the voltage sweep, showing as a 
controllable memory window. The depletion-accumulation mechanism, distinguished from the 
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conventional charge-trapping or charge tunneling based devices, enables tunability in various 
pathways for reading, erasing and writing, i.e., tuning the memory window by incremental adding 
or removal of charges via programmable operation parameters or light illumination, readout the 
memory states, electrically or optically.  
Furthermore, the information stored in the device can be released in fractional amounts, giving rise 
to what is in principle multiple-bit storage. The possibility of pinMOS memory being programmed 
by optical stimulation and output light-dosage-dependent as well as history-dependent capacitance 
states, holds promise for optical storage. With the early-stage evidence of the long-term plasticity 
synaptic behavior, the pinMOS memory has potential in creating new opportunities for the 
development of the photonic memory devices, artificial visual memory system, and photosensing 
systems. However, the excellent retention time limits the mimicking of short-term plasticity and 
spike timing-dependent plasticity. Furthermore, the optical readout pathways, which can reveal the 
device states by visible light emission, are so far theoretically only and need to be verified by pulse 



























8 Optoelectronic properties of pinMOS memory 
8.1 Introduction 
The working mechanism of the non-volatile pinMOS memory device introduced in Chapter 7 
indicates an additional reading accessibility via light emission. The capability to store charge and 
the current flow in p-i-n stack are critical aspects of this new programmable pinMOS memory, 
leading to multiple-bit storage with optoelectronic control in the reading processes. Since the 
pinMOS memory was proven to be operable by UV light illumination in Chapter 7, the visible-light 
emission from the OLED element for readout can further broaden its application, like being a UV-
to-visible-light transponder in an optical-electrical-optical repeater systems. To investigate the 
optical reading potential, pulse characteristics as well as corresponding optical properties are 
essential to be studied in detail. 
In this chapter, a series of pulse measurements was applied to the pinMOS to prove the optical 
reading pathway and study the controllability over programmable operation parameters. The 
measurement set up with a mounted camera and a photodiode was first introduced in Sec. 8.2. The 
device emission images in Sec. 8.3 then demonstrate the possibility of an optical readout. A 
photodiode was employed in Sec. 8.4 for investigating the device brightness (light intensity) 
response during the pulse measurements as well as its dependence on repetition rate, duty cycle, 
writing and erasing voltage. Such optical dependence of pinMOS memory device with pulse 
measurements is summarized in Sec. 8.5. 
8.2 Measurement setup 
According to the working mechanism discussed in Sec. 7.4, holes will be exhausted due to 
recombination when applying a DC voltage, which is partly verified by the disappearance of memory 
window in Fig. 7.3.5 (b) with no pre-bias. Since there is no emission under DC bias application, 
voltage pulses with varied pulse parameters were applied to the pinMOS memory. 
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Figure 8.2.1: Schematic of the pulse measurement setup. 
To verify and record the state-dependent light emission from the pinMOS device, a pulse 
measurement setup was created in Fig. 8.2.1 that consists of a photodiode and a camera which were 
mounted directly on top of an OLED to record the pulse-varying luminance signals and emission 
images. A 50 times magnification voltage amplifier was connected to the pulse generator for 
applying high voltages to the device in order to bring sufficient amount of charge in the limited 
milliseconds. Unless otherwise mentioned, the repetition rate of pulse is 100 Hz in keeping with 
Chapter 7. Here, the pulse width is controlled by the duty cycle, which is defined as the percentage 
occupied by the upper voltage. 
8.3 pinMOS memory emission intensity 
 
Figure 8.3.1: (a) Images of a pinMOS memory device under different pluses. (b) The corresponding light 
intensities. 
To first qualitatively prove the light emission of the pinMOS memory as well as to define the 
emission area, we used a pulse with a repetition rate of 100 Hz and a duty cycle of 20%, with a 
writing voltage (lower voltage) pulses in the range of -20 V to -40 V for a duration of 8 ms, and an 
erasing voltage (upper voltage) pulses of 3 V (constant) for a duration of 2 ms. The images and the 
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corresponding light densities after a 5 s integration of the emission were recorded by the camera 
mounted on top of the emission device as shown in Fig. 8.3.1. All images in Fig. 8.3.1 (a) were taken 
in the dark except the last one was in daylight. The x-axes in Fig. 8.3.1 (b) correspond to the 
horizontal positions in the images in Fig. 8.3.1 (a), and the light intensity values for all conditions 
are extracted along the horizontal white dashed line shown in the image with -35 V. The case of -20 
V writing voltage shows no emission intensity distribution. The non-luminous device suggests that 
within the 8 ms writing pulse duration, although the Zener tunneling is activated, -20 V is not 
sufficient for substantial Zener tunneling currents that would repopulate the p-doped region with 
large numbers of holes (that could then radiatively recombine during the reading pulse). Since the 
device dimensions have not been scaled down compared with the device used in Chapter 7, state 
switch between ‘-1’ and ‘1’ requires higher field intensity with the 100 times smaller application 
duration (8 ms v.s. ca. 0.8 s). To repopulate the p-doped layer in 8 ms, the writing voltage was 
increased to -30 V, -35 V and -40 V, and light emissions as well as an increase in overall light 
intensities were then obtained, since more holes tunneling into the p-doped layer in the presence of 
the stronger electric fields across the p-i-n junction. 
The light emission area is a homogeneous square area with a side length of 1.96 mm, which is smaller 
than the active area given by the overlap of the electrodes as observed with daylight in Fig. 8.3.1 (a), 
but in good agreement with the size and area of the p-doped layer as structured during the fabrication. 
The emission area is not correctly center aligned with the active area as designed, but still within the 
overlap area of the electrodes. A uniform center area in emission intensity that confirmed by the line 
cut with little fluctuations can be observed in Fig. 8.3.1 (b). However, a small variation of lateral 
distribution at the edge and corner, as well as some random bright spots are also detectable. This 
emission non-uniformity comes from unavoidable thickness variation due to sample rotation during 
the fabrication, which leads to four slightly brighter side areas and the four darker corners, as well 
as some bright spots. 
In general, conversion from electrical to optical signal in the pinMOS memory is verified by the 
emission signal and the structuring of the doped layers efficiently dominates the emission area. 
Higher writing voltage is required for bringing sufficient holes in the pulse measurements due to its 
dramatically smaller duration (pulse width). 
8.4 Pulse characteristics and device brightness 
After the qualitative proof of the device emission, a more detailed study of the pulsed measurements 
and the corresponding optical properties is further necessary. A photodiode was mounted in an 
appropriate position above the pinMOS memory device (Fig. 8.2.1) to collect the light and then 
reveal the device brightness by its voltage. 
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Figure 8.4.1: Device brightness with the same pulse but different repetition rates of (a) 100 Hz and (b) 1000 
Hz. 
Repetition rate  Although 100 Hz is set as the default repetition rate for pulse measurements of 
pinMOS memory devices, a simple comparison between 100 Hz and 1000 Hz was still done for 
checking its influence. To ensure the holes repopulation, the writing voltage was chosen to be -40 V 
and the erasing voltage was 3 V with the duty cycle of 20% (Fig. 8.4.1). For both repetition rates, a 
light intensity peak (photodiode voltage peak) was observed immediately after the pulse switches 
from writing to erasing process every time, and then disappear until the next pulse. A more detailed 
discussion will be shown later with pulse variations. The writing process lasts 8 ms and 0.8 ms, 
while the erasing process lasts for 2 ms and 0.2 ms for the repetition rate of 100 Hz (Fig. 8.4.1 (a)) 
and 1000 Hz (Fig. 8.4.1 (b)), respectively. The tenfold writing duration in the former case results in 
a ca. 3.5 higher emission intensity peak. 
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Figure 8.4.2: Time-resolved measurements of pulses with (a) varied duty cycles and (b) corresponding device 
brightness. Insert: Zoom in images of device brightness. 
Duty cycle  The repetition rate is set back to the default 100 Hz in the followings. The duty cycle 
was varied from 10% to 90% in steps of 10% with the pulse of writing voltage (lower voltage) -40 
V, erasing voltage (upper voltage) 3 V as shown in Fig. 8.4.2. In the certain 10 ms pulse period 
defined by the 100 Hz repetition rate, the increase of duty cycle from 10% to 90% in Fig. 8.4.2 (a) 
identify with a decrease of writing pulse width from 9 ms to 1 ms, companied by the corresponding 
erasing pulse width increases from 1 ms to 9 ms in turns. As the longer writing process creates large 
amounts of excess holes with the same tunneling flux, the light intensity decrease with the increase 
of duty cycle as shown in Fig. 8.4.2 (b), inset. Despite the light intensity values, all peaks appear 
within the first 0.2 ms, sharing spike-like shapes with a similar time-axis for the peak value, and 
then no longer present in the rest of the erasing duration. The peak similarity reveals that the carriers 
always recombine and emit light in the OLED element once the pinMOS memory device is switched 
to a positive voltage, and that the device then quickly runs out of excess holes, regardless their initial 
amount. The increment in light intensity, or photodiode voltage, is not in direct proportion to the 
increment of writing duration but gradually becomes smaller. Such saturation behavior corresponds 
to the memory window saturation of the CV curves driven from the same pre-bias but different hold 
time (Fig. 7.5.1 ), which is due to the decrease of the potential drop over the p-i-n junction during 
the process of achieving the quasi-steady state under a constant voltage application. 
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Figure 8.4.3: Time-resolved measurements of applied device voltages with (a) varied writing voltages and (b) 
corresponding device brightness. Insert: Zoom in images of device brightness. 
Writing voltage  The duty cycle is set back to the default 20% and the repetition rate is 100 Hz in 
the followings. As the emission images shown in Fig. 8.3.1, the writing voltages (lower voltages of 
pulses) directly decide the light intensities. Therefore, the writing voltage was again varied in Fig. 
8.4.3 (a) while the erasing voltage under which light is emitted was fixed to be 3 V. The 
corresponding device brightness was recorded by the photodiode (same color groups in Fig. 8.4.3 
(b)). The curves in green and orange (obscured by the green) are corresponding to a device operated 
with -20 V writing voltage, which as revealed in Fig. 8.3.1, is not satisfactory to sufficiently 
replenish the p-doped layer within the 8 ms duration time and thus show no device brightness. To 
lighten the pinMOS memory, the lower voltage was stepwise increased from -30 V to -40 V (red-
tone curves) and back to -30 V (blue-tone curves) in steps of 1 V. The near-perfect overlap between 
the two groups of brightness curves hides the forward curves (orange and red-tone) and thus 
confirms excellent repeatability of the pulse emission.  
Only if a high negative writing voltage is applied beforehand is it that a light emission can be 
observed. With the increase in writing voltage magnitude, a higher strength electric field across the 
p-i-n junction promotes stronger Zener tunneling effect to push more charges to be accumulated, 
which then results in higher and sharper brightness curves. Regardless of the device brightness value, 
the photodiode traces reveal again a series of sharp emission peaks, indicating the same process of 
the emission at the first moment of switching to +3 V erasing voltage, and the following quenching 
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with 0.2 ms. From the duty cycle test and emission images, both the values and the respective pulse 
durations of applied voltages are responsible for the number of charges that can be stored. This 
experiment once again shows that for a short duration like the 8 ms here, a larger voltage such as -
30 V is required for sufficient tunneling of holes. Furthermore, the larger the voltage, the more holes 
can be repopulated in 8 ms, and the higher the peak brightness can be. 
 
Figure 8.4.4: Time-resolved measurements of applied device voltages with (a) varied erasing voltages and (b) 
corresponding device brightness. Insert: Zoom in images of device brightness. 
Erasing voltage  The relationship between erasing voltage (upper voltage) and light emission is also 
evaluated in Fig. 8.4.4. For doing this, the erasing voltage, under which the emission comes up, was 
varied stepwise from -10 V to +5 V while the writing voltage was now fixed to the constant -40 V 
(Fig. 8.4.4 (a)). The curves for a negative erasing voltage are in blue and all other curves are in red 
tones. Similarly, the larger the erasing voltage is, the sharper and higher the brightness curve can be, 
owing to the larger net potential drops in the p-i-n stack (OLED element) in the forward direction. 
In contrast to a typical OLED, light emission is available at negative erasing voltages shown in Fig. 
8.4.4 (b), i.e., the OLED element can be turned on with a pulse smaller than 0 V. This can be 
explained by the working mechanism proposed in Chapter 7 based on the change from subfigure (i) 
to (iii) in Fig. 7.4.1: the large negative writing voltage accumulates a significant number of excess 
holes in the p-doped layer, which lowers the Fermi level of the p-doped layer and enables charges 
to flow back into the OLED element to recombine and emit light even at an applied upper voltage 
of -4 V. 
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8.5 Conclusion 
In this chapter, we studied the optical characteristics of pinMOS memory with pulse measurements. 
The states switch is proven to be accessible optically by the visible light emission from the OLED 
element of the pinMOS memory device. The emission area is governed by the area of structured 
doped layers, and the corresponding device brightness can be manipulated by varying the operation 
parameters, including repetition rate, pulse duty cycle, writing and erasing voltages. As the working 
mechanism proposed in Chapter 7 suggests, when the OLED element is operated in the forward 
direction (can be voltage smaller than 0 V), the holes that accumulated in the p-doped layer during 
the writing process will flow back to the OLED element, recombine with electrons, then emit 
transient light and eventually be exhausted. This process can be confirmed in this chapter by the 
spike-like peak in the device brightness measurements, which further verifies our speculations 
regarding the pinMOS memory. Furthermore, the gradual increase in the peak brightness indicate 
that the tunability of the multiple-bit storage pinMOS memory shown in Chapter 7 is also applicable 
when electrical signals are converted optically. The observed trends in the optical signals obtained 
during the measurements in this section can all be nicely explained by the proposed working 
mechanism. The device emission as determined by the incorporated OLED element is not limited to 
red. In principle, by changing the emission layers with the same device layout, the emission from 









9 Conclusion  
The main focus of this work was devoted to a novel, non-volatile memory device called p-i-n-metal-
oxide-semiconductor (pinMOS) memory. With precise control of doped layers to prevent lateral 
charge transport, the pinMOS memory device is designed to be an OLED based integrated capacitor, 
in which charges can be added or removed stepwise. The pinMOS memory has multiple-bit storage, 
good device performance, possibility for downscaling, ability to be programmed and read out 
electrically as well as optically. Similar to the OLEDs, the diode-based architecture of memory 
devices enable a simple layer-by-layer fabrication. Furthermore, the working mechanisms in 
principle are applicable to all memory devices with pinMOS structure, indicating that different 
combinations of a variety of good insulator layer (oxide, polymer) and p-i-n junction OLED with 
every color can be chosen to behave as capacitive pinMOS memory. 
Firstly, the device structure where large, continuous doped layers are sandwiched between two 
electrodes is studied in terms of OLEDs for optimization in reducing the leakage current. It is proven 
by both the neighboring device charging measurement and capacitance-frequency measurement that 
charge carrier can flow along the lateral direction of doped layers outside the active area. The active 
area which is usually defined by the overlap of the crossbar electrodes, however, is smaller than the 
area of large doped layers, rendering this common definition of active area invalid. The lateral 
transport in doped layers can span centimeters, and can be reduced via increasing the hold time 
during measurement, or easily, by structuring the doped layers. Otherwise, such lateral transport will 
charge up the area outside the active area, resulting in a capacitance increase at low frequency in CF 
measurement, as well as introducing leakage current shown in IV measurement. Although such 
lateral current flows only occur in the OLED at low voltage regime where vertical device resistance 
is high, it is still a tricky problem for memory devices since the associated leakage current can erase 
the stored charges. Fortunately, the leakage current can drastically decrease by 2-3 orders of 
magnitude by structuring the doped layers, leading to extremely low steady state leakage currents in 
OLED (here 10-7 mA/cm2 at -1 V). 
Furthermore, the identified lateral charging behavior can be utilized for exploring properties of 
doped layers in a fabricated device. An RC circuit model is developed to fit the CF experimental 
data in the extended frequency range from 10-2 Hz to 106 Hz, which then allows extracting 





and p-doped layer simultaneously at the low frequency. Moreover, by means of a pseudo-trap-
analysis, it is demonstrated that the electronic effects of the lateral charging in such crossbar 
architectures can easily be misinterpreted as trap states. To exclude the lateral transport effect in the 
memory device, the doped layers are structured to be smaller than the active area to be referred to 
as the effective area.  
Secondly, the pinMOS memory device with well-structured doped layers is investigated with a 
straight-forward fabrication of insulating oxide layer, p-doped layer, intrinsic layers, n-doped layer, 
and Al electrode on ITO pre-structured substrate. A pronounced 2.4 V memory window can be 
observed via applying -15 V for 5 s and subsequently sweep from -3 V to +3 V (forward direction) 
and back to -3 V (reverse direction) in steps of 1 V with nice repeatability. The pinMOS memory 
also shows long cyclic endurance over 104 as well as good retention time of over 24 h. In the pinMOS 
memory, an undepleted region in the p-doped layer where the original free hole carrier concentration 
is retained can be thought of dividing the p-doped layer and thus the pinMOS memory into two 
series-connected individual elements: a MOS (metal-oxide-semiconductor) capacitor and an OLED. 
When a DC voltage is applied to the device, either for the writing process with a negative bias or the 
erasing process with a positive bias, the electrical currents will only flow internally in the p-i-n stack. 
This will result in quasi-steady states in which all external voltage drops entirely over the insulator, 
leaving no current flow since the insulator is assumed to block any flow of carriers between the 
semiconductor and the metal at all voltages. Once the applied voltage is removed, an equal but 
opposite built-in potential will drop over the p-i-n stack again, revealing a non-equilibrium state 
which is shown as capacitive memory behavior. The electrically assessed writing effect is achieved 
through Zener tunneling in the p-i-n stack, while the erasing effect is caused by carrier recombination 
in the OLED element. There are several layers and incorporated depletion/accumulation regions that 
can contribute to the modulation of the capacitance, but the variation of space charge zones in the 
doped layers that are adjacent to the intrinsic layers dominate the total device capacitance. As a 
consequence, the memory state can be read out by capacitance difference at the same reading voltage 
(like 0 V). Furthermore, the memory behavior in pinMOS memory can be programmed by varying 
the voltage value or hold time for both writing and erasing processes so that the operation in circuits 
with multiple-bit becomes feasible. The tunability of the memory window, both forward and 
backward curves, all indicate flexible control over the stored information. 
Thirdly, pinMOS memory can serve as optical storage memory, indicated by the UV light- induced 
tunability and visible light emission read-out. The UV light with a wavelength of 375 nm can create 
free charge carriers in the stack of red OLEDs, resulting in charge accumulation similar to the Zener 
tunneling effect in the electric writing process. Therefore, similar memory behavior can be achieved 
and varied by the UV light illumination with different intensity and time. Moreover, the diode-based 
memory device can emit light when the state shifted from       “-1” to “1”. The emission area is 
limited by the effective area defined by the structured doped layers, while the emission intensity can 
be tuned by the voltage value, the application time (duty cycle), and the repetition rate in the pulse 
measurement. The light writing possibility, in terms of neuromorphic language, paves the way for 
optical storage since the pinMOS device shows light dosage-dependent as well as history-dependent 




promise for artificial visual memory system, and photosensing systems. An early-stage study already 
shows the potential of using pinMOS memory to mimic long-term synaptic plasticity, although other 
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