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Abstract
Partial Adaptation (PDA) addresses a practical scenario in
which the target domain contains only a subset of classes
in the source domain. While PDA should take into account
both class-level and sample-level to mitigate negative transfer,
current approaches mostly rely on only one of them. In this
paper, we propose a novel approach to fully exploit multi-level
associations that can arise in PDA. Our Associative Partial
Domain Adaptation (APDA) utilizes intra-domain associa-
tion to actively select out non-trivial anomaly samples in each
source-private class that sample-level weighting cannot handle.
Additionally, our method considers inter-domain association
to encourage positive transfer by mapping between nearby tar-
get samples and source samples with high label-commonness.
For this, we exploit feature propagation in a proposed label
space consisting of source ground-truth labels and target prob-
abilistic labels. We further propose a geometric guidance loss
based on the label commonness of each source class to en-
courage positive transfer. Our APDA consistently achieves
state-of-the-art performance across public datasets.
1 Introduction
In general, existing domain adaptation approaches (Saenko
et al. 2010; Tzeng et al. 2014; Ganin and Lempitsky 2015)
assume that the identical label set is shared between the
source and target domains. However, finding a source do-
main with the same label set as the target domain of interest
is very difficult and burdensome in the real-world (Hong
et al. 2017; Hoffman et al. 2018). To alleviate the constraint
of using a shared identical label set in domain adaptation,
Partial Domain Adaptation (PDA) was first introduced by
Cao et al. (Cao et al. 2018a). In PDA, unlike standard do-
main adaptation, the target domain only has a subset of the
source labels. The target label information cannot be accessed
during training, and thus the size of the target label set is un-
known (Li et al. 2020). Therefore, simply applying existing
domain adaptation approaches to PDA can result in negative
transfer due to source-private classes irrelevant to the target
domain (Cao et al. 2018a).
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Figure 1: Comparison of the PDA approaches. The arrows
indicate the direction and magnitude of the source sample’s
movement by domain confusion loss. (a) Class-level weight-
ing gives equal weight to samples in the same class without
considering the characteristics of each sample. (b) Sample-
level weighting enables better PDA via measuring the com-
monness of each sample depending on its location. Unfor-
tunately, this approach still suffers from negative transfer
due to inter-class variation. (c) Our multi-level associative
weighting can effectively handle anomaly samples, taking
into account intra- and inter-domain class relationships.
The main technical challenge in PDA is to isolate the
source-private classes during the domain adaptation pro-
cess; and thus, PDA necessarily entails estimating label-
commonness, a measure of whether each source class or
sample overlaps with target domain labels. Early PDA ap-
proaches (Cao et al. 2018a,b) exploit class-level weighting
by observing that the output of the source classifier for the
target samples reflects the distribution of the source label
space. Concretely, they obtain class-specific weights by av-
eraging label predictions (i.e., class probabilities) across the
target dataset and then apply them when training the label
classifier and adversarial domain discriminator. However, this
approach could be vulnerable to the class imbalance problem
of the target dataset due to its high dependency on the whole
target domain samples as mentioned in (Zhang et al. 2018).
Moreover, giving the same weight to all samples within the
same class does not fully utilize the characteristics of each
sample as shown in Fig 1 (a).
Recent state-of-the-art methods commonly exploit sample-
level weighting mechanisms (Zhang et al. 2018; Cao et al.
2019). Despite the recent promising results, there are sev-
eral issues not addressed well in the existing sample-level
approaches (Zhang et al. 2018; Cao et al. 2019). First, they
still suffer from negative transfer from large intra-class vari-
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ation within each source-private class. For example, due to
non-trivial intra-class variation, several source-private sam-
ples can be located near the target samples, and some of
the source samples with common labels can be far from the
target samples as shown in Fig. 1 (b). As a result, it is dif-
ficult to measure commonness only at the sample-level due
to unclear class boundaries and especially the presence of
anomaly samples. Second, they do not explicitly consider
inter-dependency between source and target domains while
seeking label-commonness. We argue that if the model can
learn a structure that reflects the intra- and inter-domain re-
lationship as shown in Fig 1 (c), the performance can be
improved further.
In this paper, we propose Associative Partial Domain Adap-
tation (APDA) that explicitly takes into account intra- and
inter-domain associations by leveraging feature propagation
in the label space. The proposed intra-domain association can
learn an intrinsic structure within each class, which facilitates
to select out anomaly samples in each source-private class.
Also, source and target samples with high label-commonness
are encouraged to be located nearby in the feature space by
inter-domain association, and thus positive transfer is en-
hanced. To this end, we explicitly learn the inter-dependent
structure between the source and target domains by graph-
based propagation. One of the important issues when apply-
ing graph-based propagation to the non-structural input is the
definition of adjacency matrices (i.e., edges). Our proposed
APDA exploits the similarity of class labels to construct
edges. Specifically, we use hard labels in the source domain
and predicted soft labels (i.e., probabilistic labels) in the
target domain. Furthermore, we introduce a novel confidence-
guided loss based on the moving-averaged commonness score
of source samples. The key idea of our confidence-guided
loss is to keep the source-private classes away from the target
sample while keeping the common classes close to the target
samples in the feature space.
The major contributions of this study are as follows: (1)
Our associative feature propagation can prevent negative
transfer due to non-trivial intra-class variation and can ex-
plicitly learn the structure of intra- and inter-domain relation-
ships. (2) We propose a novel guidance loss that enhances
positive transfer and suppresses negative transfer via label-
commonness. (3) On public PDA benchmarks, our model
consistently achieves state-of-the-art performance. Also, we
quantitatively and qualitatively demonstrate how our associa-
tive modeling efficiently solves PDA problems.
2 Related Work
2.1 Domain Adaptation
Early investigations on deep domain adaptation involve Max-
imum Mean Discrepancy (MMD) (Tzeng et al. 2014; Long
et al. 2015) that enables features from two different domains
to resemble each other. Long et al. (Long et al. 2016) exploit
residual transfer modules that can bridge the source classifier
and separate target classifier. Taking into account the explicit
matching of higher-order moments, Central Moment Dis-
crepancy (CMD) (Sun and Saenko 2016) and second-order
statistics matching (Sun and Saenko 2016) have been pro-
posed. Meanwhile, domain adversarial training (Ganin and
Lempitsky 2015; Hong and Ryu 2019; Chang et al. 2019;
Hong and Ryu 2020; Choi et al. 2020; Kim et al. 2020) has
also been extensively studied. They commonly use adversar-
ial deep neural networks where the label classifier trained
from the labeled source domain aims to generate discrimi-
native features while the adversarial domain discriminator
makes the features domain-invariant. Recently, a technique
using graph convolution (Kipf and Welling 2016) has been
proposed, but it has not been actively studied so far (Ma,
Zhang, and Xu 2019). However, crucially, existing domain
adaptation methods assume that the source and target do-
mains share the same label space, which is a strict constraint
in the real world.
2.2 Partial Domain Adaptation
In an effort to alleviate the constraint of using identical la-
bel space in domain adaptation, Partial Domain Adaptation
(PDA) (Cao et al. 2018a,b) addresses the scenario in which
the source label space is large enough to fully cover the target
label space. The main technical challenge of PDA is negative
transfer caused by source-private classes. Selective Adversar-
ial Networks (SAN) (Cao et al. 2018a) adopt multiple domain
discriminators for each class and suggest weighting mecha-
nisms based on class probabilities to select out source-private
classes. Cao et al.(Cao et al. 2018b) further introduces a sim-
ple yet effective way of using only one adversarial domain
discriminator.
Recently, Zhang et al.(Zhang et al. 2018) suggest a sample-
level weighting mechanism based on the activation of the aux-
iliary domain discriminator. They insist that existing class-
level weighting (Cao et al. 2018a,b) cannot cope with class
imbalanced target domains due to the process of averaging the
class probabilities across the target domain. Example Trans-
fer Network (ETN) (Cao et al. 2019) further improves the
quality of feature transferability by integrating the discrimina-
tive information into the sample-level weighting mechanism.
Overall, the sample-level weighting has the advantage of be-
ing less vulnerable to target class imbalance (Zhang et al.
2018), but it has difficulty handling large intra-class variabil-
ity within each source-private class. We solve this issue by
our associative mechanism in a joint label space with the hard
labels (from the source domain) and the probabilistic labels
(from the target domain).
3 Method
The main goal of Partial Domain Adaptation (PDA) is to min-
imize discrepancy between a labeled source domain Ds =
{(xis, yis)}nsi=1 and a unlabeled target domain Dt = {xjt}ntj=1.
As in the standard DA, PDA assumes that source and target
samples are drawn from a different but related probability
distributions Ds ∼ ps and Dt ∼ pt, respectively. The main
difference between PDA and the standard DA is that source
class label set subsumes target label set in PDA, i.e.,Cs ⊃ Ct.
Note that any target label information, such as the total num-
ber of classes, cannot be accessed during training, and thus
simply applying common domain adaptation techniques to
PDA can result in negative transfer.
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Figure 2: Overall flow of APDA framework. (1) For clarity, we start with a sample-level weighting mechanism based on the
label prediction uncertainty (from C ′) and domain prediction (from D′) of each source sample. We then adjust the influence of
each sample according to the label commonness in a label classifier C and an adversarial domain discriminator D. (2) However,
sample-level weighting alone is not enough to mitigate the negative transfer caused by intra-class variation. Thus, we introduce
class relational graph in which samples with similar labels communicate with each other. (3) Finally, we use a confidence-guided
loss that keeps the source-private classes away from the target samples while keeping the common classes close to the target
samples. Notice that all the training processes (1) to (3) are conducted simultaneously.
3.1 Background and Motivation
The main assumption of domain adversarial training is that if
the learned features are domain-invariant, a classifier trained
on the labeled source domain can perform well even for the
unlabeled target domain. Domain adversarial networks con-
sist of three main modules: feature extractor F (·|θf ), label
classifier C(·|θc), and domain discriminator D(·|θd), where
θf , θc, and θd denote the parameter of each part. The objec-
tive of the label classifier is to predict the category for the
labeled source domain. Importantly, the domain discrimina-
tor attempts to distinguish the domain of the samples, while
the feature extractor tries to fool the domain discriminator,
resulting in domain-invariant features. The overall training
objective can be formulated as follows:
L(θf , θc, θd) = E(xs,ys)∼ps [Ly(C(F (xs)), ys)]
− E(x,d)∼p[Ld(D(F (x)), d)],
(1)
where p refers the sample distribution, d is the domain label,
and Ly(·) and Ld(·) denote the cross-entropy loss function
respectively. The parameters θf , θc, and θd converge at the
saddle point while minimizing the model loss Eq. (1) through
the following minimax game:
(θˆf , θˆc) = argmin
θf ,θc
L(θf , θc, θd), (2)
θˆd = argmax
θd
L(θf , θc, θd). (3)
Although domain adversarial training shows promising
results, this approach can lead to negative transfer between
source classes and target classes in a PDA scenario. For
successful PDA, we need to isolate the source-private classes
during the domain adaptation process.
3.2 Associative Partial Domain Adaptation
To address negative transfer in PDA, we propose Associa-
tive Partial Domain Adaptation (APDA). The overall flow
of APDA can be seen in Fig. 2. As in conventional domain
adversarial networks, our model architecture consists of a
feature extractor F , a label classifier C, and an adversarial
domain discriminator D. Also, our model involves an auxil-
iary label classifier C ′ and an auxiliary domain discriminator
D′ to compute sample-level commonness w(xs) which in-
dicates the probability of a source sample xs belonging to
the target label set Ct. More precisely, to obtain w(xs), we
use the discriminator logit D′(x) and the normalized self-
entropy E(x) = − 1logNc
∑
l(x)log(l(x)) of samples where
l(x) denotes the predicted probability by classifier C ′, and
Nc represents the total number of classes.
For clarity, we defineESp, ESc, andET as the self-entropy
value of source-private samples, source-common samples,
and target samples, respectively. Since C ′ is trained only on
the source data, the self-entropy of source samples should be
lower than that of the target samples, i.e., ESp, ESc < ET .
Moreover, as source and target distributions are aligned from
domain adversarial training, source-common samples have
a higher probability of getting closer to the target samples
than source-private samples. As a result, the self-entropy of
source-common samples is higher than that of source-private
classes, i.e., ESp < ESc. Overall, we can conclude that
ESp < ESc < ET . For the discriminator logit, the rela-
tionship across source-private, source-common, and target
samples can be defined as D′Sp > D
′
Sc > D
′
T since the
discriminator is trained to predict samples from source (or
target) domain as 1 (or 0). Note that D′ is a two-class clas-
sifier called a domain discriminator, and D is an adversarial
domain discriminator with a gradient reversal layer (Ganin
and Lempitsky 2015). As a consequence, we formulate the
sample-level label commonness:
w(xs) = E(C
′(G(F (xs))))−D′(G(F (xs))), (4)
Here, we subtract D′(·) from E′(·) and then normalize it
into [0, 1], so w(xs) is always positive. Importantly, sample-
level weighting alone cannot handle anomaly samples, so we
calculate commonness based on the features passed through
the class relational graph G(·|θg) (See Fig. 2). The details of
class relational graph will be elaborated in the next subsection.
Once w(xs) is obtained at sample level, the label classifier
C and the adversarial domain discriminator D are trained
according to w(xs) as follows:
Lc = E(xs,ys)∼ps [w(xs)Ly(C(F (xs)), ys)], (5)
Ld =− E(xs)∼ps [w(xs)logD(G(F (xs)))]
− E(xt)∼pt [log(1−D(G(F (xt))))].
(6)
where Lc and Ld are identical to conventional losses for
label classifier and domain discriminator in standard domain
adaptation except for the presence of w(xs). Notice that
the label classifier C takes features directly from the feature
extractor F , not from the graph moduleG as shown in Eq. (5)
and the top of Fig 2. This architecture design effectively
solves the issue where sufficient source and target samples
are required to construct the graph even during the test phase,
i.e., model inference.
Class Relational Graph: The main objective of Class
Relational Graph (CRG) is to uncover the intrinsic struc-
ture by label-based feature propagation in both intra-domain
and inter-domain. Intra-domain propagation enables to select
out non-trivial anomaly samples in each source-private class
while inter-domain propagation encourages positive transfer
by mapping nearby target samples and source samples with
high label-commonness. To propagate information between
samples with high label association, we exploit graph con-
volutional networks. Unlike standard convolutions, the goal
of graph convolutional networks is to learn a function on a
graph structure, which takes node features H l ∈ Rn×d and
the corresponding adjacency matrix A ∈ Rn×n as inputs,
and updates the node features as H l+1 ∈ Rn×d′ . Concretely,
graph convolutional operation can be formulated as below:
H l+1 = σ(ÂH lW l), (7)
Â = D˜−
1
2 A˜D˜−
1
2 , (8)
where W l ∈ Rd×d′ is a trainable weight matrix and σ(·)
denotes an activation function. Note that A˜ = A+I is the ad-
jacency matrix including self-connections and D˜ii =
∑
j A˜ij
is a degree matrix of A˜. Each element in the adjacency ma-
trix (i.e., edge) can be defined as hard or soft, depending
on the situation. As a result, graph convolutions can learn
the intrinsic structure through iterative propagation between
edge-connected nodes.
(a) (b)
Figure 3: (a) Performance change by edge type on Office-
Home. “F-F” denotes edge with feature similarity. The left
side indicates the source label and the right side indicates the
target label. “H” denotes hard label while “S” means soft la-
bel (b) Performance change with respect to the configuration
of the centroid-like loss on Office-31.
The key challenge when applying the graph-based oper-
ation to non-structural inputs is the definition of nodes and
edges. It is natural to use features from feature extractor as
nodes in the proposed CRG. However, edges can be defined
in a wide variety of ways, resulting in very large performance
changes. Previous work (Ma, Zhang, and Xu 2019) use simi-
larities between features as edges (Ma, Zhang, and Xu 2019).
However, this approach cannot utilize class information that
is considered important in domain adaptation. Instead, we
compute the edge based on the class relationship by using
hard labels from the source domain and soft labels from the
target domain. For this, we define different class information
according to the domain type:
y˜ =
{
y, if x ∈ Ds
C(F (x)), if x ∈ Dt , (9)
where we use ground truth labels in the source domain, specif-
ically one-hot vectors. Since target labels are not given in
PDA, we exploit soft-labels, predicted class probability from
the source classifier C. Finally, we can generate an class-
based adjacency matrix as A˜ij = y˜Ti y˜j .
We can see several meaningful observations with respect
to the edge types from Fig. 3 (a). Using probabilistic (soft)
labels as class information for nodes in the source domain
results in performance degradation. It is no surprise that
ground truth labels provide more accurate information than
the classifier’s probability information in the source domain.
In contrast, using probabilistic labels in the target domain
outperforms using hard labels with the highest probability.
Surprisingly, our proposed class-based edges show better per-
formance with higher margins than feature similarity-based
edges, regardless of the type.
For more sophisticated CRG analysis, we can divide our
label-based message passing into intra-domain and inter-
domain. 1) Intra-domain: nodes of the same class in the
source domain are connected to hard edges; so our CRG can
reveal the intrinsic class-wise structure. On the other hand,
the edges of the target domain are generated from predicted
probabilistic labels, resulting in a soft link between the target
samples. 2) Inter-domain: classifying source samples through
a label classifier results in high probabilities for the common
classes and low probabilities for the source-private classes as
discussed in (Cao et al. 2018a,b). From this, we can expect
that source samples connected to the target samples with
strong edges are likely to be of the common classes. Con-
sequently, samples connected by edges have similar values
through message passing, thus encouraging positive transfer.
Confidence-guided Loss: We can expect that classes with
high average commonness are more likely to belong to a com-
mon label set, otherwise they are likely to be source-private
classes. To fully utilize class-level commonness, we propose
a novel confidence-guided loss. The main objective of this
guidance loss is to keep the source-private samples away from
the target samples while encouraging the common classes
closer to the target samples. More precisely, we encourage
the centroid of the source samples with a high class-level
commonness and the target samples with the corresponding
pseudo labels closer in the feature space. We average sample-
level commonness obtained from Eq. 4) for each class to
obtain class-level commonness. Furthermore, our confidence-
guided loss is specially designed so that the centroid of the
source samples with a low commonness is far away from the
centroid of target samples with the same pseudo label. To
reduce errors caused by corner cases, we apply confidence-
guided loss only to top-K classes and bottom-K classes
according to the value of class-level commonness:
Lcg =
1
2K
(
∑
i∈TK
∥∥Ris −Rit∥∥22 − ∑
j∈BK
∥∥∥Rjs −Rjt∥∥∥2
2
).
(10)
Here, TK and BK are top-K class set and bottom-K class
set respectively. Ri represents the centroid feature for i-th
class obtained from the CRG features, i.e., G(F (x)). Note
that ground truth labels are used in the source domain while
pseudo labels are used in the target domain. If the total num-
ber of labels is larger than the batch size, categorical infor-
mation in each batch is very sparse. This makes the model
unstable and can lead to performance degradation. Therefore,
we empirically resolve this issue by applying exponential
moving average over iteration steps.
Unlike conventional class-centroid loss (Xie et al. 2018)
that always causes the distance between samples to be closer,
to our best knowledge, this is the first guidance loss that
makes the unrelated samples away from each other (see a neg-
ative sign in Eq. 10). To show the effectiveness of repulsive
forces in the proposed method, we compare our final model
with three configurations as shown in Fig. 3 (b). In the figure,
“w/o loss” means our model without confidence-guided loss,
i.e., a model using only CRG. “Top-K” denotes our model
with loss from only top-K classes (i.e., the first term in Eq. 10)
and “Soft” represents our model with soft-weighting rather
than our hard top-k thresholding. “Ours” refers to our final
model including CRG and confidence-guided loss. From the
figure, we can see that learning with repulsive forces enhance
positive transfer and suppress negative transfer effectively.
4 Experiments
4.1 Experimental Setup
We perform evaluations on four public datasets: Office-
31 (Saenko et al. 2010), Office-Home (Venkateswara et al.
2017), VisDA2017 (Peng et al. 2017) and ImageNet-
Caltech (Russakovsky et al. 2015). Across all datasets, we
follow the official partial domain adaptation protocol for
comparison with existing approaches.
Office-31 is a benchmark dataset from three different do-
mains and contains 4,652 images and 31 categories. We use
all 31 categories for the source domain and 10 categories
shared between office-31 and Caltech-256 for the target do-
main. Office-Home consists of 65 categories and is collected
from four different domains. We use all 65 categories for
the source domain and use the first 25 categories in alpha-
betical order for the target domain. VisDA2017 is designed
for a synthetic-to-real visual domain shift scenario. This
large-scale dataset contains 152,397 synthetic (S) images and
55,388 real-world (R) images. All 12 categories are used as
source domain classes, whereas only the first 6 categories in
alphabetical order are used for the target domain. ImageNet-
Caltech is also a large-scale dataset considering practical
scenarios. This setting utilizes ImageNet-1K (I) and Caltech-
256 (C) to configure two partial domain adaptation scenarios.
Two datasets share 84 common classes, so we perform the
experiment on two scenarios: ImageNet-1K⇒ Caltech-256
and Caltech-256⇒ ImageNet84. When ImageNet is used as
the target domain, the validation set of ImageNet is used to
prevent the influence of our model trained in the training set.
For a fair comparison of the proposed method with the
state-of-the-art methods, we use ResNet-50 (He et al. 2016)
and VGG-16 (Simonyan and Zisserman 2014) pre-trained
from ImageNet as the base models. The base learning rate is
set to 0.001 and all the fine-tuned layers are optimized with a
learning rate of 0.01. We adjust the learning rate using lrp =
lr0
(1+αp)β
, where lr0 is a base learning rate, p is a relative step
that changes from 0 to 1 as the training progresses, α = 10,
and β = 0.75. The adaptation factor λ is gradually adjusted
from 0 to 1 during the training process, taking into account
the unstable domain discriminator in the early training stages.
4.2 Experimental Results
As can be seen in Table 1 and Table 2, we compare the pro-
posed method with existing methods: ResNet-50 (He et al.
2016), DAN (Long et al. 2015), DANN (Ganin and Lem-
pitsky 2015), RTN (Long et al. 2016), ADDA (Tzeng et al.
2017), SAN (Cao et al. 2018a), PADA (Cao et al. 2018b),
IWAN (Zhang et al. 2018), DRCN (Li et al. 2020) and ETN
(Cao et al. 2019). We cite the results reported by other publi-
cations when the experimental setup is the same. When we
need to perform experiments that are not reported in the previ-
ous works, we compare them using the official source codes
under the same experimental protocols. The “Base” reported
in the tables denotes the variation of APDA which does not
utilize the graph module. In other words, the feature after F is
directly passed into C,D,C ′, and D′. “CRG” stands for our
model that only considers class relational graphs. “APDA”
refers to our final model with confidence-guided loss.
Table 1: Classification Accuracy (%) on Office-31, VisDA2017, and ImageNet-Caltech (ResNet-50)
Method Office-31 VisDA2017 ImageNet-Caltech
A⇒W D⇒W W⇒D A⇒D D⇒A W⇒A Avg R⇒S S⇒R Avg I⇒C C⇒I Avg
ResNet (He et al. 2016) 75.59 96.27 98.09 83.44 83.92 84.97 87.05 64.28 45.26 54.77 69.69 71.29 70.49
DAN (Long et al. 2015) 59.32 73.90 90.45 61.78 74.95 67.64 71.34 68.35 47.60 57.98 71.30 60.13 65.72
DANN (Ganin and Lempitsky 2015) 73.56 96.27 98.73 81.53 82.78 86.12 86.50 73.84 51.01 62.43 70.80 67.71 69.23
RTN (Long et al. 2016) 78.98 93.22 85.35 77.07 89.25 89.46 85.56 72.93 50.04 61.49 75.50 66.21 70.85
IWAN (Zhang et al. 2018) 89.15 99.32 99.36 90.45 95.62 94.26 94.69 71.30 48.60 59.95 78.06 73.33 75.70
SAN (Cao et al. 2018a) 93.90 99.32 99.36 94.27 94.15 88.73 94.96 69.70 49.90 59.80 77.75 75.26 76.51
PADA (Cao et al. 2018b) 86.54 99.32 100.0 82.17 92.69 95.41 92.69 76.50 53.50 65.00 75.03 70.48 72.76
DRCN (Li et al. 2020) 90.80 100.0 100.0 86.00 95.60 95.80 94.30 73.20 58.20 65.70 75.30 78.90 71.40
ETN (Cao et al. 2019) 94.52 100.0 100.0 95.03 96.21 94.64 96.73 - - - 83.23 74.93 79.08
Base (ours) 87.79 100.0 100.0 93.63 93.94 95.34 95.11 71.89 59.30 65.59 72.03 72.48 72.25
CRG (ours) 93.22 100.0 100.0 94.90 94.88 95.52 96.42 79.82 66.80 73.31 77.20 79.57 78.83
APDA (ours) 96.61 100.0 100.0 96.17 95.50 95.40 97.28 80.66 67.68 74.17 79.10 80.17 79.64
Table 2: Classification Accuracy (%) on Office-Home (ResNet-50)
Method Office-Home
Ar⇒Cl Ar⇒Pr Ar⇒Rw Cl⇒Ar Cl⇒Pr Cl⇒Rw Pr⇒Ar Pr⇒Cl Pr⇒Rw Rw⇒Ar Rw⇒Cl Rw⇒Pr Avg
ResNet (He et al. 2016) 46.33 67.51 75.87 59.14 59.94 62.73 58.22 41.79 74.88 67.40 48.18 74.17 61.35
DANN (Ganin and Lempitsky 2015) 43.76 67.90 77.47 63.73 58.99 67.59 56.84 37.07 76.37 69.15 44.30 77.48 61.72
ADDA (Tzeng et al. 2017) 45.23 68.79 79.21 64.56 60.01 68.29 57.56 38.89 77.45 70.28 45.23 78.32 62.82
RTN (Long et al. 2016) 49.31 57.70 80.07 63.54 63.47 73.38 65.11 41.73 75.32 63.18 43.57 80.50 63.07
IWAN (Zhang et al. 2018) 53.94 54.45 78.12 61.31 47.95 63.32 54.17 52.02 81.28 76.46 56.75 82.90 63.56
SAN (Cao et al. 2018a) 44.42 68.68 74.60 67.49 64.99 77.80 59.78 44.72 80.07 72.18 50.21 78.66 65.30
PADA (Cao et al. 2018b) 51.95 67.00 78.74 52.16 53.78 59.03 52.61 43.22 78.79 73.73 56.60 77.09 62.06
DRCN (Li et al. 2020) 54.00 76.40 83.00 62.10 64.50 71.00 70.80 49.80 80.50 77.50 59.10 79.90 69.00
ETN (Cao et al. 2019) 59.24 77.03 79.54 62.92 65.73 75.01 68.29 55.37 84.37 75.72 57.66 84.54 70.45
Base (ours) 53.07 70.25 83.99 63.91 62.75 74.65 62.72 47.04 81.17 77.04 53.13 81.90 67.64
CRG (ours) 53.61 74.96 84.70 73.09 69.08 79.79 67.86 50.57 79.85 78.05 56.06 82.52 70.85
APDA (ours) 54.39 77.98 85.26 73.92 71.60 82.72 69.61 50.87 81.83 78.15 55.70 82.58 72.05
From the tables, we can see the following observations.
Standard DA methods (e.g., DAN, DANN, and RTN) show
the lower performance than using a basic ResNet in sev-
eral adaptation scenarios, which indicates that directly do-
main alignment without considering source-private classes
induces negative transfer. Previous PDA methods (e.g., SAN,
PADA, IWAN, DRCN, and ETN) outperform ResNet and
other standard DA methods, demonstrating that class-level
or sample-level weighting mechanisms effectively mitigate
negative transfer. Nevertheless, existing approaches are still
suffering from negative transfer by non-trivial anomaly sam-
ples within source-private classes. Through this paper, we
assert that PDA models should fully utilize intra- and inter-
domain class relationships to address the above issue. As a
result, APDA outperforms state-of-the-art methods across
all datasets, which indicates that it is important to handle
anomaly samples in the PDA scenario.
There are relatively few performance differences between
the methods in Office-31 due to the high representation power
of ResNet. Therefore, we perform a comparison experiment
using VGG-16 (Simonyan and Zisserman 2014) as the base
architecture to compare the contribution of each approach to
solving PDA. From Table 3, we can see the superiority of the
proposed method is consistent with the existing results.
4.3 Empirical Analysis
To quantitatively and qualitatively demonstrate how our asso-
ciative modeling efficiently solves PDA problems, we present
extensive ablation studies.
Class Overlap: We evaluate the performance change ac-
cording to the number of target classes on Cl⇒ Pr in Office-
(a) (b)
Figure 4: (a) Test accuracy with respect to the number of
target classes. (b) Test error of target samples with regard to
training iteration.
(a) DANN (b) PADA (c) APDA (ours)
Figure 5: Visualization of feature space. Each color represents
different class.
(a) ETN (b) APDA (ours)
Figure 6: Density function of the commonness score.
Table 3: Classification Accuracy (%) on Office-31 (VGG-16)
Method Office-31
A⇒W D⇒W W⇒D A⇒D D⇒A W⇒A Avg
VGG (He et al. 2016) 60.34 97.97 99.36 76.43 72.96 79.12 81.03
DAN (Long et al. 2015) 58.78 85.86 92.78 54.76 55.42 67.29 69.15
DANN (Ganin and Lempitsky 2015) 50.85 95.23 94.27 57.96 51.77 62.32 68.73
ADDA (Ganin and Lempitsky 2015) 53.28 94.33 95.36 58.78 50.24 63.34 69.22
RTN (Long et al. 2016) 69.35 98.42 99.59 75.43 81.45 82.98 84.54
IWAN (Zhang et al. 2018) 82.90 79.75 88.53 90.95 89.57 93.36 87.51
SAN (Cao et al. 2018a) 83.39 99.32 100.0 90.70 87.16 91.85 92.07
PADA (Cao et al. 2018b) 86.05 99.42 100.0 81.73 93.00 95.26 92.54
ETN (Cao et al. 2019) 85.66 100.0 100.0 89.43 95.93 92.28 93.88
Base (ours) 88.81 100.0 99.36 84.32 93.73 94.26 93.41
CRG (ours) 90.16 99.32 100.0 86.62 93.94 94.46 94.08
APDA (ours) 91.18 99.66 100.0 92.35 94.05 94.25 95.24
(a) (b) (c)
Figure 7: Parameter sensitivity analysis on a CRG module.
(a) Batch size. (b) The number of graph convolutional layers.
(c) Output dimensions of the CRG.
Home. From Fig. 4 (a), we can see that ResNet achieves
better performance than DANN when the number of target
classes is smaller than 50, which indicates the negative trans-
fer in standard DA. ETN shows robust performance, but it
still shows performance degradation. Our APDA shows its
effectiveness even at the small size of the target classes.
Convergence Performance: We compare the conver-
gence of PDA approaches by investigating the test error on
Cl⇒ Pr in Office-Home. From Fig. 4 (b), we can infer that
standard DA methods steadily undergo performance degra-
dation due to negative transfer. Unlike these approaches, our
proposed model converges quickly and stably.
Feature Visualization: To visually examine the effective-
ness of the proposed method, we use t-SNE (Maaten and
Hinton 2008) embedding on A⇒W in Office-31. We can
clearly see that features learned by DANN and PADA are not
clustered as clearly as ours as shown in Fig. 5. This indicates
that our model successfully mitigates negative transfer and
consequently leads to discriminative feature space.
Weight Visualization: Figure 6 shows the approximate
density function of sample-level commonness on Cl⇒ Ar
in Office-Home. Both approaches show less weight for the
source-private class (red) and show higher weights for the
common class (blue). However, our method involves more
weight with almost zero values for source-private classes.
4.4 Parameter Sensitivity
We present parameter sensitivity on Cl⇒ Pr in Office-Home.
Class Relational Graph (Batch Size): Batch size is im-
portant in our approach since the CRG module constructs a
graph structure from samples in each batch. Fig. 7 (a) show
the robustness of our ADPA with respect to the batch size.
Class Relational Graph (Number of Layers): We com-
pare the performance by changing the number of layers from
(a) (b) (c)
Figure 8: Parameter sensitivity analysis related to confidence-
guided loss. (a) Different K in Top-K. (b) Smoothing factor
α in moving average. (c) Trade-off parameter λc.
1 to 8. From Fig. 7 (b), we observe that our APDA achieves
promising results when the number of layers is less than 5.
As the layers go deeper, there is performance degradation
due to the over-smoothing effect.
Class Relational Graph (Output Dimensions): We ana-
lyze the representation power of the CRG module by chang-
ing its output feature dimension from 128 to 2048. Figure
7 (c) shows that higher feature dimensions (i.e., 1024 and
2048) lead to significant performance improvements.
Confidence-guided Loss (Top-K): We apply confidence-
guided loss only to top-K classes and bottom-K classes. We
design experiments to show the robustness of our method by
varying the K value. As shown in Fig. 8 (a), APDA shows
consistently reasonable performance.
Confidence-guided Loss (Moving Average): To resolve
the issue from sparse categorical information in each batch,
we apply exponential moving average over iteration steps:
W tc ← αW tc + (1 − α)W t−1c . We adopt different α values
(i.e., [0,1]) to evaluate the performance. From Fig. 8 (b), we
conclude that our confidence-guided loss is robust to the
smoothing factor α.
Confidence-guided Loss (Trade-off Parameter): We set
a trade-off parameter λc to control the balance between the
confidence-guided loss and other losses, e.g., cross-entropy
loss and domain adversarial loss. From Fig. 8 (c), we can see
that our approach yields better results when λc ≥ 0.6.
5 Conclusion
In this paper, we have proposed a novel partial domain adap-
tation scheme called Associative Partial Domain Adaptation
(APDA). Our key idea is to handle the weight of a domain
confusion loss and a classification loss based on the associ-
ated information between source and target samples. Con-
cretely, we discover intra-domain association for reducing
the negative transfer effect caused by sample variation within
one class. Simultaneously, inter-domain association enhances
positive transfer by mapping nearby target and source sam-
ples with high label-commonness. We have demonstrated the
efficiency and effectiveness of our APDA on various bench-
marks and achieved state-of-the-art performance consistently.
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