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Resumen
Durante la etapa de disen˜o de un sistema mul-
tiprocesador de tiempo real, los test de planifica-
bilidad son una parte clave de los algoritmos de
asignacio´n de tareas. El uso de test de planifica-
bilidad exactos permite aumentar la eficiencia de
los algoritmos de asignacio´n a costa de un incre-
mento en el tiempo de computo necesario para
validar una particio´n. Aunque existen varios es-
tudios que mejoran el rendimiento de dichos test
de planificabilidad, ninguno se ha centrado en
el contexto en que dichos test se utilizan. Este
trabajo presenta diversas mejoras en los test de
planificabilidad exactos basa´ndose en la natura-
leza incremental del proceso de asignacio´n.
La versio´n final de este art´ıculo ha si-
do publicada por Elsevier Espan˜a, S.L. en
Revista Iberoamericana de Automa´tica e In-
forma´tica Industrial (RIAI). 10(2):197-203.
doi:10.1016/j.riai.2013.03.006.
1. Introduccio´n
Los sistemas de tiempo real son cada vez ma´s
complejos y las plataformas de ejecucio´n basa-
das en sistemas multiprocesadores esta´n convir-
tie´ndose en una solucio´n habitual para dichos sis-
temas. Los sistemas complejos suelen estar for-
mados por un conjunto de tareas que se ejecutan
concurrentemente sobre la plataforma de ejecu-
cio´n con el fin de conseguir cumplir los requisitos
u objetivos establecidos. Los sistemas de tiempo
real, adema´s de la correccio´n funcional, deben
cumplir un conjunto de requisitos no funciona-
les que incluyen restricciones temporales sobre
la ejecucio´n del conjunto de tareas, como puede
ser la entrega de los resultados, por parte de cada
tarea, antes de un determinado plazo de entrega.
La consecucio´n de las restricciones temporales
por parte de un sistema de tiempo real se consi-
gue mediante la adecuada combinacio´n de:
Un algoritmo de planificacio´n de tareas que
se encargue del reparto de los recursos de
procesamiento entre las tareas activas si-
guiendo algu´n criterio bien conocido (prio-
ridades fijas, primero la tarea con el plazo
de entrega ma´s cercano, etc).
Un test de planificabilidad que garantice,
antes de la puesta en marcha del sistema,
que un determinado conjunto de tareas va
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a cumplir las restricciones temporales sobre
una plataforma de ejecucio´n dada bajo el
control de un determinado algoritmo de pla-
nificacio´n.
Los test de planificabilidad suelen considerar
un modelo del sistema en el que cada tarea es
una secuencia infinita de activaciones con un in-
tervalo fijo (o mı´nimo) entre las mismas. Cada
activacio´n solicita una cierta cantidad de co´mpu-
to que debe atenderse antes de un plazo de en-
trega determinado. Con esta informacio´n el test
de planificabilidad debe garantizar que bajo un
cierto algoritmo de planificacio´n el conjunto de
tareas siempre va a cumplir las restricciones tem-
porales.
En un sistema monoprocesador, las dos apro-
ximaciones mayoritarias se basan en el uso de
un algoritmo de planificacio´n basado en priori-
dades fijas [1, 2] o en prioridades dina´micas [2].
En el caso de los esquemas basados en priorida-
des fijas, asociado al test de planificabilidad sue-
le ir un determinado algoritmo de asignacio´n de
prioridades que determinara´ la forma en que el
algoritmo de planificacio´n seleccionara´ las tareas
para su ejecucio´n [2, 3].
Sin embargo, en una plataforma de ejecucio´n
con mu´ltiples procesadores el sistema debe deter-
minar no so´lo los para´metros que permitan reali-
zar la ordenacio´n de las tareas en ejecucio´n, sino
tambie´n el criterio utilizado para la seleccio´n del
procesador en que debe ejecutar cada tarea. De-
pendiendo de si estas decisiones se toman en la
etapa de disen˜o o durante la ejecucio´n del siste-
ma, y si se permite que una tarea pueda cambiar
o no de procesador, existen mu´ltiples aproxima-
ciones [4, 5]. Aunque algunas de estas aproxima-
ciones ofrecen una gran flexibilidad, una de las
opciones ma´s aceptadas, sobretodo en los siste-
mas cr´ıticos [6, 7] es el particionado o asignacio´n
de tareas a procesadores [8].
En los esquemas de asignacio´n esta´tica de ta-
reas entra en juego un nuevo componente: el al-
goritmo de asignacio´n de tareas. El algoritmo de
asignacio´n es el encargado de generar una parti-
cio´n viable del conjunto de tareas es decir, una
particio´n en la que cada subconjunto de tareas
asignadas a un procesador sea planificable. Pa-
ra asegurar la planificabilidad de cada subcon-
junto, el algoritmo de asignacio´n utiliza un test
de planificabilidad para sistemas monoprocesa-
dor acorde con el algoritmo de planificacio´n uti-
lizado en cada procesador.
Estos test de planificabilidad suelen clasificar-
se en test de condicio´n suficiente [2] o condicio´n
suficiente y necesaria o test exactos [9, 10]. Am-
bos tipos de test de planificabilidad han sido uti-
lizado en los esquemas de asignacio´n de tareas
[8, 11], siendo los test exactos los que mejores
resultados ofrecen a costa de un incremento no-
table en el tiempo de computo necesario para
determinar la planificabilidad de un subconjun-
to de tareas. Con el objetivo de reducir el tiempo
de ejecucio´n de los test de planificabilidad es ha-
bitual el uso de los test de condicio´n suficiente
en primera instancia, aplicando los test exactos
so´lo en caso de que los anteriores indiquen que
no se puede asegurar la planificabilidad de un
subconjunto de tareas.
Recientemente se han publicado optimizacio-
nes que mejoran el rendimiento temporal de los
test de planificabilidad exactos, tanto de los ba-
sados en prioridades fijas [12] como los basados
en prioridades dina´micas [13]. Sin embargo, en
ninguno de ellos se tiene en cuenta la naturale-
za, habitualmente secuencial o incremental, del
proceso de asignacio´n de tareas. Aunque el algo-
ritmo de asignacio´n puede considerar todas las
tareas del sistema simulta´neamente e intentar
conseguir una particio´n del mismo mediante la
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aplicacio´n de algu´n algoritmo de optimizacio´n
[14], lo habitual es aplicar algoritmos heur´ısti-
cos ma´s simples utilizados en los problemas de
bin packing, como el first-fit o el best-fit [8]. En
ambos heur´ısticos, cada tarea del sistema se in-
tenta asignar de forma secuencial a uno de los M
subconjuntos de tareas que representan los pro-
cesadores del sistema. Cada vez que se intenta
asignar una nueva tarea a uno de los M subcon-
juntos, se debe aplicar el test de planificabilidad
para comprobar si el nuevo subconjunto de ta-
reas sigue siendo planificable tras asignar la nue-
va tarea.
El presente trabajo propone modificar los test
de planificabilidad para tener en cuenta que lo
que se quiere comprobar es si una nueva ta-
rea mantiene planificable un conjunto de tareas
que previamente ya lo era. Para ello se inten-
tara´ aprovechar el conocimiento de cua´l es la
nueva tarea, as´ı como los ca´lculos realizados para
el resto de las tareas en comprobaciones anterio-
res.
2. Modelo del sistema
Dada una aplicacio´n de tiempo real compuesta
por mu´ltiples tareas, denominaremos T al con-
junto de tareas que la componen, siendo N la
cardinalidad del mismo (N = |T |). Cada tarea
Ti vendra´ especificada por la tupla (Ci, Di, Pi),
donde Ci es el tiempo de ejecucio´n de peor caso
de la tarea, Di es su plazo de entrega relativo al
instante de activacio´n y Pi es el periodo de acti-
vacio´n de la misma. Se denomina factor de utili-
zacio´n de una tarea Ti a la fraccio´n Ui = Ci/Pi
y densidad a la fraccio´n δi = Ci/Di.
La plataforma de ejecucio´n esta´ formada por
un sistema con M procesadores ide´nticos, cada
uno de los cuales ejecuta el algoritmo de planifi-
cacio´n local S. Se denominara´M al conjunto de
M procesadores del sistema.
Se desea realizar una particio´n P = {Pj : ∀j ∈
M} del conjunto de tareas T de manera que cada
subconjunto de tareas Pj sea planificable bajo el
algoritmo de planificacio´n S y que, por lo tanto,
pueda ser ejecutado en el procesador j del siste-
ma. Al ser P una particio´n de T se debe cumplir
que: ⋃
j∈M
Pj = T (1)
Pj ∩ Pk = ∅,∀j, k ∈M : j 6= k (2)
es decir, cada tarea del sistema Ti debe pertene-
cer a uno y so´lo uno de los subconjunto Pj de la
particio´n P1.
Para construir la particio´n P se va a utilizar
un algoritmo heur´ıstico A de asignacio´n incre-
mental de tareas que intentara´ construir la par-
ticio´n P an˜adiendo las tareas de T de una en
una. As´ı pues, el algoritmo de asignacio´n reali-
zara´ un ma´ximo de N pasos, en cada uno de los
cuales intentara´ asignar una de las tareas de T a
uno de los subconjuntos Pj . Sin pe´rdida de gene-
ralidad se supondra´ que el conjunto de tareas T
se ha ordenado con algu´n tipo de criterio2 y que
el sub´ındice i de la tarea Ti indica su posicio´n
en dicho orden. El estado de un subconjunto de
tareas Pj se denominara´ Pkj tras la asignacio´n
de Tk a uno de los procesadores de M. Tengase
en cuenta que Pkj 6= Pk−1j si y solo si Tk ∈ Pkj
y que si el algoritmo A ha alcanzado el paso k,
entonces todos los subconjuntos Pk−1j son plani-
ficables bajo el algoritmo S. Esta nomenclatura
1No´tese que se ha eliminado la restriccio´n ∀j ∈
M,Pj 6= ∅ por ser innecesaria en un sistema multipro-
cesador.
2Un criterio de ordenacio´n habitual es en orden decre-
ciente de factores de utilizacio´n (Ui = Ci/Pi).
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se utilizara´ en general en todas las formulas im-
plicadas en los test de planificabilidad, aplicando
el super´ındice k para los valores de las mismas
tras la asignacio´n de la tarea Tk.
En el presente trabajo se va a suponer que las
tareas de T cumplen que Ci ≤ Di ≤ Pi y que no
sufren tiempos de bloqueo por el acceso a recur-
sos compartidos. El uso de recursos compartidos,
locales o globales, se deja como una futura ex-
tensio´n al presente estudio.
Dado que el objetivo del trabajo es reducir el
tiempo de ejecucio´n del proceso de asignacio´n de
tareas, se va suponer que el algoritmo de asigna-
cio´n siempre comprueba si un conjunto de tareas
es planificable utilizando los test de planificabi-
lidad de condicio´n suficiente y si e´stos no son
capaces de determinar la planificabilidad del sis-
tema, entonces se aplicara´n los test exactos. En
todos los casos, si la utilizacio´n Ukj del conjunto
Pkj es superior a 1, el procesador j se descar-
tara´ como candidato.
3. Test Basados en Prioridades
Fijas
En esta seccio´n se van a tratar de optimizar
los ca´lculos necesarios para llevar a cabo un test
de planificabilidad de condicio´n suficiente y un
test de planificabilidad exacto para un conjun-
to de tareas planificadas bajo un algoritmo de
prioridades fijas. En general, los resultados que
a continuacio´n se muestran son independientes
del algoritmo de asignacio´n de prioridades utili-
zado.
Se supone que el sistema dispone de un nu´me-
ro de prioridades igual o mayor al ma´ximo nu´me-
ro de tareas asignadas a un procesador y, por lo
tanto, cada tarea Ti tiene una prioridad distinta
al resto de tareas asignadas al mismo procesador.
Los test de planificabilidad que se presentan a
continuacio´n se centran en un u´nico procesador
y, por lo tanto, el conjunto de tareas al que se
refieren, as´ı como sus sub´ındices utilizados en los
atributos de las tareas (Ci, Di, etc), hacen refe-
rencia a las tareas asignadas a dicho procesador,
es decir al conjunto Pkj , siendo n = |Pkj |.
3.1. Test basados en la utilizacio´n
En el trabajo [2] se propone un test de plani-
ficabilidad suficiente basado en la utilizacio´n de
un conjunto de tareas cuyas prioridades se han
asignado mediante el criterio Rate Monotonic y
con los plazos de entrega igual a los periodos.
Bajo ese supuesto un conjunto de tareas es pla-











Para un sistema con plazos de entrega restrin-
gidos (Di ≤ Pi) cuyas prioridades se han asigna-
do mediante el criterio Deadline Monotonic se
puede utilizar la densidad de las tareas para rea-











Aunque este test de planificabilidad tiene un
coste temporal muy bajo (O(n)), se puede rea-
lizar una pequen˜a optimizacio´n si los resultados
del paso de asignacio´n k− 1, Uk−1 y δk−1, se al-
macenan en una estructura asociada a cada pro-









siendo este test de coste O(1). El valor de δk se
actualizara´ a su nuevo valor δk−1 + Ck/Dk so´lo
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si finalmente la tarea Tk se asigna al procesa-
dor bajo estudio. Este criterio de actualizacio´n
se aplicara´ a todos los datos intermedios que se
necesiten en cada paso de asignacio´n.
3.2. Test de ana´lisis del tiempo de res-
puesta
El test de Liu y Layland tiende a un l´ımite en
la utilizacio´n de un procesador aproximadamente
del 69 % (ln 2). El uso de un test exacto permi-
te eliminar este l´ımite obteniendo as´ı un mejor
comportamiento de los algoritmos de asignacio´n
de tareas. En el trabajo [9] se propone el me-
canismo para calcular el tiempo de respuesta de
peor caso de cada tarea del sistema mediante la
formula:








siendo hp(i) el conjunto de tareas ma´s priorita-
rias que Ti. Esta´ formula se puede resolver me-
diante la relacio´n de recurrencia:








que termina cuando se cumple que rn+1i = r
n
i ,
siendo as´ı el tiempo de respuesta en el peor caso
Ri = r
n+1
i , siempre que se cumpla r
n+1
i ≤ Di.
En caso contrario el conjunto de tareas no es
planificable, ya que Ti podr´ıa perder su plazo de
entrega.
Pra´cticamente todas las optimizaciones que se
han realizado sobre este test de planificabilidad
se basan en utilizar como valor inicial de la re-
lacio´n de recurrencia, r0i , una cota inferior de
Ri lo ma´s ajustada posible, para as´ı reducir el
nu´mero de iteraciones necesarias para resolver
Ri. Desde el caso ba´sico r
0
i = Ci, pasando por
r0i = Ri−1 + Ci [15, 16] suponiendo que Ti−1 es
la tarea con una prioridad inmediatamente su-
perior a Ti, hasta algunas cotas ma´s elaboradas
presentadas recientemente [12].
Las optimizaciones que a continuacio´n se pre-
sentan se pueden aplicar independientemente del
valor inicial utilizado en la relacio´n de recurren-
cia. Al valor inicial utilizado, que combinaremos
con la propuesta que a continuacio´n se presenta,
lo denominaremos r−1i .
Optimizacio´n 1
La primera optimizacio´n es trivial e inheren-
te a la naturaleza del esquema de prioridades
fijas. Dado que el conjunto de tareas Pk−1j se
ha comprobado que es planificable, todas las ta-
reas de dicho conjunto tienen un tiempo de res-
puesta que cumple la restriccio´n Ri ≤ Di. Por
la definicio´n de Ri se puede ver que al an˜adir
la nueva tarea Tk al conjunto de tareas so´lo
habra´ que calcular el tiempo de respuesta de
aquellas tareas con una prioridad inferior a Tk,
lp(k) = {Ti : Tk ∈ hp(i)}, ya que las tareas de
hp(k) no cambiara´n su tiempo de respuesta3.
Optimizacio´n 2
Al an˜adir una nueva tarea Tk a un conjunto
de tareas, las tareas con menor prioridad, lp(k),
vera´n aumentado su tiempo de respuesta al me-
nos al tiempo de respuesta que ya ten´ıan ma´s
la interferencia producida por la nueva tarea. Se
plantea utilizar dicho valor como cota inferior del
tiempo de respuesta:
3Esto no se mantendr´ıa en el caso del uso de recursos
compartidos, a no ser que se hubiera tomado como tiempo
de bloqueo de las tareas de hp(k) el tiempo de bloqueo










Este tiempo no esta´ garantizado que sea una
cota ma´s ajustada que ninguna de las propues-
tas anteriores, de ah´ı que la nueva propuesta de
tiempo de respuesta inicial sea:
r0i = ma´x(r
−1
i , LRi) (9)
Dado que el nuevo r0i cumple que r
−1
i ≤ r0i ≤
Rki , la propuesta so´lo puede mantener o redu-
cir el tiempo necesario para calcular el tiempo
de respuesta a costa de un par de operaciones
sencillas.
4. Test Basados en Prioridades
Dina´micas
Al igual que en el caso de los test de planifica-
bilidad para algoritmos basados en prioridades
fijas, en esta seccio´n se van a presentar algunas
optimizaciones que reduzcan los ca´lculos necesa-
rios en un test de planificabilidad de condicio´n
suficiente y un test de planificabilidad exacto pa-
ra un conjunto de tareas planificadas bajo el al-
goritmo Earliest Deadline First (EDF).
Al igual que en el apartado anterior los test
de planificabilidad que se presentan se aplican a
un u´nico procesador y, por lo tanto, el conjunto
de tareas al que se refieren, as´ı como sus sub´ındi-
ces utilizados en los atributos de las tareas hacen
referencia a las tareas asignadas a dicho proce-
sador, es decir al conjunto Pkj , siendo n = |Pkj |.
4.1. Test basados en la utilizacio´n
Al ser el algoritmo EDF un algoritmo o´pti-
mo, para un conjunto de tareas con los plazos de
entrega igual a los periodos, una condicio´n su-
ficiente y necesaria basada en la utilizacio´n del







Para un sistema con plazos de entrega restrin-
gidos (Di ≤ Pi) se puede utilizar la condicio´n







Al igual que en el caso de las prioridades fijas
se puede realizar una pequen˜a optimizacio´n si los
resultados del paso de asignacio´n k − 1 se han
almacenado en una estructura asociada a cada





Aunque este test esta´ claramente limitado co-
mo test de planificabilidad, puede ser de gran
ayuda en los primeros pasos del algoritmo de
asignacio´n en los que los conjuntos Pj se encuen-
tran pra´cticamente vac´ıos.
4.2. Test basados en el co´mputo soli-
citado
Al contrario que en el caso de los test basa-
dos en el ana´lisis del tiempo de respuesta, los
test de planificabilidad exactos para EDF se ba-
san en analizar el comportamiento de todas las
tareas en su conjunto, y no en el peor tiempo
de respuesta de cada una. Lamentablemente ello
va a reducir las posibilidades de optimizacio´n al
an˜adir una u´nica tarea al conjunto, ya que hay
que analizar el comportamiento del nuevo con-
junto completo. Estos test se agrupan bajo la
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denominacio´n de ana´lisis de los requisitos de pro-
cesador solicitados (PDA)4.
Los test del tipo PDA se basan en comprobar









cumple la condicio´n abajo expresada para todos
los valores entre 0 y un l´ımite L dado:
∀t < L,H(t) ≤ t (14)
Dado que la funcio´n H(t) representa la canti-
dad de co´mputo que se debe haber servido para
que ninguna tarea del conjunto pierda un plazo
de entrega, la condicio´n 14 ı´ndica simplemente
que ese tiempo no debe exceder en ningu´n mo-
mento la capacidad del procesador.
Las optimizaciones que se encuentran en la bi-
bliograf´ıa han ido fundamentalmente encamina-
das a reducir dos para´metros clave del test de
planificabilidad: (a) el valor L, l´ımite superior
del intervalo en el que debe comprobarse la fun-
cio´n H(t) [17, 18, 10], y (b) el nu´mero de pun-
tos o instantes de tiempo en los que es necesario
comprobar la funcio´n H(t) en el intervalo [0, L]
[18, 13]. A continuacio´n se muestra como se pue-
den optimizar los test de planificabilidad en am-
bos para´metros.
4.2.1. Optimizando el l´ımite de compro-
bacio´n L
Para el modelo de tareas analizado en este tra-
bajo, el valor de L utilizado [18, 10] es el siguien-
te:
L = mı´n(La, Lb) (15)
4Processor Demand Analysis
donde La y Lb son l´ımites que no esta´n relacio-
nados, de ah´ı el uso de la funcio´n mı´n.






representando una recta que limita la cantidad
de computo solicitado en cualquier momento. En
el instante La dicha recta cruza la recta que indi-
ca la capacidad del procesador (La = t) y se sabe
que a partir de ese punto no se superara´ nunca
dicha capacidad.
Por otro lado, el valor Lb indica la duracio´n
del intervalo ocupado s´ıncrono o instante cr´ıtico













siendo Lb = w
m+1 cuando wm+1 = wm. Este
valor representa el instante en que se debe ha-
ber servido todo el tiempo de co´mputo solicitado
cuando todas se activan simulta´neamente.
De forma similar al caso de las prioridades fi-
jas, las optimizaciones que se proponen van en-
caminadas a reducir el tiempo de computo nece-
sario para calcular los valores de La y Lb.
Optimizacio´n 1
Si dado un conjunto de tareas Pk−1j planifica-
ble, almacenamos el numerador y el denomina-









Lk−1a′num + (Pk −Dk)Uk
Lk−1a′den − Uk
(19)
reduciendo el coste temporal de O(n) a O(1).
Optimizacio´n 2
Por otro lado, al an˜adir una nueva tarea Tk
al conjunto Pk−1j el valor de Lkb sera´ al menos
el valor de Lk−1b ma´s todo el co´mputo solicita-
do por Tk en dicho intervalo. Dicho valor podr´ıa
utilizarse como valor inicial para la relacio´n de
recurrencia, reduciendo as´ı el nu´mero de itera-
ciones de la misma. El ca´lculo de Lkb ser´ıa ide´nti-
co pero utilizando el valor w0 como se define a
continuacio´n:






4.2.2. Optimizando los puntos de com-
probacio´n
En [18] los autores presentaron una de las pri-
meras optimizaciones que se hicieron para redu-
cir el nu´mero de puntos en los que hay que com-
probar la condicio´n H(t) < t. En dicho trabajo
se delimitan los puntos de comprobacio´n u´nica-
mente a los instantes en que vencen los plazos
absolutos de las tareas, siendo e´stos los u´nicos
instantes en los que la funcio´n H(t) puede cam-
biar. Esto delimita el ca´lculo de la funcio´n H(t)
so´lo a dichos puntos de interes y no a todos los
instantes de tiempo posibles entre 0 y L. El test
de planificabilidad quedar´ıa como sigue:
∀t ∈ P,H(t) ≤ t (21)
siendo P = {dk|dk = kPi +Di ∧ dk < L, k ∈ N}.
Sin embargo, en trabajos recientes se han re-
ducido dra´sticamente el nu´mero de puntos a
comprobar mediante el algoritmo Quick Proces-
sor demand Analysis (QPA) [13] que se muestra
en el listado 1.
Listado 1: Test de planificacio´n QPA
function test QPA
t := d min(L);
loop
s := H(t);
if s <= Dmin then return Schedulable;
if s > t then return Unschedulable;
if s = t then





En el pseudo-co´digo del test QPA el valor
Dmin es el menor plazo de entrega relativo, es
decir, Dmin = mı´nni=1Di, y la funcio´n d min(t)
devuelve el ma´ximo plazo de entrega absoluto











Este algoritmo reduce de forma exponencial el
nu´mero de puntos en que se debe comprobar la
funcio´n H(t).
Optimizacio´n 1
En este caso, dado que se analiza el conjun-
to de tareas completo mediante la funcio´n H(t),
la u´nica optimizacio´n posible debida al uso de
incremental del algoritmo es la sustitucio´n de
Dmin por Dk. Dado que el conjunto Pk−1j era
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planificable, la funcio´nH(t) esta´ garantizado que
cumplira´ la condicio´n 14 entre los valores [0, Dk]
y como Dk ≥ Dmin, esta modificacio´n puede re-
ducir sensiblemente el nu´mero de iteraciones del
algoritmo QPA.
Optimizacio´n 2
Esta optimizacio´n no esta´ relacionada con el
uso incremental del test QPA, sino con el uso
de la funcio´n d min(t). El uso de esta´ funcio´n
se introduce para determinar el siguiente punto
de comprobacio´n en los casos en que se cumple
que H(t) = t. Sin embargo, comprobando en su
lugar el valor de H(t − 1), el cumplimiento de
dicha condicio´n (H(t− 1) = t) pasa a marcar el
conjunto de tareas como no planificable. As´ı se
podr´ıa evitar el uso de la funcio´n d min(t) eli-
minando del test de planificabilidad el coste de
calcularla.
Los autores del presente trabajo utilizaron en
[11] una versio´n previa al algoritmo QPA que
utiliza las condiciones descritas, aunque los de-
talles del mismo no fueron publicados. El algorit-
mo que denominaremos Fast Processor-demand
Analysis (FPA) se muestra en el listado 2.





if s <= Dmin then return Schedulable;






5. Evaluacio´n de Prestaciones
En esta seccio´n se va a presentar un estudio ex-
perimental preliminar de las optimizaciones pro-
puestas. Los experimentos realizados se han li-
mitado al uso del algoritmo First-Fit ordenando
las tareas por factor de utilizacio´n decreciente
(FF-DUF). Para los test basados en prioridades
esta´ticas el esquema de asignacio´n de prioridades
ha sido el Deadline Monotonic, es decir, ma´xima
prioridad a la tarea con el plazo de entrega rela-
tivo ma´s corto.
De formas similar a los trabajos [12, 13], y da-
do que las mejoras propuestas se centran funda-
mentalmente en reducir el nu´mero de iteraciones
de las formulas implicadas en los test de plani-
ficabilidad, sera´ dicho valor el que se utilice co-
mo me´trica para ponderar las mejoras. Ya que
pra´cticamente todas las formulas realizan divi-
siones y/o operaciones de suelo o techo, fusionar
las iteraciones realizadas en diferentes formulas
no se considera que introduzca una desviacio´n
muy notable en la evaluacio´n del coste.
Se han realizado comparaciones entre los test
para el algoritmo de prioridades fijas en su ver-
sio´n convencional (RTA) e incremental (iRTA),
as´ı como entre los test de planificabilidad para
EDF con el algoritmo QPA [13] y la propues-
ta del algoritmo FPA en su versio´n incremental
(iFPA). Las versiones incrementales de los test
incluyen las mejoras, tanto en los test exactos en
si mismos, como en los test de condicio´n suficien-
te que se aplican previamente.
5.1. Generacio´n de la carga
El mecanismo de generacio´n de carga es simi-
lar al presentado en [13], utilizando el algoritmo
UUniFast para la generacio´n de las utilizaciones
de las tareas. Sin embargo, al ser la utilizacio´n
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total del sistema superior a 1, para generar el
conjunto de tareas final, se han generado M con-
juntos de tareas con una utilizacio´n cada uno del
80 %, siendo M el nu´mero de procesadores. El
nu´mero de tareas de cada subconjunto se ha es-
cogido con un algoritmo similar a UUniFast pero
para nu´meros naturales, asegurando un mı´nimo
deN/2M tareas por conjunto, siendoN el nu´me-
ro de tareas totales. Los M subconjuntos, una
vez generados, se han fusionado y ordenado bajo
el criterio requerido por el algoritmo FF-DUF.
Igualmente, los periodos y plazos de entrega de
las tareas se han generado siguiendo los para´me-
tros utilizados en [13], variando los periodos en el
rango [10, 10000]. Los experimentos se han reali-
zado con 4, 8 y 16 procesadores. Para cada con-
figuracio´n se han generado conjuntos de tareas
con un nu´mero medio de tareas por procesador
(NM ) entre 10 y 30.
5.2. Resultados
Los resultados de la comparacio´n experimen-
tal realizada se muestran en las figuras 1 y 2. Las
gra´ficas muestran la aceleracio´n obtenida por las
nuevas propuestas en relacio´n al nu´mero de ope-
raciones necesarias para calcular los test.
Se puede observar que ambas propuestas in-
troducen una mejora en el coste de los test de
planificabilidad. Sin embargo, como muestra la
figura 1, en los test de planificabilidad de prio-
ridades fijas, la versio´n incremental mejora con
el nu´mero de tareas totales y con el nu´mero de
procesadores. La gra´fica muestra como las opti-
mizaciones propuestas reducen notablemente el
nu´mero de operaciones necesarias entre un factor
de 1.5 y 4.
Por otro lado, como era de esperar, las mejoras
propuestas para los test de planificabilidad basa-




















Figura 1: Comparacio´n entre los algoritmos de
prioridades fijas
menos contunde, situa´ndose entre un 30 % y un
40 % respecto al algoritmo QPA. En este caso,
los resultados mostrados en la figura 2 son in-
dependientes del nu´mero de tareas del conjunto,
pero no as´ı del nu´mero de procesadores utilizado,
siendo los resultados para 16 procesadores ma´s
reducidos que para 4.
6. Conclusiones
El presente trabajo ha presentado un sencillo
conjunto de optimizaciones de los test de pla-
nificabilidad para algoritmos basados tanto en
prioridades fijas como en prioridades dina´micas.
Dichas optimizaciones van encaminadas a redu-
cir el nu´mero de ca´lculos a realizar cuando los
test se utilizan dentro de un algoritmo de asig-
nacio´n de tareas incremental. Los resultados han
mostrado que con unas pequen˜as modificaciones
en los test de planificabilidad se pueden obtener
importantes mejoras en los tiempo de evaluacio´n
de dichos test.
Los mismos resultados se pueden extrapolar























Figura 2: Comparacio´n entre los algoritmos de
prioridades dina´micas
fique un conjunto de tareas de manera incremen-
tal, como podr´ıa ser un algoritmo de aceptacio´n
de tareas on-line.
Como trabajo futuro se plantea la evaluacio´n
ma´s exhaustiva del comportamiento de las pro-
puestas realizadas, utilizando diferentes algorit-
mos de asignacio´n y test de planificabilidad ma´s
completos que tengan en cuenta el uso de recur-
sos compartidos.
English Summary
On Improving Schedulability Tests with
Incremental Task Allocation in Real-Time
Multiprocessor Systems
Abstract
During the design of a Real-Time Multipro-
cessor System, schedulability tests are a key
component of the task allocation algorithms.
Using exact schedulability tests increases the
efficiency of these allocation algorithms, but
the execution cost to validate a task partition
is also greatly increased. Although several
improvement to these schedulability test have
been recently published, their use in the multi-
processor context is still unaddressed. This work
presents several improvements to execution costs
of the schedulability test when they are used by
task allocation algorithms taking advantage of
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