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Résumé : La recommandation consiste à proposer à un utilisateur un produit qui corresponde au mieux à
son profil ou ses attentes, que celles-ci aient été exprimées explicitement ou déduites à partir d’interactions
avec le système. La représentation de connaissance du domaine considéré sous forme d’ontologies, ou plus
largement de bases de connaissance, peut constituer un réel atout pour améliorer les performances d’un
système de recommandation automatisé. Pourtant, leur utilisation dans ce contexte reste marginale.
Cet article a pour but de dresser un état de l’art de l’utilisation des ontologies et des bases de connaissance
dans le contexte des systèmes de recommandation. Il détaille les différentes phases du processus de re-
commandation qui peuvent bénéficier de l’apport des approches sémantiques et montre comment différents
domaines d’application ont su en bénéficier. Il se termine par des pistes de recherche qui ouvrent la voie à
de nombreuses innovations en matière de recommandation automatique.
Mots-clés : Ontologie, Bases de connaissance, Système de recommandation, Prédiction des préférences,
Mesures sémantiques
1 Introduction
Les ontologies, structures formelles pour la manipulation des connaissances liées à un do-
maine particulier, et plus largement les bases de connaissance, peuvent constituer un support
majeur de l’automatisation d’un processus de recommandation. En effet, qu’elles permettent
de formaliser un profil, d’assurer l’interopérabilité des données, le partage des connaissances,
ou l’émergence de nouvelles connaissances par inférence, elles peuvent intervenir à diffé-
rentes étapes d’un processus de recommandation. Leur incorporation dans des systèmes de
recommandation a ainsi apporté une réelle plus-value dans différents domaines tels que le
tourisme (Benouaret, 2017; Al-Hassan et al., 2011; Moreno et al., 2013), le domaine éducatif
(Obeid et al., 2018; Tarus et al., 2017), le domaine cinématographique (Carrer-Neto et al.,
2012), ou la santé (El-Dosuky et al., 2012; Ali et al., 2018). Principalement dans des applica-
tions basées sur l’analyse du contenu, elles permettent de caractériser les items 1 à recomman-
der ou les centres d’intérêt des utilisateurs afin de proposer les items les plus pertinents pour
un utilisateur donné. De façon plus générale, dans le cadre d’un système de Recherche d’In-
formation (RI), la capacité à représenter formellement des terminologies (concepts) et leurs
relations via une ontologie permet de combler le fossé sémantique entre les données brutes
(e.g. un corpus) et de filtrer les informations et améliorer ainsi la qualité de la recherche.
L’attrait pour les systèmes de recommandation (notés SdR par la suite) n’a fait que croître
ces dernières années, au rythme de l’augmentation de la quantité des informations numériques
accessibles et de leur développement exponentiel, et il traduit désormais des enjeux indus-
triels majeurs. De par leur nombre, il devient en effet plus difficile de filtrer ces informations
pour trouver celles qui conviennent pour un besoin particulier, dans un contexte donné. La
solution adoptée par des grandes entreprises comme Amazon, Netflix, Youtube (Google), etc.,
1. On emploi ici le terme général d’item, parfois aussi objet, communément admis dans la communauté
pour désigner tout à la fois un article de vente, un produit, une musique, une vidéo ou un contenu textuel à
recommander, par exemple.
IC 2019
est de solliciter, au sein d’un système englobant, plusieurs types de systèmes de recomman-
dation qui interagissent pour fournir un résultat. Étant donné un utilisateur, un tel système
possède la capacité de prédire ses goûts en termes d’items présents dans le catalogue, et
ainsi de lui présenter de manière ordonnée, en guise de recommandation, les N items qui
semblent lui correspondre le mieux (Schafer et al., 1999). Parmi les approches des SdR exis-
tantes dans la littérature, la plupart adopte des techniques liées à l’apprentissage automatique
(e.g., classification, régression, etc.) pour effectuer leurs prédictions. Très peu reposent sur
les ontologies.
Pourtant, dans un cadre plus général, la Recherche d’Information (RI), qui peut être consi-
dérée comme une des tâches liées à la recommandation, intègre depuis de nombreuses années
une dimension conceptuelle. En effet, la recherche d’information conceptuelle interrogeait
dès les années 80 (Schank et al., 1981) et trouve des applications pratiques intégrant des on-
tologies depuis une dizaine d’années (Dragoni et al., 2012). Ce type de recherche se base sur
des connaissances expertes liées au domaine pour à la fois représenter les ressources et les
requêtes des utilisateurs afin de filtrer, après une phase d’appariement, les ressources perti-
nentes pour un utilisateur donné. Les ontologies interviennent naturellement dans ce contexte
puisqu’elles sont particulièrement bien adaptées pour modéliser et manipuler des connais-
sances d’experts, de par la structuration des concepts au sein d’une hiérarchie d’une part et
les relations sémantiques entre ces concepts d’autre part (Sy et al., 2012). Or dans certains do-
maines, la recommandation exige, elle aussi, la prise en compte de connaissances expertes.
C’est le cas, par exemple, dans le domaine de la santé où la recommandation pourra tenir
compte à la fois de cette connaissance experte et de données contextuelles sur le patient, col-
lectées grâce à certains objets connectés. Le système de recommandation peut également être
doté d’un moteur d’inférence qui permet de vérifier la consistance des ontologies et de les
utiliser comme base de raisonnement dans le processus de recommandation.
Dans ce papier, nous nous focalisons sur les apports des ontologies, et plus généralement
des modèles de connaissance, aux systèmes de recommandation. A notre connaissances, il
n’existe pas d’état de l’art concernant l’apport des ontologies à un système de recommanda-
tion, hormis (Tarus et al., 2018) qui se restreint au domaine du e-learning. L’état de l’art que
nous proposons se veut générique, et détaille les différentes contributions apportées par des
ontologies aux systèmes de recommandation. Dans la section 2, nous rappellerons et illustre-
rons les notions de base des systèmes de recommandation puis la définition des ontologies
ainsi que leur usage dans des contextes liés à la recommandation. La section 3 détaillera les
principaux usages des ontologies au sein d’un système de recommandation, en particulier
pour la construction de modèles pour représenter les utilisateurs ou les items et la section
4 détaillera leur utilisation pour le calcul de mesures sémantiques. La section 5 ouvrira des
pistes de recherche possibles dans le contexte de la recommandation basée sur une modélisa-
tion de connaissance. Enfin la section 6 terminera ce papier en dressant les conclusions.
2 Systèmes de recommandation, ontologies de domaine et bases de connaissance
Avant d’aller plus loin dans la description des interconnexions entre modèles de connais-
sance et systèmes de recommandation, nous rappelons les bases de chacun des deux do-
maines.
2.1 Système de recommandation
Si pour réaliser l’analyse et le filtrage de nombreuses données numériques il existe des
traitements déjà anciens, liés notamment à la recherche d’information (e.g. moteur de re-
cherche, base de données), les systèmes de recommandation (SdR) sont eux relativement
récents. On observe une augmentation remarquable de l’intérêt qui leur est porté depuis une
dizaine d’années (Ricci et al., 2015), souligné par exemple par le succès du Netflix Prize (Ben-
nett & Lanning, 2007), une compétition populaire du domaine. Typiquement, un système de
recommandation repose sur trois éléments centraux : les utilisateurs, i.e. un ensemble d’indi-
vidus avec des goûts différents qui interagissent avec le système ; les items (ou les objets) à
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recommander, rassemblés dans un catalogue ; les notes (ou les évaluations) retournées par les
utilisateurs exprimant leurs préférences pour certains items. Ces notes sont obtenues soit de
façon explicite en demandant aux utilisateurs d’évaluer des items, soit implicitement (Oard
& Kim, 1998) en tenant compte des actions ou des comportements des utilisateurs pendant
leurs sessions d’utilisation du système (e.g. temps de visualisation d’une vidéo, de lecture
d’un texte, sauvegarde d’une ressource ou achat d’un produit). Pour les notations explicites,
deux types d’échelles sont répandues sur Internet : i) l’une utilise des notes de 1 à 5, cette
forme de notation est favorisée par les sites de e-commerce tels que Amazon ou TripAdvi-
sor, par exemple ; ii) l’autre, basée sur une notation binaire du type j’aime, je n’aime pas, est
favorisée par l’usage sur les sites de réseaux sociaux (e.g. Facebook, Youtube).
En général, un système de recommandation procède en deux phases majeures et consécu-
tives : i) la prédiction et ii) la recommandation. De ce fait, considérant un utilisateur, un tel
système est tenu d’estimer et de prévoir ses préférences pour certains items avant de procéder
à la recommandation. La prédiction des préférences des utilisateurs demeure cruciale pour
une recommandation de bonne qualité. Nous catégorisons les SdR selon la technique qu’ils
adoptent pour réaliser la phase de prédiction. Parmi celles qui ont été mentionnées dans (Ricci
et al., 2015; Lu et al., 2015), nous nous focalisons sur les trois techniques de filtrage les plus
utilisées, et proposons sur cette base trois grandes catégories de systèmes de recommanda-
tion : SdR dont le filtrage est basé sur le Contenu (notés CBF pour Content-Based Filtering),
SdR de filtrage collaboratif (notés CF pour Collaboratif Filtering) et SdR de filtrage hybride.
Un système de recommandation doté d’une approche CBF repose sur la supposition qu’un
utilisateur aimera des items qui sont similaires à ceux qu’il a aimés précédemment (Lops
et al., 2011). Dans cette approche, la première étape clé est de construire une description
(profil) de chaque item. Chacun est ainsi représenté par un ensemble de caractéristiques des-
criptives. Par exemple pour un film on peut spécifier le type auquel il appartient (comédie,
action, historique), ses acteurs ou encore son réalisateur. Étant donné un utilisateur, l’ap-
proche analyse d’abord l’ensemble des items qu’il a précédemment notés afin de constituer
un profil pour cet utilisateur. Pour cela le système peut mémoriser les caractéristiques qui
correspondent aux items qui ont obtenu les meilleures notes de cet utilisateur. En compa-
rant ensuite ce profil utilisateur et ceux des items qu’il n’a pas encore évalués, le système
est capable de lui proposer une sélection d’items qu’il est susceptible d’apprécier de par la
similitude de leurs profils. Un inconvénient majeur des approches basées sur le contenu est
la nécessité de déterminer les caractéristiques qui sont pertinentes en fonction du contexte et
du domaine considéré. En effet, cette sélection peut parfois être multi-domaines : e.g. pour
un produit touristique il faut tenir compte du produit mais également de son environnement
(géographie, météo, contexte politico-social...) et il est difficile de cerner l’ensemble des cri-
tères utiles. Par ailleurs, pour certains items, la caractérisation repose sur des critères très
subjectifs et donc difficiles à appréhender : e.g. dans le domaine de la musique, la description
de nos morceaux préférés repose parfois sur des sensations difficiles à expliciter. De plus,
le fait de recommander toujours les items similaires au profil d’utilisateur, i.e. ceux possé-
dant les mêmes caractéristiques, l’empêche de recevoir des recommandations surprenantes
(problème de la sérendipité). L’utilisateur peut avoir la sensation qu’on lui propose toujours
la même chose, créant ainsi une lassitude qui diminue sa satisfaction (Iaquinta et al., 2008).
Pour pallier ce problème de sur-spécialisation, des techniques favorisant la diversité des re-
commandations doivent être intégrées au SdR. Ce point sera discuté dans la section 5.
Le filtrage collaboratif peut, dans une certaine mesure, résoudre ce problème. L’approche
de CF repose sur l’hypothèse que les utilisateurs possédant des préférences similaires notent
les items de la même façon (Schafer et al., 2007). Contrairement à l’approche CBF qui uti-
lise les caractéristiques des items pour former les profils, le filtrage collaboratif ne prend
en compte que les notes associées à ces items. Typiquement, comme chaque utilisateur ne
note qu’une partie des items, ces notes engendrent une matrice incomplète, appelée la ma-
trice d’utilisateurs-items, dans laquelle chaque ligne (resp. colonne) représente un utilisateur
(resp. item). Par conséquent, le problème de la prédiction revient à compléter cette matrice
en inférant les données manquantes. Afin de prédire la note qu’un utilisateur pourrait donner
à un item, le système détermine d’abord un ensemble d’utilisateurs similaires, ses voisins. La
similarité entre utilisateurs est calculée en mesurant la similarité de leurs vecteurs de notation
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(e.g. avec une similarité de type cosinus ou corrélation de Pearson). Pour effectuer sa prédic-
tion, le système ne considère alors que les notes fournies par les utilisateurs voisins (Sarwar
et al., 2001). De ce fait, cette technique recommande des items qui ont été évalués positive-
ment par les k utilisateurs ayant le système de notation le plus similaire à celui de l’utilisateur
focal. Dans la plupart des cas, l’approche CF est plus performante que l’approche CBF en
terme de précision des prédictions. Pourtant, elle souffre de certaines limites parmi lesquelles
le démarrage à froid (cold start) qui reste un des défis importants : il s’agit de l’impossibilité
pour un SdR CF de recommander un nouvel item (puisque personne ne l’a noté) ou de faire
des recommandations pour un nouvel utilisateur (puisqu’il n’a noté aucun item, le SdR ne
sait pas quels sont ses voisins). Dans ce cas, la technique de CBF semble plus robuste que
celle de CF puisqu’elle prend en compte le contenu des items et pas uniquement leurs notes
(Aggarwal, 2016).
Visant à bénéficier des avantages des différentes approches et à pallier leurs inconvénients,
et donc améliorer la qualité de la recommandation, une approche hybride est souvent em-
ployée. Dans la majorité des cas, un système de recommandation hybride combine la tech-
nique de CBF avec celle de CF de façon à s’adapter au mieux au contexte de la recomman-
dation. Si plusieurs méthodes ont été proposées pour réaliser cette hybridation, aucune ne
prédomine actuellement. Le lecteur pourra se référer à (Burke, 2002) pour plus de détails.
Il existe également des adaptations qui ont été proposées dans la littérature pour faire
face à une problématique spécifique, e.g. l’approche sensible au contexte, l’approche basée
sur une session, l’approche sensible à la confiance, etc. Nous notons parmi ces méthodes,
l’approche KB (Knowledge-based) (Burke, 2000), nommée également approche conversa-
tionnelle (Lemdani, 2016; Alec, 2016) qui consiste à interagir avec l’utilisateur en lui posant
des questions sur ce qu’il cherche. En fonction de ses réponses et d’un modèle de connais-
sances, les questions suivantes sont adaptées. Une approche hybride peut donc être construite
en combinant ces techniques avec les approches typiques (CBF et CF).
2.2 Ontologie
Dans le domaine de l’informatique et plus précisément de l’ingénierie des connaissances et
de l’intelligence artificielle, une ontologie peut être définie comme une spécification formelle
et explicite d’une conceptualisation partagée (Gruber, 1993; Studer et al., 1998). Conceptua-
lisation fait référence à un modèle abstrait d’un domaine donné qui identifie les concepts re-
présentatifs de ce domaine. Explicite signifie que le type de concepts utilisés et les contraintes
sur leur utilisation doivent être explicitement définis. Formelle se réfère au fait qu’une ontolo-
gie doit être compréhensible par la machine, i.e., cette dernière doit être capable d’interpréter
la sémantique de l’information fournie. Partagée indique que l’ontologie supporte la connais-
sance consensuelle, et qu’elle n’est pas restreinte à quelques individus mais acceptée par un
large groupe (Broekstra et al., 2002). Le modèle ainsi obtenu constitue un graphe de connais-
sance du domaine dont les nœuds représentent des concepts et les arcs les relations. On parle
de T-Box ou Terminological Box.
On peut également peupler cette ontologie en associant aux concepts des instances réelles
qui les illustrent. On rajoute pour ce faire des assertions qui traduisent des faits du monde réel
conformes au modèle conceptuel défini dans la T-Box. On parle alors de A-Box ou d’Assertion
Component. L’ensemble (T-Box et A-Box) constitue une base de connaissance.
La construction d’une base de connaissance débute donc par la définition de l’ontologie.
Pour ce faire il est nécessaire de définir un ensemble de concepts représentatifs du domaine
qu’elle représente. Par exemple, pour le domaine cinématographique, on emploie souvent des
concepts comme Film, Acteur/Actrice, Réalisateur, Genre, etc. Ensuite, des relations doivent
être établies entre ces concepts. On distingue deux types de relation : les relations taxino-
miques et les relations sémantiques. Le premier type structure la hiérarchie de concepts de
l’ontologie en établissant des liens de spécificité ou généricité entre-eux, e.g. Film d’action et
Film. Le second type représente une relation sémantique entre deux concepts, e.g. la relation
est réalisé par entre Film et Réalisateur. Ensuite, une phase de peuplement permet d’asso-
cier les instances à ces concepts, e.g. Titanic, Matrix, Spider-man peuvent être rattachés au
concept Film.
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Pour rendre effective cette modélisation d’un domaine, i.e. l’ontologie, des langages de
représentation de connaissances tels que RDFS et OWL sont utilisés. Ils possèdent tous un
mécanisme d’inférence ou de raisonnement permettant de déduire des connaissances sup-
plémentaires entre des éléments (e.g. instances, concepts) définis dans l’ontologie. De ce fait,
l’ontologie permet d’inférer de nouvelles connaissances, ce qui est utilisé dans de nombreuses
applications liées, entre autres, à l’aide à la décision.
Nous avons évoqué plus haut les agents conversationnels qui peuvent être utilisés pour
affiner le profil des utilisateurs à partir de questionnaires adaptés en fonction d’un modèle
de connaissance. Mais les modèles sémantiques peuvent également être exploités à d’autres
phases du processus de recommandation. Ainsi (Ali et al., 2018) proposent un système qui
recommande des aliments et des médicaments aux patients atteints de diabète dans le contexte
d’un accompagnement médical basé sur l’Internet des objets (Internet of Things : IoT). Leur
approche exploite deux ontologies, i.e. l’ontologie des patients et l’ontologie des capteurs,
grâce à une méthode issue de la logique floue afin d’inférer l’état d’un patient (sa condition
à un instant donné) et ainsi lui faire des recommandations alimentaires adaptées. Le système
proposé par (Chen et al., 2012) utilise quant à lui des ontologies et un langage de règles
(SWRL, Semantic Web Rule Language) afin d’assister les médecins dans leurs prescriptions
et ainsi proposer aux patients les médicaments anti-diabétiques les plus appropriés.
Dans ce qui suit, nous ne considérons pas les systèmes pour lesquels la recommandation
est uniquement constituée des résultats d’une recherche d’information, fut-elle conceptuelle.
Ce champs de recherche, largement développé dans la littérature est en effet à la marge de
notre champ d’étude qui se focalise sur les systèmes de recommandation qui reposent sur le
triptyque utilisateurs-items-notes. Dans la section suivante, nous détaillons, dans ce contexte,
les apports des ontologies et plus largement des bases de connaissance, aux systèmes de re-
commandation. L’annexe B présente une vue globale du processus de recommandation et
indique les différents éléments du système qui peuvent tirer bénéfice des modèles séman-
tiques.
3 Annotation conceptuelle pour représenter les utilisateurs ou les items
L’apprentissage des profils des utilisateurs demeure une étape cruciale pour les systèmes
de recommandation CBF et Hybrides. La façon dont ils sont construits est donc déterminante
dans les performances du système. Dans une approche typique de CBF, un profil d’utilisateur
(resp. d’item) est représenté par un vecteur dont la taille est égale au nombre de caractéris-
tiques considérées et dont la valeur à l’indice i reflète l’importance de cette caractéristique
pour cet utilisateur (resp. item). Pour créer ces profils, on s’appuie souvent sur des techniques
provenant du Traitement Automatique du Langage Naturel (TALN), e.g., le pré-traitement du
corpus, l’extraction des termes représentatifs, la pondération des termes en fonction de leur
fréquence relative (e.g., TF-IDF). De ce fait, la méthode CBF est naturellement adaptée pour
recommander des objets textuels (e.g. livres, articles, pages Web). Cette manière vectorielle
de représenter les profils, qui se base sur des mots clés, possède un inconvénient majeur :
elle ne capture pas la sémantique du profil étant principalement dictée par des opérations
d’alignement entre chaînes de caractères (Lops et al., 2011). Pour y remédier, les ontologies
ont été utilisées dans certains systèmes de recommandation pour servir de support à la repré-
sentation des profils utilisateurs (resp. des profils des items). Deux types d’approches sont
proposés : l’un consiste à considérer les items comme des instances (Rodríguez-García et al.,
2015; Carrer-Neto et al., 2012), l’autre associe un ensemble de concepts/instances de la base
de connaissance aux éléments dont on veut définir le profil (items et/ou utilisateurs) (Moreno
et al., 2013; Sieg et al., 2010; Middleton et al., 2001).
3.1 Représenter des items à l’aide des instances de concepts
Comme nous l’avons présenté plus haut, la A-Box comporte l’ensemble des instances des
concepts définis dans une ontologie du domaine ciblé. Il s’agit de l’ensemble des faits ou des
objets rattachés à ces concepts lors de la phase de peuplement. Ils sont donc catégorisés selon
IC 2019
la structure de l’ontologie. Pour un SdR qui vise à recommander des items appartenant à un
domaine particulier, il est donc possible de rattacher ces items aux éléments de cette A-Box.
Deux choix sont possibles : i) soit la mise en correspondance est directe et les items sont eux-
même assimilés à des instances, ii) soit la mise en correspondance est indirecte et les items
sont alors stockés au sein d’un container (e.g., base de données) et possèdent des références
liées aux instances.
Le fait de considérer les items au sein d’un SdR comme des instances d’une ontologie du
domaine liée à la recommandation possède des avantages significatifs. Une classification des
items est systématiquement établie grâce à la structuration des concepts auxquels ils se rat-
tachent. Contrairement à un SdR ne disposant d’aucune information sémantique sur les items,
un tel système a l’avantage de disposer de connaissances a priori sur les items. Outre certains
raisonnements logiques qui peuvent être appliqués grâce aux relations sémantiques du mo-
dèle (i.e., inférences), il est également possible d’y appliquer certaines mesures sémantiques
et ainsi de considérer que deux items sont proches (resp. éloignés) en fonction des résultats de
ces mesures. Ces calculs peuvent être d’une grande finesse si l’ontologie du domaine sur la-
quelle repose le système est définie de façon détaillée. Ainsi, selon les préférences exprimées
par un utilisateur pour un item particulier (ou un ensemble d’items), des items considérés
comme étant proches à l’aide de ces mesures peuvent constituer des recommandations ju-
dicieuses. De ce fait, on réduit le problème du démarrage à froid pour des nouveaux items
dans le contexte d’une approche hybride. En effet, lorsqu’un item n’est encore noté par aucun
utilisateur et qu’on ne connaît donc pas le vecteur de notes qui lui est associé, il est tout de
même possible de le recommander. Nous détaillons dans la section 4 les mesures de similarité
sémantiques des items au sein d’un système de recommandation.
3.2 Modélisation du profil d’utilisateur par des éléments d’une ontologie
Dans une base de connaissance, les instances sont caractérisées par les concepts de l’on-
tologie auxquels elles sont rattachées et par les attributs liés à ces concepts. Dans le domaine
cinématographique, par exemple, "Bienvenue chez les Ch’tis" est une instance du concept
Film possédant des attributs qui le caractérise (e.g. Genre, Acteurs, Réalisateur, Prix, etc.).
Généralement, lors du peuplement d’une ontologie, on associe les instances aux concepts
pertinents qui sont les plus bas dans l’arborescence, i.e. les concepts les plus spécifiques.
Les liens qui peuvent exister entre une instance et des concepts plus génériques, ancêtres de
ceux qui lui sont directement associés ne sont pas explicités car ils peuvent être inférés par le
raisonnement.
Un profil d’utilisateur vise à caractériser les préférences de cet utilisateur relativement
aux items pour lesquels il s’est déjà exprimé, soit par des préférences explicitées à partir
de notes, soit par des interactions avec le système. Si les caractéristiques de ces items sont
issues de l’ontologie du domaine de recommandation, le profil utilisateur pourra prendre la
forme d’un vecteur dont chaque indice se réfère à un concept (i.e. une classe ou un attri-
but) et dont la valeur représente le taux d’intérêt de l’utilisateur pour ce concept. En d’autres
termes, nous pouvons considérer que le profil d’un utilisateur est représenté par les éléments
présents dans la T-Box associés à différents poids selon les intérêts exprimés. Dans la lit-
térature, cette approche est appelée profil d’utilisateur ontologique. Sieg et al. (2010) défi-
nissent un profil d’utilisateur comme un ensemble de nœuds dont chacun est représenté sous
forme d’une paire, 〈Cj, IS(Cj)〉, où Cj est un concept défini dans l’ontologie et IS(Cj),
i.e. Interest Score, le taux d’intérêt d’un utilisateur pour Cj . Ils ont employé par la suite
ces profils pour estimer la similarité entre des utilisateurs dans une approche hybride. Ce
formalisme se base sur le travail de Middleton et al. (2004) qui adoptent des triplets, i.e.
〈utilisateur, the`me, taux d′inte´reˆt〉 pour modéliser l’intérêt des utilisateurs pour des ar-
ticles scientifiques de différents domaines.
Carrer-Neto et al. (2012) proposent un autre moyen de représenter le profil d’un utilisateur,
nommé Recon, qui repose sur la A-Box. Comme précédemment, ce profil est composé d’un
vecteur associé à chaque utilisateur, mais dont chaque dimension traduit un degré d’intérêt
pour une instance (un item particulier) et non pas un concept. L’avantage d’encapsuler les
instances dans le profil utilisateur est que chaque nouvelle évaluation affine la définition du
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profil ; Ainsi une part du filtrage est déjà réalisée puisqu’il suffira d’ordonner les composantes
du vecteur pour déterminer les items qui ont le plus de poids et en faire la recommandation.
Contrairement aux approches qui adoptent un vecteur (de concepts ou d’instances) pour
modéliser le profil d’un utilisateur, (Blanco-Fernandez et al., 2008) présentent un système
CBF pour recommander des programmes de télévision numérique. La spécificité de leurs
travaux est que le profil d’utilisateur est modélisé par un sous-graphe extrait à partir d’une
base de connaissance associée à un domaine, i.e. celui de la TV dans leur cas. Un tel profil
d’utilisateur contient des instances (des programmes) pertinentes, leurs principaux attributs
et les genres sous lesquels ces programmes sont classés dans l’ontologie. L’intégration des
différents types de nœuds dans le profil permettra un filtrage plus fin puisque l’on dispose de
plus d’information.
3.3 Inférence du taux d’intérêt et mise à jour du profil utilisateur
L’initialisation des différentes valeurs du vecteur correspondant au degré d’intérêt des uti-
lisateurs est importante puisqu’elle permet de proposer des recommandations dès la première
connexion au système. Pour ce faire, en amont de la recommandation, un formulaire ou un
questionnaire est souvent soumis à l’utilisateur lors de son inscription (c.f. Annexe B). Au
lieu de questionner des utilisateurs sur leurs préférences par rapport à chaque concept de
l’ontologie pour engendrer un profil initial complet, Moreno et al. (2013) proposent dans leur
système de recommandation des activités touristiques, de ne questionner l’utilisateur que sur
quelques concepts généraux mais suffisamment significatifs pour représenter les principaux
centres d’intérêt des touristes (e.g. Plage, Shopping, Culture, Gastronomie, etc.). L’avantage
de demander directement à l’utilisateur d’exprimer ses goûts pour construire son profil est
que cela permet d’obtenir des recommandations précises, e.g., s’il aime la plage, on lui re-
commandera des activités près de la mer. Cependant, cela demande un effort à l’utilisateur,
et cette activité en plus d’être chronophage peut également être perçue comme trop intrusive.
Paradoxalement, dans la plupart des cas, les utilisateurs cherchent à recevoir des recomman-
dations précises et pertinentes mais sans trop se dévoiler au système, sans être interrogés de
façon précise. Dans ce cas, une solution consiste à attribuer initialement le même poids à
chaque concept du profil (Sieg et al., 2010). Ce n’est qu’au fur et à mesure de l’utilisation du
SdR que le profil de chaque utilisateur sera affiné et que les recommandation gagneront en
pertinence.
Pour améliorer la qualité de la recommandation, le profil d’un utilisateur doit être mis à
jour à chaque retour fait au système. Ces preuves d’intérêt fournies par l’utilisateur peuvent
exprimer ses préférences d’une façon explicite (e.g. une note) ou implicite, par exemple un
clic, une sauvegarde, un achat, etc. Différents types de retour possèdent des significations
différentes. Un retour explicite est souvent considéré comme plus fiable qu’un retour impli-
cite, car ce dernier est soumis à l’interprétation automatique de la machine et est donc moins
fiable. Afin d’ajuster le profil, on ajoutera ou enlèvera des points à certains attributs du pro-
fil pour qu’il reflète au mieux l’ensemble des interactions de l’utilisateur avec le système.
Parmi les retours d’information explicites, nous pouvons distinguer l’importance relative des
actions en fonction des concepts sur lesquels portent les retours. Par exemple dans les travaux
de Carrer-Neto et al. (2012), un utilisateur a la possibilité de noter non seulement des films,
i.e. des instances de la classe de référence Film, mais aussi d’autres types d’items (e.g., des
acteurs, des réalisateurs, etc.) qui peuvent être associés à ces films. Les valeurs du vecteur
Recon sont ajustées différemment selon le type d’instances sur lequel un utilisateur a fourni
son retour. Ainsi, on ajuste le taux d’intérêt pour un film avec une valeur plus légère s’il s’agit
d’un retour sur ses acteurs que s’il s’agit d’un retour sur le film lui même.
Dans une ontologie, comme mentionné dans la section 2.2, on dispose des relations hié-
rarchiques et sémantiques entre les concepts. Elles permettent de relier les concepts et de
leur conférer du sens. De ce fait, une propagation des préférences au travers des relations
pourra être prise en compte lors de l’ajustement du profil, e.g. si on aime des romans de sus-
pense alors on pourra éventuellement aimer ceux de mystère vu que la catégorie suspense est
une sous-catégorie de mystère. Pour ce faire, l’algorithme de Spreading Activation permet de
propager des préférences entre les nœuds via leur relations hiérarchiques (Sieg et al., 2007;
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Moreno et al., 2013; Middleton et al., 2001).
4 Mesures de similarité sémantique entre items et/ou entre utilisateurs
« Si vous aimez l’objet A, vous aimerez l’objet B », voici un exemple typique de ce que l’on
peut lire sur un site de commerce électronique. Derrière cette suggestion se cache un SdR qui
nous recommande B parce qu’il a jugé que son contenu est similaire à celui de l’objet A
que nous venons d’acheter ou de consulter, i.e. un SdR de type CBF. Cette proximité entre
items repose sur une mesure de distance entre leurs profils, qui se résume par conséquent,
la plupart du temps, à une distance entre leurs vecteurs de caractéristiques (e.g. l’angle, la
corrélation, etc.). Deux problèmes se posent : i) la sélection des propriétés représentatives est
une tâche complexe et souvent les caractéristiques sélectionnées n’arrivent pas à couvrir la
totalité des descriptions des items ; ii) il existe souvent des propriétés redondantes parmi les
dimensions du vecteur qui peuvent donc biaiser les résultats. Par exemple, dans le domaine
cinématographique, les propriétés suspense et mystère traduisent une granularité différente et
sont, par conséquent, en partie redondantes.
L’autre moyen d’apprécier la proximité entre items, adopté par des approches de filtrage
collaboratif, consiste à mesurer la distance entre des vecteurs de notes présents dans la matrice
d’utilisateurs-items. La limite de cette mesure vient du fait que la matrice est généralement
creuse et qu’on n’a qu’une vue partielle de la similarité entre items si l’on exploite unique-
ment leurs notes (deux films peuvent avoir les mêmes notes pour des raisons très différentes).
Comme nous l’avons vu, les items d’un système de recommandation peuvent être repré-
sentés par des instances de concepts définis dans l’ontologie du domaine ciblé par la recom-
mandation. La mesure de similarité entre ces ressources au travers de leur caractérisation
sémantique pourra être adoptée. Cette mesure sémantique s’applique soit d’une façon in-
dépendante (Harispe et al., 2013), soit en combinant d’autres mesures comme mentionné
précédemment (Gao et al., 2009; Al-Hassan et al., 2011; Carrer-Neto et al., 2012; Benouaret,
2017).
L’atout majeur de l’estimation des proximités entre items grâce à une mesure sémantique
entre instances des concepts d’une ontologie est que, d’une part, on lève le problème de la
sélection des propriétés représentatives des items dans le cas d’un SdR Content-Based. En ef-
fet, étant donné que les propriétés de ces items sont contenues et structurées directement dans
le modèle elles peuvent intervenir dans le calcul sans filtrage préalable. De plus, les relations
qui les connectent fournissent une sémantique riche qui permet d’interpréter la recommanda-
tion produite. D’autre part, utiliser l’ontologie de domaine pour calculer ces similarités pallie
le problème du démarrage à froid dans le cas de SdR CF, car cela permet de proposer une
mesure de comparaison solide entre items, même si ceux-ci n’ont été notés que par peu ou
pas d’utilisateurs.
Par exemple, pour apprécier la similarité entre deux instances de la classe Film dans l’ap-
proche proposée par (Carrer-Neto et al., 2012), le calcul se base sur la proportion du nombre
d’instances partagées par deux films au vu de l’ensemble des propriétés non taxonomiques
(propriétés d’objet ou de données – object properties et datatype properties en OWL) que
la classe de référence Film comporte. Formellement, la similarité entre deux instances a et
b est mesurée par l’équation (1) où P représente l’ensemble des #P propriétés de la classe
de référence, common(a, b, P [i]) représente le nombre d’instances partagées par a et b via la
propriété P [i] ∈ P , deg(a, P [i]), le nombre d’instances associées à l’individu via la propriété
P [i] et Weight(P [i]), quant à lui, est une valeur entre 0 et 1 qui indique le poids associé à
la propriété, e.g. le genre d’un film est certainement plus important que l’endroit où le film
a été réalisé. L’avantage de cette approche est sa simplicité de calcul. Son inconvénient est
qu’il ne considère que le nombre d’instances partagées par deux items mais pas les contenus
(types, valeurs, etc.) de ces instances ; or, deux genres de film pourraient être proches même
s’il s’agit de deux instances différentes. (Rodríguez-García et al., 2015) étendent cette mesure
de similarité par la prise en compte des valeurs des propriétés du type datatype properties,
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e.g. s’il s’agit de chaînes de caractères alors la distance de Levenshtein s’appliquera.
S(a, b) =
#P∑
i=1
(
common(a, b, P [i])
max(deg(a, P [i]), deg(b, P [i]))
) ·Weight(P [i]) (1)
(Harispe et al., 2013) proposent une mesure de similarité sémantique dédiée à l’estima-
tion des proximités des instances présentes dans une base de connaissance RDF. La notion
de projection des instances est introduite dans l’approche pour caractériser leurs propriétés.
Une projection représente un ensemble de chemins dont les points de départ sont des ins-
tances. Selon l’ensemble d’arrivée de leur dernière propriété, différents types de projections
sont ainsi distingués : donnée, s’il s’agit d’un ensemble de nœuds du type littéral (e.g. va-
leur numérique, chaîne de caractères, etc.) ; instance, un ensemble d’instances ; conceptuel,
un ensemble de concepts (classes en OWL) ; complexe, si plusieurs chemins sont nécessaires
pour caractériser une propriété. Ainsi, pour mesurer la proximité entre deux instances, on
associe à chaque type de projection, une mesure permettant de comparer une paire de projec-
tions d’instances. Par exemple, pour une paire de projections de type conceptuel, l’approche
introduite par (Pesquita et al., 2009) pourra être adoptée.
Dans des approches hybrides, différents types de mesures de similarité peuvent être ac-
tivés ou désactivés selon le contexte de la recommandation. (Benouaret, 2017) propose un
système de recommandation qui vise à suggérer à ses utilisateurs des œuvres à visiter en
s’adaptant à leurs préférences. Trois composantes, i.e. i) démographique, ii) sémantique et
iii) collaborative s’activent consécutivement en fonction du contexte de la recommandation.
Plus précisément, étant donné un utilisateur, ses informations démographiques (i), e.g. l’âge,
le sexe, le pays, sont utilisées dans le cas où il s’agit de sa première authentification pour
trouver l’ensemble des utilisateurs qui possèdent un profil démographique similaire afin de
procéder à la recommandation. Ensuite, lorsqu’il a exprimé ses préférences par rapport aux
items recommandés par la première approche, l’approche sémantique (ii) s’active afin de lui
proposer des items qui sont sémantiquement proches de ce qu’il a aimé. Enfin, après avoir
collecté suffisamment de notes de la part de l’utilisateur, le filtrage collaboratif (iii), basé sur
la similarité des notes, s’active afin de prendre en compte ce qu’ont aimé ses voisins. No-
tons que pour la composante sémantique (ii) différents calculs s’appliquent pour estimer la
proximité entre deux œuvres en fonction des valeurs que prennent leurs propriétés définies
dans la base de connaissance. On notera ici l’importance de la qualité des ontologies utilisées.
En effet, leur niveau de détail et leur degré de couverture du domaine impactent fortement
l’estimation de mesures sémantiques.
Les sections 3 et 4 ont montré comment les ontologies et les bases de connaissance peuvent
être employés au sein des systèmes de recommandation. Une vision synthétique de la littéra-
ture à ce sujet est proposée en annexe A. On y distingue notamment les domaines d’applica-
tion concernés.
5 Perspectives de recherche et positionnement
Au vu de l’état de l’art présenté, plusieurs limites des approches usuelles de la recomman-
dation ont été soulevées. Certaines ont fait l’objet de propositions qui intègrent les ontologies
de domaines et plus largement les bases de connaissance, pour pallier ces limites. Il nous
semble cependant pertinent d’envisager d’aller encore plus loin dans l’exploitation des mo-
dèles de connaissance à des fins de recommandation. Cette section propose différentes pistes
que nous souhaitons explorer dans le cadre de nos travaux. Il y sera notamment question i)
d’intégration des données liées, ii) de diversification des recommandations, iii) de l’explica-
bilité des recommandations et leur interprétation, et enfin iv) de la recommandation pour un
groupe d’utilisateurs. Certaines ont déjà été abordées dans la littérature, d’autres ouvrent la
voie à de nouveaux champs exploratoires.
Les données liées, souvent abrégées par LOD pour Linked Open Data, représentent un
gigantesque graphe de données et de connaissances, présent sur Internet, structuré par de
multiples connexions entre ces ressources. Heitmann & Hayes (2010) proposent de tirer parti
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des technologies liées à ce paradigme pour enrichir l’approche de filtrage collaboratif lors des
démarrages à froid. (Beldjoudi et al., 2016) propose une approche qui explore le LOD afin
de réduire le problème de la sérendipité. Des travaux récents et similaires comme (Di Noia
et al., 2012; Tomeo et al., 2016; Musto et al., 2018) s’inspirent tous des technologies du Web
sémantique et des données liées en les combinant avec des technologies innovantes liées à
l’apprentissage automatique et l’apprentissage profond.
La diversité des recommandations est un critère crucial à considérer lors de l’évaluation
d’un SdR (Gunawardana & Shani, 2015). Elle vient pallier le problème de sur-spécialisation,
souvent mentionné dans la littérature (Benouaret, 2017). Ainsi lorsque le SdR recommande
des items en relation avec un profil utilisateur, celui-ci se voit recommander des ressources
similaires à celles qu’il a déjà aimé, au risque de créer une lassitude, voire d’être totale-
ment inadapté : s’il a acheté un meuble de salle de bain, quel est l’intérêt de lui en proposer
d’autres? Ainsi la diversification des recommandations consiste à proposer à l’utilisateur une
liste de recommandations dans laquelle chaque élément diffère au maximum des autres. Par
exemple, au lieu de proposer une liste de films de la même catégorie, ou du même réali-
sateur (sous prétexte que l’utilisateur aime telle catégorie ou tel réalisateur), le but est de
rechercher des films en lien avec ses goûts mais qui possèdent le plus de diversité possible.
Un des défis dans le domaine consiste à augmenter la diversification des recommandations
sans perdre en précision (i.e. compromis entre diversité et précision). En effet s’il faut que
les items recommandés soient différents pour éviter les redondances, il faut impérativement
qu’ils en demeurent pertinents. Cette problématique a fait l’objet de nombreux travaux dans
le domaine de la recherche d’information (Gollapudi & Sharma, 2009; Clarke et al., 2011).
Des solutions ont été proposées qui mettent en oeuvre les ontologies dans le domaine de la
RI (Besbes & Baazaoui-Zghal, 2018). Nous pensons que leur adaptation au contexte des SdR
pourrait amener des améliorations significatives. Dans ce cas, les ontologies et les données
liées peuvent constituer un support de qualité car nous avons, d’une part, la possibilité de mo-
déliser sémantiquement les goûts d’un utilisateur pour évider la perte de précision et, d’autre
part, le raisonnement et la richesse de ressources présentes dans les données liées permettent
d’augmenter la diversité.
La façon de présenter les recommandations et de les expliquer doit rendre le processus
transparent pour l’utilisateur. En effet il doit comprendre pourquoi des items lui ont été pro-
posés de façon à mieux adapter son interaction avec le système et lui accorder une plus
grande confiance (Tintarev & Masthoff, 2015). La recherche dans ce contexte est relative-
ment récente. Des modèles sémantiques très encourageants ont été proposés. Par exemple,
une représentation (ou, visualisation) des recommandations sous la forme d’un graphe hié-
rarchique adossé à une ontologie peut aider l’utilisateur dans sa compréhension des liens
sémantiques entre les items proposés et ceux qui ne l’ont pas été (Thanapalasingam et al.,
2018) ; le raisonnement peut également être utilisé comme mécanisme d’explication des re-
commandations.
La dernière piste de recherche que nous proposons concerne la recommandation pour un
groupe d’utilisateurs plutôt que pour un utilisateur donné. Certaines propositions ont été faites
dans le domaine des SdR (O’Connor et al., 2001; Masthoff, 2010) mais sans prise en compte
d’une connaissance a priori du domaine ou de la sémantique liée à cette recommandation.
Or il nous semble, après nos travaux concernant le clustering sémantique et l’annotation de
groupes d’éléments (Fiorini, 2015), que les approches sémantiques offrent un cadre tout à fait
propice au développement de méthodes innovantes et performantes dans ce contexte.
6 Conclusion
Cet article propose un état de l’art et un positionnement concernant l’apport des ontologies,
et plus largement des bases de connaissance, au domaine des systèmes de recommandation.
Une analyse fouillée est présentée. Cet état de l’art illustre la manière dont les ontologies
peuvent être intégrées à un système de recommandation pour en améliorer les performances.
Deux principaux usages ont été explorés jusque là : l’un vise à représenter les profils des uti-
lisateurs du système, soit par des concepts définis dans l’ontologie, soit par des instances de
la classe qui se réfère à la recommandation, les valeurs associées à chaque élément du profil
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utilisateur seront ajustées en fonction des actions de l’utilisateur et de ses retours d’informa-
tion ; l’autre usage des ontologies vise principalement à mesurer la proximité sémantique des
items ou des utilisateurs, représentés par des instances des classes d’une ontologie en prenant
en compte les propriétés qui les caractérisent et leurs relations sémantiques. Une figure re-
présentant l’intégralité du processus de recommandation et les différents apports que peuvent
constituer les ontologies au sein de ce processus est proposée en annexe B.
Parmi les systèmes de recommandation étudiés dans cet article, les ontologies semblent
surtout pertinentes dans le cadre d’approches CBF ou Hybrides, c.f. tableau de synthèse pré-
senté dans l’annexe A. Ceci est dû au fait que dans une approche de filtrage collaboratif, la
recommandation ne se joue généralement qu’avec la matrice de notes où aucune information
relative aux items n’est prise en compte. Les pistes de recherches proposées ouvrent la voie à
de nouvelles avancées du domaine.
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A Catégorisation des différents travaux cités en fonction de leurs usages des ontologies
et des domaines d’applications auxquels ils de réfèrent.
Référence Domaine d’application Approche du SdR Apports des ontologies
(Middleton et al., 2001) articles scientifiques CBF PU
(Middleton et al., 2002) articles scientifiques Hybride PU, MS
(Blanco-Fernandez et al., 2008) programmes de télévision numérique CBF PU
(Cantador et al., 2008) information (news) CBF PU
(Gao et al., 2009) information (news) CBF PU, MS
(Sieg et al., 2010) livre Hybride PU
(Al-Hassan et al., 2011) e-tourisme CBF MS
(Carrer-Neto et al., 2012) film Hybride PU, MS
(El-Dosuky et al., 2012) nourriture CBF PU
(Harispe et al., 2013) musique CBF MS
(Moreno et al., 2013) tourisme Hybride PU
(Tarus et al., 2017) e-learning CF MS
(Benouaret, 2017) tourisme Hybride PU, MS
(Thanapalasingam et al., 2018) produit éditorial CBF PU
Légende :
PU : profil d’utilisateur ;
MS : mesure sémantique ;
CBF : filtrage basé sur le contenu (content based filtering) ;
CF : filtrage collaboratif (collaborative filtering)
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FIGURE 1 – Les parties colorées intègrent une dimension sémantique
