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The Koslowski-Sahlmann (KS) representation is a generalization of the represen-
tation underlying the discrete spatial geometry of Loop Quantum Gravity (LQG),
to accommodate states labelled by smooth spatial geometries. As shown recently,
the KS representation supports, in addition to the action of the holonomy and flux
operators, the action of operators which are the quantum counterparts of certain
connection dependent functions known as “background exponentials”.
Here we show that the KS representation displays the following properties which
are the exact counterparts of LQG ones: (i) the abelian ∗ algebra of SU(2)
holonomies and ‘U(1)’ background exponentials can be completed to a C∗ algebra
(ii) the space of semianalytic SU(2) connections is topologically dense in the spec-
trum of this algebra (iii) there exists a measure on this spectrum for which the KS
Hilbert space is realised as the space of square integrable functions on the spectrum
(iv) the spectrum admits a characterization as a projective limit of finite numbers of
copies of SU(2) and U(1) (v) the algebra underlying the KS representation is con-
structed from cylindrical functions and their derivations in exactly the same way as
the LQG (holonomy-flux) algebra except that the KS cylindrical functions depend
on the holonomies and the background exponentials, this extra dependence being
responsible for the differences between the KS and LQG algebras.
While these results are obtained for compact spaces, they are expected to be of
use for the construction of the KS representation in the asymptotically flat case.
I. INTRODUCTION
Loop Quantum Gravity (LQG) is an attempt at canonical quantization of a classical
Hamiltonian description of gravity in terms of an SU(2) connection and its conjugate electric
field on a Cauchy slice. The electric field plays the role of a triad and thereby endows the slice
with a spatial geometry. One of the key results of LQG is that the corresponding quantum
geometry associated with LQG states has a fundamental discreteness. The smooth classical
geometry of space is then expected to arise through a suitably coarse grained view of this
discrete geometry [1].
One may enquire as to whether it is possible to describe the effective smoothness of clas-
sical spatial geometry directly at the quantum level without explicit recourse to any coarse
graining. Koslowski answered this question affirmatively by slightly modifying the standard
LQG representation [2]. He did this through an assignation of an additional smooth triad
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2field label to every kinematic LQG state in conjunction with a modification of the action
of flux operators so as to make them sensitive to the additional label. As demonstrated in
detail by Sahlmann [3], the area and volume operators then acquire, in addition to the stan-
dard LQG type discrete contributions, a ‘smooth’ contribution determined by this additional
label.
As explained in detail elsewhere [5], our interest in the Koslowski-Sahlmann (KS) repre-
sentation arises from the possibility of using it to explore asymptotic flatness in canonical
quantum gravity. As a precursor to such an exploration, it is of interest to obtain a detailed
understanding of the KS representation for the simpler case of compact spatial topology.
Accordingly, building on the work of Koslowski and Sahlmann, we initiated a study of the
KS representation in References [4, 5].
In Reference [4], it was shown that in addition to the holonomy and flux operators of
LQG, the KS representation also supports the action of the quantum correspondents of
certain classical functions of the connection called “background exponentials”. Each such
exponential βE¯(A) is labelled by a background electric field E¯
a
i and defined as βE¯(A) :=
exp(i
∫
Σ
E¯ai A
i
a). Building on this work and that of Sahlmann, in Reference [5], we studied
the imposition of gauge and diffeomorphism invariance in the KS representation.
In this work we further study the KS representation with a view to providing structural
characterizations similar to those developed for LQG. We refer here to the beautiful devel-
opments in the field, mainly in the nineties, which provided a characterization of the LQG
Hilbert space as that of square integrable functions on a quantum configuration space of
‘generalized’ connections, the square integrability being defined with respect to a suitable
‘Ashtekar-Lewandowski’ measure on this space [6–11]. Moreover, this quantum configura-
tion space can be viewed as a projective limit space [8–11, 13, 14]. In this work we prove that
exact counterparts of these characterizations exist for the KS representation. The layout of
our paper, including a detailed description of our results, is as follows.
The results in the paper depend on the use of structures which relate to the algebraic
properties of holonomies and background exponentials. The structures associated with
holonomies are semianalytic edges, piecewise semianalytic curves, the groupoid of paths
and its subgroupoids. These holonomy related structures are used to show the classic LQG
results mentioned above (see for example [10, 11]). The structures associated with back-
ground exponentials are the vector space of semianalytic SU(2) electric fields, its abelian
group structure under addition, and the subgroups of this group which are generated by sets
of rationally independent semianalytic electric fields. These sets of rationally independent
semianalytic electric fields are the background exponential related counterparts of the sets of
independent edges, the latter serving as sets of independent ‘probes’ of the space of connec-
tions in the LQG context [7, 10, 11]. Section II serves to review the above holonomy related
structures (leaning heavily on the exposition of [10–12]) as well as to define the background
exponential related ones. Section II also establishes our notation for the rest of the paper.
Most of our results depend on the validity of a key ‘Master Lemma’. This Lemma states
that, given a set of independent probes and a corresponding set of elements in SU(2) (one for
each independent edge) and U(1) (one for each rationally independent electric field), there
exists a semianalytic connection such that the evaluation of the relevant set of holonomies
and background exponentials on this connection reproduces the given set of group elements
to arbitrary accuracy. In section III, we provide a precise statement of this Lemma and
describe the idea behind its proof. The proof itself is technically involved and relegated to
an appendix.
3Section IV is devoted to the derivation of C∗ algebraic results for the KS representation.
First, we show that the abelian Poisson bracket algebra of holonomies and background
exponentials, HBA, can be completed to a C∗ algebra, HBA. From general C∗ algebraic
arguments [15], one concludes that the classical configuration space of connections is densely
embedded in the Gel’fand spectrum ∆ of HBA, so that the spectrum may be thought of as
a space of ‘generalised’ connections. In order to understand elements of this space better, we
show that every element of the spectrum is in correspondence with a pair of homomorphisms,
one homomorphism from the path groupoid to SU(2) and the other from the abelian group
of electric fields to U(1). The first homomorphism corresponds to the algebraic structure
provided by the holonomies and the second to that provided by the background exponentials.
Next we turn our attention to the definition of a measure on the spectrum which allows the
identification of the spectrum as the quantum configuration space for the KS representation.
We show that the KS ‘vacuum expectation’ value defines a positive linear function on HBA.
Standard theorems then imply that this function defines a measure dµKS on the spectrum
∆ and that the KS Hilbert space is isomorphic to the space L2(∆, dµKS). Next, we consider
the electric flux operators. These operators map the finite span of KS spinnets into itself.
We define the action of these operators on L2(∆, dµKS) through the identification of KS spin
network states with appropriate cylindrical functions on the spectrum. The compatibility
of the measure dµKS with the adjointness properties of the flux operators so defined, follows
immediately from the fact that these adjointness properties are implemented in the KS
representation.
Section V is devoted to the projective limit characterization of the quantum configura-
tion space. We show that the spectrum ∆ is homeomorphic to an appropriate projective
limit space A¯ whose fundamental building blocks are products of finite copies of SU(2) and
U(1). Once again, the U(1) copies capture the structure provided by the background ex-
ponentials whereas the SU(2) copies correspond to, as in LQG, the structure provided by
the holonomies. Following Velhinho [10], we show this through the identification of the C∗-
algebraic and the projective limit notions of cylindrical functions together with an appro-
priate application of the Stone-Weierstrass theorem. In this context, as we shall show, the
C∗ algebraic notion of cylindrical functions corresponds to polynomials in the holonomies
and background exponentials and their projective analogs to the same polynomials with
holonomies replaced by SU(2) elements and background exponentials by U(1) elements.
Next, we show that the Haar measures on these building blocks define a consistent family
of cylindrical measures on A¯ ≡ ∆ and that this family derives from the KS measure dµKS
on ∆. We use this characterization of dµKS to show that, similar to LQG [14], A lies in a
zero measure set within A¯.
Section VI focuses on the analysis of the algebraic structure underlying the KS represen-
tation. Our motivation for such an analysis stems from recent work by Stottmeister and
Thiemann (ST) [19] in which they point out that the KS representation is not a consis-
tent representation of the standard holonomy-flux algebra of LQG. ST point out that any
representation of the holonomy-flux algebra must satisfy an infinite number of identities
involving flux operators and their commutators. They provide an explicit and beautiful
example relating the double commutator of a triplet of fluxes to a single flux [19] and they
show that the KS representation does not satisfy this identity. Since the holonomies and
fluxes are well defined operators in the KS representation, this ‘Stottmeister-Thiemann’ ob-
struction calls into question the existence of a consistent algebraic structure underlying the
KS representation. In section VI we explicitly construct exactly such a consistent algebraic
4structure.
We proceed as follows. Recall that the construction of the standard holonomy-fux alge-
bra, including the precise non-commutativity of the fluxes, is based on work of Ashtekar,
Corichi and Zapata (ACZ) [18]. The fluxes are functions on the phase space of gravity.
ACZ studied the action of the Hamiltonian vector fields associated with these fluxes on
functions of connections constructed out of holonomies. This action is that of a deriva-
tion and ACZ captured the non-commutativity of the flux operators in LQG through the
non-commutativity of these (classical) derivations. This in turn led to the construction
of the holonomy-flux algebra in terms of (cylindrical) functions of holonomies and their
derivations. Accordingly, we generalise the ACZ considerations to the KS case wherein the
space of connection dependent functions is built out of not only the holonomies but also
the background exponentials. The ACZ arguments so generalised indicate the identifica-
tion of the algebraic structure of the Poisson bracket between fluxes with the commutator
of derivations on this (enlarged) space of (cylindrical) functions. This implies that similar
to the considerations of Reference [16], the KS counterpart of the holonomy flux algebra
is generated by these functions, their derivations (which are obtained through the action
of the flux Hamiltonian vector fields) and multiple commutators of these derivations. We
call this algebra as the holonomy–background exponential–flux algebra. We show, from the
considerations of sections III and IV, that the KS representation is indeed a representation
of the holonomy–background exponential–flux algebra.
This algebra is different from the usual holonomy-flux algebra by virtue of the extra struc-
ture provided by the background exponentials. In particular, the derivations corresponding
to the flux Hamiltonian vector fields have, so to speak, an extra set of U(1) components
in addition to the usual SU(2) ones. It is this extra structure, directly traceable to the
background exponential functions, which is responsible for the evasion of the Stottmeister-
Thiemann obstruction. In other words: (i) there is a consistent algebraic structure underly-
ing the KS representation, namely the holonomy–background exponential–flux algebra, (ii)
this structure is different from the standard holonomy-flux algebra, and, (iii) this structure
does not necessarily support the flux commutator identities which are satisfied by represen-
tations of the holonomy-flux algebra; in particular, as we explicitly show, it does not satisfy
the triple flux commutator identity of [19]. This concludes our description of section VI.
Finally, Section VII contains a brief discussion of our results as well as some remarks on
the asymptotically flat case.
II. PRELIMINARIES
All differential geometric structures of interest will be based on the semianalytic, Ck, k 
1 category. The classical configuration space A is given by su(2)-valued one-forms Aa = Aiaτi
on a compact (without boundary) 3-manifold Σ. τi, i = 1, 2, 3 are su(2) generators with
[τi, τj] = ijkτk and Aa ∈ A represents SU(2) connections of a trivial bundle. The elementary
configuration space functions are
he[A]
D
C := (Pe
∫
e A) DC , (2.1)
βE[A] := e
i
∫
Σ E·A, (2.2)
where C,D = 1, 2, he[A]
D
C ∈ SU(2) is the j = 1/2 holonomy of the connection A along
an edge e (see section II A); E · A ≡ Eai Aia with Ea = Eai τ i a non-dynamical, unit density
5weight, smearing electric field. βE[A] ∈ U(1) is referred to as a ‘background exponential’ .
A. Holonomy related structures
The probes associated to holonomies are paths. A path p is an equivalence class of
oriented piecewise semianalytic curves on the manifold, where two curves are equivalent if
they differ by orientation preserving reparametrizations and retracings. b(p) and f(p) denote
the beginning and end points of a path p. Two paths p and p′ such that f(p) = b(p′) can
be composed to form a new path denoted by p′p. Thus b(p′p) = b(p) and f(p′p) = f(p′).
Under this composition rule, the set of all paths, P , becomes a groupoid. An edge e is
a path p that has a representative curve which is semianalytic, with the image e˜ of this
representative curve being a submanifold with boundary. Paths can always be written as
finite compositions of edges. See [10, 11] for more precise definitions.
For a given connection A ∈ A, the holonomy along a path p, hp[A] ∈ SU(2), satisfies
hp′p[A]
D
C = hp′ [A]
C′
C hp[A]
D
C′ , where f(p) = b(p
′). Thus A defines a homomorphism from P
to SU(2). The set of all homomorphisms from P to SU(2) is denoted by Hom(P , SU(2)),
and corresponds to the space of generalized connections in LQG [10].
A set of edges e1, . . . , en is said to be independent if their intersections can only occur at
their endpoints, i.e. if e˜i ∩ e˜j ⊂ {b(ei), b(ej), f(ei), f(ej)}. We denote by γ := (e1, . . . , en) an
ordered set of independent edges and by LH the set of all such ordered sets of independent
edges. Given γ, γ′ ∈ LH, we say that γ′ ≥ γ iff all edges of γ can we written as composition
of edges (or their inverses) of γ′. Equivalently, if Pγ denotes the subgroupoid of P generated
by edges of γ, then γ′ ≥ γ iff Pγ is a subgrupoid of Pγ′ . It then follows that i) γ ≥ γ and ii)
γ′′ ≥ γ′, γ′ ≥ γ =⇒ γ′′ ≥ γ . Thus ‘≥’ defines a preorder [24] in LH.
A preorder is weaker than a partial order in that it does not necessarily entail antisym-
metry i.e. a ≥ b, b ≥ a does not necessarily imply a = b. For example, γ′ ≥ γ, γ ≥ γ′ does
not imply that γ = γ′ since the two relevant sets of edges may differ in the ordering of their
elements or by the substitution of an edge by its inverse.
Next, note that semianalyticity of the edges implies that given γ, γ′ ∈ LH there always
exists γ′′ such that γ′′ ≥ γ and γ′′ ≥ γ′ [10, 11]. Thus (LH,≥) is a directed set.1
B. Background exponential related structures
The probes associated to the background exponentials are electric fields, and we denote
by E the set of all (semianalytic) electric fields. We will often see E as an Abelian group
with composition law given by addition: (E,E ′)→ E + E ′. For a given connection A ∈ A,
the background exponential function (2.2) satisfies βE′ [A]βE[A] = βE′+E[A] and thus defines
an element in Hom(E , U(1)) (the set of homomorphism from E to U(1)). A set of electric
fields E1, . . . , EN will be said to be independent, if they are algebraically independent, i.e.
1 The label set LH differs slightly from the one used in Refs. [10, 11] where labels are given by sub-
groupoids Pγ , regardless of the choice of ‘generator’ γ. One can nevertheless use LH in the projective
limit characterization of the quantum configuration space. See Appendix C for details.
6if they are independent under linear combinations with integer coefficients:2
N∑
I=1
qIEI = 0, qI ∈ Z ⇐⇒ qI = 0, I = 1, . . . , N. (2.3)
We denote by Υ = (E1, . . . , EN) an ordered set of independent electric fields. The set of all
ordered sets of independent electric fields is denoted by LB. Let EΥ = ZE1 + . . .+ZEN ⊂ E
denote the subgroup of E generated by Υ. We then define Υ′ ≥ Υ iff EΥ is a subgrup of EΥ′ ,
or equivalently if the electric fields in Υ can be written as algebraic combinations of those
in Υ′. As in the edge case, it follows that ≥ is a preorder relation.
In appendix B 1 it is shown that given any finite set of electric fields (not necessarily
independent), there always exists a finite set of algebraically independent electric fields that
generates the original set. Applying this result to the set Υ ∪ Υ′ for given Υ,Υ′ ∈ LB, we
find Υ′′ ∈ LB satisfying Υ′′ ≥ Υ and Υ′′ ≥ Υ′. Thus (LB,≥) is a directed set.
C. Combined Holonomy and Background exponential structures
The combined set of labels associated to holonomies and background exponentials is given
by pairs l = (γ,Υ) ∈ LH × LB =: L with preorder relation given by (γ′,Υ′) ≥ (γ,Υ) iff
γ′ ≥ γ and Υ′ ≥ Υ. L is then a directed set, which will be used in section V to construct
the projective limit description of the KS quantum configuration space.
Given l = (e1, . . . , en, E1, . . . , EN) ∈ L we define the group
Gl := SU(2)
n × U(1)N (2.4)
and the map
pil : A → Gl (2.5)
A 7→ pil[A] := (he1 [A], . . . , hen [A], βE1 [A], . . . , βEN [A]). (2.6)
Most of the results in the present work rely on the result that pil[A] ⊂ Gl is dense in Gl for
any label l ∈ L. This is shown in section III and appendix A.
D. KS representation
The KS Hilbert space, HKS, is spanned by states of the form |s, E〉, where s is an LQG
spin network and E a background electric field. The inner product is given by
〈s′, E ′|s, E〉 = 〈s|s′〉LQGδE′,E, (2.7)
where 〈s|s′〉LQG is the spin network LQG inner product and δE′,E the Kronecker delta.
2 It is easy to verify that (2.3) is equivalent to rational independence, i.e. the analogue of condition (2.3)
with qI ∈ Q.
7Holonomies (2.1) and background exponentials (2.2) act by
hˆ Ce D|s, E〉 = |hˆLQGAe Bs, E〉, (2.8)
βˆE′ |s, E〉 = |s, E ′ + E〉. (2.9)
Above, we have used the notation of [4] wherein given an LQG operator Oˆ with action Oˆ|s〉 =∑
I O
(s)
I |sI〉 in standard LQG, we have defined the state |Oˆs, E〉 in the KS representation
through
|Oˆs, E〉 :=
∑
I
O
(s)
I |sI , E〉. (2.10)
The action of fluxes is given by
FˆS,f |s, E〉 = |Fˆ LQGS,f s, E〉+ FS,f (E)|s, E〉, (2.11)
where f i is the su(2)-valued smearing scalar on the surface S and FS,f (E) =
∫
S
dSaf
iEai the
flux associated to the background electric field Eai .
The KS representation supports a unitary action of spatial diffeomorphisms and gauge
transformations which can be used to construct a diffeomorphism and SU(2) gauge invariant
space via group averaging techniques [3, 5].
III. THE MASTER LEMMA
In this section we state the Master Lemma and describe the idea behind its proof. We
conclude with a summary of the steps in the proof. These steps are implemented in detail
in appendix A.
Statement of the Lemma:
Let e1, . . . , en be n independent edges. Let E1, . . . EN be N rationally independent semian-
alytic SU(2) electric fields. Let G be the product group G := SU(2)n × U(1)N . Define the
map φ : A → G through
φ(A) := (he1 [A], . . . , hen [A], βE1 [A], . . . , βEN [A]). (3.1)
Then the image φ(A) of A is dense in G.
Idea behind the Proof:
Let g ∈ G so that g = (g1, . . . , gn, u1, . . . , uN) where gα ∈ SU(2), α = 1, .., n and uI ∈
U(1), I = 1, .., N . Then it suffices to show that for any given g ∈ G and any δ > 0, there
exists an element Ag,δ ∈ A such that
|heα [Ag,δ] DC − g DαC | ≤ C1δ ∀ α = 1, .., n and C,D = 1, 2. (3.2)
|βEI [Ag,δ]− eiθI | ≤ C2δ ∀ I = 1, .., N, (3.3)
where C1, C2 are δ- independent constants, C,D are SU(2) matrix indices and uI =:
eiθI , θI ∈ R. We shall show that the above equations hold with C1 = 0 and an appropriate
choice of C2. In what follows we shall drop the superscript g in A
g,δ to avoid notational
clutter.
8First we construct a connection AB,δ which satisfies equation (3.3). This is done using
the rational independence of the set of electric fields in conjunction with standard results
on the Bohr compactification of Rm [21]). In general, of course, the evaluation of the edge
holonomies on this connection will not satisfy equation (3.2).
On the other hand, from standard LQG results [7], given any set of n group elements
we are guaranteed the existence of a connection whose holonomies along the n independent
edges {eα} reproduce these group elements exactly. Further, these LQG results imply that
such a connection A can be constructed for any positive  such that it vanishes everywhere
except around balls of radius , each such ball intersecting the interior of each edge in an  size
segment (where  is a coordinate distance, measured in fixed coordinate charts). Moreover,
since the connection samples only an  size segment of each edge, it can be shown that the
connection is of order 1/. Clearly the three dimensional integral of such a connection yields
order 2 contributions.
Were we to add such a connection to AB,δ above, then, for small enough , it would have
a negligible effect on the conditions (3.3). However, the connection AB,δ has, in general,
support on the set of edges {eα} and hence contributes to the edge holonomies. The idea
then is to carefully choose the connection A so that its contributions together with those
from AB,δ yield the set of elements {gα}. In order to do this we need to cleanly seperate
the contributions of AB,δ from those of A. This would be easy to do if AB,δ and A had
mutually exclusive supports; if this were so the integral over each edge eα of A
B,δ +A would
seperate into contributions over segments of this edge where each segment supports either
AB,δ or A but not both. We could then write each edge holonomy of AB,δ +A in terms of
compositions of holonomies along the segments of each edge, each segment holonomy being
evaluated solely with respect to AB,δ or solely with respect to A. We could then choose A
so as to “undo” the contributions from AB,δ and yield the required group elements gα
Indeed, as shown in the Appendix, we can choose the supports of AB,δ and A such that
each edge eα can be written as s
1
α ◦ sα ◦ s2α with s˜α in the support of A and s˜1α, s˜2α in the
support of AB,δ so that heα [A
B,δ + A] takes the form hs1α [A
B,δ]hsα [A
]hs2α [A
B,δ]. We then
choose A such that hsα [A
] = (hs1α)
−1gα(hs2α)
−1 so that conditions (3.2) are satisfied with
C1 = 0.
To obtain AB,δ with the desired support we first construct a connection A¯B,δ which
satisfies the conditions (3.3) and then multiply it with a semianalytic function of appropriate
support. To do so, recall that the support of A is in balls of size . We construct a ball of
size 2 around each such ball. Then the desired function is constructed so as to equal unity
outside these balls of size 2, and vanish inside the  size balls which support A. Since the
modification of A¯B,δ is only in regions of order 3, for small enough  these modifications
contribute negligibly to the background exponentials and one can as well use AB,δ instead
of A¯B,δ to satisfy the conditions (3.3).
The technical implementation of the proof then proceeds along the following steps which
are detailed in Appendix A:
(i) Using standard results from Bohr compactification of Rm, we construct a connection
A¯B,δ which satisfies (3.3) for some C2.
(ii) For sufficiently small  and for appropriately chosen - independent charts, we show the
9existence of balls Bα(2), α = 1, .., n of coordinate size 2 such that
Bα(2) ∩Bβ(2) = ∅ iff α 6= β (3.4)
Bα(2) ∩ e˜β = ∅ iff α 6= β (3.5)
B¯α(2) ∩ e˜α is a semianalytic edge (3.6)
(iii) We construct a real semianalytic function f such that |f| ≤ 1 on Σ with
f = 1 on Σ− ∪αBα(2) (3.7)
= 0 on ∪α Bα(), (3.8)
(3.9)
where Bα() denotes the  size ball with the same centre as Bα(2).
(iv) From (3.6) it follows that
eα = s
1
α ◦ sα ◦ s2α (3.10)
with
s˜α := e˜α ∩ B¯α() (3.11)
s˜1α ∪ s˜2α = e˜α ∩ (Σ−Bα()). (3.12)
Define:
hsiα [A
B,f ] =: giα, i = 1, 2 (3.13)
where AB,f := fA¯
B,δ. Then we construct a connection A supported in ∪αBα() such that
hsα [A
] = (g1α)
−1gα(g2α)
−1 (3.14)
(v) We define Aδ := AB,f + A and show that conditions (3.2) and (3.3) are satisfied with
C1 = 0 and some C2.
IV. C∗- ALGEBRAIC CONSIDERATIONS
A. C∗ algebra HBA
We denote byHBA the ∗-algebra of functions of A generated by the elementary functions
(2.1) and (2.2), with * relation given by complex conjugation. A generic element of HBA
takes the form:
a[A] =
M∑
i=1
ciβE′i [A]he′i1 [A]
Di1
Ci1
. . . he′imi
[A]
Dimi
Cimi
∈ HBA, (4.1)
for givenM complex numbers ci, M electric fields E
′
i,
∑M
i=1mi edges e
′i
k , and choices of matrix
elements for the SU(2) holonomies, Cik, D
i
k ∈ {1, 2}. Since holonomies and background
exponentials are bounded functions of A, elements of HBA, are bounded. Thus, the sup
10
norm is well defined on HBA:
||a|| := sup
A∈A
|a[A]|, a ∈ HBA. (4.2)
Being a sup norm, it is compatible with the product and complex-conjugation star relations,
so that upon completion we obtain a unital C∗ algebra denoted byHBA. By Gel’fand theory
HBA can be identified with the C∗ algebra of continuous functions on a compact, Hausdorff
space ∆, HBA ' C(∆). It will be useful for later purposes to denote by Cyl(∆) ⊂ C(∆)
the subalgebra of continuous functions corresponding to HBA in the Gel’fand identification.
Cyl(∆) will be referred to as the space of cylindrical functions of ∆.
Finally, the fact that HBA separates points in A implies that A is topologically dense in
∆ [15]. Hence ∆ represents a space of generalized connections.
B. Characterization of elements of HBA
It will be useful to characterize elements of HBA by identifying independent edges and
electric fields involved in any given algebra element as follows.
Let a ∈ HBA so that it is of the form (4.1).
Let (E1, . . . , EN) , N ≤M, be a set of independent electric fields as defined in section II
in terms of which all E ′J ’s in (4.1) can be written as integral linear combinations:
E ′J =
N∑
I=1
kIJEI , I = 1, . . . , N, k
I
J ∈ Z (4.3)
(such an algebraically independent generating set always exists, see Appendix B 1). From
(4.3) it follows that the background exponentials in (4.1) can be replaced by appropriate
products of background exponentials (and their complex conjugates) associated with these
independent electric fields.
Let (e1, . . . , en), n ≤
∑M
i=1mi be a set of independent edges as defined in section II such
that all edges in (4.1) can be obtained as compositions of them or their inverses. It follows
that the edge holonomies in (4.1) can be replaced by products of holonomies (and their
complex conjugates) along these independent edges.
With these replacements the element a acquires the form of a polynomial in the
holonomies along the independent edges, background exponentials associated with the in-
dependent electric fields, and their complex conjugates. Thus we have shown that with
l := (e1, . . . , en, E1, . . . , EN), l ∈ L, the algebra element (4.1) takes the form:
a[A] = al(pil[A]), (4.4)
where pil[A] ≡ (he1 [A], . . . , hen [A], βE1 [A], . . . , βEN [A]) ∈ Gl ≡ SU(2)n × U(1)N as in Eq.
(2.6) and al : Gl → C is a function that depends polynomially on the SU(2) and U(1) entries
and their complex conjugates. Clearly, there exist many choices of l for which equation (4.4)
holds.
It is then useful to define the notion of compatibility of a and l. Given a ∈ HBA so
that a is necessarily of the form (4.1), let l be such that all edges and all electric fields in
(4.1) can be obtained in terms of compositions of edges and integral linear combinations of
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electric fields in l. Then we shall say that l is compatible with a, that a is compatible with
l and that a, l are mutually compatible. In this language what we have shown above is that
given a ∈ HBA and l which is compatible with a, there exists a function al : Gl → C with
polynomial dependence on its SU(2) and U(1) entries and their complex conjugates such
that (4.4) holds.
A key result which we shall need, and which follows directly from the lemma may then
be stated as follows:
Let l ∈ L and a ∈ HBA such that l is compatible with a. Then the function al as con-
structed above is the unique continuous function on Gl whose restriction to pil[A] ⊂ Gl agrees
with a[A].3 Accordingly, we shall say that (given mutually compatible a, l) al is uniquely
determined by a, l.
Next, note that if l is compatible with a and l′′ is such that l′′ ≥ l, then l′′ is compatible
with a so that we have
a[A] = al′′(pil′′ [A]) = al(pil[A]). (4.5)
It is of interest to elucidate the relationship between al and al′′ . We proceed as follows.
Since l′′ ≥ l, edges ei ∈ l can be written as compositions of edges in l′′. Let us denote this
relation by: ei = p˜i(e
′′
1, . . .), where p˜i denotes a particular composition of edges (and their
inverses) in l′′. This corresponds to a relation on the holonomies of the form:
hei [A] = hp˜i(e′′1 ,...)[A] = pi(he′′1 [A], . . .), (4.6)
where pi : SU(2)
n′′ → SU(2) is the map determined by interpreting the compositions rules of
p˜i as matrix multiplications. For example, if e1 = e
′′
2 ◦(e′′1)−1 then p1(g′′1 , . . . , g′′n′′) = g′′2(g′′1)−1.
Similarly, electric fields EI ∈ l can be written as integer linear combinations of electric fields
in l′′:
EI = P˜I(E
′′
1 , . . .) :=
N ′′∑
J=1
qJI E
′′
J , q
J
I ∈ Z, I = 1, . . . , N. (4.7)
Associated to (4.7) there is the map PI : U(1)
N ′′ → U(1) given by PI(u′′1, . . . , u′′N ′′) =
ΠN
′′
J=1(u
′′
J)
qJI so that
βEI [A] = βP˜I(E′′1 ,...)[A] = PI(βE
′′
1
[A], . . .). (4.8)
The above maps combine in a map4
pl,l′′ := (p1, . . . , pn, P1, . . . , PN) : Gl′′ → Gl (4.9)
(that is ‘block diagonal’ in the SU(2) and U(1) entries). Equations (4.6) and (4.8) can then
be summarized as:
pil[A] = pl,l′′(pil′′ [A]). (4.10)
Substituting (4.10) in the last term of (4.5) we find:
al′′(pil′′ [A]) = al(pl,l′′(pil′′ [A])). (4.11)
3 The result follows immediately from the fact that al is manifestly continuous on Gl, that Eq. (4.4) gives
the values of al on the set pil[A] ⊂ Gl and that, by the lemma of section III, this is a dense subset of Gl.
4 This map will be of later use in the projective limit construction of section V.
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Thus al′′ and al ◦ pl,l′′ coincide on the dense subset pil′′ [A] ⊂ Gl′′ . Since al′′ and al ◦ pl,l′′ are
continuous functions on Gl′′ we conclude that
al′′ = al ◦ pl,l′′ . (4.12)
We conclude this section by noting one more consequence of the Lemma:
The algebra norm (4.2) of a ∈ HBA as in (4.4) coincides with the sup norm on Gl of al:
||a|| = sup
A∈A
|al(pil[A])| = sup
g∈Gl
|al(g)|. (4.13)
C. Characterization of ∆
One of the characterizations of the quantum configuration space in standard LQG is given
by the set Hom(P , SU(2)) of homomorphisms from the path groupoid P to SU(2) [10, 11].
The analogue space associated to the background exponentials is given by Hom(E , U(1)),
the set of homomorphisms from the abelian group E of semianalytic electric fields (with
abelian product given by addition) to U(1).
We will now establish a one-to-one correspondence between ∆ and Hom(P , SU(2)) ×
Hom(E , U(1)).
First we show that any element φ ∈ ∆ defines an element of Hom(P , SU(2)) ×
Hom(E , U(1)). Recall that from Gel’fand theory, φ is a C∗ algebraic homomorphism from
the C∗ algebra HBA to the C∗ algebra of complex numbers C. Let HA and BA be the
∗- algebras generated, respectively, by only the holonomies and by only the background
exponentials. The sup norm on HBA defines a norm on each of HA and BA and the two
algebras can then be completed in their norms so defined to yield the C∗ algebras HA and
BA. Clearly HA and BA are subalgebras of HBA with HA being exactly the holonomy C∗
algebra of LQG.
Let φH := φ|HA be the restriction of φ to HA. φH is a homomorphism from HA to C. By
the standard LQG description [10, 11], φH defines an element sφ ∈ Hom(P , SU(2)) given by
sφ(p)
D
C := φ(h
D
p C ). (4.14)
Similarly, it is easy to verify that φB := φ|BA defines an element uφ ∈ Hom(E , U(1)) given
by
uφ(E) := φ(βE), (4.15)
since uφ(0) = 1, uφ(E1 +E2) = uφ(E1)uφ(E2) and uφ(E) = uφ(−E), implying uφ(E) ∈ U(1)
(see [11, 12] for the analogue statement in the context of R-Bohr.)
Conversely, given s ∈ Hom(P , SU(2)) and u ∈ Hom(E , U(1)) we want to find φ ∈ ∆ such
that uφ = u and sφ = s. Following the same strategy as in LQG [10–12], we first find a
homomorphism φ : HBA → C, and then show it is bounded and hence extends to HBA.
Given a general element a ∈ HBA, it can always be written in the form (4.4) for any
l compatible with a. Accordingly, we choose some compatible l = (e1, . . . , en, E1, . . . , EN)
and define φ on HBA by:
φ(a) := al(s(e1), . . . , s(en), u(E1), . . . , u(EN)). (4.16)
Since al is uniquely defined (see section 4B), there is no ambiguity in this definition if l is
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specified. However, there are infinitely many l which are compatible with a. We now show
that φ(a) ∈ C given by (4.16) is independent of the choice of such l. Accordingly, let l′, l be
compatible with a. Then we need to show that
al(s(e1), . . . , u(E1), . . .) = al′(s(e
′
1), . . . , u(E
′
1), . . .). (4.17)
This can be shown by writing al and al′ in terms of a finer label l
′′ such that l′′ ≥ l′
and l′′ ≥ l according to (4.12), and using the homomorphism properties of s and u. Let
pi : SU(2)
n′′ → SU(2) and PI := U(1)N ′′ → U(1) be the maps described in section IV B
determined by the way probes of l are written in terms of those of l′′. The homomorphism
property of s and u imply that
s(ei) = pi(e
′′
1, . . .) (4.18)
u(EI) = PI(E
′′
1 , . . .), (4.19)
substituting these relations in the RHS of (4.16) and using the result (4.12) we find
al(s(e1), . . . , u(E1), . . .) = al′′(s(e
′′
1), . . . , u(E
′′
1 ), . . .). (4.20)
Repeating the argument for the set l′, one concludes
al′(s(e
′
1), . . . , u(E
′
1), . . .) = al′′(s(e
′′
1), . . . , u(E
′′
1 ), . . .). (4.21)
Hence (4.17) follows and (4.16) is independent of the choice of compatible l.
Next we show that φ so defined is a homomorphism to C. By choosing any fixed l it
trivially follows that:
(a) φ maps the zero element of HBA to 0 ∈ C.
(b) φ maps the unital element of HBA to 1 ∈ C.
(c) given any complex number C and algebra element a ∈ HBA, φ(Ca) = Cφ(a).
Further note that there exists a ‘fine enough’ l which is simultaneously compatible with a
given set of elements a, b, ab, a+b, a∗ ∈ HBA. From the continuity of al, bl, (ab)l, (a+b)l, (a∗)l
on Gl, the continuity preserving property of the operations of addition, multiplication and
complex conjugation on the space of continuous functions on Gl and the uniqueness of the
specification of any cl : Gl → C given mutually compatible c ∈ HBA, l ∈ L (see section 4B),
it follows that:
(d) φ(ab) = φ(a)φ(b), φ(a+ b) = φ(a) + φ(b) and φ(a∗) = φ(a)∗.
Properties (a)-(d) show that equation (4.16) defines a homomorphism from HBA to C.
Next, we note that due to the Lemma and Eq. (4.13) φ is bounded since:
|φ(a)| = |al(s(e1), . . . , u(E1), . . .)| ≤ sup
g∈Gl
|al(g)| = ||a||. (4.22)
It then follows that φ uniquely extends to a homomorphism from HBA to C (see [11] around
Eq. 6.2.71 for discussion of extension of bounded homomorphisms to completed algebra).
Finally it is easy to verify explicitly that (4.16) satisfies uφ = u and sφ = s, thus estab-
lishing the correspondence between ∆ and Hom(P , SU(2))× Hom(E , U(1)).
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D. Realization of the KS Hilbert space as the space L2(∆, µKS)
We now use the KS representation ofHBA (see section II D and [5]) to construct a positive
linear functional (PLF) on HBA. Given a ∈ HBA, let us denote by aˆ the corresponding
operator in the KS Hilbert space HKS. We define the PLF by
ω(a) := 〈0, 0|aˆ|0, 0〉, (4.23)
where |0, 0〉 ∈ HKS is the KS ’vacuum’ state corresponding to the trivial spin network and
vanishing background electric field. As in LQG [10–12], the PLF can be written as an
integral over the group elements: For a ∈ HBA given by (4.4), we have (see appendix B 2
for a proof):
ω(a) =
∫
Gl
al(g)dµl, (4.24)
for any l ∈ L compatible with a. Here dµl is the Haar measure on the group Gl normalized
so that
∫
Gl
dµl = 1. Boundedness of ω follows from the Lemma via Eq. (4.4):
|ω(a)| =
∣∣∣∣∫
Gl
al(g)dµl
∣∣∣∣ ≤ sup
g∈Gl
|al(g)| = ||a||. (4.25)
Thus ω uniquely extends to HBA ' C(∆) [11]. The Riesz-Markov theorem then implies
the existence of a regular measure µKS on ∆ such that:
ω(a) =
∫
∆
adµKS, (4.26)
where in the RHS of (4.26) a is seen as a an element of C(∆) via the Gel’fand identification.
By construction it follows that HKS ' L2(∆, µKS), since HKS can be identified with the GNS
Hilbert space associated with ω, and the two constructions lead to the same representation
[10].
Elements a ∈ HBA ' C(∆) have now a dual interpretation: When seen as elements of
C(∆) we will interpret them as ‘wavefunctions’ in the L2 representation, i.e. vectors on the
Hilbert space. When seen as elements of HBA, we will usually associate them to operators
aˆ on the Hilbert space HKS. In the ‘wavefunction’ picture, Cyl(∆) ' HBA plays a special
role: It is a dense subspace of L2(∆, dµKS) which serves as a dense domain for the definition
of the unbounded flux operators FˆS,f . In the next section we discuss the action of fluxes
(2.11) in this ‘wavefunction’ picture.
E. Action of Fluxes on L2(∆, µKS)
In the L2 description of HKS, the KS spinnet |s, E〉 corresponds to the ‘wavefunction’
TsβE ∈ Cyl(∆), where Ts[A] ∈ HBA is the spin network function associated to s [11],
βE[A] ∈ HBA the background exponential function (2.2), and Ts, βE the respective elements
in Cyl(∆) under the Gel’fand identification HBA ' Cyl(∆).
Since the action of the flux operator FˆS,f on |s, E〉 yields the finite linear combination of
KS spinnets (2.11), we can translate this action as a map FˆS,f : Cyl(∆) → Cyl(∆). In this
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description, Eq. (2.11) takes the form
FˆS,f (TsβE) = (Fˆ
LQG
S,f Ts)βE + FS,f (E)TsβE. (4.27)
Here (Fˆ LQGS,f Ts) ∈ Cyl(∆) denotes the finite linear combination of spin networks, Fˆ LQGS,f |s〉,
obtained by the action of the flux operator labelled by (S, f) in the standard LQG rep-
resentation. Recall that since Ts[A] ∈ HBA, it is a polynomial in a set of indepen-
dent edge holonomies. Using the algebraic identification of HBA with Cyl(∆), it then
follows from standard LQG that the correspondent in HBA of (Fˆ LQGS,f Ts) ∈ Cyl(∆) is
−iXHS,f (Ts[A]) ∈ HA ⊂ HBA where XHS,f is a ‘derivative operator’ whose action on Ts[A] is
built out of that of left and right invariant vector fields of SU(2), on the SU(2) valued edge
holonomies underlying Ts[A] [20].
It is useful for the purposes of section VI, to note that we may also re-express XHS,f (Ts[A])
as the classical Poisson bracket {Ts[A], FS,f} (see for example References [11, 18] as well
as equation (6.3) below). This sort of re-expression extends to both the terms in the right
hand side of equation (4.27) so that the correspondent in HBA of the right hand side can
be written as the Poisson bracket −i{Ts[A]βE[A], Ff,S}.
Next note that since any element of HBA ' Cyl(∆) is a polynomial in the holonomies
and background exponentials, the Peter-Weyl theorem (see for example [11]) implies that
any such element can be re-expressed as a finite linear combination of KS spin net functions
i.e. a[A] can be written as an expansion
∑
i ciTsi [A]βEi [A] for suitably defined spinnets si and
electric fields Ei. Denoting the wave function in Cyl(∆) corresponding to a[A] ∈ HBA by a,
it then follows from the previous paragraph and equation (4.27) that theHBA correspondent
of FˆS,fa is −i{a[A], FS,f}.5
V. THE QUANTUM CONFIGURATION SPACE AS A PROJECTIVE LIMIT
As in LQG, the quantum configuration space ∆ admits a characterization as a projective
limit space. In section V A we describe the projective limit space, denoted by A¯, and show
that it is homeomorphic to ∆. In section V B we discuss measure theoretic aspects of A¯.
A. Topological identification of A¯ with ∆
The ingredients in the construction of A¯ are: i) The directed set L and the family of
compact spaces {Gl, l ∈ L} defined in section II C; ii) The continuous projections pl,l′′ :
Gl′′ → Gl, l′′ ≥ l described in section IV B, Eq. (4.9).
Recall that pl,l′′ is determined by the way probes in l are written in terms of probes in l
′′.
These maps are surjective6 and it is easy to verify that if l′′ ≥ l′ ≥ l then pl,l′′ = pl,l′ ◦ pl′,l′′ .
5 This result can also be interpreted as follows. Since the KS representation is a representation of the
classical Poisson algebra [5], it follows that given a[A] ∈ HBA and {a[A], FS,f} ∈ HBA, we have that
[aˆ, FˆS,f ] = i ̂{a, FS,f}. The ‘wavefunction’ associated to a ∈ HBA corresponds to the vector aˆ|0〉 ∈ HKS
where |0〉 is the KS vacuum. Using the fact that FˆS,f |0〉 = 0 and the above commutation relation, one
concludes that the HBA element associated to the wave function (FˆS,fa) is given by −i{a[A], FS,f}.
6 The master lemma implies that pl,l′(Gl′) is dense in Gl. Continuity of pll′ implies compactness of pl,l′(Gl′).
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Thus (L, {Gl}, {pll′}) satisfy the required conditions for the construction of a projective limit
space [13, 24].
Let us describe the main features of A¯ (see Appendix C for additional details as well as for
a comparison with the usual construction in LQG). A point in A¯ is given by an assignment
of points xl ∈ Gl for each l ∈ L satisfying the consistency condition xl = pl,l′(xl′) whenever
l′ ≥ l. A¯ is a compact Hausdorff space (see [11] and Appendix C). We denote by {xl′} an
element of the projective limit space. The canonical projections
pl : A¯ → Gl (5.1)
{xl′} 7→ xl (5.2)
satisfy pl = pl,l′ ◦ pl′ for l′ ≥ l, are continuous,7 and as shown in [13] surjective.8
Note that given a connection A ∈ A, the points pil[A] ∈ Gl satisfy the projective consis-
tency conditions with respect to the projections pl,l′ by virtue of Eq. (4.10). This implies
that every A ∈ A defines an element of A¯. Since holonomies and background exponen-
tials seperate points in A, it follows that this definition is unique so that there is a natural
injection of A in A¯. It follows that with this injection, we have that
pl(A) = pil(A) ∈ Gl. (5.3)
We now show, following References [10, 13], that A¯ and ∆ are homeomorphic by identi-
fying their corresponding algebras of continuous functions, C(A¯) and C(∆).
Let Pol(Gl) denote the set of functions on Gl that depend polynomially in their entries
and their complex conjugates. This is the space of the functions al of section IV B. Define
Cyl(A¯) := ∪l∈L p∗l Pol(Gl) ⊂ C(A¯), (5.4)
where p∗l is the pullback of the projections (5.1). Since the pl’s are continuous, elements
of Cyl(A¯) are continuous functions on A¯. An element f ∈ Cyl(A¯) is always of the form
f = fl ◦ pl for some l ∈ L and some fl ∈ Pol(Gl). As in section IV we will say that such
l and fl are compatible with f . If l is compatible with f with corresponding fl ∈ Pol(Gl)
then l′ ≥ l is also compatible, with corresponding function fl ◦ pl,l′ ∈ Pol(Gl′) (this follows
from the property pl = pl,l′ ◦ pl′). Note also that if l is compatible with f , the surjectivity of
pl implies the uniqueness of fl i.e. fl is the only function on Gl such that f = fl ◦ pl.
From the following four properties: i) Cyl(A¯) is a * subalgebra of C(A¯) 9; ii) the constant
function belongs to Cyl(A¯); iii) Cyl(A¯) separates points in A¯ (since the ‘coordinates’ xl
belong to Cyl(A¯)); and iv) A¯ is compact and Hausdorff, it follows from the Stone-Weierstrass
theorem that the completion of Cyl(A¯) in the sup norm coincides with C(A¯) [10].
We now show that Cyl(A¯) is isomorphic to HBA. Given f ∈ Cyl(A¯) and l ∈ L, fl ∈
Since Gl is Hausdorff pl,l′(Gl′) is closed and hence pl,l′(Gl′) = Gl.
7 The topology of A¯ corresponds to the weakest topology such that the maps (5.1) are continuous [11].
8 We thank Jose´ Velhinho for pointing us to reference [13].
9 This follows from the fact that for given functions f, g ∈ Cyl(A¯), one can always find a common compatible
label l so that the operations of linear combinations, products and complex conjugation in Cyl(A¯) can be
recast as the corresponding operations in Pol(Gl). For instance: fg = (p
∗
l fl)(p
∗
l gl) = p
∗
l (flgl).
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Pol(Gl) compatible with f , we define the map
T : Cyl(A¯) → HBA (5.5)
f = fl ◦ pl 7→ T (f) = fl ◦ pil. (5.6)
From the properties of compatible labels and functions described in this section for elements
of Cyl(A¯) and in section IV for for elements of HBA, it follows that T (f) in (5.6) is inde-
pendent of the choice of l and that T is an algebra homomorphism. Furthermore, by virtue
of Eq. (4.13) and the surjectivity of pl ∀ l, it follows that ||T (f)||HBA = ||f ||Cyl(A¯).
Going from HBA to Cyl(A¯), recall from section IV B that given a ∈ HBA, we can find
a compatible l ∈ L such that a[A] = al(pil[A]) with al ∈ Pol(Gl). For any such al we define
f := al ◦ pl. We now show that this definition is independent of the choice of compatible l.
Accordingly let l, l′ be compatible with a. Consider any l′′ compatible with a with l′′ ≥ l, l′.
From equation (4.12) we have that al ◦ pll′′ = al′ ◦ pl′l′′ = al′′ from which it follows that
al ◦ pl = al ◦ pll′′ ◦ pl′′ = al′ ◦ pl′ . Thus f := al ◦ pl defines the same element of Cyl(A¯)
regardless of the choice of l. The uniqueness of al given a, l (see section 4B) then implies
that this map from HBA to Cyl(A¯) is injective. Finally, it can easily be verified that this
map is the inverse map of (5.6).
It follows that Cyl(A¯) and HBA are equivalent as normed, ∗ algebras. Hence their
completions are isomorphic. By Gel’fand theory it follows that A¯ and ∆ are homeomorphic
which completes our characterization of the quantum configuration space as a projective
limit space.
As an application of this characterization, we demonstrate a curious ‘cartesian’ structure
of A¯. Note that the Master Lemma of section III is a statement of a certain ‘algebraic inde-
pendence’ of the ‘U(1) probes’ (namely the background exponentials) and the ‘SU(2) probes’
(namely the edge holonomies). This suggests that the quantum configuration space may ad-
mit a split into a ‘holonomy’ related part and a ‘background exponential part’. Indeed,
a product structure of this sort is implied by the characterization of section IVC wherein
we showed that as a point set ∆ could be identified with Hom(P , SU(2)) × Hom(E , U(1)).
However no topological information is available in this characterization. We would like to
see if the product structure persists when Hom(P , SU(2)), Hom(P , SU(2)) are equipped
with suitably defined topologies so that the Gel’fand topology of ∆ can be realised as a
product topology. We found it difficult to show this using C∗ algebraic methods because the
norm on HBA intertwines the properties of the holonomy and the background exponential
structures. We now show that the projective limit characterization of ∆ allows an immediate
demonstration of the desired result.
Recall from section II C that L = LH × LB with LH and LB described in sections II A
and II B respectively. Each label set can be separately used to construct the projective limit
spaces A¯H and A¯B. The relevant ingredients for A¯H are the compact spaces Gγ = SU(2)n
with n the number of edges in γ, and the maps pγγ′ as described after Eq. (4.6) (see also
Appendix C). Similarly the relevant ingredients for A¯B are the spaces GΥ := U(1)N with
N the number of electric fields in Υ and corresponding projections pΥ,Υ′ as described after
Eq. (4.7). Let pγ : A¯H → Gγ and pΥ : A¯B → GΥ be the canonical projections analogous to
(5.1). We now demonstrate that A¯ and A¯H × A¯B are homeomorphic.
We first construct a bijection between the two spaces. Given {xl} ∈ A¯, each xl ∈ Gl
is given by a pair xγ ∈ Gγ and xΥ ∈ GΥ where l = (γ,Υ) so that Gl = Gγ × GΥ. The
consistency condition on the xl’s implies consistency of the xγ’s and xΥ’s so that {xγ} defines
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an element in A¯H and {xΥ} an element in A¯B. Conversely, given {xγ} ∈ A¯H and {xΥ} ∈ A¯B
the corresponding point in A¯ is given by xl ≡ x(γ,Υ) := (pγ({xγ′}), pΥ({xΥ′}) ∈ Gl. {xl}
so defined satisfies the consistency conditions and hence defines an element of A¯ which
corresponds to the inverse of the previous mapping.
We now show that this bijection between A¯ and A¯H × A¯B is a homeomorphism. Recall
that the topologies of A¯, A¯H, A¯B are generated by inverse projections p−1l , p−1γ , p−1Υ of open
sets in Gl, Gγ, GΥ. Given l = (γ,Υ) and open sets Uγ ⊂ Gγ, UΥ ⊂ GΥ, the bijection
between A¯ and A¯H × A¯B identifies the open set p−1l (Uγ × UΥ) ∈ A¯ with the open set
p−1γ (Uγ)× p−1Υ (UΥ) ∈ A¯H × A¯B. Since the product topology on Gl is generated by rectangle
sets and since
p−1l (∪α(Uαγ × UαΥ)) = ∪αp−1l (Uαγ × UαΥ), p−1l (∩i(U iγ × U iΥ)) = ∩ip−1l (U iγ × U iΥ), (5.7)
for some (possibly non-denumerable) label set α and finite label set i, it follows that the
bijection is indeed a homeomorphism thus completing the proof.
To relate this result with that of section IV, let us denote by ∆H the spectrum of HA
and ∆B that of BA. The arguments of the present and previous sections may be reproduced
for each of the algebras BA and HA to conclude that A¯B ' ∆B ' Hom(E , U(1)) 10 and
A¯H ' ∆H ' Hom(P , SU(2)) (the latter being the standard characterizations in LQG).
Thus, the product structure presented here coincides with that of section IV.
B. Measure theoretic aspects of the projective limit space
Recall from Appendix C that we have two equivalent projective limit constructions of A¯.
The first, which we have used hitherto in this section, is based on the preordered directed
set of labels L = {l} = {(γ,Υ)}. The second is based on the partially orderered directed
label set Lˆ = {lˆ} = {(γˆ, Υˆ)} where, as detailed in Appendix C, γˆ corresponds to the path
subgroupoid of P generated by the edges in γ and Υˆ to the abelian subgroup of E generated
by the electric fields in Υ. In what follows we shall follow the argumentation of Reference
[10]. Since this reference uses a partially ordered label set in its analysis, we shall use the
second, partially ordered directed label set, characterization of A¯.
Let the Haar measure on Glˆ be µlˆ. Note that the Haar measure µlˆ is a regular Borel
measure. As shown in Appendix C 3, the set of measures {µlˆ} satisfy the consistency con-
dition (plˆ,lˆ′)∗µlˆ′ = µlˆ whenever lˆ
′ ≥ lˆ, where (plˆ,lˆ′)∗µlˆ′ is the push-forward measure. Let
C(A¯) ≡ C(∆) ≡ HBA be the C∗ algebra of continuous functions on A¯. Our demonstration
above that Cyl(A¯) = HBA implies that Cyl(A¯) is dense in C(A¯). It then follows from
Proposition 4, section 3.2 of [10] that the consistent family of (regular Borel) Haar measures
{µlˆ} defines a unique regular Borel measure on A¯. A natural question is if this projective
limit measure is the same as the measure µKS.
11 We now show that the answer to this
question is in the affirmative. The proof of Proposition 4 in Reference [10] uses the fact
that the consistent set of measures define a positive linear function (PLF) on C(A¯). From
Appendices B 2 and C 3, it follows that this PLF is exactly the KS PLF of equation (4.23).
10 In order to show this we use the fact that, just as for HA, elements of BA seperate points in A.
11 Note that the identification of A¯ with ∆ as a topological space implies the identification of corresponding
Borel algebras so that this question is well posed.
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It immediately follows from this fact, together with the unique association of the measure
µKS with the KS PLF via the Riesz-Markov theorem, that the projective limit measure is
µKS.
As an application of the projective limit characterization of µKS, it is straightforward to
check that a simple adaptation of the proof of Marolf and Moura˜o [14] for the LQG case
shows that, as in LQG, the classical configuration space A lies in a set of measure zero in
the quantum configuration space A¯. The main feautures of this adaptation are as follows
(we assume familiarity with the notation and contents of Reference [14]):
(a)Choose the subsets 4{i}ni=1 of SU(2)n as in Reference [14]. For each q ∈ (0, q0] (for some
fixed q0, 0 < q0 < 1), choose {i}∞i=1 = {(q)i }∞i=1 as in [14].
(b) For each fixed q, replace the set of shrinking (independent) hoops {βi} of [14] by a set of
shrinking edges {ei}. To specify this edge set, fix a coordinate chart {x, y, z} around some
point p0 ∈ Σ so that p0 is at the origin and let ei be the straight line along the z-axis from
the origin to (0, 0, 
(q)
i δi) where δi is as defined in [14].
(c) Use the small edge expansion for the edge holonomy of a connection A ∈ A to show that
its edge holonomy is confined to a neighbourhood of the identity of size 
(q)
i for sufficiently
large i.
It is then easy to see that the desired result follows by a repetition of the proof of Marolf and
Moura˜o (without the complications of quotienting by the action of gauge transformations,
since we are interested in A rather than A/G).
We leave other applications of projective techniques (such as the definition of a host of
projectively consistent ‘differential geometric’ structures [11, 13]) to future work.
VI. THE HOLONOMY-BACKGROUND EXPONENTIAL-FLUX ALGEBRA
Our construction of the holonomy-background exponential-flux algebra parallels that of
the holonomy-flux algebra in References [16, 18] and we assume familiarity with those
works. The only minor difference between our treatment and theirs is that we restrict
attention to polynomial cylindrical functions of the form (4.1) whereas the cylindrical func-
tions of [16, 18] comprise all continuous functions rather than only polynomials. In section
VI A we construct the holonomy-background exponential-flux algebra. In section VI B we
use an identity of Stottmeister and Thiemann [19] to illustrate the difference between the
holonomy-background exponential-flux algebra and the LQG holonomy flux algebra. In sec-
tion VI C we show that the KS representation is a representation of the holonomy-background
exponential-flux algebra.
20
A. Construction of the classical and quantum algebras.
Let a ∈ HBA and let l ∈ L be compatible with a (see section IV). Then it is straightfor-
ward to verify that:
{a[A], FS,f} =: XS,fa[A] (6.1)
XS,f := X
H
S,f +X
B
S,f (6.2)
XHS,f :=
∑
ei∈l
(XHS,fh
Di
eiCi
)
∂
∂h D
i
eiCi
(6.3)
XBS,f :=
∑
EI∈l
(XBS,fβEI )
∂
∂βEI
. (6.4)
Here (XHS,fhei) is defined exactly as in LQG so that its evaluation involves the appropriate
action of SU(2) invariant vector fields on hei ∈ SU(2). The evaluation of (XBS,fβEI ) involves
the analogous action of the U(1) invariant vector field on βEI ∈ U(1):
XBS,fβEI =
∫
S
dSaf
iEaiI
∂
∂θ
eiθ|eiθ=βEI = iFS,f (EI)βEI . (6.5)
From equations (6.2)-(6.5) it follows that the operators XS,f , X
H
S,f , X
B
S,f all act as derivations
on HBA i.e. they map HBA into itself and their actions obey the Leibniz rule (see equation
(6.8) below). It is also easy to check that
[XBS,f , X
B
S′,f ′ ] = [X
B
S,f , X
H
S′,f ′ ] = 0 on HBA. (6.6)
Next, note that if we choose a ∈ HBA such that it depends only on the holonomies, XS,f
acts exactly as in LQG. In other words, the action of XS,f restricted to HA ⊂ HBA (HA
is defined in IV C) is exactly the LQG action. It then follows, similar to the LQG case, that
while the commutator of a pair of derivations [XS,f , XS′,f ′ ] on HBA is itself, in general, not
of the form XS′′,f ′′ , this commutator still acts as a derivation on HBA. As in the LQG case,
consider, the finite span of objects Vderiv of the form:
aXS,f , a[XS1,f1 , XS2,f2 ], a[XS1,f1 , [...[XSn−1,fn−1 , XSn,fn ]..]] (6.7)
(Note that the classical correspondents of these objects are
aFS,f , a{FS1,f1 , FS2,f2}, a{FS1,f1 , {...{FSn−1,fn−1 , FSn,fn}..}}, where a ∈ HBA). It follows that
every Y ∈ Vderiv acts as a derivation on HBA i.e.
Y : HBA → HBA, Y (ab) = Y (a)b+ aY (b), ∀a, b ∈ HBA. (6.8)
Next, define the vector space A = HBA× Vderiv. We define the ∗ operation on A by:
(a, Y )∗ = (a¯, Y¯ ) where Y¯ (b) := Y (b¯) (6.9)
where a¯ denotes the complex conjugate of a. From the definitions (6.2)-(6.5), it follows that
X¯S,f = XS,f . This can then be used to show that multiple commutators of the XS,f ’s are
also invariant under the ‘ ¯ ’ relation. It then follows straightforwardly that the ∗ operation
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maps A to itself and defines a ∗ relation on A. Finally, we define the Lie bracket [, ] on A by
[(a, Y ), (a′Y ′)] = (Y ′(a)− Y (a′), [Y, Y ′]) (6.10)
where [Y, Y ′] ∈ Vderiv is the commutator of the derivations Y, Y ′ onHBA. We refer to (A, [, ])
as the classical holonomy-background exponential-flux algebra. It is the exact counterpart
of the (classical) ACZ holonomy-flux algebra (referred to as (Aclass, {, }) in Reference [16])
underlying the standard LQG representation. The classical Lie algebra A can be converted
to its quantum counterpart Aˆ through the steps of section 2.5 of Reference [16].
In the next section we comment on the differences between the algebra A and its LQG
counterpart Aclass [16]. For notational convenience, we shall denote Aclass by A
LQG.
B. On the difference between A and ALQG
As is apparent from the previous section, the construction of A differs from that of ALQG
due to the added structure provided by the background exponentials. More in detail the
generators of A (see equation (6.7)) differ from those of ALQG (equation (19) in Reference
[16]) in two ways. First, the cylindrical function a in (6.7) depends on the background
exponentials as well as the holonomies so that a ∈ HBA whereas the cylindrical function Ψ
in (19) of [16] depends only on the holonomies so that Ψ ∈ HA. The second difference is
that the derivation XS,f and its commutators in (6.7) inherit their algebraic properties from
their realization as derivations on HBA whereas the corresponding LQG objects in (19) of
[16] inherit theirs from their realization as derivations on HA. In contrast to the first, the
second difference is a bit subtle. To see it explicitly, we turn our attention to the beautiful
example considered by Stottmeister and Thiemann in Reference [19].
Accordingly, consider (0, [XS,f1 [XS,f2 , XS,f3 ]]) ∈ ALQG. From the Stottmeister-Thiemann
identity [19], we have that
[XS,f1 [XS,f2 , XS,f3 ]] =
1
4
XS,[f1,[f2,f3]] (6.11)
where both the left hand side and the right hand side are derivations on HA. This implies
the identification of the elements (0, [XS,f1 [XS,f2 , XS,f3 ]]) and (0,
1
4
XS,[f1,[f2,f3]]) in the algebra
ALQG.
Let us now consider (0, [XS,f1 [XS,f2 , XS,f3 ]]) as an element of A. From equations (6.2)
and (6.6) it follows that
(0, [XS,f1 [XS,f2 , XS,f3 ]]) = (0, [X
H
S,f1
[XHS,f2 , X
H
S,f3
]]) (6.12)
From (6.11), (6.3) it immediately follows that
[XHS,f1 [X
H
S,f2
, XHS,f3 ]] =
1
4
XHS,[f1,[f2,f3]]. (6.13)
Now, from (6.2) it follows that XHS,[f1,[f2,f3]] 6= XS,[f1,[f2,f3]] because of the missing ‘U(1)’
contribution, XBS,[f1,[f2,f3]], which in turn means that in contrast to the LQG case, the two
elements (0, [XS,f1 [XS,f2 , XS,f3 ]]LQG) and (0,
1
4
XS,[f1,[f2,f3]]) are not identified in the algebra A.
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C. The KS representation and Aˆ
As shown in Reference [16] elements in Aˆ are of the form aˆXˆS1,f1XˆS2,f2 ..XˆSn,fn where aˆ and
XˆSi,fi are the quantum correspondents of a ∈ HBA and FSi,fi . The algebraic properties of aˆ
derive from those of a ∈ HBA and the algebraic properties of XˆSi,fi derive from the algebraic
properties of XSi,fi as derivations on HBA. Thus the algebraic properties of elements in Aˆ
derive from those of HBA and derivations thereon.
Next we note the following:
(1) There is an algebraic isomorphism between cylindrical functions on ∆, Cyl(∆), and
HBA (see section IV).
(2) The KS representation is an L2(∆, dµKS) representation. The space of cylindrical
functions Cyl(∆) is dense in L2(∆, dµKS). The operators aˆ, FˆS,f map Cyl(∆) into itself and
their actions can be inferred from the algebraic isomorphism between Cyl(∆) and HBA
(see section IV E). In particular given Ψ ∈ Cyl(∆) with correspondent Ψ[A] ∈ HBA :
(i) aˆ acts by multiplication so that aˆΨ := aΨ, where a ∈ Cyl(∆) is the correspondent of the
element a[A] ∈ HBA.
(ii) From section IV E and equation (6.1), the correspondent of FˆS,fΨ in HBA is −iXS,fΨ[A]
so that the algebraic properties of FˆS,f are determined by those of the derivation XS,f on
HBA.
(3) The KS inner product implements the ∗ relations on aˆ, FˆS,f ∈ Aˆ as adjointness relations.
The discussion in the first paragraph of this section together with (1)-(3) above show
that the KS representation is indeed a representation of Aˆ.
VII. DISCUSSION
In this work we have shown that the KS representation admits structural characteriza-
tions which are the counterparts of LQG ones. An immediate question is whether these
characterizations can also be used to show a LOST-Fleischhack type [16, 17] uniqueness
theorem based on the holonomy–background exponential–flux algebra of section VI. If so,
the KS representation would then be the unique representation of this algebra with a cyclic,
diffeomorphism invariant and SU(2) gauge invariant state and at the kinematic level, there
would be little to choose between the KS and the LQG representations. A key question
is then if any progress is possible in the KS representation with regard to the quantum
dynamics. While References [3, 5] suggest that there is no fundamental obstruction to the
imposition of SU(2) gauge invariance and spatial diffeomorphism invariance, we do not know
if the Hamiltonian constraint can be defined in this representation. Of course, if one takes
the view that the KS representation is some sort of effective description for smooth spatial
geometry, and that the underlying fundamental description is that of LQG, this question is
moot.
The results presented in this work and summarised in detail in section I have been de-
rived in the context of compact (without boundary) spatial topology. However, our main
interest in the KS representation is in its possible application to asymptotically flat quan-
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tum gravity.12 In contrast to the compact case, in the asymptotically flat case the classical
connection and its conjugate triad field are required to satisfy detailed boundary conditions
at spatial infinity.
The triad field is required to approach a fixed flat triad at spatial infinity. It is difficult to
tackle the triad boundary conditions in an LQG like representation because of the contrast
of the discrete spatial geometry underlying LQG with the smooth, asymptotically flat spatial
geometry in the vicinity of spatial infinity. In particular, the spatial geometry needs to be
excited in a non-compact region which means that the LQG spin networks of the compact
case need to be generalized so as to have infinitely many edges and vertices [26]. Moreover
a suitably coarse grained view of the quantum spatial geometry in the vicinity of spatial
infinity must coincide with an asymptotically flat one. On the other hand, the KS repre-
sentation offers the possibility of already accounting for smooth spatial geometry without
coarse graining, and, asymptotically flat spatial geometry without the consideration of KS
spinnet graphs with infinitely many edges [5]; in brief this may be achieved by restricting
attention to KS spin net states whose graphs have a finite number of compactly supported
edges but whose triad label satisfies the asymptotic conditions. The boundary conditions on
the connection are, however, much harder to tackle. This is so because the natural spinnet
basis has a much more controllable behaviour with respect to the electric flux operators both
in the LQG and the KS representations. Since we already have a possibility of encoding the
triad boundary conditions in the KS representation, let us focus on the issue of connection
boundary conditions in the KS (as opposed to the LQG) representation.
As we have shown, in the compact case, one way in which the quantum configuration
space is tied to the classical configuration space is that the latter embeds into the former
as a dense set. One may hope that something similar happens in the asymptotically flat
case, namely, the quantum configuration space is the topological completion of the space
of semianalytic connections satisfying the asymptotic conditions. While this would be one
way in which the classical boundary conditions on the connections leave their imprint in the
quantum theory, one may worry that since the quantum configuration space is larger than
the classical one, perhaps a (for example, measure theoretically,) large number of quantum
connections could be thought of as violating these boundary conditions. We now argue that
this fear could be misplaced. In the holonomy-background exponential algebra, HBA, classi-
cal connections are integrated against one dimensional edges to give holonomies and against
three dimensional background fields to give background exponentials. If, as mentioned in
the previous paragraph, in the asymptotically flat case we restrict the edges of interest to
be confined to compact regions, it is only the background fields which sense the asymptotic
behaviour of the connection. Let us then focus only on the structures associated with the
background exponentials. A preliminary analysis indicates that the the fields which label the
background exponential functions satisfy the “maximally” permitted asymptotic behaviour
which allows their integrals with respect to (classical) connections to be well defined. If it
transpires that the quantum connections, as in the compact case, define homomorphisms
from the abelian group of fields, subject to this ‘maximal’ asymptotic behaviour, the very
existence of these homomorphisms could be reasonably interpreted as the imposition of the
classical asymptotic behaviour on the quantum configuration space.
Thus, the KS representation offers hope that the complications arising due to asymptotic
flatness are not insurmountable, at least at the level of quantum kinematics. We are at
12 For an application to the case of parametrized field theory, see Refs. [27, 28].
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present engaged in working out the ideas sketched above. To conclude, we remark that
if these efforts meet with success, they may also shed light on how to generalise LQG to
asymptotically flat spacetimes so as to retain the most remarkable feature of the theory,
namely the fundamental discreteness of space.
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Appendix A: Proof of the Master Lemma
Step (i):
The N background electric fields Ei are rationally independent but not necessarily linearly
independent. Let m ≤ N be the dimension of the linear span of the background electric
fields and assume {E1, . . . , EN} is ordered so that the first m electric fields are linearly
independent. The last p := N −m electric fields can then be written as linear combinations
of the first m ones:
Em+j =
m∑
µ=1
kµjEµ, j = 1, . . . , p, (A1)
for some real constants kµj . Next, let A
ν , ν = 1, . . . ,m, be m su(2)-valued one-forms satis-
fying:13 ∫
Tr[EaµA
ν
a] = δ
ν
µ, µ, ν = 1, . . . ,m, (A2)
and consider the m parameter family of one-forms:
A~t :=
m∑
µ=1
tµA
µ. (A3)
The U(1)N part of the map (3.1) restricted to the m parameter family of connections (A3)
induces the following map from Rm to U(1)N :
(t1, . . . , tm) 7→ (eit1 , . . . , eitm , eitµk
µ
1 , . . . , eitµk
µ
p ). (A4)
13 To explicitly obtain m su(2)-valued one-forms Aν satisfying (A2), we introduce a semianalytic met-
ric hab on Σ which defines an inner product on the space of background electric fields by 〈E,E′〉 :=∫
h−1/2habTr[EaE′b]. Since E1, . . . , Em are linearly independent, and 〈, 〉 positive definite, the m × m
matrix 〈Eµ, Eν〉, µ, ν = 1, . . . ,m is invertible. Let cµν be its inverse, so that
∑m
ρ=1〈Eµ, Eρ〉cρν = δµν . It
is then easy to verify that the one-forms Aνa := h
−1/2∑m
ρ=1 cρνhabE
b
ρ satisfy (A2).
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Our aim is to use the map (A4) to reproduce with arbitrary precision the given N phases
(eiθ1 , . . . , eiθN ) ∈ U(1)N . The first m phases can be exactly reproduced by taking:
tµ = θµ + 2pinµ, nµ ∈ Z, µ = 1, . . . ,m. (A5)
We are then left with the m integers {nµ} to approximate p phases, the relevant map being:
(n1, . . . , nm) 7→ (ei2pinµk
µ
1 , . . . , ei2pinµk
µ
p ). (A6)
Now, the condition of rationally independence of the N electric fields translates into
the following condition of rational independence of N vectors in Rm: The canonical
basis ~ei ∈ Rm, i = 1, . . . ,m (with components (~ei)µ = δµi ), together with the vectors
~kj ∈ Rm, j = 1, . . . , p (with components (~ki)µ = kµj ), are rationally independent. The
example (26.19 (e)) of Ref. [21] shows that, under this condition, the range of the map
(A6) is dense in U(1)p.14 This implies that given δ > 0, we can find ~t(δ) ∈ Rm such that
eit
(δ)
µ = eiθµ , µ = 1, ..,m and |eit(δ)µ kµj −eiθm+j | < δ, j = 1, . . . , p = N−m. Setting A¯B,δ := A~t(δ)
we obtain the desired connection satisfying (3.3).
Step (ii):
Let pα be a point on the open edge e˜α−{b(eα), f(eα)}. Since Σ is Hausdorff, there exists
an open neighbourhood Uα of pα such that Uα seperates pα from the points b(eα), f(eα).
Further, Uα can be chosen such that Uα∩ e˜β = ∅ for α 6= β; else pα is an accumulation point
of a sequence in e˜β, which, by virtue of the compactness of e˜β implies that pα ∈ e˜β ∩ e˜α,
contradicting the condition that e˜α and e˜β can only intersect at their endpoints. A similar
argument implies that Uα, α = 1, .., n can be chosen such that Uα ∩ Uβ = ∅ if α 6= β.
Finally, since e˜α is a semianalytic manifold, it follows (see for example Definition A.12
of Reference [16]) that Uα can be chosen to be small enough that it is in the domain of
a single semianalytic chart χα in which it takes the form of a ball of size τ within which
e˜α ∩ Uα is connected and runs along a coordinate axis. Thus, we have that χα(Uα) ⊂ R3
with χα(Uα) = {~x ∈ R3| ||~x|| < τ}, and that χα(Uα ∩ e˜α) = ((−τ, τ), 0, 0).
In the χα coordinate chart, we denote balls of coordinate size δ centred at the origin by
Bα(δ). Accordingly we denote the above choice of Uα by Bα(τ). Clearly by taking   τ
we have Bα(2) ⊂ Uα.
Step (iii):
We need to specify f in Bα(2) − Bα() such that f is semianalytic. Consider the
polynomial in R given by g(y) := c
∫ y
0
(y′(1 − y′))Kdy′, with c chosen so that g(1) = 1 and
K > k. Then g interpolates between the constant 0 function for y < 0 and the constant 1
function for y > 1 in a CK manner. Setting
(f ◦ χα)(~x) =
 0 for ||~x|| < 1 for ||~x|| ≥ 2
g(1
3
(||x||2/2 − 1)) for  ≤ ||~x|| < 2
(A7)
does the job.
14 This results also follows from theorem IV in section III.5 of [22].
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Step (iv):
We take A with support on Uα given by:
A|Uα = wαχ∗α(adx). (A8)
Here wα ∈ su(2) are constant (but  and δ dependent) su(2) elements satisfying
ewα = (g1α)
−1gα(g2α)
−1, α = 1, . . . , n, (A9)
and taken to be in the ball of radius 4pi of su(2) that maps onto SU(2) under the exponential
map.
a : χα(Uα)→ R is taken to be:
a(~x) =
{
c′(2 − ||~x||2)K for ||~x|| ≤ 
0 for ||~x|| >  (A10)
with K > k and c′ chosen so that
∫ 
− a(x, 0, 0)dx = 1. This last condition, together with
the choice of wα (A9) guarantees the required condition (3.14).
Step (v):
A was constructed so that the holonomies of Aδ := fA¯
B,δ + A along the edges eα
exactly reproduce the group elements gα and hence (3.2) is satisfied with C1 = 0. For the
U(1) elements we have∣∣∣ei ∫ EI ·Aδ − eiθI ∣∣∣ = ∣∣∣ei ∫ EI ·A¯B,δe−iθI − ei ∫ [(1−f)EI ·A¯B,δ−EI ·A]∣∣∣ (A11)
≤
∣∣∣ei ∫ EI ·A¯B,δe−iθI − 1∣∣∣+ ∣∣∣ei ∫ [(1−f)EI ·A¯B,δ−EI ·A] − 1∣∣∣ (A12)
From step (i) above, the first term in A12 is bounded by δ. The phases in the second term
can be bounded by:∣∣∣∣∫ (1− f)EI · A¯B,δ∣∣∣∣ ≤ n∑
α=1
∣∣∣∣∫
Bα(2)
(1− f)EI · A(β)δ
∣∣∣∣ (A13)
≤ c1(δ)3 (A14)
for some constant c1(δ), and∣∣∣∣∫ EI · A∣∣∣∣ ≤ n∑
i=1
∣∣∣∣∫||~x||< Tr[((χi)∗EI)xwi]adxdydz
∣∣∣∣ (A15)
≤ c2(δ)2 (A16)
for some constant c2(δ). Here we used the fact that Tr[((χi)∗EI)xwi] has some  independent
bound and that
∫ |a|dxdydz has an order 2 bound as follows from the condition on c′ de-
scribed after Eq. (A10) . By Taylor expanding, we conclude that, for given δ and sufficiently
small , the second term in (A12) has an 2 bound:∣∣∣ei ∫ [(1−f)EI ·A¯B,δ−EI ·A] − 1∣∣∣ < c(δ)2 (A17)
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for some constant c(δ). Thus, if for given δ we chose  such that
 (δ/c(δ))1/2 (A18)
we achieve the desired bound (3.3) with C2 = 2.
Appendix B: Assorted proofs
1. Generating set (4.3)
If the M electric fields E ′1, . . . , E
′
M , are algebraically independent, then M = N . If not,
then there exists M integers qi, i = 1, . . . ,M , not all of them zero, such that
∑
i qiE
′
i = 0.
At least one the qi’s is different from zero, so for concreteness let qM 6= 0. We can then solve
for E ′M to get
E ′M = q
−1
M
M−1∑
i=1
E ′i. (B1)
Define
E
(1)
i := q
−1
M E
′
i, i = 1, . . . ,M − 1. (B2)
Then the electric fields E ′i, i = 1, . . . ,M can be expressed as integer linear combinations of
the M − 1 electric fields E(1)i (B2). If E(1)1 , . . . , E(1)M−1 are algebraically independent, we are
done. Otherwise we apply the above procedure to the M − 1 electric fields E(1)i to obtain
a new set of M − 2 electric fields in terms of which the rest are expressed as integer linear
combinations. The procedure is iterated until one obtains an algebraically independent set.
2. Eq. (4.24)
By linearity of the PLF, it is enough to consider the special case where al takes the form
al(g1, . . . , gn, u1, . . . , uN) = a˜(g1, . . . , gn)(u1)
m1 . . . (uN)
mN , (B3)
where mI ∈ Z, I = 1, . . . , N . In such case, we have
ω(a) = 〈0, 0|a˜(hˆe1 , . . . , hˆen) · 0,
N∑
I=1
mIEI〉 (B4)
= 〈0|a˜(hˆe1 , . . . , hˆen)|0〉LQGδ0,∑NI=1mIEI (B5)
=
∫
SU(2)n
a˜(g)dµ
N∏
I=1
δ0,mI . (B6)
Here we used that standard rewriting of the LQG PLF in terms of SU(2) integrals
[11], the algebraic independence of the electric fields (2.3), and the basic inner product
〈s1, E1|s2, E2〉 = 〈s1|s2〉LQGδE1E2 .
As in the treatment of R-Bohr [11, 12], we notice that the last factor in (B6) corresponds
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to an integral over U(1)N with normalized Haar measure:∫
U(1)N
dµ(u1)
m1 . . . (uN)
mN =
N∏
I=1
∫
dθI
2pi
eimIθI (B7)
=
N∏
I=1
δ0,mI . (B8)
Substituting the Kronecker deltas in (B6) by (B7) we recover (4.24) for the special case of
f given by (B3). By linearity, it follows that (4.24) holds for general algebra elements.
Appendix C: Projective limit
In this appendix we give further details on the projective limit space and clarify the
relation between the use of preordered and partially ordered label sets. To simplify the
discussion, we first describe in detail the case of standard LQG in section C 1. In section C 2
we give the partially ordered label set description of A¯. In section C 3 we show cylindrical
consistency of the Haar measures on Gl and Glˆ.
1. Relation between preorder and partially ordered label sets for holonomy probes.
In the usual construction, the label set is given by subgrupoids of P generated by finitely
many edges. Let LLQG be such label set so that L ∈ LLQG denotes a subgrupoid of P
generated by a finite number of edges. The relation L′ ≥ L iff L is a subgroupoid of L′,
makes LLQG a partially ordered directed set. The compact space associated to L ∈ LH is:
AL := Hom(L, SU(2)), (C1)
and the projections pLL′ are defined by restriction: yL′ ∈ AL′ induces a homomorphism on
any subgroupoid L ≤ L′ by simply restricting the action of yL′ to L. Let us denote by A¯LQG
the resulting projective limit space, as described in [10, 11].
The corresponding ingredients in our construction are: The label set LH, the compact
spaces Gγ = SU(2)
n, and the projections pγγ′ determined by the way edges in γ are de-
composed in terms of edges of γ′′, see section IV B. It is easy to verify the compatibility of
the projections with the relation ‘≥’ in the sense described in section V. The correspond-
ing projective limit space can be constructed completely analogous to A¯LQG: The ‘ambient’
space G∞ :=
∏
γ∈LH Gγ with the Tychonov topology (the weakest making the canonical
projections to Gγ continuous) is compact and Hausdorff [11]. The projective limit space is
the subset A¯H ⊂ G∞ of points in G∞ satisfying consistency conditions with the projections:
A¯H := {{xγ} ∈ G∞ | pγ,γ′(xγ′) = xγ, ∀γ′ ≥ γ}. (C2)
A¯H is given the topology induced by G∞, and the same proof [11] that A¯LQG is closed goes
through here as well15. By the same arguments as for A¯LQG, it follows that A¯H is a compact,
15 Lemma 6.2.10 in [11] can be repeated to show that every convergent net {xαl } in G∞ such that {xαl } is
29
Hausdorff space.
Let us see that A¯LQG and A¯H are homeomorphic. A bijection between the two spaces can
be given as follows. Denote by Pγ ∈ LLQG the subgroupoid generated by γ and let
Gen(L) = {γ ∈ LH | Pγ = L}, (C3)
be the set of all possible ‘generators’ of a given L ∈ LLQG. For γ, γ′ ∈ Gen(L) we have that
γ′ ≥ γ and γ ≥ γ′. pγ,γ′ then defines a homeomorphism between Gγ′ and Gγ with inverse
given by pγ′,γ. An element yL ∈ AL defines a point in Gγ, γ ∈ Gen(L) by [10]:
ργ : AL → Gγ, γ = (e1, . . . , en) ∈ Gen(L), (C4)
yL 7→ (yL(e1), . . . , yL(en)) =: yL(γ). (C5)
The points xγ := yL(γ) ∈ Gγ for each γ ∈ Gen(L) satisfy the consistency conditions
pγγ′(xγ′) = xγ, pγ′γ(xγ) = xγ′ , γ, γ
′ ∈ Gen(L). (C6)
Conversely, any xγ ∈ Gγ determines a homomorphism in APγ by
σγ : Gγ → APγ (C7)
xγ 7→ yPγ | yPγ (γ) = xγ, (C8)
and given xγ and xγ′ satisfying (C6), they define the same homomorphism. The continuous
maps ργ and σγ above are inverses of each other. Let:
p˜γ := ργ ◦ pL : A¯LQG → Gγ (C9)
p˜L := σγ ◦ pγ : A¯H → AL, γ ∈ Gen(L). (C10)
Then it is easy to verify that the maps
ρ : A¯LQG → A¯H, ρ({xL′}) := {p˜γ({xL′})} (C11)
σ : A¯H → A¯LQG, σ({xγ′}) := {p˜L({xγ′})}, (C12)
are inverse of each other and that they provide a bijection between A¯LQG and A¯H. Finally this
bijection is clearly a homeomorphism: The topology on A¯H generated by the projections pγ
coincides with that generated by the projections p˜L by virtue of continuity and invertibility
of the maps ργ and σγ.
2. Partially ordered directed label set for A¯
We describe here the partially ordered directed set relevant for A¯. Define an equivalence
relation in L by l ∼ l′ iff l ≥ l′ and l′ ≥ l. Let Lˆ = L/ ∼ be the corresponding quotient
space. We denote by lˆ elements of Lˆ. On Lˆ we can define the relation lˆ ≥ lˆ′ iff l ≥ l′ for
some l ∈ lˆ and l′ ∈ lˆ′. It is easy to verify that this relation is well defined (independent
on the choice of representatives l and l′), and that it defines a partial order on Lˆ, since by
in A¯H for any α, converges to a point in A¯H
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construction lˆ ≥ lˆ′ and lˆ′ ≥ lˆ implies lˆ = lˆ′. It is easy to verify that the directed set property
of L implies that Lˆ is a partially ordered directed set.
An intrinsic characterization of lˆ can be given as in the previous section: lˆ ≈ (Pγ, EΥ) =:
(γˆ, Υˆ), where (γ,Υ) ∈ lˆ. The pair (Pγ, EΥ) is independent of the choice of representative,
and the ≥ relation defined above for Lˆ corresponds to: lˆ ≥ lˆ′ iff the pair of subgrupoids
associated to lˆ′ are subgroupoids of the pair associated to lˆ.
We now describe the spaces and projections associated to the label set Lˆ. Given l, l′ ∈ lˆ,
we have maps pll′ : Gl′ → Gl and pl′l : Gl → Gl′ . The consistency condition of the maps imply
that pll′ ◦pl′l = IdGl and pl′l ◦pll′ = IdGl′ , so that pll′ is a diffeomorphism between Gl′ and Gl.
The space Glˆ could then be defined as Gl for some fixed representative l ∈ lˆ. In the present
case however the label sets have additional structure that allows for a more intrinsic definition
of Glˆ. By the same argument as in the previous section, it is easy to verify that an element
g ∈ Gl defines a pair of homomorphisms gˆ = (gH, gB) ∈ Hom(Pγ, SU(2))× Hom(EΥ, U(1)),
with l = (γ,Υ). Further, pl′l(g) ∈ Gl′ defines the same pair of homomorphisms gˆ for any
l′ ∈ lˆ. Thus we set Glˆ := Hom(Pγ, SU(2))× Hom(EΥ, U(1)) with (γ,Υ) ∈ lˆ. The definition
is independent of the choice of representative (γ,Υ) ∈ lˆ. Finally, the projections plˆlˆ′ can be
defined, as in the previous section, by restriction of the homomorphisms to the corresponding
subgroupoid. Such definition is then compatible with the projections pll′ .
The discussion of the previous section can be easily adapted to the present case to con-
clude that the projective limit space associated to (Lˆ, {Glˆ}, {plˆlˆ′}) is homeomorphic to A¯.
3. Projective consistency of the Haar measures on Gl
Let Gl = SU(2)
n × U(1)N where n and N are the number of independent edges and
electric fields in l. Let µl be the normalized Haar measure on Gl so that µl is a product
of Haar measures on the SU(2)’s and U(1)’s factors. We want to show that (pl,l′)∗µl′ = µl
whenever l′ ≥ l so that {µl, l ∈ L} define a consistent family of measures. Recall that the
maps pll′ , described in section IV C are ‘block diagonal’ i.e. do not mix SU(2) factors with
U(1) ones. Given (γ′,Υ′) ≥ (γ,Υ), pll′ is determined by maps
gi = pi(g
′
1, . . . , g
′
n′), i = 1, . . . , n (C13)
uI = PI(u
′
1, . . . , u
′
N ′), i = 1, . . . , N. (C14)
The consistency condition then translates into two separate conditions, p∗µn′ = µn and
P∗µN ′ = µN where µn is the Haar measure on SU(2)n, µN that of U(1)N and similarly for
the primed quantities. The proof that p∗µn′ = µn is the same as the one used in standard
LQG to show the cylindrical consistency of the SU(2) Haar measures, see [7, 10]. Such a
proof is mainly group theoretical, and so it should not be difficult to adapt it to the U(1)
factors. Below we present an alternative proof for the cylindrical consistency of the U(1)
measures.
Let C(U(1)N) be the space of continuous functions on U(1)N . Recall that C(U(1)N) is a
C∗ algebra with norm ||f || := supu∈U(1)N |f(u)|, so that in particular it is a normed vector
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space. Define the linear functionals Γ and Γ′ on this space by:
Γ(f) :=
∫
U(1)N
f(u1, . . . , uN)dµN (C15)
Γ′(f) :=
∫
U(1)N′
f(P1(u
′), . . . , PN(u′))dµN ′ (C16)
where
PI(u
′) = ΠN
′
J=1(u
′
J)
qJI , (C17)
with qJI the integers that determine how electric fields of Υ are written in terms of those in
Υ′, see Eq. (4.7). Showing P∗µN ′ = µN is then equivalent to showing Γ(f) = Γ′(f) ∀f ∈
C(U(1)N). First, we note that both Γ,Γ′ are bounded and hence continuous with respect
to the topology of C(U(1)N): Clearly |Γ(f)| ≤ ||f ||. For Γ′ we have:
|Γ′(f)| ≤ sup
u′∈U(1)N′
|f(P (u′))| = sup
u∈U(1)N
|f(u)| = ||f ||, (C18)
where the first equality is due to the fact that the map P : U(1)N
′ → U(1)N is surjective.
Next, let Pol(U(1)N) ⊂ C(U(1)N) be the set of functions given by finite linear combinations
of elements of the form ΠNI=1(uI)
mI with mI ∈ Z. Since Pol(U(1)N) is a * sub algebra of
C(U(1)N) and separates points, it follow by the Stone-Weierstrass theorem that Pol(U(1)N)
is dense in C(U(1)N). By the bounded linear transformation theorem [11] it is then enough
to show that Γ and Γ′ agree on this dense subset of C(U(1)N). Finally, by linearity we can
focus attention on an element ΠNI=1(uI)
mI . One finds (see Eq. (B7)):
Γ(ΠNI=1(uI)
mI ) = ΠNI=1δ0,mI (C19)
and
Γ′(ΠNI=1(uI)
mI ) =
∫
U(1)N′
ΠNI=1(Π
N ′
J=1(u
′
J)
qJI )mI (C20)
= ΠN
′
J=1δ0,
∑N
I=1 mIq
J
I
(C21)
= ΠNI=1δ0,mI , (C22)
where we used
∫
U(1)
um = δ0,m and the rational independence of the electric fields:
mIq
J
I = 0 ∀J ⇐⇒ mIqJI E ′J = 0 ⇐⇒ mIEI = 0 ⇐⇒ mI = 0 ∀I. (C23)
We thus have shown that the measures {µl} represent a family of consistent measures on
(L, {Gl}, {pll′}). The measures µlˆ on Glˆ are defined by the push forward of maps σl : Gl → Glˆ
defined analogously as σγ in Eq. (C7). The consistency of the measures {µl} immediately
implies the consistency of the measures {µlˆ}.
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