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ABSTRACT
We derive the essentials of the skewed weak lensing likelihood via a simple Hierarchical
Model. Our likelihood passes four objective and cosmology-independent tests which a
standard Gaussian likelihood fails. We demonstrate that sound weak lensing analyses
are naturally biased low, and this does not indicate any new physics such as deviations
from ΛCDM. Mathematically, the biases arise because noisy two-point functions follow
skewed distributions. This form of bias is already known from CMB analyses, where
the low multipoles have asymmetric error bars. Weak lensing is more strongly affected
by this asymmetry as galaxies form a discrete set of shear tracer particles, in contrast
to a smooth shear field. We demonstrate that the biases can be up to 30% of the
standard deviation per data point, dependent on the properties of the weak lensing
survey. Our likelihood provides a versatile framework with which to address this bias
in future weak lensing analyses.
Key words: methods: data analysis – methods: statistical – cosmology: observations
1 INTRODUCTION
Weak lensing has matured into a powerful cosmological ob-
servable, from which the cosmological parameters and the
cosmological model can be inferred (Joudaki et al. 2017;
Hildebrandt et al. 2017; Troxel et al. 2017). However, weak
lensing is also known for being a systematics-driven obser-
vational technique. Often discussed sources of systematic
uncertainties are Intrinsic Alignments (Blazek et al. 2017;
Joachimi & Bridle 2010), misestimates of photometric red-
shifts (Gatti et al. 2017; Hildebrandt et al. 2012), and mul-
tiplicative and additive biases in the shape measurements
(Zuntz et al. 2017, 2013; Miller et al. 2013; Fenech Conti
et al. 2017). Here, we specialize on a further influential ori-
gin of systematics in weak lensing, namely the problem that
the actual likelihood with which to analyze the data has so
far been insufficiently known.
The fact that the weak lensing likelihood cannot be
Gaussian was demonstrated in Sellentin & Heavens (2018),
which revealed that the actual weak-lensing likelihood must
be left-skewed. However, most current weak lensing analy-
ses employ the Gaussian likelihood and commonly find lower
values for the normalization of the power spectrum, σ8, than
the Planck analyses (Planck Collaboration et al. 2016). This
has lead to many publications questioning whether this is
due to systematics, or incorrect physics (e.g. MacCrann et al.
2015).
However, as the weak lensing likelihood is left-skewed in
reality, this means it generates more data which fall below
the mean, than above. This implies that any weak lensing
observation is intrinsically very likely to yield a data vector
whose weak-lensing amplitude is ‘surprisingly’ low and the
surprise arises only because our scientific expectations are
currently mostly trained by a Gaussian likelihood. A low
lensing amplitude does then not indicate a flaw in the data,
but rather in the expectations.
In this paper we derive the mathematical form of the
skewed likelihood of weak lensing 2-point functions, and
prove that it represents simulated data more faithfully than
a Gaussian likelihood. The correct likelihood is a mandatory
prerequisite to yield unbiased constraints on physical theo-
ries: without it, neither maximum-likelihood estimators for
parameters, nor the goodness of fit or p-values, nor Deviance
Information Criteria for sanity checks or model selection, nor
Bayesian evidences can be computed without biases (Trotta
2008). A sound, well-understood and high-quality likelihood
is therefore essential for robust constraints on a physical the-
ory. Here, we will hence take the principled approach and
begin to carefully construct the weak lensing likelihood from
a mathematical argumentation line which separately imple-
ments the different noise processes occurring in weak lens-
ing. A series of similarly principled approaches have been
taken when preparing for analyses of the cosmic microwave
background (CMB) (Hamimeche & Lewis 2008, 2009; Bond
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et al. 1998, 2000; Hivon et al. 2002). In this paper we ex-
tend these derivations for weak lensing applications. The
upcoming sections will present the core of a novel modular
likelihood, and we expect a series of sequential refinements
in the future. In spirit, our work is closest to Alsing et al.
(2016, 2017, henceforth AHJ1617) where a Bayesian Hierar-
chical Model for weak lensing was constructed – here we will
however employ forward modeling of the actual estimator-
based techniques that are widely employed by current weak
lensing surveys; CFHTLenS, KiDS and DES (Joudaki et al.
2017; Hildebrandt et al. 2017; Troxel et al. 2017).
Central to understanding this paper is the insight that
noise on the data already exists prior to any attempt of
inferring parameters from the data. As such, there must ex-
ist a single unique and cosmology-independent distribution
from which the actual weak lensing data are drawn, and it
must be possible to compute this distribution. It must then
also be possible to verify the distribution’s level of realism
without making reference to a cosmological model. In con-
trast, the quality of any likelihood should never be judged
by whether it gives the ‘correct’ answer for physical param-
eters: this would be akin to changing statistical elements in
the analysis until they prefer the physics one wishes to find.
The majority of this paper will hence be cosmology inde-
pendent, including our verification test conducted in Sect. 3.
Keeping the statistical description of the data strictly sep-
arate from the cosmological parameter inference leads here
to the central result that weak lensing data are biased low
by themselves. When conducting parameter inference, this
bias manifests itself as a σ8 constraint that is lower than the
input cosmology, but is neither a signal of new physics, nor
an indication that shape measurements etc. were biased.
The route of deriving the skewed likelihood by math-
ematically following how noise in the large-scale structure
and shear measurement combine into a total likelihood, has
been taken because this specialization to the weak lensing
error budget is more powerful than employing general results
from the non-Gaussian literature. General results apply to
non-weak-lensing-related situations as well and are therefore
somewhat vague. This includes e.g. the Edgeworth expan-
sion, or copula likelihoods (Sato et al. 2010; Simon et al.
2015; Hartlap et al. 2009). Furthermore, the mathemati-
cal derivation enables future sequential improvements, even
though the likelihood here derived already performs better
than a Gaussian likelihood (Sect. 3).
To highlight the importance of first describing the data
correctly before explaining them with a physical model, pa-
rameter inference will be conducted in a future paper. This
paper concludes instead with a discussion of the arising bi-
ases and their implication for our physical inference, and
whether or not these biases can be precluded.
2 MATHEMATICAL DERIVATION OF THE
LIKELIHOOD
2.1 The Sense of Bayesian Hierarchical Models
Although cosmological data are random variables and there-
fore drawn from probability densities, most data analyses in
cosmology are still cumulant-based. For weak lensing, the
signal is the second cumulant of a sky map, namely a 2-point
function. Of this 2-point function, the standard-approach
computes its respective second cumulant, which is the co-
variance matrix. The covariance matrix thus includes con-
tributions from the fourth cumulant of the original sky map,
termed the parallelogram configuration of the 4-point func-
tion. The covariance matrix thereby drops all elements of the
4-point function which are not part of the parallelogram con-
figuration, even though these elements are non-vanishing.
What this standard-approach ignores, is that a
cumulant-based inference is only complete and self-
contained, if the likelihood is Gaussian. There exists no other
likelihood, which has a finite number of cumulants (Sell-
entin et al. 2017). Bayesian Hierarchical Models therefore
skip over a successive inclusion of ever higher cumulants,
and directly update from a cumulant-based inference to a
distribution-based inference, whereby they can handle non-
Gaussian data self-consistently.
Given that the weak lensing likelihood is meanwhile
known to be non-Gaussian and skewed (Sellentin & Heav-
ens 2018), developing a Hierarchical Model to capture this
non-Gaussianity has become inevitable. One Hierarchical
Model for weak lensing has already been developed and ap-
plied for weak lensing data in harmonic space, see AHJ1617.
As is typical for Bayesian Hierarchical Models, the work of
AHJ1617 is however numerically rather complex, and it is
therefore worth wondering to which extent the model of
AHJ1617 can be simplified. Moreover, weak lensing is on
the very first level measured on an object-basis in real space,
namely the shear estimate per individual galaxy. Due to the
complexity of the real space mask, it would then be prefer-
able to analyze the data in real space rather than in har-
monic space. In the following sections, we will show that
a major simplification of the Bayesian Hierarchical Model
from AHJ1617 and a transition to real space are indeed
possible. We shall also demonstrate that our simplified Hier-
archical Model succeeds in generating synthetic data which
display the same statistical behaviour as simulated data.
2.2 Weak lensing 2-point functions
The cosmological signal whose likelihood we here derive are
weak lensing 2-point functions. For a review of weak lensing,
the reader is referred to Bartelmann & Schneider (2001) and
here only the essentials for the upcoming argumentation line
are collected. We introduce the amplitude of shear power
spectra as
A = 32Ωm
(
H0
c
)2
, (1)
where Ωm is the matter density parameter, c is the speed
of light, and H0 is the Hubble constant. The angular shear
power spectra per redshift bin combination µ, ν are,
Cµν(`) = A2
ˆ
dχqµ(χ)qν(χ)
f2K(χ)
Pm
(
`+ 0.5
fK(χ)
, χ
)
. (2)
Here, Pm is the Fourier matter power spectrum, evaluated at
k-mode `/χ, at the redshift corresponding to comoving dis-
tance χ. Throughout this paper, the validity of the Limber
approximation shall be assumed, meaning Cartesian Fourier
space and harmonic space are regarded on an equal footing.
For weak lensing, this is an excellent approximation and
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its accuracy is discussed in Limber (1953); Loverde & Af-
shordi (2008); Kilbinger et al. (2017); Kitching et al. (2017);
Tansella et al. (2017). Tomography is enforced by splitting
the galaxy populations into bins labeled by Greek indices,
which leads to the lensing kernels,
qµ(χ) =
fK(χ)
a(χ)
ˆ ∞
χ
dχ′nµ(χ′)
fK(χ′ − χ)
fK(χ′)
, (3)
where nµ(χ) is the comoving distribution of galaxies in red-
shift bin µ. Given the shear power spectrum Cµν` , a mul-
titude of real-space correlation functions can be computed,
by transforming via different filter functions to real space.
In general, this transformation can be written as
ξF(θ) =
1
2pi
ˆ
d` `F (`θ)Cµν(`), (4)
where ξF(θ) is the real-space correlation function and F (`θ)
is the filter that translates from harmonic space to real
space. For a recent overview of the different filters commonly
used in weak lensing, see Kilbinger (2015).
The most commonly used filters are the Bessel functions
J0(`θ) and J4(`θ) which give rise to the 2-point correlation
functions which can easily be computed from a galaxy cat-
alogue, namely
ξ+(θ) =
1
2pi
ˆ
d` `J0(`θ)Cµν(`), (5)
and
ξ−(θ) =
1
2pi
ˆ
d` `J4(`θ)Cµν(`). (6)
In the following, the discussion will be mainly focused on
ξ+(θ), where this choice is representative of the other corre-
lation functions as well: due to the filter F (`θ) in Eq. (4) be-
ing linear, the upcoming statistical derivations carry through
for any such filter, and focusing the discussion on ξ+ is then
not a limitation of the generality. This also holds true for
further linear filtering to optimally compress the data, as
done in Asgari et al. (2017); Heavens et al. (2017).
2.3 A simple Hierarchical Model
Given the need for a non-Gaussian likelihood, and the po-
tential of Bayesian Hierarchical Models to provide princi-
pled and realistic solutions for this, one quickly arrives at
the wish to simplify and verify the Bayesian framework for
weak lensing as presented in AHJ1617. We here achieve this
as follows.
One of the computationally most demanding steps in
AHJ1617 arises because this model samples from a sky map
on an intermediate step. It can thereby correctly include
even highly complicated survey masks, encompassing the
survey footprint and stellar and satellite masks alike. The
parameter inference is then carried out in another step where
the model transforms to harmonic space, where the shear
power spectrum is compared to a theoretical prediction. To
also include additive shape noise, the model of AHJ1617
employs numerically demanding Wiener filtering of the sky
map in a third step. This computational hurdle has there
been overcome via messenger fields (Elsner & Wandelt 2013;
Jasche & Lavaux 2015) and the overwhelming dimensional-
ity of the data space to be sampled has been addressed with
Gibbs and Hamilton Monte Carlo Sampling.
Although this framework has been proven to be numer-
ically viable, the following observation indicates that a sub-
stantial simplification should be possible: the weak lensing
2-point functions ξ+, ξ− are readily measured in real-space
via the estimator
ξˆµν± (θ) =
∑
ab
wawb
[
µt (~xa)νt (~xb)± µ×(~xa)ν×(~xb)
]∑
ab
wawb
, (7)
where  = s + γ, for weak shears when the measured ellip-
ticities are the sum of source ellipticities s and shear γ. The
indices µ, ν denote the redshift bins. This estimator counts
galaxy pairs with a certain angular distance: The sum over
a, b runs over all galaxy pairs for which the angular sepa-
ration |~xa − ~xb| falls into an interval θ ± ∆θ. As such, it
reacts to the total number of pairs found, but as long as
the noise is isotropic and homogeneous throughout the sur-
vey, and as long as the 2-point correlation function truly
only depends on the distance between galaxies, this estima-
tor is fairly blind with respect to the precise geometry of a
mask, especially on angular separations much smaller than
the survey footprint. But if the precise geometry of the sur-
vey volume has only a minor impact, then sampling from a
sky map might not be necessary. Instead the 2-point corre-
lation functions can be used as summary statistics.
Our final weak lensing data set originates from a map
of the shear field on the sky. We denote the shear field as
S(ϑ, φ, µ) where ϑ, φ are the celestial angles, and µ labels
the redshift bin, the field can be decomposed into spherical
harmonics via
S(ϑ, φ, µ) =
∑
`,m
aµ`mY`m(ϑ, φ), (8)
where Y`m are the spherical harmonics and tomography is
achieved by splitting the population of source galaxies into
different distributions nµ(z), see Eq. (3). Assuming statisti-
cal isotropy, and that the aµ`m are drawn from a Gaussian
distribution with vanishing mean, the complete information
contained in this data set is preserved when marginaliz-
ing out the individual modes, and transforming onto their
2-point correlation function instead. As the shear field is
mildly non-Gaussian, this compression into a 2-point func-
tion will lose some information which could be assessed by
sampling from the full map. This loss of information is how-
ever not necessarily related to a loss of valuable physical
information: as long as precise theoretical predictions are
available for 2-point functions only, cosmological parame-
ter inference is not disadvantaged by here transforming into
2-point functions.
On the full sky, a realization of the thus arising angular
power spectrum is given by
Cˆ` =
1
2`+ 1
`∑
m=−`
|a`m|2. (9)
The realized power spectrum Cˆ` does not follow a Gaus-
sian distribution, since it sums up quadratic combinations
of Gaussianly distributed variables. Squaring is a non-linear
operation, and consequently Gaussianity is lost and Cˆ` fol-
lows a left-skewed Gamma-distribution instead. Only for
high `, where the sum in Eq. (9) runs over sufficiently many
m-modes, does the Central Limit Theorem overwhelm the
non-linearity of the quadratic estimator.
c© 2016 RAS, MNRAS 000, 1–16
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Inferring parameters from the shear power spectrum is
observationally however not ideal. It is much easier to pre-
dict from a noisy full-sky power spectrum the corresponding
real-space correlation function, than it is to infer a robust
estimator of pseudo-C` by transforming a noisy real-space
correlation function. This is because applying a mask is eas-
ier than deconvolving a mask, and because shape noise is
trivially additive in real space, but not in harmonic space
(Alsing et al. 2017, 2016; Hamimeche & Lewis 2008, 2009).
Returning to Eqs. (2,3,4) we see however that the an-
gular filter functions Eq. (4) are noise-free weights. As the
statistical distribution of the full-sky Cˆ` is known, the noise
of the Cˆ` can be fed through to real-space, and there shape-
noise can be added.
This forward modeling has a further advantage: As
power spectra measure the variance in harmonic or Fourier
space, they must be positive definite. In contrast, correlation
functions can take negative values because they measure the
excess probability of finding pairs with distance r. This is
best known from the galaxy correlation function ξgg, where
the probability to find pairs within a distance of r is
〈npairs〉 = n¯2[1 + ξgg(r)]dV1dV2, (10)
where Vi are two infinitesimal volumes and n¯ is the aver-
age spatial galaxy number density. This excess probability
can be larger or lower than the average n¯2, indicating posi-
tive or negative correlation. The possible negativity implies
immediately that correlation functions cannot be Gamma-
distributed, since Gamma distributions generate positive
semi-definite variables only.
Therefore, we exploit the knowledge of Cˆ` being positive
and Gamma-distributed, and feed this through to real-space
by applying filter functions. This forward modeling naturally
enables noisy negative values of the correlation function be-
cause the filter functions between harmonic and real space
(here the Bessel functions) oscillate and admit negative val-
ues1.
Accordingly, we start from the Gamma distribution of
the noisy Cˆ`, given by Mardia et al. (1979); Anderson (2003);
Gupta & Nagar (2000); Hamimeche & Lewis (2008, 2009)
as
P(Cˆ`|C`) ∝ Cˆ
ν−2
2
`
C
ν
2
`
exp
(
−ν2
Cˆ`
C`
)
. (11)
The scalar ν is called the degrees of freedom, and counts the
number of modes averaged over. It thus depends on ` and
for a full-sky observation, one would have ν = 2`+ 1.
The distribution Eq. (11) is a special type of a Gamma
function. If xi are generic Gamma distributed variables2,
with
xi ∼ Gamma(ai, b) , (12)
where a is the shape parameter (ν/2 in our case) and b the
1 To avoid confusion, we explicitly note that we are here not
discussing the problem of negative likelihoods, as they appear in
an Edgeworth expansion. Our likelihood is positive definite but
enables the necessary negative values of the data.
2 We adopt the usual statistical convention, denoting ‘drawn
from’ as ‘∼’.
scale parameter (2C`/ν in our case) of the Gamma distri-
bution, then the sum over such Gamma distributed samples
follows (
N∑
i=1
xi
)
∼ Gamma
[(
N∑
i=1
ai
)
, b
]
. (13)
Furthermore, a scalar multiple of a Gamma distributed vari-
able is distributed according to
if x ∼ Gamma(a,b)⇒ cx ∼ Gamma(a, cb). (14)
From these two properties, we see that there exists no an-
alytical solution if we wish to add up multiple Gamma dis-
tributed Cˆ` that are all drawn from different ν, and that
each are weighted with different prefactors arising from the
filter function, c = F (`θ). Fortunately, sampling from a
Gamma distribution is straight forward, such that a numer-
ical implementation of this process is easy and has short
code-execution times.
Drawing realizations Cˆ` of the shear power spectrum in-
cludes randomness from the large-scale structure into the to-
tal weak lensing likelihood. A further dominant uncertainty
is shape noise, generated because real galaxies are not spher-
ical, but come with intrinsic source ellipticities, s. The dis-
tribution of s is traditionally approximated by a Gaussian3
with standard deviation σi = 0.29 per ellipticity component
(i = 1, 2) (see for example Hildebrandt et al. 2017). These
two dominant sources of scatter in weak lensing combine
into the likelihood
∀` : Cˆ` ∼ Gamma
[
ν(`)
2 ,
2C`
ν(`)
]
,
∀θ,∀F : ξˆF (θ) ∼
∑
`
`F (`θ)
2pi Cˆ`,
ξˆF (θ)→ ξˆF (θ) + s(θ), with s(θ) ∼ G (0,Cs) ,
(15)
where G is the Gaussian distribution and the shape noise
s(θ) has covariance
Cs =
σ2
Askyn¯22piθ∆θ
, (16)
where σ2 = σ21 + σ
2
2 . This covariance simply suppresses
the scalar shape noise σ per galaxy by the total number
of galaxies averaged over in the angular bin ∆θ around θ
(Schneider et al. 2002; Joachimi et al. 2008).
Eq. (15) is the central result of this paper: it gener-
ates the distribution, D, of weak lensing data, ξˆF (θ) ∼
DF (Cˆ`, σ2 , n¯, Asky), which depends on the noise of the shear
Cˆ`, the filter function F , shape noise σ2 , and survey area
Asky and the survey’s galaxy density n¯.
Eq. (15) describes the noise on weak lensing data, inde-
pendently of any cosmological model. Upon availability of a
3 For the purposes of this paper we adopt Gaussian- distributed
shape noise, noting that in contrast to a Gaussian likelihood our
analysis framework can readily include more complex distribu-
tions, such as the observed galaxy ellipticity distributions from,
for example, Melchior & Viola (2012); Miller et al. (2013); Fenech
Conti et al. (2017), that are not well approximated by Gaussian
distributions.
c© 2016 RAS, MNRAS 000, 1–16
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data vector and a cosmological theory, it therefore induces
the weak lensing likelihood
L(ξˆobsF |p), (17)
where ξˆobsF are the observed data, and p are the parameters
to be inferred via maximum-likelihood estimation. If the or-
der of the conditionality statement is reversed by priors pi
L(p|ξˆobsF ) = L(ξˆ
obs
F |p)pi(p)
pi(ξˆobsF )
, (18)
then maximum-a-posteriori inference can be carried out.
The remaining task at hand, is now to work out the
degrees of freedom, ν. If a smooth field could be observed on
the full sky, then the degrees of freedom would simply be ν =
2`+ 1. As realistic surveys only cover a fraction of the sky,
this has to reduce the degrees of freedom whereby statistical
scatter is enhanced. Furthermore, galaxies are discrete tracer
particles, rather than a smooth random field, and this must
lead to a further reduction in the degrees of freedom.
It is well known that a survey which covers the fraction
fsky of the full sphere, can only support a finite number of
correlated ` modes, and the degrees of freedom can then be
approximated by ν ≈ fsky(2`+1) (Hamimeche & Lewis 2008,
2009). The loss of statistical precision due to galaxies being
discrete tracer particles can be estimated by enforcing a pix-
elization of the survey, such that sufficiently many galaxies
in one pixel can jointly mimic a smooth but pixelized field.
We therefore imagine pixels on the sky with side length
θ. In the flat sky approximation the pixel area will be Apix ≈
pi2/`2pix. If the pixel is supposed to represent a smooth shear
field, then it must contain a certain number Ngal of galaxies,
that are averaged over. The higher the galaxy density of the
survey, the smaller these pixels can be. If the survey has
a number density of n¯ galaxies per area, then a pixel that
contains Ngal galaxies must have size Apix = Ngal/n¯, from
which we identify,
`pix ≈
√
pi2n¯
Ngal
. (19)
The degrees of freedom on the masked and pixelated sky are
then,
ν ≈ fsky (2`+ 1)
`pix
. (20)
The degrees of freedom derived from this argumentation line
have the right order of magnitude, but in the end it has
to be underlined that this is an approximation. However, a
refinement which would also allow to include soft variations
induced by the harmonic transform of a survey mask, would
be to include a factor geff(`) into the degrees of freedom. For
simple masks, this factor can be computed analytically, but
given the complications with survey boundaries and stellar
masks, the factor geff is measured more easily from 200-
300 simulations or from a Bayesian Hierarchical Model, (see
also the discussion Hivon et al. 2002). This leads to the total
degrees of freedom being
ν ≈ fsky (2`+ 1)
`pix
geff(`). (21)
For the scope of this paper, we measure geff from the
930 SLICS weak lensing simulations (Harnois-Déraps & van
Waerbeke 2015). We first determine the marginal densities
of each data point ξ+(θi), given by the histogram Hi of the
930 SLICS samples. These marginal distributions are read-
ily predicted from our likelihood, given a value for geff(`).
We hence determine our likelihood for different values of
geff(`), each time drawing 930 samples per data point, and
distributing them onto histograms Hi. The value for geff(`)
that reproduces the simulations best, is then the value that
minimizes the distance between the simulated histograms
Hi and the predicted histograms Hi. A stable metric to
compute the distance between histograms is given by the
L1-norm and we hence minimize the total error
Etot =
∑
i=1
Ei, (22)
where the discrepancy between the histograms of each
marginal distribution is
Ei = 1
B
B∑
b=1
|Hib −Hib|, (23)
where the subscript b runs over the number of bins B in each
histogram.
We find that an `-independent geff is sufficient within
the precision enabled by the simulations. As a best-fitting
value, we found geff ≈ 2.29, where the uncertainty on geff
is caused by the limited number of 930 simulations. For-
tunately, the shape and the amplitude of the likelihood is
relatively stable to changes in geff of up to 40 percent. For
the scope of this work, geff is therefore sufficiently well de-
termined. For future research we will target a deeper math-
ematical understanding of geff and thereby become indepen-
dent of simulations.
In Sect. 3 we prove that our statistical model gives rise
to a weak lensing likelihood, which passes four stringent tests
that a Gaussian likelihood fails. The approximations dis-
cussed here hence represent the actual noise on weak lensing
data more faithfully than a Gaussian approximation with an
arbitrarily complicated covariance matrix. We therefore pro-
ceed to prove that our likelihood is not just a mere model,
but a faithful representation of genuine weak lensing data.
3 ACCURACY OF THE DERIVED
LIKELIHOOD
Sellentin & Heavens (2018) presented stringent tests that
characterize non-Gaussian statistical behaviour, and any
sound weak lensing likelihood should hence pass these tests.
The methods derived in Sellentin & Heavens (2018) test
whether all pairwise combinations of data elements display
the correct statistical behaviour under addition, division and
multiplication, and whether the correct marginal distribu-
tion ensues for each data point. In combination, these tests
reveal whether random variables have the correct mathe-
matical behaviour as real data. Sellentin & Heavens (2018)
show that non-Gaussianities are present in the CFHTLenS
data set and we here show that this is a generic feature of
weak lensing data, and that our likelihood Eq. (15) is able
to reproduce these non-Gaussian features well.
Fig. 1 depicts a trans-covariance matrix as first defined
in Sellentin & Heavens (2018). A trans-covariance matrix
has the same structure as a covariance matrix, but whereas
a covariance matrix measures the covariance between two
c© 2016 RAS, MNRAS 000, 1–16
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Figure 1. Trans-covariance matrices S+ (Eq. (7) of Sellentin & Heavens (2018)) for an illustrative 100 sq degree 10-bin tomographic weak
lensing survey with a galaxy number density of 2.6/arcmin2 per tomographic bin. Greenish elements mark data points that are subject to
non-Gaussian statistics. Redshifts increase to the lower right corner. Angular bins range from 0.5 arcminutes to about 6 degrees. Within
each redshift bin, the angular scale increases towards the lower right corner. Left: without shape noise. Right: with shape noise. Top: ξ+.
Bottom: ξ−. All colours are to scale. From the right we see that the non-Gaussianities are more prominent on large angular scales where
the increasing number of galaxy pairs suppresses the shape noise.
data points, a trans-covariance measures non-Gaussian cor-
relations instead. The trans-covariance matrix of Gaussian
data vanishes. The strength of trans-covariance matrices is
that they hunt for non-Gaussian correlations not by com-
puting cumulants but by computing distributions instead.
As cumulants only carry incomplete and limited information
on non-Gaussianities, the test via distributions is more ro-
bust and more sensitive. To be precise, Sellentin & Heavens
(2018) define in their Eqs. (7), (10) and (12) three trans-
covariance matrices, S+, S÷, S∗, which test whether sums,
ratios, and products of random variables follow the correct
distribution. The elements of the trans-covariance matrices
then depict the total deviation of the measured distribution
from the distribution that should ensue. Trans-covariance
matrices thereby react to whether the correct skewness is
produced, the correct overall shape of the distribution, the
correct outlier fraction and many more properties arising
from a distribution’s shape.
In Fig. 1, the trans-covariance matrix was estimated
from a set of 930 simulated weak lensing data vectors. These
100 square degree field-of-view simulations are a signifi-
cant advance on the 12.84 square degree ‘Clone-simulations’
(Harnois-Déraps et al. 2012; Heymans et al. 2012; Harnois-
Déraps et al. 2013) used in Sellentin & Heavens (2018).
The non-Gaussianities here discussed therefore cannot be
attributed to the known loss of power in the ‘Clone-
simulations’ for angular scales θ > 10 arcmin that resulted
from the small simulation box size of L = 147 Mpc h−1.
c© 2016 RAS, MNRAS 000, 1–16
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Figure 2. The ten tomographic redshift bins as chosen to model
a typical weak lensing survey. The galaxy density is constant per
bin with 2.6/arcmin2.
With a simulation box size of L = 505 Mpc h−1, this
finite box effect impacts the amplitude of the recovered
SLICS weak lensing signal only on scales larger than θ >
100 arcmin. This now well understood effect is also corrected
for in our analysis.
The trans-covariance matrix in Fig. 1, S+, was produced
for an illustrative 100 square degree weak lensing survey, as-
suming 10 tomographic bins with an equal number density
of galaxies in each bin of 2.6/arcmin2. The redshift bin mod-
eling for this mock survey is depicted in Fig. 2, displaying 10
tomographic bins of equal number density, each convolved
with a Gaussian filter of width σ = 0.02(1+z), and restricted
to the redshift range [0.1 - 3.0]. The correlation functions ξ+
and ξ− are used as summary statistics, with 32 angular bins,
logarithmically spaced equidistantly between 0.5 arcmin and
400 arcmin.
While the left panels of Fig. 1 omit shape noise, the
right-hand panels also contain a Gaussian shape noise of
σi = 0.29 per ellipticity component. The colour bar in-
dicates how strongly two data points couple in a non-
Gaussian fashion, with green and yellow being data points
that are most strongly subjected to non-Gaussian statis-
tics. Data points indicated in blue behave approximately
Gaussian under addition. The full trans-covariance matrices
for division and multiplication also reveal the presence of
non-Gaussianities, and are discussed in more detail in Sec-
tion 3.1.
By comparing the top and bottom panels of Fig. 1, it
is evident that the estimator ξ+ is more subject to non-
Gaussian correlations than ξ−. This is caused by the differ-
ent filter functions of ξ+ and ξ−. Fig. 3 shows the ratio of
the filter functions for ξ+ and ξ− and illustrates that the
filter of ξ+ puts a larger weight on low `-modes. As these
low `-modes have the smallest degrees of freedom ν, they
are most subject to skewness and thereby cause the striking
non-Gaussianities in ξ+. An exchange of the filter function
to any other filter function commonly used in weak lens-
ing (Kilbinger 2015; Asgari et al. 2017) or even an optimal
linear compression thereof, e.g. via a MOPED-filter func-
Figure 3. Ratio of the filter functions for ξ+ and ξ−. This ratio
is equal to J0(θ`)/J4(θ`), and for this plot the absolute value was
taken. If the ratio is equal to unity, then ξ+ and ξ− put the same
weight on harmonic modes with a given `, but as can be seen,
especially for low `, ξ+ puts more weight on these modes. As
fewer modes with low ` exist, this means the estimator ξ+ will be
more subject to non-Gaussianities.
tion (Heavens et al. 2017), will change the non-Gaussianity
of the compressed 2-point correlation function, and this is
self-consistently modeled by our likelihood.
By comparing the left and right panels of Fig. 1, we see
that the weak lensing likelihood is indeed strongly modular.
This supports the structure of our likelihood Eq. (15) which
treats the randomness of cosmic structure formation, and
the shape noise due to galaxies being non-spherical on sep-
arate levels. We furthermore see that shape noise leads to a
strong Gaussianization of the data. This is expected, since
the shape noise model that has been included in the SLICS
simulations follows a Gaussian distribution. The right-hand
panels show that, in the presence of shape noise, the non-
Gaussianity is only significant on large angular scales. On
these scales, which contain the most galaxy pairs, Gaussian
shape noise is suppressed but the non-Gaussianities seen in
the left-hand panels still remain. We therefore conclude that,
for a fixed survey area, deeper surveys will suffer more sig-
nificantly from these non-Gaussian statistics.
Having thus supported the modular structure of our
likelihood, we continue to show that our likelihood Eq. (15)
also succeeds in reproducing all marginal distributions of
the simulated weak lensing data within the regime where
the simulations are reliable (see Sect. 3.2). This can be seen
in Fig. 4, which depicts the distribution of ξ+ estimators for
the first tomographic redshift bin in Fig. 2, assuming zero
shape noise (i.e. σ = 0). The binning of the histograms
which compare the distribution of ξ+ measured from the
SLICS simulations, with the distribution predicted by our
likelihood function in Eq. (15), is the same. For Fig. 4, the
sky area of our likelihood was set to 100 square degrees,
which is set by the size of the SLICS simulated sky patch. We
find the same level of agreement for all tomographic redshift
bins, and for the case when shape noise is also included in
the analysis. We therefore conclude that our likelihood cor-
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Figure 4. Non-Gaussian marginal distributions of individual weak lensing data points. Depicted is ξ+ for different angles as given in the
legend, for the first tomographic redshift bin. The solid curves are measured from the 100 square degrees SLICS with zero shape noise.
The dashed curves were produced from the non-Gaussian likelihood Eq. (15) with the same settings as the simulations. This shows that
our mathematically derived likelihood produces marginal distributions in agreement with the simulations. In other words, our assumption
of the a`m being Gaussian-distributed is a good approximation. As can be seen, the density functions are strongly left-skewed which
makes them peak below the mean. It is thereby very likely that one weak lensing data vector contains many data points which are lower
than average.
rectly reproduces the marginal distributions as produced via
simulations of cosmic structure formation and weak lensing.
For the SLICS simulations, the number of possible his-
togram bins is limited by the available number of 930 simu-
lations. In contrast, sampling from our likelihood is straight-
forward, and Fig. 5 therefore depicts a more highly re-
solved version of the shape noise free marginal distributions,
adapted to a sky coverage of 450 square degrees (KiDS-450-
like), 1320 square degrees (DES-Yr1-like) and 15000 square
degrees (Euclid-like), where the mock survey properties are
summarized in Table 1. Fig. 5 reveals the strongly skewed
nature of the marginal distributions. However for increasing
sky coverage, a slow Gaussianization process sets in, such
that the distributions for the Euclid survey area are more
symmetric than those for the current KiDS and DES survey
areas (but not fully symmetric). The Gaussianization arises
from ergodicity: as the survey size increases, the areal av-
erage gets closer to the ensemble average. This is also why
small angular scales Gaussianize first. The slow Gaussian-
ization by increasing the survey volume however also im-
plies that the skewness of weak lensing likelihoods is subject
to the same constraints as cosmic variance: the finiteness
of the maximally ever observable cosmic volume leads to a
minimal asymmetry that the weak lensing distributions will
maintain.
3.1 Trans-covariance tests
To test whether our likelihood generates data that also
have the correct non-Gaussian behaviour when convolved
in mathematical functions, we conduct the trans-covariance
tests of Sellentin & Heavens (2018) on them. The results are
displayed in Fig. 6, and are to be interpreted as follows: If a
likelihood fails the trans-covariance tests, it means this like-
lihood assesses correlations in the data incorrectly. Such a
likelihood then does not correctly account for mutual inter-
dependencies between different data points. In analyses of
the large-scale structure, this is especially problematic, as
our signals are precisely correlations between different data
points. In general, a likelihood that fails the trans-covariance
tests is incorrectly shaped, which will lead to biases when in-
ferring physical parameters. It will also lead to biases when
inferring which physical model is preferred out of a set of
multiple competing models.
The tests in Fig. 6 demonstrate that the samples drawn
from our likelihood Eq. (15) represent the statistical be-
haviour of weak lensing data more faithfully than the Gaus-
sian likelihood. Samples from our likelihood add correctly,
multiply correctly and also have the correct ratios. As all
mathematical functions can be represented by a concate-
nation of these operations, we therefore conclude that our
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Figure 5. Increasing the sky coverage leads to a slow Gaussianization of the marginal distributions of ξ+(θ). The distributions here shown
were produced with our forward model Eq. (15) and include the low `-modes that the SLICS simulations lack. The Gaussianization first
sets in at small angular separations and proceeds to larger angular scales when the survey volume is increased. This is due to ergodicity,
where the increasing volume average feigns an ensemble average. Even for a Euclid-like survey, noticeable non-Gaussianity will remain
on angular scales above ≈ 50 arcmin. Shape noise has here not been added; the displayed distributions refer to redshift bin 1.
Table 1. Weak lensing survey properties which affect the likelihood.
Parameter Value Meaning Influences
n¯ 2.6/arcmin2/tomogr.bin galaxy density Degrees of freedom via pixelization
geff calibrated density of states Effect of mask geometry on degrees of freedom
Asky 450/1320/15.000 deg2 survey area Values adopted for KiDS/DES/Euclid-like surveys
fsky Asky[sterad]/4pi sky fraction Degrees of freedom by setting density of ` modes
σi 0.29 shape noise std. dev. Reduction of overall precision due to shape noise
likelihood from Eq. (15) represents the true statistical be-
haviour of weak lensing data to a high degree of accuracy.
In contrast, the first column of Fig. 6 illustrates that
a Gaussian likelihood fails the trans-covariance tests, irre-
spective of whether the covariance matrix was computed by
any of the methods presented in Lacasa & Kunz (2017); La-
casa (2017); Joachimi et al. (2008); Hildebrandt et al. (2017);
Abbott et al. (2015); Sellentin & Heavens (2016, 2017). This
means weak lensing data are non-Gaussianly distributed and
assuming a Gaussian likelihood therefore poses an unneces-
sary limitation to the quality of weak lensing analyses. This
holds true for even arbitrarily precise covariance matrices.
3.2 Known limitations of the SLICS simulations
In order to facilitate the comparison between our likelihood
and the synthetic weak lensing data vectors from the SLICS
simulations, we compile in Table 2 the known limitations of
the simulations. The most influential problem with the sim-
ulations is that the finite simulated volume cannot support
large-scale modes, and hence power is lost with low `-modes.
When comparing our likelihood to the SLICS simulations,
we mimic this effect in our likelihood by switching off the low
`-modes. This is an approximation as the low-` power in the
simulations decays smoothly, in contrast to the sharp cutoff
that we implement. As such we should not expect perfect
agreement between the high θ marginal distributions shown
in Fig. 4. Nor should we expect the trans-covariance matri-
ces measured from the SLICS simulations (second column
of Fig. 6) to perfectly agree with the trans-covariance ma-
trices measured with the inclusion of this `-mode cut in our
likelihood (third column of Fig. 6).
Even though the low `-modes are missing in the simula-
tions, they are of course present in real data, and we hence
display the trans-covariance matrices for all `-modes down
to ` = 2 in the last column of Fig. 6. As expected, the non-
Gaussianity in the weak lensing data increases when these
low `-modes are included. The low `-modes also dominate
the skewness of the marginal distributions, which is why
Fig. 4 (where we switched off the low multipoles to mimic
the simulations) displays less skewed marginal distributions
than Fig. 5 where we plot marginal distributions after in-
cluding the low `-modes that the simulations exclude.
A further more difficult to mimic discrepancy between
the simulations and our likelihood is that the resolution ef-
fects in the simulations produce ξ+ and ξ− realizations which
deviate by up to ∼ 10% from the theoretical prediction of
ξ+ and ξ− from the input cosmology. This is also under-
stood and is described in more detail in Harnois-Déraps &
vanWaerbeke (2015). We measure the mean scale dependent
deviation between the simulated and theoretical prediction
for ξ+ and ξ−. We then add this mean value to each SLICS
realisation when comparing results in Fig. 4. This correction
translates the histograms, but does not change their shape.
As this correction may affect the trans-covariance ma-
trices in an opaque way (because various histograms are then
shifted with respect to each other), this calibration is not
included in Fig. 6. The remaining expected discrepancy be-
tween the simulations and our likelihood (which truly sam-
ples from the SLICS input cosmology), is therefore partially
responsible for the relatively small differences in the trans-
covariance matrices that compare our likelihood to the sim-
ulations.
Overall, it can be seen that our likelihood is more
reliable in reproducing the trans-covariance matrices and
the marginal distributions, than a Gaussian likelihood. The
trans-covariances in Fig. 6 refer to a shape noise free case, i.e.
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Figure 6. Trans-covariance matrices, a highly sensitive and cosmology-independent test of non-Gaussianity (see Sellentin & Heavens
2018)). The correct weak lensing likelihood should – apart from residual inaccuracies in the numerical simulations – reproduce the
patterns seen in the second row. Rows: Addition, division, multiplication. First column: vanishing trans-covariance matrices of the
currently standard Gaussian likelihood. Second column: trans-covariance matrices measured from the SLICS simulations, whose non-zero
elements indicate whether the sums, ratios and products follow the correct distribution. By definition, the Gaussian likelihood from the
first row cannot produce the patterns of the second row. Third column: trans-covariance matrices derived from our likelihood Eq. (15),
where we approximately mimic the loss of power in the simulations by turning off the low `-modes. The up to ∼ 10% deviation of the
simulated SLICS data from the input cosmological model due to resolution effects is not corrected for, contributing to the discrepancies
between the second and the third column. Nevertheless, our likelihood is a significant improvement in recovering the simulated trans-
covariance matrices, in comparison to the Gaussian likelihood. Fourth column: Turning on the low `-modes that are lost in simulations
enhances the non-Gaussianity because the low multipoles have the lowest degrees of freedom. The simulations therefore underestimate
the skewness of weak lensing likelihoods. The plots refer to ξ+ of the first redshift bin and are representative of the other redshifts. Here,
no shape noise was added. The agreement between simulations and our likelihood Eq. (15) improves with shape noise, see Fig. 7.
they only test the non-Gaussianity of the likelihood arising
from noise in the large-scale structure that feeds through to
the 2-point function. Fig. 7 demonstrates that when adding
shape noise, the quantitative agreement between our likeli-
hood and the simulations increases further. This is because
shape noise dominates on the smallest angular scales. Our
Eq. (15) is therefore also likely to be robust with respect
to non-linearities in structure formation, because these will
primarily affect the likelihood arising from noise in the large-
scale structures on the smallest of angular scales, where
shape noise is the dominant uncertainty.
Even though the limitations of the SLICS simulations
are understood and can be mimicked, a certain grey-zone
arises, where it is not completely clear how the output of
the simulations should be interpreted. This affects the com-
parison with our likelihood. For future improvements of the
likelihood here presented, we hence target to become inde-
pendent of the calibration on the simulations, and compute
the degrees of freedom in a fully independent manner.
4 IMPLICATION FOR WEAK LENSING
BIASES
Given that our likelihood for weak lensing 2-point functions
successfully passed 4 tests that a Gaussian likelihood fails,
we are now in a position to use a fully probabilistic frame-
c© 2016 RAS, MNRAS 000, 1–16
The skewed weak lensing likelihood 11
Table 2. Limitations of the SLICS simulations which affect the comparison with the likelihood here derived.
Parameter Value Meaning Causes
kNyq 19h/Mpc Fourier Nyquist frequency Simulations lack scatter from high k modes.
`Nyq 1.3 · 105 harmonic Nyquist frequency Simulations lack scatter from high `.
`min ≈ 20 smallest ` resolved Simulations lack skewness from low ` modes.
Asky 100 deg2 simulated survey area Sampling range by cutting of high ` modes
mres 2.88 · 109M/h Mass resolution Scale-dependent deviation of ξ+, ξ− from the input cosmology.
∆ξ+ ≈ 10% typical discrepancies Angular dependent uncertainty of simulated ξ+.
Figure 7. Transcovariance matrix with shape noise; displaying
the first 3 redshift bins from Fig. 1. Left: SLICS simulations.
Right: our likelihood Eq. (15). The right-hand panel also includes
the low `-modes that the SLICS simulations lack.
work to determine how parameter biases in weak lensing will
arise when using a Gaussian likelihood.
The marginal distributions in Fig. 4 and also those in
Fig. 5 illustrate that the weak lensing likelihood is left-
skewed. This means it will most often produce data vectors
whose lensing amplitude is lower than that of the input cos-
mology. These biases are quantified in more detail in Fig. 8
and Fig. 9: these figures illustrate that the value of each
data point is biased low, such that the biases occur already
before parameter inference is conducted.
This bias is independent of any astrophysical or data-
related systematics and cannot be addressed by, for exam-
ple, improvements in shape measurement technology, or by
marginalising over nuisance parameters in a standard Gaus-
sian likelihood analysis. This bias neither indicates any mod-
ifications of gravity or other deviations from ΛCDM: each
input cosmology will always generate weak lensing data that
are most likely below their mean. The bias is caused by our
analysis technique computing a 2-point function, and it is
in this sense ‘self-made’ but unavoidable.
The left-skewness arises because the shear power spec-
tra Cˆµν` are Gamma distributed. The Gamma distribution
is a non-symmetric distribution and peaks below its mean.
Its mean (µ), peak (p) and variance (v) are given by
µ = C`
p = C`
(
1− 2
ν
)
for ν > 2
v = 2C
2
`
ν
.
(24)
From Eq. (24) we see that as ν increases, the expectation
value approaches the peak value. For an infinitely precise
measurement, the maximum likelihood estimator is there-
fore unbiased. For finite ν however, the bias B = µ− p is
B = −2C`/ν. (25)
The fact that the different C` are all continually biased low
then feeds through to the real-space correlation functions,
such that these are also biased low. The left-skewness implies
that the maximum-likelihood parameters will not coincide
with the mean parameters. Only for large degrees of freedom
ν will the Central Limit Theorem kick in, and the skewed
Gamma distribution then tends to its Gaussian limit, given
by
− 2 logL(C`|Cˆ`) = ν2
(
C` − Cˆ`
Cˆ`
)2
. (26)
The distribution of real-space correlation functions will then
Gaussianize accordingly, and in this Gaussian limit, the peak
of the likelihood and the mean coincide. As the degrees of
freedom increase linearly with fsky, the likelihood will only
linearly tend back towards a Gaussian as the survey area
grows. In Figs. 5 and 8 we see that not even a Euclid-like
survey area reaches this Gaussian limit fully. Structure for-
mation by itself leads to each data point of ξ+ being biased
low by up to half a standard deviation, in the absence of
shape noise.
Adding shape noise does not remedy this situation as
shape noise does not decrease the absolute value of the bias.
It does however decrease the ratio of the bias to the total
statistical error by increasing the uncertainty on the mea-
surement.
The discussion until now has been independent of a the-
oretically motivated parameterization to explain the data. In
fact, the input cosmology was so far only needed to gener-
ate data, but was kept fixed throughout the entire paper.
Taking the remaining step of translating the biases from the
data onto biases of physical parameters, is now trivial: As
the weak lensing amplitude scales with S8 = σ8
√
Ωm, the
low weak lensing amplitude directly translates into a maxi-
mum likelihood estimator for S8 being biased low, and the
smaller the degrees of freedom, the larger this bias.
The total bias on σ8 is an agglomeration of the biases
contributed by each data point, and the bias of each data
point depends mainly on angular scale, the galaxy density of
the survey, and the area of the survey – it depends relatively
weakly on the shear power spectra themselves. Fig. 10 illus-
trates that the left-skewness of the weak lensing likelihood
indeed has the correct order of magnitude to explain the low
σ8 as found in weak lensing studies. It has however to be cau-
tioned, that the arising bias is stochastic, i.e. it will depend
on the realization of the data vector drawn. The meaning of
this is discussed in the conclusions, together with an outlook
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Figure 8. Bias of the shape-noise free weak lensing correlation functions, divided by the standard deviation per data point. This is
the ratio of biases arising from the large-scale structure, to variance caused by the large-scale structure. The legend B1, B2, B3 refer to
redshift bins 1,2,3 from Fig. 2. As can be seen, each data point is consistently biased low by around half a standard deviation. This ratio
between the bias and the standard deviation remains remarkably constant when increasing the sky coverage from 450 square degrees
(KiDS-like) to 15.000 square degrees (Euclid-like). However, Gaussianization sets in very slowly, see also Fig. 5. The noisiness of the
curves arises because all samples of a histogram contribute to mean and standard deviation, while only the samples in the highest bins
influence the peak. The peak position is hence noisier than the mean, and this noise has purposefully been left in the plots to give a
visual impression of the uncertainty. The biases are relatively universal for different redshift bins because the redshift binning determines
the shear-Cˆ`, but the bias is dominated by the degrees of freedom ν, which react to survey size, rather than survey depth and binning.
Cross-bins are therefore similarly biased as the intra-bin correlations here shown.
Figure 9. Like Fig. 8, but now with shape noise added: this does not remove the bias which arises from cosmic variance of the 2-point
function, but it reduces the ratio of the bias to the now increased total standard deviation. On the smallest angular scales, the bias is
negligible in comparison to the total noise, yet for scales larger than 20 arcmin. The data of a KiDS-like survey can be biased by about
10%-20% of a standard deviation, and up to 25%-30% for surveys with DES-like and Euclid-like sky coverage on the same angular scales.
For each sky coverage in the Figures 5,8 and 9, 26.000 samples of a tomographic survey with the first three bins from Fig. 2 were produced.
Per survey, this required 200 single-core CPU hours, illustrating that our likelihood is sufficiently fast to allow for improvements.
of how weak lensing data can be manipulated to reduce the
impact of this bias on physical parameters.
5 THE ROAD AHEAD
Data analysis can only lead to unbiased constraints on a
physical theory if the employed likelihood is correct (e.g.
Trotta 2008; Mardia et al. 1979; Anderson 2003; Cramer
1946; Jeffreys 1961; Sun & Berger 2006). At the same time,
it is broadly recognized that weak lensing is subject to un-
certainties which should ideally be fully and consistently in-
cluded in the analysis, but the current standard approach
via a Gaussian likelihood does not allow this. One example
for this is the addition of a shape noise covariance matrix
onto the covariance matrix of cosmic structure formation:
the addition of covariance matrices is only correct, if the
noise distributions of both elements are Gaussian. Another
challenge that is currently not handled fully and consistently
are intrinsic alignments: these produce correlated shapes be-
tween galaxies, and thereby modify both the noise and sig-
nal at the same time. Only including them in the signal is
insufficient.
In order to enable a consistent treatment of such weak
lensing uncertainties, we have dropped the assumption of a
Gaussian likelihood, and updated to a modular distribution
based likelihood. Apart from being mathematically more
principled, updating to a modular likelihood offers several
major conceptual advantages.
Realistic shape noise is not well modeled by a Gaussian
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Figure 10. Marginal distributions of ξ+(θ) for the third redshift bin in Fig. 2 assuming a 450 square degree survey with shape-noise.
The skewness of the likelihood translates into a bias on σ8 that depends on angular scale. The solid blue line indicates the predicted value
of ξ+(θ) for the SLICS input cosmology which has σ8 = 0.826. The dashed line indicates the predicted value of ξ+(θ) for the same set
of cosmological parameters, but with σ8 halved to σ8 = 0.413. Left: on small angular scales, with θ = 12 arcmin, ergodicity removes the
bias, such that the likelihood peaks at the input σ8. Middle: on intermediate scales, with θ = 63 arcmin, the skewness of the likelihood
can shift the peak from the input σ8 to half its value. Right: on the largest angular scales in comparison to the survey footprint, with
θ = 126 arcmin, the variance increases sufficiently to reduce the difference between the mean and peak of the distribution in comparison
to the scatter.
distribution (e.g. Miller et al. 2013). The current standard
Gaussian likelihood however adds the standard deviation
of shape noise to the total covariance, i.e. it treats shape
noise as if it were Gaussian distributed. Using our likelihood
Eq. (15), we see that the addition of covariances is insuffi-
cient as the third line of Eq. (15) reveals that shape noise
leads in reality to a convolution. This arises because the sum
s = u+ v of two independently distributed summands with
u ∼ Pu(u) and v ∼ Pv(v), is distributed according to the
convolution of the two individual distributions
s ∼ Ps(s) =
ˆ
Pv(s− u)Pu(u)du. (27)
This convolution leads to a smooth deformation of Ps(s),
such that the sum is distributed according to a genuinely
new distribution. A likelihood that is a priori restricted to
a Gaussian shape, cannot include the emergence of such a
genuinely new distribution. The current standard approach
hence cannot account for this effect, whereas our likelihood
correctly includes it. This remains true if we update to a
more realistic non-Gaussian distribution of shape noise.
A further advantage of our modular likelihood is that
redshift uncertainties can be included as well: in a Gaussian
likelihood redshift uncertainties can only imperfectly be ac-
counted for by marginalizing over nuisance parameters. Here
however, uncertainties on nµ(z) can be included in the sec-
ond line of Eq. (15).
In this manner, we see that the mathematical structure
of our likelihood Eq. (15) is more flexible than a Gaussian
likelihood, enabling us to greatly refine weak lensing analy-
ses. We therefore expect the mathematical framework here
presented to become the core likelihood to future sequen-
tial refinements. A current conceptual disadvantage, that
we wish to improve upon, is the dependency on simulations
to calibrate the number of degrees of freedom ν in the case
of a masked survey geometry through the factor geff(`) in
Eq. (21). Future refinements will address this dependence.
6 CONCLUSIONS
The tension between weak lensing constraints of S8 =
σ8/
√
Ωm and CMB measurements from the Planck satellite
motivates the question of whether weak lensing results are
inherently biased low. In this paper we have demonstrated
that the answer to this question is yes. The amplitude of
weak lensing 2-point functions is biased low already prior to
any parameter inference – then using a Gaussian likelihood
approximation centres on this preferentially low amplitude
and hence biases weak lensing S8 constraints low by up to
30 percent of the weak lensing errors per data point. The
framework derived in this paper allows us to discuss this
question in great detail, and we have seen that these biases
arise even if the cosmological theory is correct, and the data
are sound.
It had previously been demonstrated that the likeli-
hood of weak lensing 2-point functions is skewed (Sellentin &
Heavens 2018), and here the core elements of the skewed dis-
tribution have been derived. Mathematically it is a sum over
weighted Gamma distributions, where the weights are given
by the angular filter functions. The skewness of a likelihood
for 2-point functions is already known from analyses of the
CMB, where primarily the lowest multipoles are subject to
asymmetric distributions (Hamimeche & Lewis 2008, 2009;
Bond et al. 1998, 2000). The exact same mechanism applies
to weak lensing 2-point functions, only that their distribu-
tions are more asymmetric than those of a CMB data set
with the same sky area. The enhanced asymmetry is caused
by galaxies being discretely spaced tracer particles instead
of a smooth random field.
The core elements of the skewed weak lensing likeli-
hood are given in Eq. (15), and currently include cosmic
variance from the large-scale structure, and Gaussian shape
noise from the intrinsic ellipticity dispersion of galaxies and
the associated shape measurement uncertainty. A general-
ization to also include redshift misestimates, intrinsic align-
ments, mask geometry, additive and multiplicative biases,
as well as selection effects during shear measurements, is
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intended as future work. A further intended refinement is
the abstraction from simulations: even though we were here
able to correct for known imperfections of simulations to
an adequate precision for this paper, prior to applying our
likelihood to data, we will pursue a mathematical study of
how the degrees of freedom and the mask geometry inter-
play. Becoming independent of the simulations is certainly
an important goal.
From the perspective of a statistician, having derived
the non-Gaussian likelihood is a milestone which allows us to
render data analysis more realistically. However, our result
is somewhat confusing from the perspective of a theoretical
physicist: dealing with an asymmetric likelihood means that
the most likely parameters will not coincide with the pa-
rameters that are preferred on average. From three different
perspectives, we henceforth discuss the meaning of biases
arising in this manner.
The term ‘bias’ is typically used to describe a determin-
istically arising bias. One example of a deterministic bias
would be to neglect intrinsic alignments in the data analy-
sis, despite knowing of their importance, and thereby forcing
the likelihood to peak in an incorrect place. Accounting for
the missed intrinsic alignments then corrects the analysis
and thereby removes this bias.
The situation highlighted in this paper however deals
with a different type of bias: the skewed weak lensing likeli-
hood gives rise to stochastic biases, rather than deterministic
ones. A stochastic bias arises when the mean of a data set
does not coincide with the most likely data set. It is there-
fore the data set itself which displays statistically biased be-
haviour. For a stochastically arising bias, there cannot exist
a single satisfactory recipe to ‘remove’ it: the success of such
a recipe would always depend on the realization of the data
vector drawn. For example, with the left-skewed likelihood
here at hand, the maximum-likelihood estimate will be bi-
ased low, and one could hence be tempted to ‘correct’ for
this by adding in the average distance between maximum-
likelihood and mean. This would move the data upwards
through the distribution. If however, by chance, a dataset is
drawn which already falls above the mean, then this upward-
shifting ‘correction’ recipe actually moves the data even fur-
ther away from the mean, whereby the recipe fails.
Such stochastically arising biases can only be treated
and understood in a stochastic manner. In fact, for a strict
Bayesian, the notion of a ‘bias’ does not even exist: if the
entire analysis is conducted conditional on the single data
vector available, and a repetition of the experiment is impos-
sible, then the notion of a ‘mean’ is nonsensical, and thereby
the notion of a bias. Instead, a Bayesian would not perceive
the skewed likelihood as a problem and rather analyse it
jointly with a prior. The maximum-a-posteriori parameters
would then be interpreted as the ‘most likely’ estimate of the
underlying parameters which the Universe actually obeys.
Importantly however, the resulting inference would then be
interpreted as conditional on the priors and the likelihood,
and this conditionality is easily accepted by a Bayesian (but
not by a theoretical physicist).
To a Frequentist, the skewness of the likelihood would
be highly suspect. It means that the event that is most likely
to occur, is not the event that occurs on average. The Fre-
quentist would then prefer the mean as the best representa-
tion of the underlying model, and this will systematically de-
viate from the result of a Bayesian via maximum a-posteriori
likelihood estimation. To opt out of this ambiguous situa-
tion, the Frequentist would hence repeat the measurements
and average the data, whereby the likelihood of the average
data set begins to Gaussianize. Thereby the Frequentist can
asymptotically evade the problem of the stochastic biasing,
but for cosmology this route is only viable within the limits
of ergodicity and cosmic variance.
To the theoretical physicist, the skewed likelihood poses
a conundrum: coming from a Lagrangian theory of the Uni-
verse and believing in the concept of there existing a unique
set of ‘true’ parameters which have to be found, it is now
highly undesirable that two ambiguous concepts exist of
what might represent the ‘true’ parameters best: are the
true parameters those that describe the Universe on av-
erage, or those that describe the Universe that is most
likely? A theoretical physicist would typically also dislike the
Bayesian conditionality interpretation or any heuristic ‘cor-
rection scheme’, and rather prefer an unconditional state-
ment on what the true parameters are (i.e. the theoretician
would hope that the statistical inference leaves no traces
when constraining physics).
Having thus discussed the perception of the skewed like-
lihood from the three perspectives of a Bayesian, a Frequen-
tist and a theoretical physicist, we here conclude that an
interesting approach to deal with these stochastically aris-
ing biases is the following way:
If we wish to return to a unique ‘best fit’ solution of
parameters, then a symmetric likelihood is needed. It does
not necessarily need to be Gaussian, other symmetric like-
lihoods such as the t-distribution presented in Sellentin &
Heavens (2016, 2017) also lead to a unique best fit, while
also correctly including noise in covariance matrices. For
weak lensing 2-point functions, returning to a symmetric
likelihood can be achieved in a three-step manner. First, the
correlation functions ξ+ and ξ− are to be measured in real
space. These will however be biased in a complicated way, as
all real space data points include contributions from low `-
modes, which are the dominant source of the likelihood’s
asymmetry. Hence, one would include a potential second
step of filtering the measured ξ+ and ξ− through COSE-
BIS (Schneider et al. 2010; Asgari et al. 2017), in order to
remove potential B-mode contributions from the signal. In
harmonic space, the bias can then be studied and potentially
be reduced by excluding the low multipoles.
The last step of this procedure can lead to a sym-
metrization of the likelihood without loosing too much data.
A coarse binning in real-space could of course also be done,
however this would have the predominant aim to suppress
asymmetry from low `-modes, and hence more constrain-
ing power of the data might be lost than by cleaning the
data set in Fourier space. The resulting cleaned data set
can then either be analyzed with the likelihood here pre-
sented, or depending on the success of the symmetrization,
also with its Gaussian approximation. In total, making the
best-fitting parameters unique in the manner described here,
constitutes however a major re-analysis of weak lensing data
sets. It is therefore scheduled for future KiDS cosmic shear
analyses. Due to non-Gaussianities being a general feature
of weak lensing, they are of equal importance for future DES
(Troxel et al. 2017) and Hyper Suprime-Cam (Mandelbaum
et al. 2017) studies of weak lensing.
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The results derived in this paper, especially the numbers
given for the biases, depend on the employed filter functions
(here J0 and J4), which can however be quickly exchanged.
The results also depend on the assumed sky coverage and the
galaxy number density of the respective survey. The absolute
value of the biases can only be decreased by increasing the
sky coverage and the number density of the surveys. The
ratio of the biases to the total uncertainty displays a less
monotonic behaviour: as the surveys become more precise
and reduce shape noise and increase the sky coverage, the
biases become ever more important in comparison to the
total error bar. Depending on redshift, biases of up to 30%
of the standard deviation per data point are possible. This
translates into scale-dependent biases on σ8 that is typically
biased low. In total, we can maintain, that any sound cos-
mology produces weak lensing data whose amplitude is bi-
ased low, and this neither indicates a flaw in the data, nor a
flaw in the cosmological theory. Strategies to address these
biases could either be a probabilistic propagation via the
likelihood here presented, or a restructuring of the analysis
strategy to evade biased scales.
7 ACKNOWLEDGEMENTS
It is a pleasure to acknowledge scientific discussions with
Ruth Durrer, Andrew Jaffe, Alan Heavens, Justin Alsing
and Matthias Bartelmann. Papers by Antony Lewis and
Samira Hamimeche were particularly influential during this
research. ES is supported by the Swiss National Science
Foundation. JHD is supported by the European Commis-
sion under a Marie-Sklodowska-Curie European Fellowship
(EU project 656869). CH acknowledges support from the
European Research Council under grant number 647112.
Computations for the N-body simulations were performed
on the TCS supercomputer at the SciNet HPC Consortium.
SciNet is funded by: the Canada Foundation for Innovation
under the auspices of Compute Canada; the Government of
Ontario; Ontario Research Fund - Research Excellence; and
the University of Toronto.
References
Abbott T., Abdalla F. B., Allam S., Amara A., Annis J.,
Armstrong R., Bacon D., Banerji M., Bauer A. H., Baxter
E., Becker M. R., Bernstein R. A., 2015, ArXiv e-prints,
1507.05552
Alsing J., Heavens A., Jaffe A. H., 2017, MNRAS, 466,
3272
Alsing J., Heavens A., Jaffe A. H., Kiessling A., Wandelt
B., Hoffmann T., 2016, MNRAS, 455, 4452
Anderson T. W., 2003, An Introduction to Multivari-
ate Statistical Analysis. Wiley Series in Probability and
Statistics, 3rd ed.
Asgari M., Heymans C., Blake C., Harnois-Deraps J.,
Schneider P., Van Waerbeke L., 2017, MNRAS, 464, 1676
Bartelmann M., Schneider P., 2001, Phys. Rep., 340, 291
Blazek J., MacCrann N., Troxel M. A., Fang X., 2017,
ArXiv e-prints
Bond J. R., Jaffe A. H., Knox L., 1998, Phys. Rev. D, 57,
2117
Bond J. R., Jaffe A. H., Knox L., 2000, ApJ, 533, 19
Cramer H., 1946, Mathematical Methods of Statistics.
Princeton University Press
Elsner F., Wandelt B. D., 2013, A&A, 549, A111
Fenech Conti I., Herbonnet R., Hoekstra H., Merten J.,
Miller L., Viola M., 2017, MNRAS, 467, 1627
Gatti M., Vielzeuf P., Davis C., Cawthon R., Rau M. M.,
DeRose J., De Vicente J., Alarcon A., Wester W., Wolf
R. C., 2017, ArXiv e-prints
Gupta A. K., Nagar D. K., 2000, Matrix variate distribu-
tions. Chapman & Hall/CRC
Hamimeche S., Lewis A., 2008, Phys. Rev. D, 77, 103013
Hamimeche S., Lewis A., 2009, Phys. Rev. D, 79, 083012
Harnois-Déraps J., Pen U.-L., Iliev I. T., Merz H., Ember-
son J. D., Desjacques V., 2013, MNRAS, 436, 540
Harnois-Déraps J., Vafaei S., Van Waerbeke L., 2012, MN-
RAS, 426, 1262
Harnois-Déraps J., van Waerbeke L., 2015, MNRAS, 450,
2857
Hartlap J., Schrabback T., Simon P., Schneider P., 2009,
A&A, 504, 689
Heavens A. F., Sellentin E., de Mijolla D., Vianello A.,
2017, MNRAS, 472, 4244
Heymans C., Van Waerbeke L., Miller L., Erben T., Hilde-
brandt H., Hoekstra H., Kitching T. D., Mellier Y., Simon
P., Vafaei S., Velander M., 2012, MNRAS, 427, 146
Hildebrandt H., Erben T., Kuijken K., van Waerbeke L.,
Heymans C., Coupon J., Benítez N., 2012, MNRAS, 421,
2355
Hildebrandt H., Viola M., Heymans C., Joudaki S., Kuijken
K., Blake C., Erben T., Joachimi B., Klaes D., Miller L.,
van Uitert E., Van Waerbeke L., 2017, MNRAS, 465, 1454
Hivon E., Górski K. M., Netterfield C. B., Crill B. P.,
Prunet S., Hansen F., 2002, ApJ, 567, 2
Jasche J., Lavaux G., 2015, MNRAS, 447, 1204
Jeffreys H., 1961, Theory of Probability (OUP)
Joachimi B., Bridle S. L., 2010, A&A, 523, A1
Joachimi B., Schneider P., Eifler T., 2008, A&A, 477, 43
Joudaki S., Blake C., Heymans C., Choi A., Harnois-Deraps
J., Hildebrandt H., Joachimi B., Johnson A., Mead A.,
Parkinson D., Viola M., van Waerbeke L., 2017, MNRAS,
465, 2033
Kilbinger M., 2015, Reports on Progress in Physics, 78,
086901
Kilbinger M., Heymans C., Asgari M., Joudaki S., Schnei-
der P., Simon P., Van Waerbeke L., Harnois-Déraps J.,
Hildebrandt H., Köhlinger F., Kuijken K., Viola M., 2017,
MNRAS, 472, 2126
Kitching T. D., Alsing J., Heavens A. F., Jimenez R.,
McEwen J. D., Verde L., 2017, MNRAS, 469, 2737
Lacasa F., 2017, ArXiv e-prints
Lacasa F., Kunz M., 2017, A&A, 604, A104
Limber D. N., 1953, ApJ, 117, 134
Loverde M., Afshordi N., 2008, Phys. Rev. D, 78, 123506
MacCrann N., Zuntz J., Bridle S., Jain B., Becker M. R.,
2015, MNRAS, 451, 2877
Mandelbaum R., Miyatake H., Hamana T., Oguri M.,
Simet M., Utsumi Y., 2017, ArXiv e-prints
Mardia K. V., Kent J. T., Bibby J. M., 1979, Multivariate
analysis. Probability and Mathematical Statistics, Lon-
don: Academic Press
Melchior P., Viola M., 2012, MNRAS, 424, 2757
c© 2016 RAS, MNRAS 000, 1–16
16 Sellentin et al.
Miller L., Heymans C., Kitching T. D., van Waerbeke L.,
Erben T., Semboloni E., Vafaei S., Velander M., 2013,
MNRAS, 429, 2858
Planck Collaboration Ade P. A. R., Aghanim N., Arnaud
M., Ashdown M., Aumont J., Baccigalupi C., Banday
A. J., Barreiro R. B., Bartlett J. G., et al. 2016, A&A,
594, A13
Sato M., Ichiki K., Takeuchi T. T., 2010, Physical Review
Letters, 105, 251301
Schneider P., Eifler T., Krause E., 2010, A&A, 520, A116
Schneider P., van Waerbeke L., Kilbinger M., Mellier Y.,
2002, A&A, 396, 1
Sellentin E., Heavens A. F., 2016, MNRAS, 456, L132
Sellentin E., Heavens A. F., 2017, MNRAS, 464, 4658
Sellentin E., Heavens A. F., 2018, MNRAS, 473, 2355
Sellentin E., Jaffe A. H., Heavens A. F., 2017, ArXiv e-
prints
Simon P., Semboloni E., van Waerbeke L., Hoekstra H.,
Erben T., Fu L., Miller L., Schrabback T., 2015, MNRAS,
449, 1505
Sun D., Berger J., 2006, Proc. Valencia/ISBA 8th World
Meeting on Bayesian Statistics
Tansella V., Bonvin C., Durrer R., Ghosh B., Sellentin E.,
2017, ArXiv e-prints
Trotta R., 2008, Contemporary Physics, 49, 71
Troxel M. A., MacCrann N., Zuntz J., Eifler T. F., Krause
E., Dodelson S., Gruen D., Blazek J., Friedrich O.,
Samuroff S., Prat J., Secco L. F., Davis C., Weller J.,
Zhang Y., 2017, ArXiv e-prints
Zuntz J., Kacprzak T., Voigt L., Hirsch M., Rowe B., Bridle
S., 2013, MNRAS, 434, 1604
Zuntz J., Sheldon E., Samuroff S., Troxel M. A., Jarvis M.,
MacCrann N., Zhang Y., 2017, ArXiv e-prints
This paper has been typeset from a TEX/ LATEX file prepared
by the author.
c© 2016 RAS, MNRAS 000, 1–16
