Abstract. We consider continuous maps f : X → X on compact metric spaces admitting inducing schemes of hyperbolic type introduced in [15] as well as the induced mapsf :X →X and the associated tower mapsf :X →X. For a certain class of potential functions ϕ on X, which includes all Hölder continuous functions, we establish thermodynamic formalism for each of the above three systems and we describe some relations between the corresponding equilibrium measures. Furthermore we study ergodic properties of these equilibrium measures including the Bernoulli property, decay of correlations, and the Central Limit Theorem (CLT). Finally, we prove analyticity of the pressure function for the three systems.
Introduction
Celebrated works of Sinai, Ruelle, and Bowen establish thermodynamic formalism for uniformly hyperbolic systems. Their main result claims that every Hölder continuous potential has a unique equilibrium measure. From the statistical physics point of view the statement about uniqueness implies absence of phase transitions. In addition, the equilibrium measure is known to have the Bernoulli property, to satisfy the Central Limit Theorem, and to have exponential decay of correlations. Those results apply to the family of geometric t-potentials ϕ t = −t log | det(Df |E u )| (where E u denotes the unstable subspace) thus producing the one parameter family of equilibrium measures including such famous measures as Sinai-RuelleBowen (SRB) measure and the measure of maximal entropy (MME). We point out that the requirement on the potential to be Hölder continuous is crucial: indeed, one can construct a family of potentials that are smooth everywhere except for a single point where they are not Hölder continuous, which admits a phase transition (see [17] ).
The natural next step is to study systems with weaker than uniform hyperbolicity. In this case even some Hölder continuous potential functions may exhibit phase transitions. For example, this can be observed in the famous Manneville-Pomeau map (which is a one-dimensional expanding map with an indifferent fixed point) with respect to the family of geometric tpotentials: at t = 1 a phase transition occurred since the potential ϕ 1 has more than one equilibrium measure. Moreover, such systems may not allow symbolic representation by a subshift of finite type.
Currently, one of the most advanced methods to study non-uniformly hyperbolic systems is to use inducing maps on some appropriately chosen domains. To this end, in this paper we consider maps with inducing schemes of hyperbolic type, which were introduced by Pesin, Senti, Zhang in [15] . The principal feature of such maps is that the induced map possesses a countable generating partition allowing a symbolic representation of the induced map by the full shift on a countable set of states, thus bringing powerful tools of statistical physics into the study. In particular, using results of AaronsonDenker [1] , Mauldin-Urbanski [11] , Ruelle [18] , Sarig [23] , and others one can construct Gibbs and equilibrium measures corresponding to Hölder continuous potentials with respect to standard metric in the space of two-sided sequences. Furthermore, one can obtain a sufficiently complete description of ergodic properties of these measures including ergodicity, the Bernoulli property, exponential rate of mixing and analyticity of the pressure function. From the statistical physics point of view, the latter means the absence of phase transitions, i.e. uniqueness of equilibrium states.
Examples of maps admitting inducing schemes of hyperbolic type include Young diffeomorphisms. This is a broad class of diffeomorphisms which contains such systems as Billiard dynamical systems and Hénon-type maps (see [28] ). In fact, recent work of Climenhaga, Luzzatto, and Pesin [5] suggests that existence of a Young tower is a common phenomenon in smooth non-uniformly hyperbolic dynamics.
In order to establish ergodic properties of a given system via inducing, one should consider an intermediate system -the tower map -which is an abstract, simplified model of the original map and can be represented symbolically. Thus the way to effect thermodynamics of the original map is to first study thermodynamics of the corresponding inducing system, then "lift" equilibrium measures to the tower and finally, "project" these measures to obtain the desired equilibrium measures for the original system. Difficulties arise in studying ergodic properties of measures obtained by transferring them from one system to another.
Many remarkable results were obtained using Young tower techniques. Young [28] , [29] , used tower construction construct the Sinai-Ruelle-Bowen (SRB) measures for many important non-uniformly hyperbolic systems. In addition, Pesin, Senti, and Zhang [14] proved the existence and uniqueness of equilibrium measures for maps with inducing schemes of hyperbolic type with respect to a certain, rather broad, class of potential functions.
While there is an impressive body of work on Young towers, many results on the relations between the three systems are still missing and in our paper we present a systematic and rather complete study of the three systems: the original map (X, f ), the induced map (X,f ), and the tower map (X,f ), (see Section 1.3) . We analyze relations among the corresponding equilibrium measures and their ergodic properties. We establish decay of correlations, the Central Limit Theorem, and the Bernoulli property for the three systems with respect to their corresponding equilibrium measures. Finally, we prove analyticity of the pressure function for the three systems. While the results on the Central Limit Theorem and bounds for the decay of correlations can be deduced from previous results, the one on the Bernoulli property and the analyticity of the pressure function are completely new.
The class of potential functions ϕ considered in this paper is defined by a set of conditions imposed on the induced potentialφ :X →X (see Section 1.5 for definitions and Section 2.2 for the list of conditions). We choose this class of potentials for two main reasons. First, this class is sufficiently large and includes all Hölder continuous functions on X. Second, our conditions on potential functions guarantee existence and uniqueness of equilibrium measures for the induced potential.
The main results of this paper are as follows. Starting with the induced system (X,f ) we consider the class of potential functions on X for which the corresponding induced potential satisfies (P1)-(P4) (see Section 2.2). Then results in [15] guarantee existence and uniqueness of equilibrium measures for (X,f ) and the original map (X, f ). We then show how to obtain equilibrium measures for the tower map (X,f ). We also describe relations between unique equilibrium measures for the three systems (see Statement (1) of Theorem 2.2 and Statements (1) and (2) of Theorem 2.3).
Our next goal is to obtain correlation estimates and the CLT for the map (X, f ) and for the tower map (X,f ). This is done using results in [29] and [12] .
One of the main contributions of this paper is the Bernoulli property of the map (X, f ) and of the tower map (X,f ). In fact, we show the following general result in a setting of symbolic dynamical systems.
Let (S Z A , σ) be a topologically mixing Markov shift on a countable set of states S. Choose a state s ∈ S and a potential ϕ : [s] → R. Assume that ϕ is locally Hölder continuous with respect to the induced shiftσ on [s], and that P G (ϕ) < ∞, where P G (ϕ) is the Gurevich pressure of ϕ (see Section 4.1). Let µ be the unique ergodic equilibrium measure for ϕ. Denote byμ the measure on S Z A which is the lifted measure from µ. We have the following.
Theorem A. If (S Z A , σ,μ) is mixing, then it is Bernoulli.
Our proof (see Section 4.3) uses Ornstein's theory as well as some ideas of Sarig in [25] . We stress that while the result in [25] considers equilibrium measures for locally Hölder potential functions, our result is stronger, as it only requires that the induced potential is locally Hölder.
Finally, we prove that the pressure for the map f and the tower mapf is real analytic. Our argument follows ideas of Sarig in [20] , and extends the result of Sarig to the case of hyperbolic towers.
In terms of applications our main goal is to build thermodynamics for Young diffeomorphisms and the family of geometric t-potentials for t in some interval that contains [0, 1) (see Section 3). Particular examples include the Katok map [16] , the Hénon map at the first bifurcation [15] , and the slowdown map of the Smale-Williams solenoid [30] . We emphasize that the method involved is general and is believed to be applicable to a broader class of examples. We also remark that while decay of correlations and the CLT for Young diffeomorphisms as mentioned above were studied by many authors (see [7] , [23] [12] , [28] , [29] ), the Bernoulli property and analyticity of the pressure are new results.
While our main goal is to study equilibrium measures corresponding to a broad class of potential functions, our principal result on the Bernoulli property can be obtained in a greater generality. Namely, in line with our setting, we show that for anyf -invariant ergodic measureμ for the induced system (X,f ), certain conditions onμ guarantee that the corresponding lifted measureμ which is invariant for (X,f ) and the projected measure µ which is invariant for (X, f ) both have the Bernoulli property (see Theorem 2.5).
The paper is organized as follows. In Section 1, we define our main objects -maps with inducing schemes and their associated towers. In Section 2 we state our main results. In particular, Theorem 2.1 gives decay of correlations, CLT, and the Bernoulli property for the induced system and Theorems 2.2 and 2.3 establish these properties for the tower map and for the original map with an inducing scheme respectively. Theorem 2.4 establishes analyticity of the pressure for maps with inducing schemes as well as the associated tower maps. Theorem 2.5 deals with general measures on the inducing domain which are invariant under the induced system. We provide conditions on these measures that guarantee the Bernoulli property for the tower map and the original system. Section 3 is devoted to applications of our results to Young diffeomorphisms. In Section 4 we prove our main theorems after introducing some notions from the theory of countable Markov shifts.
Maps with inducing schemes and associated tower maps
In this section we introduce a map with inducing scheme, the induced map, and the associated tower map.
1.1.
A map with an inducing scheme, (X, f ). Let f : X → X be a continuous map on a compact metric space. Throughout the paper we assume that f has finite topological entropy h top (f ) < ∞.
Given a countable collection of disjoint Borel sets S = {J} and a positive integer-valued function τ : S → N, we say that f admits an inducing scheme of hyberbolic type {S, τ } with inducing domainX := J∈S J and inducing time τ : X → N defined by
provided the following conditions (I1)-(I2) hold:
can be extended to a homeomorphism of a neighborhood of J;
(I2) For every bi-infinite sequence ω = (ω n ) n∈Z ∈ S Z there exist a unique sequence x = x(ω) = (x n = x n (ω)) n∈Z such that (a) x n ∈J ωn and f τ (Jω n ) (x n ) = x n+1 ; (b) if x n (ω) = x n (ω ′ ) for all n ≤ 0, then ω = ω ′ .
1.2.
The induced map (X,f ). Condition (I1) allows one to define the induced mapf :X →X byf
For each J ∈ S, the mapf |J can be extended to the closureJ producing a mapf :
J →X.
Condition (I2) allows one to define the coding map π :
Let Ω = {ω ∈ S Z : x n (ω) ∈ J ωn for all n ∈ Z}.
The map π defined above has the following properties:
(1) π is well defined, continuous, and for all ω ∈ S Z one has
(2) π is one-to-one on Ω and π(Ω) =X;
For x, y ∈X let s(x, y) denote the smallest integer n ≥ 0 for which
In literature s(x, y) is called the separation time.
1.3. The tower map (X,f ). Consider
By the tower map for f : X → X we refer to a dynamical systemf :X → X given by:f
In general, π 0 need not to be either one-to-one or onto. However, the image π 0 (X) has full measure with respect to any ergodic measure µ such that µ(X) > 0. We end this section with defining a metric onX. The separation time defined in the previous section can be extended toX by setting
where s(x, y) was defined in the previous section. Given 0 < θ < 1 we define a symbolic metric d θ onX by setting
Throughout the paper by a class of Hölder continuous functions onX we mean the class of functions which are Hölder continuous with respect to d θ .
We would like to stress that throughout the paper the symbol˜is used to denote objects related to the induced system and the symbolˆis used to denote objects related to the tower map. For example having a measure µ for the original system,μ denotes the corresponding measure for the induced system, andμ denotes the corresponding measure for the tower map. For anyμ ∈ M(X,f ) let
If Qμ < ∞ we define the corresponding lifted measure µ = L(μ) on X as follows: for any E ⊂ X,
We can identify every point (x, 0) ∈X with a point x ∈X ⊂ X. Observe that using this identification, and replacing f withf in (1.3), one obtains lifted measureμ =L(μ) onX.
It is clear that
We consider the class of lifted measures on X,
Similarly we define M L (X,f ). Consider a measureμ ∈ M(X,f ) withμ(X × {0}) > 0. After identifying X × {0} withX it is a simple observation that every such measure induces a measureμ ∈ M(X,f ) defined byμ := 1 µ(X)μ |X . In addition,
This means that
Another consequence of this fact is that every measure µ ∈ M L (X, f ) can be obtained as a projection R(μ) of a certain measureμ ∈ M(X,f ).
The operations of lifting and projecting measures establish relations between invariant measures for the three dynamical systems.
1.5. Equilibrium measures. In studying equilibrium measures using methods of inducing we are forced to consider only those measures which are lifted from measures on the inducing domain. Therefore, we need to adjust the notion of an equilibrium measure that fits our setting.
Given a potential ϕ :
We define the corresponding potentialφ on the towerX aŝ
We define the induced potentialφ :X → R bỹ
A measure νφ ∈ M(X,f ) is called an equilibrium measure forφ if
Main results
We start by stating additional conditions on the inducing scheme and on potential functions. 
2.2.
Conditions on potential functions. Let ϕ : X → R be a potential function. We express conditions on the potential ϕ in terms of the induced potential:
(P1) The induced potentialφ can be extended by continuity to a function onJ for all J ∈ S;
(P2) The induced potentialφ is locally Hölder continuous, i.e. for any n ≥ 1 V ar n (φ) := V ar n (φ • π) ≤ Cθ n for some constants C > 0 and 0 < θ < 1, where π is the coding map defined in Section 1.2 and V ar n is defined in Section 4.1;
The normalized induced potential ϕ + :X → R is given by
2.3. Preliminaries. Let X be a measurable space and T : X → X a measurable invertible transformation preserving a measure µ. For reader's convenience we recall some properties of the system (X, T, µ) which are of interest to us in the paper.
(1) The Bernoulli property. We say that (X, T, µ) has the Bernoulli property if it is metrically isomorphic to the Bernoulli shift (Y Z , σ, ν Z ) associated to some Lebesgue space (Y, ν), where ν is metrically isomorphic to the Lebesgue measure on an interval together with at most countably many atoms.
(2) Decay of correlations Let H 1 and H 2 be two classes of observables on X. For h 1 ∈ H 1 and h 2 ∈ H 2 define the correlation function
We say that T has exponential decay of correlations with respect to classes H 1 and H 2 if there exist C > 0, 0 < θ < 1 such that for any h 1 ∈ H 1 , h 2 ∈ H 2 and any n > 0
and say that T has polynomial decay of correlations if there exists γ > 0 such that
where
The Central Limit Theorem We say that T satisfies the Central Limit Theorem (CLT) for a class H of observables on X if there exists σ > 0 such that for any h ∈ H with h = 0 the sum
converges in law to a normal distribution N(0, σ).
Statements of main results.
In this section we establish existence, uniqueness, and describe ergodic properties of equilibrium measures for the three systems: (X, f, ϕ), (X,f , ϕ + ), and (X,f ,φ). We denote the class of all Hölder continuous functions on X with exponent α by C α (X). The
is known as the tail of the measure ν ϕ + . We say that the tail is exponential (polynomial) if ν ϕ + (τ > n) decays exponentially(polynomially). We first consider the induced system (X,f ,φ).
Theorem 2.1. Letf :X →X be an induced map satisfying Condition (I3). Assume that the induced potentialφ satisfies Conditions (P1)-(P4). Then:
(1) There exists a unique equilibrium Gibbs measure ν ϕ + for ϕ + ;
(2) The mapf has exponential decay of correlations for the observables h 1 ∈ L ∞ (X, ν ϕ + ) and h 2 ∈ C α (X); (3) The mapf satisfies the CLT with respect to ν ϕ + and any observable h ∈ C α (X); (4) The mapf has the Bernoulli property with respect to ν ϕ + ; Statement (1) of Theorem 2.1 is proved in [15] . We note that similar results in the symbolic setting were obtained by Mauldin-Urbanski [11] and Sarig [23] . Statements (2) and (3) follow from the well known result by Ruelle [18] . Statement (4) follows from the result in [6] (see also [25] ).
We now state a similar result for the associated tower map (X,f ,φ).
Theorem 2.2. Letf :X →X be the tower map corresponding to an inducing scheme satisfying Conditions (I3) and (I4). Letφ :X → R correspond to some potential ϕ : X → R satisfying Conditions (P1)-(P4). Then:
(1) there exists a uniquef -invariant ergodic equilibrium measure µφ for ϕ and it is the lifted measure for ν ϕ + . Assume, in addition, that the tower satisfies Condition (I5).
where r β (n) = O(R β (n)) and
for some k, thenf satisfies the CLT with respect to µφ.
We remark that Statements (3a)-(3d) of Theorem 2.2 were shown in [29] for towers corresponding to inducing schemes of expanding type (that is, towers which can be modeled by one-sided Markov shifts on a finite or countable set of states) and measures satisfying certain conditions. Those results were later extended in [12] to the case of inducing schemes of hyperbolic type. We summarize those results in Proposition 4.1. Then we show that local Hölder continuity of the induced potentialφ and the fact that µφ is obtained by lifting the measure ν ϕ + ensures that we can apply Proposition 4.1.
We now consider the original system (X, f, ϕ). For x, y ∈X define the forward separation time s + (x, y) to be the smallest positive integer n ≥ 0 for whichf n (x),f n (y) lie in different partition elements ofX (compare with the quantity s(x, y) defined in Section 1.2). We define the backward separation time s − (x, y) analogously, so that s(x, y) = min{s + (x, y), s − (x, y)}. Theorem 2.3. Let f : X → X be a continuous map that admits an inducing scheme satisfying Conditions (I1)-(I4). Let ϕ : X → R be a potential that satisfies Conditions (P1)-(P4). Then:
(1) there exists a unique f -invariant ergodic equilibrium measure µ ϕ for ϕ and it is the lifted measure for ν ϕ + . (2) µ ϕ is the projection of µφ.
If the inducing scheme satisfies Condition (I5), then:
is mixing, then it has the Bernoulli property. (4) Assume, in addition, that (X, f, µ ϕ ) satisfies the following conditions:
Statement (1) of Theorem 2.3 is shown in [15] . Note that Statement (4a) was mentioned in Theorem 4.5 in [15] with reference to [28] . However, Conditions (I5) and (F1)-(F2) were missing there, so Statement (4a) complements the part of Theorem 4.5 in [15] on exponential decay of correlations. The remaining statements are shown in Section 4.4.
2.5. Analyticity of the pressure. Let f : X → X be a continuous map that admits an inducing scheme satisfying Conditions (I1)-(I5),f :X →X the induced map, andf :X →X the tower map. Let ϕ 1 , ϕ 2 : X → R be two potential functions satisfying Condition (P1). We consider the corresponding potentialsφ 1 
, and the normalized induced potential ϕ
We have the following. Theorem 2.4. Assume there exists ǫ 0 > 0 such that the following holds for all |t| < ǫ 0 :
(1) there exists c ∈ R such that ϕ 1 + c and ϕ 1 + tϕ 2 + c satisfy (P3), (2) ϕ 1 and ϕ 1 + t|ϕ 2 | satisfy (P4), (3) ϕ 1 and ϕ 2 satisfy (P2).
Then for some 0 < ǫ < ǫ 0 the functions t → P G (ϕ
Here P G denotes the Gurevich pressure which we define in Section 4.1, while P L was defined in Section 1.5. For the induced system the fact that t → P G (ϕ + 1 + tφ 2 ) is real analytic follows from a result of Sarig [20] . Analyticity of the functions t → P L (φ 1 +tφ 2 ) and t → P L (ϕ 1 +tϕ 2 ) are shown in Section 4.5.
2.6. Generalization. Our results on the Bernoulli property are corollaries of a more general result, where measures in question are not necessarily equilibrium measures. Letμ be an invariant ergodic measure for the induced mapf onX. Let µ andμ be the corresponding lifted measures on X and X respectively. Note that µ andμ are invariant and ergodic with respect to f andf .
Given a string (ω 1 . . . ω n ) ∈ N n we denote
Given two strings A = (a 1 . . . a n 1 ),
We impose a collection of conditions on (X,f ,μ).
(B1) For every finite sub-collection S * ⊂ S there exists a constant C * = C * (S * ) > 1 such that for every pair of strings A = (a 1 . . . a n 1 ),
(B2) For any δ > 0 there exists m 0 ∈ N such that for any m ≥ m 0 and for any finite collection γ of m−strings C = (c 1 . . . c m ) ∈ N m there exists K ∈ N such that the following statement holds:
Let C, C ′ ∈ γ, k > K, and let A = (a 1 . . . a n 1 ),
where Qμ is defined by (1.2).
Remark 2.1. Requirement (B1) means that the measureμ has direct product structure. Both Conditions, (B1) and (B2), are stated in terms of the induced system (X,f ), but it is worth mentioning that the numerator of the middle term in the inequality in Condition (B2) is equal tõ
Theorem 2.5. Let (X,f ) be an induced map and letμ be an invariant ergodic measure forf . If (X,f ,μ) satisfies Conditions (B1) and (B2), then the systems (X, f, µ) and (X,f ,μ) have the Bernoulli property.
In the view of Theorem 2.5, the proof of Bernoulli property for the measures µ andμ in Theorems 2.2 and 2.3 reduces to verifying Conditions (B1), and (B2) forμ.
3. Application: Thermodynamics of Young diffeomorphisms 3.1. Definition of Young diffeomorphisms. Consider a C 1+ǫ diffeomorphism f : M → M of a compact smooth Riemannian manifold M . Following [28] we describe a collection of conditions on the map f .
An embedded
embeddings of D u into M which can be extended to a continuous map of the closure K s ;
A continuous family of stable disks is defined similarly.
We allow the sets K s to be non-compact in order to deal with overlaps which appear in most known examples including the Katok map.
A set Λ ⊂ M has hyperbolic product structure if there exists a continuous family Γ u = {γ u } of unstable disks γ u and a continuous family Γ s = {γ s } of stable disks γ s such that
• the γ u -disks are transversal to γ s -disks with an angle uniformly bounded away from 0; • each γ u -disks intersects each γ s -disk at exactly one point;
A subset Λ 0 ⊂ Λ is called an s-subset if it has hyperbolic product structure and is defined by the same family Γ u of unstable disks as Λ and a continuous subfamily Γ s 0 ⊂ Γ s of stable disks. A u-subset is defined analogously. We define the s-closure scl(Λ 0 ) of an s-subset Λ 0 ⊂ Λ by
We define the u-closure ucl(Λ 1 ) of a given u-subset Λ 1 ⊂ Λ similarly:
Assume the map f satisfies the following conditions:
(Y1) There exists Λ ⊂ M with hyperbolic product structure, a countable collection of continuous subfamilies Γ s i ⊂ Γ s of stable disks and positive integers τ i , i ∈ N such that the s-subsets
are pairwise disjoint and satisfy: (a) invariance:
where γ u,s (x) denotes the (un)stable disk containing x; (b) Markov property:
(Y2) The sets Λ u i are pairwise disjoint. For any x ∈ Λ s i define the inducing time by τ (x) := τ i and the induced mapf
(Y3) There exists 0 < a < 1 such that for any i ∈ N we have: (a) For x ∈ Λ s i and y ∈ γ s (x),
We remark that our definition of Young diffeomorphism differs from the original one (see [28] , [29] ). In particular we do not assume bounded distortion. This condition will be required later to establish thermodynamics for a special class of potential functions. 
3.3. Geometric t-potentials. For t ∈ R consider the family of geometric t-potentials
In order to apply our results to the family of geometric t-potentials, one has to verify Conditions (P1)-(P4). For this we need the following additional conditions.
(Y5) For every γ u ∈ Γ u one has
where µ γ u is the leaf volume on γ u .
(Y6) There exists γ u ∈ Γ u such that
For x ∈ Λ let Jacf (x) = det |Df | E u (x) | and Jacf (x) = det |Df | E u (x) | denote the Jacobian of Df | E u (x) and Df | E u (x) respectively.
(Y7) There exist c > 0 and 0 < κ < 1 such that:
(a) For all n ≥ 0, x ∈f −n (∪ i∈N Λ s i ) and y ∈ γ s (x) we have
We also need the following estimate.
(Y8) S n := ♯ {Λ s i : τ i = n} ≤ Ce hn where C > 0 and 0 < h < − ϕ 1 dµ 1 .
It is shown in [14] that if a Young diffeomorphism satisfies Conditions (Y1)-(Y3) as well as (Y5)-(Y8), then there is t 0 < 0 such that the geometric t-potential ϕ t satisfies (P1)-(P4) for all t ∈ (t 0 , 1]. In particular, there exists a unique equilibrium measure for ϕ t in the class of lifted measures. For t ∈ (t 0 , 1) it is shown in [14] that this measure has exponential tail.
Therefore, by Theorem 3.1, we have the following. (1) there exists t 0 < 0 such that for every t 0 < t ≤ 1 there exists a unique equilibrium measure µ t among all lifted measures for the potential ϕ t .
Assume in addition that f satisfies Condition (Y4). Then:
(2) the function P (t) := P L (ϕ t ) is real analytic on the interval (t 0 , 1).
Assume in addition that there exists K > 0 such that for any i ∈ N and for x, y ∈ Λ s i and 0
Then for t ∈ (t 0 , 1): (3) µ t has exponential decay of correlations and satisfies the CLT with respect to Hölder continuous observables; (4) µ t has the Bernoulli property. (K1) ψ is of class C ∞ except at zero; (K2) ψ(u) = 1 for u ≥ r 0 and some 0 < r 0 < r 1 ; (K3) ψ ′ (u) > 0 for every 0 < u < r 0 ; (K4) ψ(u) = (ur 0 ) α for 0 ≤ u ≤ r 0 /2 where 0 < α < 1/2.
Let D r = {(s 1 , s 2 ) : s 2 1 + s 2 2 ≤ r 2 } where (s 1 , s 2 ) is the coordinate system obtained from the eigendirections of T . Choose r 1 > r 0 such that
and consider the system of differential equations in D r 1
where λ > 1 is the eigenvalue of T . Observe that T is the time-one map of the ow generated by the system of equations (3.11). We slow down trajectories of the system (3.11) by perturbing it in D r 1 as follows
This system of equations generates a local flow. Denote by g the timeone map of this flow. The choices of ψ and r 0 and r 1 guarantee that the domain of g contains D r 1 . Furthermore, g is of class C ∞ in D r 1 except at the origin and it coincides with T in some neighborhood of the boundary ∂D r 1 . Therefore, the map
defines a homeomorphism of the torus T 2 , which is a C ∞ dffeomorphism everywhere except at the origin. The map G preserves a probability measure ν, which is absolutely continuous with respect to the area. The density of ν is a C ∞ function that is infinite at 0. One can further perturb the map G to obtain an area-preserving C ∞ dffeomorphism f . This is the Katok map.
The following is shown in [16, Lemma 6.1., Proposition 6.2.]. U , where α ∈ (0, 1). Let Λ = n≥0 f n (U ) be an attractor for f with N W (f ) = Λ. Assume that, (C1) Λ is a hyperbolic set for f , so that for every x ∈ Λ there exists a splitting of the tangent space,
for some ν > 1.
The map f has a fixed point p ∈ Λ. Consider a neighborhood Z 0 ⊂ U of p with local coordinates identifying b) ψ(r) = 1 for r ≥ r 1 ; c) ψ ′ (r) ≥ 0. Let χ : Z → R d be the vector field given by χ(x) = ψ( x )Ax and let g : U → M be the time-1 map of the flow generated by this vector field on Z and by f on U \ Z. Observe that g is of class C 1+α and that g(U ) = f (U ), in particular g(U ) ⊂ U and then Λ g := n≥0 g n (U ) is an attractor for g.
The following is shown in [30, Theorem 4.2., Lemma 5.13.].
Proposition 3.4.
Assume that f is a C 1 -small perturbation of a certain local diffeomorphismf , for which the SRB measureω 1 and the measure of maximal entropyω 0 coincide, and let r 1 > 0 be small enough. Then the map g constructed above is a Young diffeomorphism satisfying Conditions (Y 1) − (Y 8). In addition, the corresponding inducing scheme {S, τ } satisfies Condition (I3).
One may consider f of class C 1+r for any r > 0. However, in the construction of the map g (see (D0)) one should use a number 0 < α < min{1, r}
Another example of a system with an inducing scheme of hyperbolic type is the Hénon map at the first bifurcation. The details on the corresponding inducing scheme can be found in [27] and [15] .
4. Proofs 4.1. Preliminaries. We need to introduce some notations and results. 4.1.1. Countable Markov shifts. In this section we provide some results on thermodynamics for countable Markov shifts. Let S be a countable alphabet, S Z the space of two-sided sequences and σ the left shift (σ(x)) i = x i+1 . For k ∈ Z, n ≥ 1 and a 1 , · · · , a n a cylinder set is defined as
To simplify notation we will write [a 1 , · · · , a n ] for 0 [a 1 , · · · , a n ]. Let A = (a ij ) i,j∈Z be a countable matrix with entries in {0, 1}. A twosided topological Markov shift (TMS) is a pair (S Z A , σ A ), where
a ω i ω i+1 = 1 ∀i ∈ N}, and σ A is the restriction of σ to S Z A . A TMS is topologically transitive if for every two states ω, ω ′ ∈ S Z A there exists N := N (ω, ω ′ ) ∈ N and ξ 1 , · · · ξ N −1 such that a ωξ 1 a ξ 1 ξ 2 · · · a ξ N−1 ω ′ = 1. A TMS is topologically mixing if for every two states ω, ω ′ ∈ S Z A there exists N := N (ω, ω ′ ) ∈ N such that for ∀n ≥ N there exist ξ 1 , · · · ξ n−1 such that a ωξ 1 a ξ 1 ξ 2 · · · a ξ n−1 ω ′ = 1. Clearly, mixing implies transitivity. In fact, A TMS is topologically mixing if and only if it is topologically transitive and gcd{n : ω n → ω} = 1, where ω n → ω means there exist ξ 1 , · · · ξ n−1 such that a ωξ 1 a ξ 1 ξ 2 · · · a ξ n−1 ω = 1 (see [21] for the argument).
Functions on TMS. Given a function Φ : S Z
A → R we define the n-th variation of Φ by
Φ is said to have a summable variation if 
The Gurevich pressure of Φ is defined by
for some a ∈ S.
If (S Z
A , σ A ) is topologically mixing and Φ has a summable variation, then the above limit exists and it is independent of a ∈ S, [19] . Let λ = expP G (Φ). We say Φ is positive recurrent if λ −n Z n (Φ, a) = ∞, nλ −n Z * n (Φ, a) < ∞. By Erg(σ) we denote the set of all σ-invariant ergodic Borel probability measures and
A σ-invariant measure ν Φ is an equilibrium measure for Φ provided
where h ν (σ) denotes the measure-theoretic entropy of σ with respect to ν. We will call the quantity P (Φ), the variational pressure of Φ.
A measure ν = ν Φ is a Gibbs measure for Φ provided that there exists a constant C > 0 such that for any cylinder set [a 0 , · · · , a n−1 ] and any ω ∈ [a 0 , · · · , a n−1 ] one has
For a σ-invariant measure ν we define ν • σ(E) = 
Symbolic representation of the tower map.
We now construct a particular Markov partition ofX for the tower mapf which will be used for our purpose. For J ∈ S and 0 < k ≤ τ (J) − 1 setX J,k = {(x, k) : x ∈ J}. LetŜ = {X,X J,k }. Thenf :X →X can be represented as a countable Markov shiftσ A :Ŝ Z A →Ŝ Z A , where allowed transitions areX →X J,1 ,
Similarly as in Section 1.2 we obtain a coding map
which is one-to-one on a certain setΩ with π 1 (Ω) =X and by Condition (I3), introduced in Section 2.1, the setŜ Z A \Ω supports noσ A -invariant measure which gives positive weight to any open set.
The above coding allows us to define regularity properties of functions on X in terms of the functions on the TMS (Ŝ Z A ,σ A ). Namely, we say that a functionφ defined onX has property α if the function given byΦ :=φ • π 1 has property α.
4.2.
Proof of Theorem 2.5. Using the symbolic representation of (X,f ) and (X,f ), to show the Bernoulli property of the system (X,f ,μ) it is enough the show the following general statement.
Let (S Z A , σ) be a countable Markov shift. Choose a state s ∈ S and let (S Z ,σ) be the induced shift on s ∈ S, that is, the first return to [s] . Let µ be aσ-invariant, ergodic measure on [s] . Denote byμ the measure on S Z A which is the lifted measure from µ. Conditions (B1) and (B2) applied to this setting become the following.
(S1) For every finite S * ⊂S there exists a constant C * = C * (S * ) > 1 such that for every pair of cylinders
, if a n 1 ∈ S * or b 1 ∈ S * , and [AB] = ∅, then (4.14)
1
≤ C * . 
Given two cylinders
We have the following. Claim 1 implies that for every finite collection of states,S ⊂Ŝ, the corresponding partition, {[s]|s ∈S} ∪ { s∈Ŝ\S [s]}, is weak Bernoulli [25] . This in turn implies the Bernoulli property ofμ (see [25] for details).
We now prove Claim1. Fix small δ > 0 to be determined later and choose:
For fixed C, C ′ ∈ γ and A, B as in the Claim above we denoteK :
We now continue with the proof of the Claim. We follow the line of the argument presented in [25] . Define
We calculate,
We start by estimating S 1 . By (4.17) we have that
We estimate the first sum.
Similarly we obtain that
Consequently,
We now proceed with the estimate of S 2 . Using Condition (S1), we obtain that
It remains to estimate S 4 . For this observe that any cylinder
D with l ≤ m can be written as the following disjoint union
We therefore estimate S 4 as follows,
We conclude that
To finish the proof of the Claim, choose δ < min{
To prove that (X, f, µ) is Bernoulli, we define an equivalence relation ∼ onX in the following way. Having two elements, (x, k), (y, l) ∈X we will say that (x, k) ∼ (y, l) if and only if f k (x) = f l (y). Consider a σ−algebra A onX generated by sets of the form
where B ⊂X is a Borel set. Observe that A isf -invariant. In addition, as a factor of (X,f ,μ), the restriction (X,f ,μ, A) is Bernoulli [13] .
On the other hand,f restricted to A can be thought of as a map defined on the spaceŶ of equivalence classesŶ = {[x] ∼ |x ∈X}, where we definê
We can define an isomorphism I between (X, f, µ) and (Ŷ ,f ,μ) in the following way. Given p ∈ X let k be the smallest positive integer such that p = f k (q) for some q ∈X. Then define I(p) := [q, k] ∼ . We conclude that (X, f, µ) and (Ŷ ,f ,μ) are isomorphic. Therefore, (X, f, µ) is Bernoulli.
Proof of Theorem 2.2.
We start with the proof of Statement (1). Viewingf :X →X as an induced system fromf and using Statement (1) of Theorem 2.3, it is enough to show that P L (ϕ) = P L (φ). By Proposition 4.3 in [15] , for everyμ ∈ Erg(X,f ) for which Qμ < ∞ we have that
On the other hand, viewingf :X →X as an induced system fromf and observing thatφ =φ we obtain that, hμ(f ) = Qμ hL (μ) (f ) and
Now we prove Statement (2) . In fact, we show a more general result in a setting of symbolic dynamical systems.
Let (S Z A , σ) be a topologically mixing countable Markov shift. Choose a state s ∈ S and a potential ϕ : [s] → R. Assume thatφ is locally Hölder with respect to the induced shiftσ on [s], and that P G (ϕ) < ∞. Let µ be the unique ergodic equilibrium measure for ϕ. Denote byμ the measure on S Z A which is the lifted measure from µ. We have the following. Theorem B. If (S Z A , σ,μ) is mixing, then it is Bernoulli. Our argument follows the idea presented by Sarig in [25] . The result in [25] considers equilibrium measures for locally Hölder potential functions. We remark that our result is stronger, as it only requires that the induced potential is locally Hölder.
Proof. In view of Theorem 2.5, it is enough to verify that µ satisfies Conditions (S1) and (S2) in Section 4.2. As in the proof of Theorem 2.5, we identify (S Z A , σ) with (Ŝ Ẑ A ,σ). The properties of µ have been described by Sarig in [25] . It is done by first studying the space of one-sided sequences (S N ,σ). For any fixed φ :S N → R one defines a Ruelle's operator L φ in the following way. If F :S N → R and
The following is shown in [25] . 
We start with some technical results. Proof. Fix x ∈ [AC] and p ∈S N . We have that
Lemma 4.3. If C, C ′ ∈ γ and p ∈ [C ′ ] is a one-sided sequence, then for any k > K we have the following
Proof. First recall that by the choice of k,
On the other hand,
For any M −cylinder D in the sum above we can define a unique point
We now use Lemma 4.2 and Lemma 4.3 to prove the following. 
By Lemma 4.2, this is equal to
By Lemma 4.3, we conclude that
We continue with the proof of Condition (S2). Fix C, C ′ ∈ γ, k > K, and let A, B be as in the hypothesis of Condition (S2). We then calculate,
By Lemma 4.4, we conclude that
The remaining statements of Theorem 2.2 can be deduced from the following, more general result.
Proposition 4.1. Letf :X →X be an induced map satisfying (I1)-(I2), (I5) andμ be somef -invariant ergodic probability measure. Assume in addition that there exist C > 0 and 0 < ρ < 1 such that
where gμ is the Jacobian ofμ defined as in Section 4.1. Let µ andμ denote the lifted measures ofμ to X andX respectively. Letĥ 1 ,ĥ 2 ∈ C α (X) and
(1) Assume thatμ has exponential (respectively, polynomial) tail. Then f has exponential (respectively, polynomial) decay of correlations with respect toμ; (2) Assumeμ(τ > n) = O( The above proposition follows from results in [29] and [12] . We note that our choice of observables ensures that the results in [12] apply as piecewise Hölder continuous functions are excellent in the sense defined in [12] (one can see this on the page 896 in [12] ).
To show correlation estimates (3a) and (3b) we apply Statement (1) of Proposition 4.1. We need to verify that ν ϕ + satisfies (4.21). This can be done in the following way. Since ν ϕ + is the unique equilibrium measure then by Theorem 5.5 in [26] , it is equal to the Ruelle-Perron-Frobenius measure for ϕ + . If ν c is an eigenmeasure for the Ruelle operator L ϕ + , then dν ϕ + = hdν c where h is an eigenfunction for L ϕ + . Note that by Theorem 3.3 in [26] , the measure ν c is conformal for ϕ + . In addition, since ϕ has zero Gurevich pressure and is positive recurrent (the latter follows from Theorem 5.5 [26] ), then by Theorem 3.7 in [26] , it follows that ϕ + = log(g νc ). One can see that
By Proposition 3.4 in [24] , one has V ar n h < l≥n+1 V ar l (ϕ + ). Hence, by local Hölder continuity of ϕ + , all the terms in the right hand side of the above equality are locally Hölder continuous with the same exponent. Hence, we find that log(g ν ϕ + ) is locally Hölder continuous function and therefore the measure ν ϕ + satisfies (4.21) .
Note that X τ (x)dx < ∞ as ν ϕ + has decaying tail. In addition, the tower satisfies (I5). Therefore all the requirements of Proposition 4.1 are met. Hence we obtain correlation estimates (3a)-(3d). We showed in the proof of Theorem 2.2 the measure ν ϕ + satisfies all the assumptions of Proposition 4.1. Therefore, Statements (4a) and (4b) follow from Proposition 4.1.
To prove (4c) and (4d) assume that
Then the observablesĥ 1 ,ĥ 2 are supported in (1) P (Φ 1 ) < ∞, P (Φ 1 + tΦ 2 ) < ∞, and
Then for some 0 < ǫ < ǫ 0 the functions t → P G (Φ 1 − P (Φ 1 ) + tΦ 2 ) and t → P (Φ 1 + tΦ 2 ) are real analytic on (−ǫ, ǫ).
Here P G denotes the Gurevich pressure and P denotes the variational pressure (see Section 4.1 for definitions).
The proof requires two lemmas that are stated below. Consider potentials Φ * 1 , Φ * 2 : S N A → R on a topologically mixing one-sided Markov shift, a state a ∈ S and the induced system S N A ,σ on [a].
Lemma 4.5. Assume the following conditions are satisfied:
Then for some 0 < ǫ < ǫ 0 the functions t → P G (Φ * 1 − P (Φ * 1 ) + tΦ * 2 ) and t → P (Φ * 1 + tΦ * 2 ) are real analytic on (−ǫ, ǫ). Proof. By (1) we have that P (Φ * 1 + tΦ * 2 ) is given implicitly as ω ∈ R such that P G (Φ * 1 + tΦ * 2 − ω) = 0. Given a potentialΦ :S N A → R consider the Ruelle operator (LΦf )(x) = σ(ȳ)=x eΦ (ȳ) f (ȳ). Let λ(LΦ) denote the biggest eigenvalue of LΦ. By (2)-(4) and Lemma 4 in [20] , the operator L Φ * 1 −P (Φ * 1 ) has a spectral gap. By standard results from perturbation theory of linear operators, [10] , the same is true for all operators
. In addition,
is holomorphic, and ifΦ :
By (1), (2), (5) and the proof of Lemma 6 in [20] , (1)Ψ l =Φ l + u l •π •σ − u l •π, whereπ :S Z A → S Z A is the canonical projection; (2) Ψ l (x) = Ψ l (x ′ ), andΨ l (x) =Ψ l (x ′ ) whenever x i = x ′ i ,x i =x ′ i for all i ≥ 0; (3) P (Ψ l ) = P (Φ l ), and P G (Ψ l ) = P G (Φ l ); (4) ifΦ l is Hölder, then so isΨ l ; (5) if Φ 1 , Φ 2 satisfy Condition (5) in Theorem 4.2, then so do Ψ 1 , Ψ 2 ; (6) ifΦ l satisfies Conditions (3) and (4) in Theorem 4.2, then so does Ψ l .
Proof. For any x 0 ∈ S pick a sequence (r x 0 ,i ) To see that P (Ψ l ) = P (Φ l ) note that for any σ A -invariant measure µ we have that
To see that P G (Ψ l ) = P G (Φ l ) note that for anyx ∈S Z A withσ n (x) =x we have that n−1 j=0 u l (π(σ j+1 (x))) − u l (π(σ j (x))) = u l (π(σ n (x))) − u l (π(x)) = 0.
(4) is proved in (Lemma 3.3, [15] ). (5) follows from the fact that u l is bounded on [a] . (6) follows because u l is bounded on [a] and P (Ψ l ) = P (Φ l ).
Proof of Theorem 4.2. Consider functions Φ 1 , Φ 2 satisfying the hypothesis of Theorem 4.2. For l = 1, 2 let Ψ * l : S N A → R be defined by Ψ * l := Ψ l ((π * ) −1 (x)), where π * : S Z → S N is the canonical projection and Ψ l is defined in Lemma 4.6. The function Ψ * l is well defined since Ψ l only depends on the positive part of the sequence. In addition, Ψ * 1 and Ψ * 2 satisfy the hypothesis of Lemma 4.5. Therefore t → P (Ψ * 1 + tΨ * 2 ) is real analytic. We have that P (Ψ * 1 + tΨ * 2 ) = P (Ψ 1 + tΨ 2 ) = P (Φ 1 + u 1 • σ A − u 2 + tΦ 2 + t(u 2 • σ A − u 2 )) = P (Φ 1 + tΦ 2 +ũ • σ A −ũ), whereũ := u 1 +tu 2 is bounded on [a] . By the argument presented in Lemma 4.6 we have that P (Φ 1 +tΦ 2 +ũ•σ A −ũ) = P (Φ 1 +tΦ 2 ) and t → P (Φ 1 +tΦ 2 ) is real analytic on (−ǫ, ǫ). Proof. We start with the proof of the first statement. By Theorem 4.6 in [15] we have that P G (ϕ 1 + tϕ 2 + c) < ∞ and P G (ϕ 1 + c) < ∞. By Theorem 4.2 in [15] this implies that P (ϕ 1 + tϕ 2 + c) < ∞ and P (ϕ 1 + c) < ∞. Since c ∈ R is a finite number, we obtain that P (ϕ 1 + tϕ 2 ) < ∞ and P (ϕ 1 ) < ∞. The fact that P G (ϕ 1 + tϕ 2 − P (ϕ 1 + tϕ 2 )) = 0 follows by Theorem 4.6 in [15] . Assume now that ϕ 1 satisfies (P 4). This immediately implies thatΦ 1 satisfies Condition (3) in Theorem 4.2. We also obtain that P G (ϕ 4.6. Proof of Theorem 3.2. The first statement is proved as Theorem 7.7 in [15] . Moreover, it is proved that the measure µ t has exponential tail. Note that f can be represented as a map with an inducing scheme by Proposition 6.2. in [15] . Statements (4a), (4b), and (4d) of Theorem 2.3 imply that µ t is mixing, has exponential decay of correlations, and satisfies the CLT. Once µ t is mixing, then by Statement (3) of Theorem 2.3, it is Bernoulli.
