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H I G H L I G H T S
• Source-receptor relationships (SRRs)
needed for fast air quality simulations.
• SRRs are also a key component in
Integrated Assessment Models.
• We present updated SRRs, applied to a
state-of-the-art air quality model.
• Results show the simplicity and ﬂex-
ibility of the resulting SRRs.
• Limitations in terms of the developed
SRRs are also stressed.
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A B S T R A C T
Source-receptor relationships (SRRs) are simpliﬁed air quality models. They are usually used to replace fully-
ﬂedged Chemical Transport models (CTMs) when simulating a huge number of emission reduction scenarios, in
policy-related contexts. Even if SRRs do not contain the same richness of information as CTMs (i.e. in terms of
spatial/temporal resolution) and are merely a statistical approximation of the original models, their application
is usually deemed to be suﬃcient in the policy arena, when a condensed (i.e. yearly average concentrations
instead of hourly detailed ones) representation of the real scenarios is required; and when “simulation time” is a
constraint (as i.e. optimization processes). In this paper we identify and validate SRRs, based on the EMEP MSC-
W Chemical Transport Model. The proposed statistical SRR approach is implemented using a limited number of
CTM simulations. Also, it allows for a ﬂexible selection of the emission reduction scenarios to be simulated, both
from a geographical and a sectoral point of view. The validation results, performed on various domains and
sectors, demonstrate that the proposed methodology can be used in a policy context, even if certain limitations
on its use needs to be recognized.
1. Introduction
Integrated Assessment Modelling methodologies and tools are im-
portant in the ﬁeld of air quality, as they provide an operational in-
terface between the scientiﬁc and political worlds, supporting policy-
makers when selecting their measures in order to reduce emissions.
A key component of “Integrated Assessment Models” (Miranda
et al., 2016; Moussiopoulos et al., 2009) is related to the simulation of
the relationship between emissions and concentrations. State-of-the-art
approaches to model this link are based on “Chemical Transport
Models” (CTM), which contain an accurate description of advection,
chemistry and deposition in the atmosphere. These approaches are able
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to simulate concentrations that result from a speciﬁc emission reduction
scenario (Baykara et al., 2019; Borge et al., 2018) or from the basecase
(Nicolantonio et al., 2007). The drawback of these types of models is
related to the complexity of the input data, the scientiﬁc and technical
skills needed to operate them and the costly infrastructure needed for
their use. Because they are complex and time consuming, “Chemical
Transport Models” are generally not used directly in “Integrated As-
sessment Modelling”, and are replaced with “source-receptor relation-
ship” (SRR).
SRR are a simpliﬁed/statistical representation of a CTM, used to
estimate the eﬀect of changes in precursor emissions on pollutant
concentrations (Sorte et al., 2019). SRR needs to be built starting from a
set of simulations performed with a CTM. To obtain a high level of
ﬂexibility in the way emission reduction scenarios can be spatially
applied in the SRR, the CTM should be theoretically run for checking
the eﬀect of emissions changes in each single grid independently. This
would mean changing each of the precursor emissions in individual grid
cells one-at-a-time and looking at the resulting change in concentra-
tions in each single receptor cell. While theoretically very simple, the
resulting number of unknown parameters, describing the transfers be-
tween source and receptor cells (called transfer coeﬃcients) would be
proportional to the number of grid cells and to the number of pre-
cursors. Because each of these unknowns requires an independent CTM
run, this independent grid-to-grid cell option would be very costly, and
simplifying assumptions that reduce the number of CTM runs are
usually required (Clappier et al., 2015). Furthermore, it is not a
straightforward action to combine single grid-to-grid cell SRRs into
geographical area SRRs, as non-linear interactions between the grid
cells exist.
There are diﬀerent ways to build simpliﬁed source-receptor re-
lationships. In the GAINS model (“Greenhouse gas - Air pollution
Interactions and Synergies”, Amann et al., 2011) the grid-cell to grid-
cell relationship is simpliﬁed by aggregating source cells into countries.
The number of unknowns then becomes proportional to the number of
countries and precursors. The question can only be solved if a number
(product of countries per precursor) of independent CTM scenarios are
performed. With about 50 countries and 5 precursors, 250 independent
CTM scenarios are required in the GAINS approach to derive the SRR.
For the sake of convenience, each CTM scenario, run at roughly 50 km
or 28 km of spatial resolution, is designed in GAINS by reducing
emissions for a given percentage of a single precursor, considering a
single country at a time. These country-to-grid SRRs can then be applied
to assess the impact of scenarios in which total precursor emissions
have been changed in the countries considered during the training. This
approach works well when aiming at testing the impact of reductions
on a country level, but results in a lack of spatial ﬂexibility, i.e. you
cannot use those SRR to evaluate subnational or sectoral emission re-
duction scenarios.
Another methodology implemented in the RIAT + tool (the
“Regional Integrated Assessment Tool”, Carnevale et al., 2014) ag-
gregates emissions in quadrants, as are deﬁned relatively to each grid
cell within the domain. The quadrant emission values and their related
grid cell concentrations are then used to feed a neural network that
delivers the SRR (Carnevale et al., 2009). Although the approach re-
quires a limited number of full CTM simulations (around 20), the set-up
of the SRR remains complex due to the need of implementing neural
networks. Neural networks also require that their application be limited
to the range of situations covered by the CTM simulations.
In SHERPA (“Screening for High Emission Reduction Potential on
Air”, Thunis et al., 2016), a diﬀerent approach is taken. It represents the
grid-to-grid approach with a reduced number of CTM model runs.
SHERPA assumes that the unknown parameters vary on a cell-by-cell
basis but are no longer independent of each other. Instead the coeﬃ-
cients are assumed to be related through a “bell-shaped” function. This
bell-shape function diﬀers for each receptor grid cell and emission
precursor. Currently, in the SHERPA oﬃcially distributed version, the
CTM scenarios are performed at roughly 7 km resolution by reducing
emissions to a given percentage over the entire European domain - with
each precursor being reduced independently or in combination. Given
its cell-to-cell characteristics, the SHERPA formulation can be used to
assess the impact of emission reductions over any given set of 7 km grid
cells. Cities, regions or countries can therefore be freely deﬁned in
terms of boundaries, as long as they consist of 7× 7 km2 squared. Such
remarkable ﬂexibility in terms of geographical areas is a direct con-
sequence of the cell-to-cell SRR.
The main purpose of this paper is to show that the SHERPA ap-
proach to SRR is able with only a light set-up (7 full CTM simulations,
and a diﬀerent Chemical Transport Model not traditionally used with
SHERPA) to reproduce policy results obtained with the CTM, whilst
attaining a good level of accuracy.
Apart from the direct beneﬁts obtained in terms of light set-up, we
also demonstrate for the very ﬁrst time that this SRR approach is cap-
able of delivering additional information in terms of sub-national and
sectoral impacts.
This publication is organized in the following way. Firstly, the
SHERPA SRR methodology (Pisoni et al., 2017) is brieﬂy reviewed,
highlighting the latest updates to its formulation. Then, the SHERPA
SRR is applied to EU wide policy scenarios to assess its accuracy. The
additional beneﬁts of the approach, in terms of geographical and sec-
toral ﬂexibility are then further explored. Finally its limitations are
acknowledged.
2. The models set-up
This section brieﬂy introduces the Chemical Transport Model used
in this paper, EMEP MSC-W (Simpson et al., 2012), which was used to
perform a number of scenario simulations to provide SHERPA with data
to be used for training and validation. Then, the SHERPA source-re-
ceptor methodology applied in this study is presented.
2.1. The EMEP model
The EMEP MSC-W (called EMEP henceforth) model (Simpson et al.,
2012) has been developed and is run at the Meteorological Synthesizing
Centre-West (MSC-W) based in Oslo, one of the two modelling centres
established by EMEP (The European Monitoring and Evaluation Pro-
gramme for Transboundary Long-Range Transported Air Pollutants),
and holds main responsibility for photo-oxidant, nitrogen, sulphur and
aerosol modelling. Traditionally, the EMEP model has covered all of
Europe with a resolution of about 50× 50 km, extending vertically
from ground level to the tropopause. The model is ﬂexible with respect
to the processing of chemical schemes, meteorological inputs, and with
nesting capability; the model is now applied on scales ranging from
local to global (with general resolutions of 0.5° or 0.1°). The model
simulates photo oxidants, inorganic and organic gaseous and pollutants
as well as wet and dry deposition (Simpson et al., 2012).
For the purpose of this paper, the EMEP MSC-W model v4.9 (de-
scribed in EMEP Status Report 1/2016) has been run for meteorological
conditions from 2014 (with ECMWF meteorological input), using
emission dataset provided by the JRC (Trombetti et al., 2017), with a
spatial resolution of 0.1°. After EMEP validation for the base case, the
scenario simulations have been produced for SHERPA, with a split into
two subset: one for the training of the SRR, and the other for their
validation. The validation subset is composed of simulations that ensure
the following conditions: (1) they are diﬀerent from the training ones
(to ensure an independent validation process) and (2) they reﬂect as far
as possible the range of potential emission reduction applications. More
in detail, the training and validation dataset are deﬁned as follows:
Training subset
A set of scenarios is produced for training. In addition to the base
case, the subset included six scenarios in which the emissions of NOx,
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VOC, NH3, coarse PM, PM2.5, SOx1 were individually reduced by 50%
(from the base case) and a ﬁnal scenario whereby all emissions are
reduced together. These reductions are applied homogeneously over
the whole domain, and apply to all sectors at the same time.
Validation subset
In order to cover a wide range of possible applications, these vali-
dation scenarios are designed as follows:
- ‘EU Policy scenario: with application of country and precursor
speciﬁc emission reductions. The National Emission Ceiling (NEC)
directive scenario is chosen for this purpose as the intensity of the
emission reductions fall within the ranges used for SHERPA SRR
identiﬁcation;
- ‘Sectoral’ scenarios: with application of EU-wide sector speciﬁc
emission reductions (by 35% with respect to the base case);
- ‘Geographical’ scenarios: with application of emission reductions
restricted to speciﬁc geographical areas that include national,2 re-
gional3 and local4 domains. The reduction level here is also 35%.
As said, these scenarios are used for the training and validation of
the SHERPA model, brieﬂy described in the next Section.
2.2. The SHERPA model
The SHERPA approach builds on the concept of “Geographically
Weighted Regression” (GWR, Fotheringham et al., 2002; Oshan and
Fotheringham, 2017; Wolf et al., 2018) or “local modelling approaches”
(Lloyd, 2010), a family of approaches that uses “bell-shaped” kernel
functions to establish weighted, local regressions between input and
output variables. In the case of this study, input and output are deﬁned
as emissions and concentrations. Oﬃcially, the concentration change
(delta) in receptor cell “j” is the sum of the concentration changes due
to changes in precursor emissions “p” emitted from any source cell “i”
within the domain; the concentration delta in a receptor cell “j” can
therefore be computed as follows:
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where Ngrid is the number of grid cells within the domain, Nprec is the
number of precursors, EΔ ip and PMΔ j are the emission and concentra-
tion deltas, and aijp are the unknown transfer coeﬃcients between each
source cell i and receptor cell j.
SHERPA assumes that the unknown transfer coeﬃcients aijp vary on
a cell-by-cell basis, but are not independent of each other. Instead the
aijp coeﬃcients are assumed to be related through a bell-shaped func-
tion. This bell-shaped function accounts for the variation in terms of
distance but is directionally isotropic:
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where dij is the distance between a receptor cell “j” and a source cell “i”.
Thus, in SHERPA the matrix of transfer coeﬃcients from source cells
to a receptor cell is replaced by a simple function with two parameters
for each precursor and all coeﬃcients are known when the two para-
meters α and ω are identiﬁed for a given receptor cell j and a given
precursor p. These two parameters α and ω are the amplitude and width
of the function respectively. α can be interpreted as the relative im-
portance of each precursor p in producing the pollutant concentration
in cell j, whereas ω captures how the contribution of the precursor p
emissions decrease with distance from cell j.
The ﬁnal formulation implemented in SHERPA therefore is as fol-
lows:
∑∑ ∑ ⎡
⎣⎢
∑ ⎤
⎦⎥
= + = +− −PM α d E α d EΔ (1 ) Δ (1 ) Δj
p
P
i
N
j
p
ij
ω
i
p
p
P
j
p
i
N
ij
ω
i
pj
p
j
p
(3)
To compute αjp and ωjp, a two-step procedure (partially already
presented in Pisoni et al., 2017) has been designed, which tries to ﬁnd
the best compromise between both robustness and accuracy. Here, we
brieﬂy refresh the approach presented in Pisoni et al. (2017), and
highlight the improvements made to the ﬁrst step of the algorithm.
Step 1. each precursor is treated independently and we therefore only
consider scenarios in which emission reductions are independently
applied to each precursor. For each precursor, the calculation of least
squares between emission and concentration changes is performed to
estimate αjp and ωjp. While computing ωjp per geographical areas, i.e.
grouped cells based on wind speed, concentrations, etc … (method
described in Thunis et al., 2015a,b, and Pisoni et al., 2017) had the
advantage of speed, it had limitations in being only able to provide a
simpliﬁed view of the ωjp variability. In the current study, a “sliding
approach” is used to estimate ωjp. This means that for each cell, a group
of 121 surrounding cells (considering a ﬁve-cells wide ring5
surrounding the receptor cell) is used for the least squares estimation.
A diﬀerent set of 121 ‘surrounding’ cells is deﬁned for each cell so that a
speciﬁc value of ωjp is computed for each cell, leading to more accurate
results. Bounds are deﬁned on the ωjp, to constrain these values to be
strictly positive, and be in line with the results obtained optimizing all
cells together.
Step 2. an emission weighted average delta is computed at each
receptor cell “j”, applying the ωjp to what was computed in step 1.
For this second step, all scenarios are used at the same time to calculate
the αjp values. We refer to Pisoni et al. (2017) for additional details on
the general two-step procedure.
Once αjp and ωjp are known, the SHERPA model can be used to
evaluate concentration changes resulting from various emission re-
duction scenarios. This is shown in the next sections.
3. SHERPA validation results
A way to ensure that the SHERPA assumptions described above are
acceptable in practice, is to perform a thorough evaluation process. It is
important to note the main questions addressed to SHERPA: 1) What
fraction of pollution is originating from urban areas? 2) What fraction
of pollution is originating from a given sector? or 3) What is the con-
centration change resulting from a given emission scenario? These
questions cannot be answered by means of air quality measurements. As
with other simpliﬁed SRR models with similar scope [e.g. GAINS
(Amann et al., 2011), RIAT+ (Carnevale et al., 2014)], the only pos-
sible evaluation consists therefore in comparing the simpliﬁed SRR
model (SHERPA, GAINS, RIAT) with the full CTM for a series of tar-
geted emission reduction scenarios. For SHERPA, these scenarios have
been selected to cover a wide range of situations with emissions re-
duced in diﬀerent countries, regions and cities but also for diﬀerent
1 NOx is nitrogen oxides, VOC are volatile organic compounds, NH3 is am-
monia, coarse PM and PM2.5 are primary emissions of particulate matter at
diﬀerent size, SOx are sulphur dioxides.
2 Two “national domains” are considered in this work, speciﬁcally France and
Poland.
3 Six “regional domains” are considered in this work, deﬁned as square of
10×10 cells surrounding the city centres of Katowice, Milan, London,
Barcelona, Athens and Stockholm.
4 Thirteen “local domains” are considered in this work, deﬁned as square of
5×5 cells surrounding the city centres of Katowice, Milan, London, Barcelona,
Athens, Stockholm, Antwerp, Porto, Paris, Berlin, Clermont Ferrand,
Copenhagen and Soﬁa.
5 The ring of 5 cells has been chosen by trial and error, considering the trade-
oﬀ between computation speed and quality of results.
E. Pisoni, et al. Atmospheric Environment: X 4 (2019) 100047
3
sectors of activity. Before exploring these results, it is important to
stress a few points relative to the model evaluation.
A typical evaluation is made by comparing the absolute con-
centration levels for a given emission scenario that is independent from
the CTM simulations used to derive the simpliﬁed SRR. Such a com-
parison is shown in Fig. 1 (left), where the correlation obtained be-
tween the SHERPA and full EMEP results for an EU wide validation
scenario is shown. This evaluation on absolute concentration levels
shows good agreement between SHERPA and the full EMEP. Because a
good concurrence for absolute values does not guarantee a good ac-
cordance for concentration deltas (in comparison to the basecase), the
SHERPA evaluation focuses on the more challenging comparison of the
SHERPA concentration changes with those given by the full EMEP
model (referred to as CTM henceforth). Fig. 1 (right), which shows the
same results as Fig. 1 (left) but expressed in concentration delta, il-
lustrates the more challenging aspects of this type of evaluation. While
the absolute values validation behaves very well, some issues emerge
with the delta evaluation. In the next sections, we will use as default the
“delta evaluation” as it is “stricter” and more informative to further
improve the methodology.
In the next sections, we ﬁrst explore validations performed for EU
wide policy scenarios before analyzing sectoral and geographical re-
sults. The focus in this paper will be on a yearly average of PM2.5; so all
the following validation graphs are related to PM2.5 concentrations.
3.1. EU policy scenarios
In terms of support to EU policies, a typical application of the SRR
consists in assessing the impact of EU legislation ascertained at a
country level. In the frame of the negotiations of the Gothenburg pro-
tocol and/or National Emission Ceiling directive (NEC), diﬀerent sce-
narios have been designed consisting in diﬀerent emission reductions
deﬁned for each country and precursor. In this section we test the NEC
(National Emission Ceiling directive) scenario that is characterized by
emission reductions which do not exceed the SHERPA linearity
threshold (50% emission reductions; below these values the SHERPA
results are less robust). The details of the country/precursor emission
reductions have been derived as from the NEC directive. The second EU
wide policy scenario corresponding to more signiﬁcant emission re-
ductions (Maximum Technically Feasible Reductions - MTFR) is dis-
cussed in the sections related to SHERPA limitations.
Fig. 1 (right) shows that in the NEC scenario, we reach a good
agreement between the CTM and SHERPA results, with only a slight
tendency on the side of SHERPA to underestimate the CTM's values.
Maps of “percentage bias error” and absolute bias are shown in
Fig. 2 (left and right, respectively). The percentage bias is deﬁned here
as the diﬀerence between the SHERPA and CTM concentration changes
(changes between the base case and the considered scenario) divided by
the CTM scenario concentration:
= ∗ − =
∗ −
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This indicator demonstrates the accuracy with which SHERPA pre-
dicts the CTM concentration for a given scenario.
As the aim of this work is to focus on the comparison of deltas rather
than absolute concentrations, it would have been logical to deﬁne the
percentage bias indicator with the CTM delta at the denominator, ra-
ther than its absolute concentrations [i.e.
∗ −SHERPA CTM CTM100 (Δ Δ )/Δ ]. This indicator however leads to
issues with very small CTM deltas, causing extremely large percentage
bias that are not relevant. This is why we use the indicator as proposed
above, in the following maps (in particular in Figs. 2 and 4, Fig. 10). We
are aware, however, that SHERPA has some diﬃculties with small delta
values, as can be seen from the scatter plots presented in this paper.
The percentage bias error (Fig. 2 - left) ranges between −11% and
10% while the absolute bias (Fig. 2 right) shows values ranging be-
tween −0.9 and 1.4 μg/3.
As seen from these examples, the SHERPA simpliﬁed SRR approach,
based on 7 CTM simulations only, Is able to reproduce EU policy sce-
narios with good accuracy. In the next sections we will demonstrate
that this same methodology is also able to deliver information at sec-
toral and subnational levels, which other methods cannot achieve
without increasing the number of required simulations.
3.2. ‘Sectoral’ scenarios
In this section, we analyze EU-wide emission reduction scenarios
addressing speciﬁc sectors of activity. As mentioned above, this type of
scenario can be addressed by the SHERPA SRR because of its cell-to-cell
characteristics. Fig. 3 shows the results (expressed in terms of con-
centration delta) for reductions by 35% in the industry (SNAP sector 1-
3-4, Fig. 3 top left), residential (sector 2, Fig. 3 top right), traﬃc (sector
7, Fig. 3 bottom left) and agriculture (sector 10, Fig. 3 bottom right)
sectors.
Compared to other sectors, the concentration deltas reach greater
values for industry, because of the presence of still highly polluting
point sources - mainly in Turkey. For traﬃc, industry and agriculture
the SHERPA SRR (y-axis) reproduces the CTM signal (x-axis) well, while
for residential (b) SHERPA slightly underestimates the CTM results.
Fig. 4 shows the spatial distributions of the percentage bias errors for
those four sectors. Quantitatively, the ‘industrial’ scenario lead to per-
centage bias error between −8% and 6%; the ‘residential’ scenario
between−3% and 9%; the traﬃc scenario between 3% and 4% and the
‘agriculture’ scenario between −3% and 4%. For industry (Fig. 4 top
left) the highest bias errors are associated with large point sources,
mainly in Turkey. For the residential case (top right), there is a general
overestimation by the SHERPA model compared to EMEP results
Fig. 1. Validation results for the NEC directive case, in absolute (left) and delta (right) values of PM2.5 yearly average, comparing SHERPA and CTM.
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(higher values for SHERPA which means an underestimation of the
deltas, as shown in the ‘scatters’ Figure), and we noted particularly
pronounced over the Po Valley and Poland. In these two regions, the
residential sector plays a more important role for biomass and coal
burning, respectively. It is possible that the reason for this over-
estimation is linked to gradients in terms of residential emissions in
these regions, which are challenging to capture with the SHERPA
simpliﬁed approach, that tends to smooth out the emission to con-
centration behavior with the ‘bell-shape’ relation. For the traﬃc
(bottom left) bias are in general very low, with higher values where
lower concentrations are simulated (i.e. the Alps in Northern Italy,
north Scandinavia). For the agricultural sector (bottom right) on the
contrary it seems that higher biases are linked to the areas where higher
NH3 emissions are measured (i.e. central Europe, with Germany and
the Netherlands).
Despite this slight underestimation of the residential impacts, the
SHERPA SRR is shown to be capable of reproducing the impacts of the
policy scenarios calculated by the EMEP CTM for the speciﬁc sectors,
with maximum percentage bias (computed as a ratio of: a numerator
representing the diﬀerence between the simpliﬁed and the full model;
and the denominator representing the full model) around -+10%
3.3. ‘Geographical’ scenarios
One additional beneﬁt of the SHERPA cell-to-cell SRR as compared
to the traditional country-to-grid approach is in its ability to provide
information at a sub-country scale, i.e. regions or cities. This feature has
already been discussed in Pisoni et al. (2017) and an overview en-
compassing 150 EU cities is presented in Thunis et al. (2018). As these
publications were based on another CTM (CHIMERE), we repeat part of
the evaluation process here to highlight the degree of accuracy of the
methodology used to complete another dataset. We still consider vali-
dation scenarios characterized by emission reductions (applied to a
subset or all precursors) by 35%, but now applied on speciﬁc sub-
Fig. 2. Error (for PM2.5 concentrations), for the NEC scenario, of the SHERPA model VS the original EMEP one. Percentage bias error is shown to the left, while the
delta values (not in %) are shown to the right.
Fig. 3. Validation results for diﬀerent sectoral reductions at EU level, with a focus on industry (top left), residential (top right), traﬃc (bottom left) and agriculture
(bottom right) (PM2.5 concentrations).
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country domains (so, not as in the previous cases, where the focus was
on EU wide reduction, either precursors or sectors). The geographical
areas are selected with the aim of representing the best variety of
conditions (meteorology, emissions …) across Europe, yet keeping the
number of scenarios as small as possible. The following domains have
been selected:
- France and Poland (country level);
- Katowice, Milan, London, Barcelona, Athens and Stockholm (re-
gional level);
- Katowice, Milan, London, Barcelona, Athens, Stockholm, Antwerp,
Porto, Paris, Berlin, Clermont-Ferrand, Copenhagen and Soﬁa (local
level).
In relation to the country scenarios, emissions are reduced in all
country cells. The regional and local domains are deﬁned by areas of
roughly 100×100 km2 and 50× 50 km2 respectively surrounding the
aforementioned city centres. Fig. 5 shows example results for France
(top left), Poland (top right), London regional (bottom left) and Berlin
local (bottom right) as the cases for which all precursors have been
reduced contemporarily by 35%. All other examples are summarized in
Fig. 8 and Fig. 9.
Fig. 5 shows that the SHERPA approach is capable of reproducing
the EMEP concentration changes at the scale deliberated. The percen-
tage bias indicator tells that the EMEP concentrations in the reduction
scenario is reproduced with diﬀerences of up to 11% (percentage bias)
for single grid points.
Looking at national scenarios from another perspective, Fig. 6 shows
how the emission reductions applied for France (left) and Poland (right)
impacts on the concentrations of the main cities in Europe. Each point
of the scatter represents the delta obtained for both EMEP and SHERPA.
In particular, the biggest cities in Germany (DE), Spain (ES), France
(FR), Italy (IT) and Poland (PL) are highlighted in the scatter in dotted
colors, emphasizing on one side how the delta concentrations are quite
similar looking at the CTM (EMEP) vs SHERPA results; and also, how
French reductions mainly impact French cities, the same applying to the
Polish ones. The other cities (in other countries) are also aﬀected by
French and Polish reductions, but with lower deltas, below 1 μg/m3 in
both cases (as a result of the EMEP application).
From a local point of view, scatter plots can also be visualized in
terms of spatial maps. Concerning London, Fig. 7 shows good spatial
agreement for all grid cells with the reference CTM (EMEP). This ﬁgure
also reveals a slight overestimation of the responses just outside of the
emission-reduction domain boundaries (black dotted squares). This is
due to the ‘bell-shape’ formulation of SHERPA that predicts “smoother”
concentrations transitions as opposed to the CTM. It is important,
however, to note that these diﬀerences occur only for relatively low
values of concentrations.
Fig. 8 summarizes the percentage bias error for the SHERPA when
compared to EMEP for all regional domains (areas of around 100×100
km2), with diﬀerent combinations of emission reductions. The fol-
lowing cases are considered:
- All precursors reduced by 35% (denoted as ‘All’ in the ﬁgure);
- Residential and transport reduced by 35% (denoted as ‘Res&Tra’);
- Ammonia reduction by 35% (denoted as ‘NH3’)
Fig. 4. Percentage bias error for the sectors related to industry (top left), residential (top right), traﬃc (bottom left) and agriculture (bottom right), (for PM2.5
concentrations).
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- Combined nitrogen oxides and primary PM reduction by 35% (de-
noted as ‘NOx&PPM’)
- Combined volatile organic compounds and Sulphur dioxide by 35%
(denoted as VOC&SO2)
The comparison shows biases that range between −7% and 11%,
with the worst values for Barcelona and Stockholm (where it is possible
that the vicinity to the sea causes problems in the SHERPA model
coeﬃcients estimation, that is not able to catch the complex local
winds) and Milan (one possible explanation is that Milan is a very
speciﬁc case in Europe, with high emissions, complex orography and
low wind speed, for which the estimation of the model coeﬃcients can
be more problematic; usually for this domain also Chemical Transport
Models have problems in correctly modelling concentrations).
The validation of SHERPA results for the local domains (areas of
around 50×50 km2) is shown in Fig. 9, for the correspondent emission
scenarios. A similar pattern to the regional cases is obtained for the
percentage bias error, with higher values in Barcelona, Soﬁa, Stock-
holm or Milan. Nonetheless, the error values are contained within a
range−7%–9%, which is very similar to the regional range, despite the
smaller dimension of the domains.
4. Range of application and limitations
As shown in this work, the SHERPA implementation based on
EMEP, is a low-cost (7 CTM scenarios are needed for training), fast (a
couple of minutes is needed to simulate any given EU scenario) and
accurate (at least for the selection of cases tested here) approach to
assess the impact of emission scenarios on air quality with respect to
PM2.5. As illustrated, these scenarios can include sectoral strategies (i.e.
reducing traﬃc emissions, residential emissions, etc …), geographical
strategies (i.e. urban, regional, country or EU), or combinations of both.
We must however remember that SHERPA remains a simpliﬁed SRR.
The results presented above indicate that the simpliﬁed formulation
leads to a loss of accuracy which remains below±10%. It is important
to relate this methodological bias of 10% to other uncertainties that
may inﬂuence the results and therefore the selection of optimal air
quality policies. The two other main sources of uncertainties are
Fig. 5. Scatterplot comparing part of the analyzed ‘geographical’ validation scenarios, considering the case of France national domain (top left), Poland national
domain (top right), London region (bottom left) and Berlin local domain (bottom right), for PM2.5 concentrations.
Fig. 6. Scatter showing how national
emission reductions (for France left,
and Poland right) impact main cities in
Germany (DE), Spain (ES), France (FR),
Italy (IT) and Poland (PL). Each point
in the scatter represent a city belonging
to diﬀerent countries (i.e. German ci-
ties are in red, French ones in green, etc
…). (For interpretation of the refer-
ences to color in this ﬁgure legend, the
reader is referred to the Web version of
this article.)
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Fig. 7. Comparison of delta concentrations (PM2.5 concentrations) reproduced by SHERPA (left) and the full air quality model (right) for the scenario in which the
London regional domain emissions are reduced. The black dotted line shows the area for which emission reductions are applied, in the EMEP model.
Fig. 8. ‘Percentage bias error’ comparing SHERPA and EMEP, for PM2.5 concentrations in the reduction scenario, for all the ‘regional’ domains used for validation,
for the various scenarios considered (see text for detailed explanation). The bars represent 25th-50th-75th percentiles, whereas the whiskers the minimum and
maximum values.
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stemming from the (input) emission inventory and the air quality
model. Regarding emissions, Trombetti et al. (2018) showed substantial
inconsistencies in their inter-comparison of 7 inventories at the urban
scale, leading to uncertainties exceeding 100% in some cities and/or
sectors. On the model side, past model inter-comparison exercises (e.g.
Pernigotti et al., 2013; Thunis et al., 2007) also reported substantial
diﬀerences among models. In the context of these studies, the un-
certainty attached to the simpliﬁed formulation is therefore acceptable.
We must keep in mind, however, that as for any simpliﬁed model, the
SHERPA SRR should be used within the limit of their working as-
sumptions.
In the work presented here, the SHERPA SRRs are constructed on
the basis of emission reduction scenarios where emissions are reduced
by 50% (training step). This speciﬁc value of 50% results from an as-
sessment of non-linearities in CTMs (Thunis et al., 2015a,b). This en-
deavor highlighted the fact that for PM yearly average values, reduc-
tions up to 50% lead to quasi-linear relationships between emissions
and concentrations. The SHERPA working assumptions are therefore
limited to emission reductions up to that speciﬁc value. This is why the
validation has been performed based on reductions of 35%, which are
well within this range.
Obviously, nothing technically prevents the user to apply the SRR
Fig. 9. ‘Percentage bias error’ (between SHERPA and EMEP, for PM2.5 concentrations in the reduction scenario) for the local domains used for validation, for the
various scenarios considered (see text for detailed explanation).
Fig. 10. Percentage bias error for the MTFR case.
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beyond this application range. Fig. 10 shows an application of the
SHERPA SRR to a scenario corresponding to the Maximum Technically
Feasible Reductions (MTFR). For many emission precursors and coun-
tries, reductions go beyond the limit of 50% with the consequence that
percentage bias errors compared to EMEP simulations become larger,
but still below 20%.
Along the same lines, sectoral and geographical emission reductions
at a level of 75% lead to a percentage bias of up to -+30% (see
Supplementary Material for more details) when applied to the reduc-
tion scenario. While some of these biases can still be considered rea-
sonable, it is diﬃcult to foresee a-priori the accuracy beyond the ap-
plication range because of non-linear eﬀects. It is therefore
recommended to work within the training bounds. SHERPA is a
methodology to mimic the responses of a CTM to emission changes
through SRR. The bias errors presented in this study enlightens us on
the accuracy of this ‘imitation’ process. Independently of these biases
caused by the simpliﬁcations inherent to the formulation, Thunis et al.
(2018) clearly pointed out that the SHERPA result heavily depends on
the CTM used, and of all its related components (e.g. meteorology,
emissions). The “low-cost” characteristic (only few runs to build the
SRR) of SHERPA however make it possible to construct SRR for dif-
ferent meteorological years or emission inventories to account for these
‘variabilities’.
Still in line with the linear – nonlinear issue, it is important to stress
that, while the SHERPA methodology works ﬁne only for ‘quasi-linear’
indicators. In its present form, the SHERPA approach cannot be used for
modelling ozone scenarios. Furthermore, SHERPA has been validated
for PM2.5, PM10 and NO2 yearly average concentrations (in this paper
only PM2.5 is shown); but again, it works ﬁne for yearly averages (that
behave more linearly), while it shows limitations if considering shorter
averaging time horizons (i.e. monthly or daily averages). The relation
between the degree of linearity and diﬀerent time averaging is dis-
cussed in Thunis et al. (2015a,b).
5. Conclusions
Source-receptor relationships (SRR) are a key ingredient of
“Integrated Assessment Models” as they enable rapid calculations of the
emission-concentration relationships. More in detail, SRRs are simpli-
ﬁed relationships that mimic the behavior of a full Chemistry transport
Model (CTM), in particular the relationship between emission and
concentration changes. State-of-the-art SRR formulations diﬀer by their
simplifying assumptions, the set of CTM simulations required for their
construction (training) and their methodological approach. All these
issues put constraints on their range of applicability. While the SRR
traditionally used for policy support are based on country-to-grid re-
lationships, requiring several hundreds of CTM simulations for their
design, the SHERPA SRR, based on a grid-to-grid relationship, only
require a low-cost set-up of 7 simulations for its training. In this work,
we presented an updated formulation of the SHERPA approach to SRR
and trained it using simulations performed by the EMEP MSC-W
Chemical Transport Model. It was shown that this approach reproduces
the scenarios of the EMEP CTM with regards to diﬀerent emission re-
duction scenarios with a reasonably good level of accuracy (percentage
bias error around 10%).
One of the advantages of a grid-to-grid SRR is its potential to ana-
lyze additional types of scenarios other than EU-wide reductions of
emission precursors. To cover these aspects, validation scenarios that
include both sectoral and sub-country scale (regional and local) re-
ductions have been checked. These tests indicated average biases
around 5% with maximum values in some cities (Milan, Soﬁa) reaching
10% in the reduction scenario. As these reductions have been im-
plemented for various domains (2 member states, 6 regional and 13
local areas) with diﬀerent combination of precursor and sector emission
reductions, we are conﬁdent that the approach is robust, despite ad-
ditional validation always being appreciated. The SHERPA SRR also
gave satisfactory results for of ‘sectoral’ reductions (Europe wide re-
ductions by sector) with percentage biases error not exceeding -+10%
for reduction scenarios.
We stressed the importance of conﬁning the simulations of emission
reductions within the bounds of the range of applicability of the SRR.
These bounds reﬂect the fulﬁllment of some assumptions, shown to be
valid up to reductions of 50% for every precursor. An example of ap-
plication outside these bounds illustrated the loss in accuracy of the
approach with percentage bias error close to 20%. This degradation in
results is linked to the fact that some of the country/precursor reduc-
tions exceed this 50% limit.
In conclusion, with a very limited number of full Chemical
Transport Model simulations, we can calculate source-receptors that are
able to mimic the link between emissions and concentrations, to be
used in the policy arena embedding them in ‘integrated assessment
models’. Furthermore, these source-receptors are ﬂexible, as it is then
possible to use them for both ‘geographical’ (deﬁning a-posteriori re-
gions where to apply reductions) and ‘sectoral’ reductions (even if the
highest bias proves to result from residential sector emission reduc-
tions).
Finally, the advantage of this approach is not only in the limited
number of simulations required for training, but also in the limited
number of methodological assumptions (the SHERPA formalization is
quite straightforward) which allows for a transparent and reproducible
approach. Another advantage of the low-cost characteristics of this
approach is the possibility to repeat the simulations for diﬀerent me-
teorological years and other emission inventories to assess the un-
certainty related to these two factors.
The SRR currently works for PM and NO2 but not for O3, for which
the non-linearities seem too signiﬁcant to be managed with this sim-
pliﬁed approach.
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