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O¨ZET
Bilimsel hesaplama alanında kars¸ılas¸ılan bir c¸ok problem sıradan veya
parc¸a tu¨revli diferansiyel denklemler ile ifade edilirler. Sistemi betimlemek ic¸in
u¨retilen diferansiyel denklemlerin her zaman analitik c¸o¨zu¨mu¨ bulunamayabilir
veya analitik c¸o¨zu¨m olsa bile sayısal c¸o¨zu¨m tercih edilebilir. Bu tu¨r durumlarda
sayısal c¸o¨zu¨mlere bas¸vurulur; sonlu farklar, sonlu elemanlar veya sınır elemanlar
gibi.
Adı gecen sayısal metodlar diferansiyel denklemleri birtakım ayrıklas¸tırma
teknikleri kullanark Ax = b denklemiyle ifade edilen cebrik sistemlere
do¨nu¨s¸tu¨ru¨rler. Bu sistemleri c¸o¨zmek ic¸in ise iki ana yo¨ntem vardır; dog˘rudan
ve yinelemeli yo¨ntemler. Tez kapsamında dog˘rudan yo¨ntemler kullanılmıs¸tır.
Bu c¸alıs¸mada nu¨kleer reakto¨r teorisinde o¨nemli bir yere sahip iki boyutlu
no¨tron difuzyon denkleminin sayısal c¸o¨zu¨mleri yapılmaktadır. Bunun ic¸in nu¨kleer
enerji alanında yog˘un olarak kullanılan DONJON adlı yazılım kullanılmıs¸ ve
difuzyon denklemi c¸es¸itli geometriler u¨zerinde farklı ayrıklas¸tırma teknikleri ile
dog˘rusal denklem takımlarına do¨nu¨s¸tu¨ru¨lmu¨s¸tu¨r. Denklem takımlarını c¸o¨zmek
ic¸in DONJON ic¸inde yer alan standart gauss eliminasyon yo¨ntemi ve buna ek
olarak Multifrontal tabanlı UMFPACK, MA27 ve MUMPS kodları kullanılmıs¸tır. Ayrıca
DONJON yazılımı ic¸erisinde gerekli deg˘is¸iklikler yapılarak denklem takımlarının
isteg˘e bag˘lı olarak UMFPACK, MA27, MUMPS veya DONJON yazılımının kendisi
tarafından c¸o¨zu¨lmesine olanak tanınmıs¸tır.
Yapılan deneyler Multifrontal yo¨ntemin seyrek gauss eliminasyon yo¨ntemi
ile c¸alıs¸ma su¨resi ve hafıza yo¨netimi ac¸ısından rekabet edebildig˘i ve hatta
c¸og˘u durumda tercih edilebilir oldug˘unu go¨stermektedir. Multifrontal yo¨ntem
tabanlı yazılımların, o¨zellikle UMFPACK’ın klasik gauss yo¨nteminden bazı testlerde
yaklas¸ık 10 kat daha hızlı sonuc¸ verdig˘i go¨zlenmis¸tir. Elde edilen sonuc¸lar
Multifrontal yo¨ntemin dog˘rudan yo¨ntemlerin sahip oldug˘u bazı c¸ıkmazları
as¸tıg˘ını go¨stermis¸tir. C¸alıs¸mada ayrıca Multifrontal yo¨ntemin parelelles¸tirildig˘i
MUMPS adlı program 12 adet UltraSparcIII is¸lemciye sahip bir makine u¨zerinde
test edilmis¸ ancak zaten c¸ok du¨s¸u¨k olan seri c¸alıs¸ma su¨releri sebebiyle
paralelles¸tirmeye gerek go¨ru¨lmemis¸tir.
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ABSTRACT
Many problems encountered in scientific computing involve ordinary or
partial differential equations. The equations may not have analytical solutions or
numerical solutions may be preferred rather than analytical solutions. Some
popular numerical solution methods are finite difference, finite element and
boundary element methods.
All numerical solution methods above transform the differential equations
into the algebraic ones namely Ax = b by using some discretization techniques.
Then the algebraic equations can be solved by either direct or iterative methods.
In this work direct methods are examined.
In the thesis, numerical solutions of neutron diffusion equation which is a
very important equation in nuclear reactor theory are found. A famous code in
nuclear engineering field, DONJON is used for this purpose and the differential
equation is transformed into the linear system by different discretization
techniques for different geometries. In order to solve the linear systems, standart
Gaussian elimination algorithm inside the DONJON and three Multifrontal codes
namely UMFPACK , MA27 and MUMPS are used. Moreover source code of the DONJON
is modified such that the linear systems can be solved optionally by UMFPACK,
MA27, MUMPS or DONJON itself.
Numerical experiments show that the multifrontal method is competitive
with sparse Gaussian elimination and even better in terms of memory usage and
CPU runtime. Multifrontal based software especially UMFPACK are approximately
10 times faster than classical Gaussian elimination for some test problems.
The results of the experiments show that multifrontal methods overcome the
basic problems inherent in direct methods. Finally, MUMPS which is a parallel
multifrontal method is tested on UltraSparc III architecture with 12 processors
and it is concluded that there is no need for parallelism because of very small
serial runtimes for the benchmark problems used in the thesis.
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SECTION 1
Introduction
Many engineering problems encountered in scientific computing involves
ordinary or partial differential equations. These equations are used to model
the physical behavior of the system and therefore they are usually called
mathematical models. Since the most physical problems are described in 3
dimensional space, the highest number of independent variables existing in the
equations is generally 3. Sometimes the time variable is taken into account as
the 4th variable.
In this work, the problem is taken from nuclear engineering field. Neutron
Diffusion Equation (NDE) which is used for modeling neutron population in a
nuclear reactor core is the basic problem of nuclear science. Neutron population
is of vital importance because the population is the main factor that affects
the rate of reactions occurring in the core. More neutron population increase
the possibility of nuclear reactions depending on the type of materials in the
core. Physical properties of the material and the fuel such as diffusion constant
and macroscopic cross section are represented as parameters in NDE. Neutron
population is also called neutron flux distribution and denoted by φ(x). In
the thesis work, time dependency of the classical NDE is removed to obtain
a steady-state differential equation.
NDE is actually an approximation of a more general equation which is
called Neutron Transport Equation (NTE) solution of which requires much work
than NDE.
NDE has been solved for many years by scientists with many different
techniques but it is still desirable to find effective solution methods. There are two
ways to reach the solution; analytical and numerical solution. Analytical solutions
is not generally preferred for complex geometries and boundary conditions.
The main idea of numerical techniques is to discretize and transform the
equation into algebraic equations for effective use of digital computers[1]. Finite
difference, finite element and boundary element methods are the most known
examples. Finite difference and finite element methods have been used for a
long time and they are proved to be efficient for most of the problems whereas
boundary element scheme is a newly developed one. Although the methods have
different natures, they all transform the differential equation into an algebraic
equation usually by discretizing the solution domain. The resulting algebraic
equation is usually formulized as the following famous formula.
Ax = b (1.1)
where A is a sparse matrix in general. A can be quite large for 3-dimensional
diffusion equation and the sparsity and nonzero structure of it depends on the
discretization type. The structure of the coefficient matrix is closely related to
the problem of interest. For instance, the discretization of differential equations
usually produces symmetric and band matrices in which the nonzero elements are
accumulated around the diagonal. Often the system matrix A is called assembly
matrix since it is constructed by assembling the elements used in the finite element
method.
Regardless of the discretization type, the system can be solved using either
direct or iterative methods. Direct solvers are usually not compared to their
iterative counterparts. This is because algorithms of direct methods are very
different from iterative procedures. Choosing whether direct or iterative method
depends on the structure of the matrix. There are some situations where one
of these methods is more efficient than the other. For instance, very large scale
problems are solved with iterative routines. On the other hand, if the dimension
of the matrix is small and robustness is more important, then direct methods are
preferred. Comparison of direct and iterative methods is discussed at the end of
Section 4.1.
In this work, we try to show that the newly developed direct methods based
on classical Gaussian elimination overcome those problems that limit the usage
areas of the method. In this context, multifrontal variation of the Gaussian
elimination is tested for various experiments. Moreover, parallel version of
multifrontal method is tested.
2
SECTION 2
Neutron Diffusion Equation: Fundamentals
Central problem of nuclear reactor theory is the determination of
distributions of neutrons in the reactor. The population of neutrons is the key
factor for nuclear reactions. The population also reflects the stability of fission
chain reactions. In order to detect the population, one must deal with the process
of neutron transport i.e the motion of the neutrons as they stream about the
reactor core. The mathematical formulation of this process is known as neutron
transport equation [1]. Although the equation is quite simple to derive, it is very
complicated to handle. In order to solve the equation analytically or numerically,
several simplifications are done. First of all, one can assume that neutrons in the
reactor have the same energy or speed. This is called one-speed approximation.
The simplification implies that energies of neutrons do not change in a scattering
collision. Another simplification is to eliminate the time variable from transport
equation. In this case, we agree to consider only steady-state transport problems.
With these assumptions, one may come up with one-speed neutron diffusion
equation.
−∇ ·D(r)∇φ(r) + Σa(r)φ(r) = S(r) (2.1)
where D is diffusion constant, Σa is absorption cross section and S(r) is
neutron source density.
Of course, the solution of (2.1) must satisfy some boundary conditions.
Additionally, it must represents a physically realizable neutron flux. First of all
φ(r) must be a real function and must be bigger than or equal to zero. According
to the neutron transport theory, at material interfaces within the nuclear reactor,
neutron flux and current density is continuous. Mathematically equivalent to say
φ1(rs) = φ2(rs) (2.2)
−D1∇φ1(rs) = −D2∇φ2(rs) (2.3)
where φ1(rs) and φ1(rs) are neutron flux densities within region 1 and region 2
respectively and rs is a point on the material interface.
In formulations of neutron transport equation, it is stated that there could
be no incoming neutrons at a free or vacuum boundary. In other words, neutron
flux at the boundary vanishes.
φ(rs) = 0 (2.4)
Another boundary condition is zero gradient condition. It simply states
that normal derivative of neutron flux at the boundary vanishes.
∂φ(rs)
∂n
= 0 (2.5)
Boundaries on which this condition applies are called reflective boundaries.
Although we give accompanying boundary conditions, we know that
diffusion is not valid near boundary. Flux we found on the boundary will be
quite different from the actual flux. For this reason we will use neutron diffusion
equation to find the interior flux in the nuclear reactor. Diffusion constant
and absorption cross section in equation (2.1) is taken as a function but it
will be considered as a constant for ease of calculations. Since the equation is
independent of time, there is no initial condition but boundary conditions must
be taken into account.
4
SECTION 3
Discretization of Neutron Diffusion Equation
Although the solution of neutron diffusion equation can be found
analytically, the numerical solution is preferred. The main reason is to consider
the heterogeneous nature of the core. Even the analytical solution is found, it will
be evaluated differently on different mediums with different parameters. Secondly,
we need numerical solutions on prescribed locations. This can be achieved by
discretizing the solution domain and producing suitable mesh.
In this section, the neutron diffusion equation will be discretized over a
two dimensional slab geometry with equally sized mesh intervals by using finite
difference scheme. Finite difference is chosen for pedagogical reasons. The goal is
to show the conversion from the differential equation into the algebraic equation.
Discretization for three-dimensional geometry will be very similar. For the sake of
simplicity, there is assumed to be one kind of material in the domain. Therefore,
the diffusion constant and absorption cross section terms in (2.1) are constant
and uniform in the domain and denoted by D and Σr respectively. Together with
Neumann-type boundary condition, our original equation is simplified to (3.1)
and (3.2)
−D∇2φ(x, y) + Σaφ(x, y) = S(x, y) (3.1)
∂
∂n
φ(x, y) = 0 (3.2)
For discretization of (3.1) in a rectangular region, mesh points can be chosen
such that areas around each mesh point is constant over the region and moreover
the mesh point is centered in the cell. This is called mesh centered finite
difference scheme. The situation is illustrated in Figure 3.1.
If one takes the double integral of (3.1) over the integration domain
displayed in Figure 3.1, the following equation is obtained
−D
∮
∂
∂n
φ(x, y)ds +
∫∫
Σaφ(x, y)dxdy =
∫∫
S(x, y)dxdy (3.3)
where the line integral comes from the Green’s Theorem[2].
i,j+1
i,j−1
i−1,j i+1,j
i,j
h h hh
h
h
h
h
Integration
Domain
Normal derivative
j
i
Figure 3.1: Mesh distribution over the rectangular region.
Now, integrands in (3.3) are to be discretized. The first term of the equation
(3.3) is divided into four parts namely line integrals along bottom, top, left and
right boundaries of mesh cell.
−D
∮
∂
∂n
φ(x, y)ds = − D
∫
b
∂
∂n
φ(x, y)ds
− D
∫
t
∂
∂n
φ(x, y)ds
− D
∫
l
∂
∂n
φ(x, y)ds
− D
∫
r
∂
∂n
φ(x, y)ds (3.4)
The partial derivatives in the Equation (3.4) may be approximated by
difference approximations at the midpoints between two adjacent grid points.
−D
∫
b
∂
∂n
φ(x, y)ds ≈ D2h
φi,j − φi,j−1
2h
(3.5)
−D
∫
t
∂
∂n
φ(x, y)ds ≈ D2h
φi,j − φi,j+1
2h
(3.6)
−D
∫
l
∂
∂n
φ(x, y)ds ≈ D2h
φi,j − φi−1,j
2h
(3.7)
−D
∫
r
∂
∂n
φ(x, y)ds ≈ D2h
φi,j − φi+1,j
2h
(3.8)
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Now (3.4) can be written in more compact form
−D
∮
∂
∂n
φ(x, y)ds ≈ D{4φi,j − φi,j−1 − φi,j+1 − φi−1,j − φi+1,j} (3.9)
Other terms of the Equation (3.3) are approximated as follows∫∫
Σaφ(x, y)dxdy ≈ Σa4h
2φi,j (3.10)
∫∫
S(x, y)dxdy ≈ 4h2Si,j (3.11)
Now, Equation (3.1) is transformed into an algebraic equation as follows
(4D + Σa4h
2)φi,j − φi−1,j − φi,j−1 − φi+1,j − φi,j+1 = Si,j (3.12)
For the values D = 1, Σa = 1, S(i, j) = 1 and h = 1, (3.12) constitutes a
coefficient matrix with size N for N number of mesh points. Solution of Equation
(3.12) will represent the neutron fluxes on the mesh points. For N = 9, the matrix
is formed as follows.

8 −1 0 −1 0 0 0 0 0
−1 8 −1 0 −1 0 0 0 0
0 −1 8 0 0 −1 0 0 0
−1 0 0 8 −1 0 −1 0 0
0 −1 0 −1 8 −1 0 −1 0
0 0 −1 0 −1 8 0 0 −1
0 0 0 −1 0 0 8 −1 0
0 0 0 0 −1 0 −1 8 −1
0 0 0 0 0 −1 0 −1 8




φ1,1
φ1,2
φ1,3
φ2,1
φ2,2
φ2,3
φ3,1
φ3,2
φ3,3


=


1
1
1
1
1
1
1
1
1


(3.13)
Resulting coefficient matrix has the following properties
• 4-banded
• Symmetric
• Diagonal dominant
• Positive Definite
• Off-Diagonal elements are negative
Solution strategies of 3.13 are examined in the next section.
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SECTION 4
Sparse Direct Methods
4.1 Introduction
The main purpose of this part is to examine the sparse direct methods for
the solution of the following algebraic equation
Ax = b (4.1)
where A is a sparse matrix, x is an unknown vector and b is a known right hand
side vector.
A matrix A is said to be sparse if majority of its entries are zero or if
there is an advantage in exploiting its zeros. In some situations, there may be
advantages of explicitly holding zeros even if the majority of the matrix are zero.
Sparse methods are extremely important because exploitation of zeros can lead
to enormous computational savings. Matrices arising from different fields are
usually large and sparse. Using dense matrix algorithms for these matrices are
never considered because of memory limitations and floating point operations
involved. For a 2000× 2000 matrix with 3000 nonzero entries a dense algorithm
would need a two dimensional real array to store 4000000 real entries whereas a
typical sparse method would need three arrays each of which is of size 3000. It
is clear that dense solution algorithms are not feasible in this case.
Gaussian elimination, Cholesky factorization, LU factorization are
examples of direct methods. The methods are algebraically equivalent but their
computational sequences are slightly different. They all theoretically gives the
exact solution of Ax = b in a finite number of steps.
All direct methods try to transform the problem Ax = b into triangular
systems that are easy to solve. They take the form
Ux = b (4.2)
where U is upper triangular matrix or
Lx = b (4.3)
where L is lower triangular matrix. The solution of these systems can be found
easily by backward and forward substitutions. All generic-purpose direct
methods search the matrices L and U such that A = LU.
Although implementations are straightforward, direct methods may not
give accurate results or even not able to obtain a solution. This is mainly because
of
• need for large memory
• numerical instability
It is a well known fact that direct methods need larger memory than iterative
methods. In the elimination phase the need for memory further increases thus
algorithms based on direct methods should use special techniques which will be
considered in the following sections. On the other hand, to achieve numerical
stability, scaling or row and column permutations should be made. Permutations
are usually done to bring bigger entries to the diagonal or in other words using
numerically bigger pivots. For this purpose, there are several ordering techniques
some of which will be explained in the following sections.
Another drawback of sparse direct methods is data structures that they use
for holding the coefficient matrices. Matrix entries are usually stored in linked
lists. Using linked lists bring some complications such as irregular memory access
and complexity of the algorithms. Irregular memory access slow down the overall
performance and limits the vectorization capabilities of the hardware.
There is another big set of solution methods for (4.1): iterative
techniques. A typical iterative method involves an initial selection of an
approximation x(1) to x and the determination of a convergent sequence
x(1), x(2), x(2), . . .. Theoretically iterative methods require infinite number of
operations in order to obtain the real solution. In practice, the sequence is
cut when it is believed the current approximation is close enough to the real
solution. This is an important distinction between iterative and direct methods.
Iterative methods require less storage than direct counterparts. A simple iterative
scheme needs to store only the matrix A, the vectors b, x and possibly two or
more vectors for temporary storage whereas direct methods needs more because
of fill-in phenomena which is common for all direct methods. Direct methods
can be applied to any kind of matrices whereas iterative methods converge to
a solution only for some set of matrices. Therefore convergence for different
types of matrices need to be discussed. For example, it is possible to show that
for symmetric positive definite matrices, SOR (a typical iterative method) will
converge to the solution for any initial guess [3].
9
It is very complicated or impossible to compare the computational
requirements of direct and iterative methods. It depends very much on the
characteristics of A. It must be emphasized that none of the methods is superior
to the other. The choice between the two methods should be made according
to the characteristics of the problem, runtime and storage needs and other
parameters. For relatively small problems direct methods can be used whereas
for very large scale problems iterative techniques may be considered.
4.2 Fundamental Concepts
Gaussian elimination is the basis of direct methods for solution of (4.1). The
elimination process can be formulized by three nested loops. The pseudo-code
and schematic structure for an n× n matrix A are shown in Figures 4.1 and 4.2
respectively.
for k = 1 to n do
for i = k+1 to n do
for j = k to n do
a[i,j] := a[i,j] - a[k,j]a[i,k]/a[k,k]
endfor
endfor
endfor
Figure 4.1: Pseudo-code for Gaussian Elimination.
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Figure 4.2: Schematic structure of Gaussian elimination. k,i,j represents the loop
indices in Figure 4.1.
Interchanging the sequence of the loops, several variations of Gaussian
elimination can be derived.
For sparse matrices, the inner loop require a special attention. It does
simply vector addition. Since the vectors are sparse, nonzero structure of the
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Fill−in Fill−in Fill−in
Nonzero Elements
Fill−ins
Sparse Vector
Addition
Zero Elements
Figure 4.3: Sparse vector-vector addition and creation of fill-ins.
lower vector will change. The situation is shown in Figure 4.3.
Gray labeled elements in Figure 4.3 are called fill-ins. If a fill-in occurs
in the elimination, the sparsity structure of the vector and hence the matrix will
change. For a large sparse matrix, the amount of fill-in will be crucial in sense of
storage requirement.
It is clear that if the element akk is zero, then the elimination will break
down. Interchanging the rows to obtain a nonzero pivot is called pivoting. The
situation is illustrated in the following case.[
0 1
2 3
] [
x1
x2
]
=
[
4
5
]
(4.4)
Exchanging the rows gives [
2 3
0 1
] [
x2
x1
]
=
[
5
4
]
(4.5)
The zero pivot problem is solved by row interchanges. This is true in general i.e
a nonzero pivot akk can always be found as long as the matrix is nonsingular in
other words detA 6= 0.
Pivoting is also important for stability purposes. If the pivot is numerically
very small in absolute value then 1/a[k,k] will be very large. Adding very large
values with smaller ones produces numerical errors in digital computers since they
can store finite number of significant figures. For this reason either the accuracy
of the digital computer is increased or relatively larger pivots are chosen. The
basic attitude is to chose the largest entry from the active column as pivot and
continue the factorization. This is called partial pivoting. The constraint for
partial pivoting is as follows
|akk| ≥ |aik|, i > k (4.6)
Having chosen the pivot let’s say amk for some m ≥ k, m
(th) and k(th) rows
are interchanged. Partial pivoting usually satisfies the need for stability but it
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may increase the fill-ins because row permutations are not conducted on sparsity
grounds. It would be good if there are couple of pivot candidates each of which
is suitable for numerical stability such that among the candidates, the one which
yields the minimum fill-in is preferred. This is called threshold pivoting and
the formulation is as follows.
|akk| ≥ u|aik|, i > k (4.7)
where u is the threshold parameter whose value varies between 0 and 1. If u = 0,
then pivot is chosen without considering its value and therefore all entries in the
pivot column are candidates. The case where u = 1 is equivalent to the partial
pivoting. As u goes to 0 the number of candidates increases and the choice is
made according to the sparsity considerations. On the other hand as u goes to
1, the number of candidates decreases. The problem is to determine the optimal
value of u. For this purpose numerical experiments may be conducted for different
values and numerical error and number of fill-ins can be calculated. Duff, Erisman
and Reid recommendate u = 0.1 according to their experimental results [4]. But
it should be noted that this recommendation comes from the balance that this
choice seem to allow between sparsity and numerical error. Clearly, the choice is
problem dependent and different optimum values may be obtained.
There is a strong relation between sparse matrices and graph theory
therefore a separate section is reserved for this topic.
4.2.1 Sparse Matrices and Graph Theory
The pattern of a matrix can be represented by a graph and a matrix can
be constructed from a graph. The results from the graph theory can be applied
to sparse matrix. George and Liu extensively uses this idea in their books [5].
Graph theory also helps to visualize and understand the sparse matrix methods.
A graph consists of nodes and edges. For an N × N matrix A, there
are exactly N nodes. The edges are the links between the nodes. A simple
graph is shown in Figure 4.4. The set of nodes and edges are denoted by X
and E respectively. And a graph is denoted by G = (X, E). An ordering is a
mapping from the set {1, . . . , N} onto the set of nodes X. Clearly the mapping
is one-to-one and onto. An ordered graph based on the mapping α is denoted by
Gα = (Xα, E).
Now it is time to define the relation between a graph and a sparse matrix.
For simplicity symmetric matrices are used. A graph of a symmetric matrix
is created by first defining and ordering N number of nodes. Then the edges
are determined according to the rule states that there is an edge between the
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Node
3
4
5
2
1
Figure 4.4: A simple graph.
nodes xi and xj if aij = aji 6= 0, i 6= j. Here xi denotes the i
(th) node. For a
3 × 3 symmetric matrix the associated graph is shown in Figure 4.5. For any
1 2
3
3
1
2
1 2 3
Figure 4.5: 3× 3 symmetric matrix and its associated graph.
permutation matrix P, the reordered matrix PAPT has the same graph as of A
with different numbering. Therefore finding a good permutation for a matrix can
be regarded as finding a good numbering for its graph.
Once the graph of the matrix is created, factorization takes place. The
variables are eliminated one by one via suitable row operations. For the matrix
in Figure 4.5 elimination of the first variable corresponds to delete the node 1
from the graph. In general if the k(th) variable of a matrix is eliminated then the
node xk is deleted from the graph. But a new edge will be produced if there are
nodes xl and xm adjacent to xk but not adjacent to each other. The situation is
illustrated in Figure 4.6.
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Elimination phase of a matrix can be regarded as a sequence of graph
transformations. In each step a node is deleted and the graph is changed; some
of the edges vanish and new ones are produced. Additionally the location of
possible fill-ins can be known in advance.
L M ML
K
Fill−in
Elimination of K
Figure 4.6: Eliminating a node from a graph and creation of a fill-in.
Detailed discussions about the topic can be found in George and Liu’s
book[5]. In the next sections, some important ordering techniques are
examined.
4.2.2 Ordering Methods
Ordering methods play an important role in sparse matrix research field.
Matrices are often permuted by applying different ordering techniques. Minimum
Degree, Cuthill-McKee, Reverse Cuthill-McKee and Tarjan algorithms are
examples of ordering schemes. Some of the techniques are useful in terms of
minimum fill-in whereas some are used to transform the matrix into prescribed
shapes.
4.2.2.1 Minimum Degree Ordering
Minimum degree ordering is a special case of Markowitz criterion applied
to symmetric matrices so Markowitz scheme is introduced first.
Suppose that the rows up to the k(th) row has been eliminated by Gaussian
elimination. Let r
(k)
i denotes the number of entries of the i
(th) row of the (n −
k)× (n− k) submatrix. Similarly c
(k)
j denotes the number of entries of the j
(th)
column. The Markowitz count of an entry aij is defined as (r
(k)
i − 1)(c
(k)
j − 1).
The pivot is chosen among the entries whose Markowitz count is minimal and
numerical value is acceptable. Markowitz count of row or column singletons is
zero so they are chosen first and produces no fill-in. In Figure 4.7 the entry a43
has Markowitz count 0 thus it is chosen as pivot. For this reason 2(nd) and 4(th)
rows and 2(nd) and 3(th) columns are interchanged. Observe that the pivot choice
produces no fill-in.
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

u u u u u
l a22 0 a24 a25
l 0 0 a34 0
l 0 a43 0 0
l a52 0 0 a55

 −→


u u u u u
l a43 0 0 0
l 0 0 a34 0
l 0 a22 a24 a25
l 0 a52 0 a55


Figure 4.7: Choosing pivot from the 4 × 4 submatrix according to the Markowitz
count
Minimum degree ordering is a special case of Markowitz criterion applied
to the symmetric and possibility positive definite matrices. For symmetric and
positive definite matrices pivots can be safely chosen from the diagonal without
considering the numerical stability. Therefore it is enough to check the number
of entries along rows or columns only. The entry aii will be taken as pivot as long
as the following condition holds.
r
(k)
i = min{r
(k)
t , k < t ≤ N} (4.8)
The method is called minimum degree ordering because in graph
representation the method first chooses the nodes with minimum degrees i.e
the number of edges connected to it. Minimum degree corresponds minimum
number of entries in a row. This scheme is introduced by Tinney and Walker. It
is very successful in practice. Minimum degree ordering does not produce fill-in
for matrices whose graphs are tree shaped. An example is shown in Figure 4.8.
1 2
5 6 4
3
Figure 4.8: Minimum degree ordering of a tree structured graph produces no fill-in.
Minimum degree scheme doesn’t produce best results in sense of least
fill-in for some problems. An example of such a situation is displayed in Figure
4.9. Normally the given ordering produces no fill-ins whereas minimum degree
ordering does. This example shows that the method is not the best in terms of
minimum fill-in.
For matrices which need numerical pivoting, Markowitz selection is made
between numerically acceptable pivot candidates. Having determined the
candidates, the selection is made according to sparsity considerations.
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Figure 4.9: Matrix on the left is before the minimum degree ordering. Observe that
there is no fill-in. After the minimum degree ordering 2 fill-ins are created as seen on
the right.
4.2.2.2 Ordering to Special Forms
Sometimes, ordering sparse matrices into special forms are desirable. The
approach is not to minimize the overall fill-in but put the matrix into a suitable
form for some set of solution algorithms. For example permuting a matrix into a
banded form and solve with special band methods may be an advantage. Consider
the matrix in Figure 4.10 whose sparsity structure is distrubuted. Applying
a profile reducing ordering method such as Reverse Cuthill-McKee[6] the
nonzero entries can be collected to the diagonal.
Figure 4.10: The matrix on the left has distrubuted nonzero pattern. Applying
Reverse Cuthill-McKee gathers elements to the diagonal as seen on the matrix on the
right. Observe also that there is no fill-in.
Another approach is to transform the matrix into a block triangular form.
A =


A11
A21 A22
A31 A32 A33

 (4.9)
Once the matrix in this form the equation Ax = b can be solved by solving the
following equations.
Aiixi = bi −
i−1∑
j=1
Aijxj, i = 1, 2, . . . (4.10)
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Table 4.1: Impact of BTF option in UMFPACK. Factorization times are shown in seconds
for three discretization techniques on Sun UltraSparcIII with zero optimization.
Factorization
Time (sec)
Method Mesh Order Nonzeros BTF off BTF on
Linear 10 121 961 0.01 0.02
Finite 20 441 3721 0.11 0.11
Elements 30 961 8281 0.33 0.36
40 1681 14641 0.96 0.83
50 2601 22801 1.51 1.53
Quadratic 10 441 4961 0.08 0.09
Finite 20 1681 19521 0.87 0.95
Elements 30 3721 43681 2.94 2.9
40 6561 77441 6.71 6.72
50 10201 120801 13.39 13.54
Cubic 10 961 12801 0.27 0.28
Finite 20 3721 50601 3.5 3.52
Elements 30 8281 113401 7.49 7.32
40 14641 201201 22.71 22.56
50 22801 314001 45.5 46.06
where xi and bi are the corresponding partitioned vectors. The off-diagonal
blocks are used only in multiplications. It is enough to factorize the diagonal
blocks. Therefore fill-in problem is confined into the diagonal blocks. In the
diagonal blocks, permutations or numerical pivoting can be done without affecting
the off-diagonal blocks. If a matrix can be converted to block triangular form
(BTF) then it is said to be reducible. If no BTF other than the trivial one
(N = 1) can be found, the matrix is called irreducible. Tarjan algorithm is a
well-known implementation of transforming to BTF[7].
There are classes of problems for which ordering to BTF doesn’t bring any
advantage. Matrices arising from such fields may be irreducible. For instance
solutions of partial differential equations usually yields irreducible matrices.
Therefore ordering to BTF in this case is not preferred.
Ordering to BTF is an option in UMFPACK and the affect of this choice
is presented in Table 4.1. The experiments shows that using BTF option in
UMFPACK has not any significance in terms of CPU time because the matrices are
irreducible.
4.3 Band and Envelope Methods
It is known that discretization of differential equations usually yields banded
and symmetric positive definite matrices. So it is reasonable to use special
factorization methods for these matrices. Band methods are the factorization
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methods which exploit the zeros outside the band but store all the entries in
it. Envelope methods are similar to band methods except that envelope schemes
exploit the variation of the bandwidth and hence reduce the storage. Band and
envelope methods were very popular until the frontal and multifrontal algorithms
were derived. But they are still preferred for the sake of their simplicity. For
example the nuclear reactor analysis code DONJON uses an envelope scheme to
factorize the system matrices.
Throughout the section, the methods are explained for symmetric positive
definite matrices but they can be applied to general unsymmetric matrices with
some modifications.
Let A be an N × N symmetric positive definite matrix. Let’s define a
function that gives the column number of the first nonzero element of a row
fi(A) = min{j | aij 6= 0} (4.11)
and
βi(A) = i− fi(A) (4.12)
The function βi(A) is called the i
(th) bandwidth of A. The bandwidth of A
is defined as
β(A) = max{βi(A) | 1 ≤ i ≤ N} (4.13)
With these definition one may define the band of A as follows
Band(A) = {{i, j}|0 ≤ i− j ≤ β(A)} (4.14)
In this definition, diagonal elements are not enclosed within the band since their
locations are fixed and known.
Matrices with a bandwidth of zero and one are called as diagonal and
tridiagonal matrices respectively. Sparsity feature of the band method lies in
the exploitation of zeros outside the band of the matrix. But zeros inside the
band are usually stored explicitly. Fill-ins arising from the numerical elimination
will be located in these zero elements. It is possible to show that the following
assertion holds [5].
Band(A) = Band(L) + Band(LT ) (4.15)
A common method to store the entries of the band is the one called as
diagonal storage mode. In this mode an N × β(A) − 1 rectangular array is
used to hold the entries of the matrix. This storage scheme is efficient as long as
the bandwidth of the rows does not vary too much. The details of the scheme is
explained in the Appendix C.
18
The most important feature of the band method is its simple data structure.
The matrix is hold in a dense rectangular array and fill-ins are exactly located
in this data structure because of the assertion (4.15). Band method is easy
to implement but it has drawbacks for some situations. First, if the matrix
has a distrubuted structure or the bandwidth is large then the method will be
inefficient. To get rid of this problem, the matrix can be reordered to achieve a
smaller bandwidth. Cuthill or Reverse Cuthill McKee ordering methods can be
used for reordering.
Envelope method which is developed to exploit the variation of the
bandwidth seems to be more appropriate.
Envelope (or profile) method is a sophisticated version of the band
method. The envelope of a matrix A is defined as
Env(A) = {{i, j} | 0 ≤ i− j ≤ βi(A)} (4.16)
The quantity |Env(A)| is called the profile or envelope size of the matrix.
|Env(A)| =
N∑
i=1
βi(A) (4.17)
Similar to the band case, it is possible to show the following assertion.
Env(A) = Band(L) + Band(LT ) (4.18)
A common method to store the profile of the matrix is the one called
envelope storage scheme. In this scheme every row of the matrix are stored
from the first nonzero element to the diagonal in a contiguous array. Together
with this array an auxiliary array with size N is needed to point the beginning
of the rows. The details of the scheme is explained in the Appendix C.
Envelope methods are more effective than band methods for some cases. To
see this, consider the star shaped mesh shown in Figure 4.11. If the center node
is numbered last, then the bandwidth of the matrix will be N which enlarges the
storage requirement of the band method enormously. However this ordering is
suitable for the envelope method which exploits sparsity better than band scheme.
Band and envelope methods are both suitable for the matrices with small
bandwidths. The implementations are straightforward and in the positive definite
case need no numerical pivoting.
4.4 Frontal and Multifrontal Methods
Frontal method is first described by B. M. Irons [8]. The method is
primarily designed for finite element applications and symmetric positive definite
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5
6
7N
Figure 4.11: A star shaped mesh. Center node is labeled last.
matrices. The technique is also called as unifrontal method to emphasize the
fact that only one frontal matrix is used throughout the factorization. In 1976,
P. Hood modified the method for unsymmetric matrices [9]. Again the algorithm
was designed to solve finite element problems. In both papers, performance and
memory management issues are compared with band and envelope methods. In
1983, Multifrontal method in which more than one frontal matrix is used is
developed by Duff and Reid [10]. Method is first designed for symmetric and
indefinite matrices but later modified for unsymmetric and definite cases. A
parallel version of the multifrontal method is also introduced in 1986 by Duff
[11].
4.4.1 Mechanism of Unifrontal Technique
Since the method is designed for finite element applications, it is best
understood in terms of finite element terminology. Assume that a two dimensional
cartesian plane is divided into rectangular finite elements as in Figure 4.12.
I II III
IV V VI
VII VIII IX
1 2 3 4
5 6 7 8
9 10 11 12
13 14
15 16
Figure 4.12: A standart finite element mesh.
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The resulting system matrix is a sum
A =
9∑
l=1
A[l] (4.19)
where each A[l] has entries corresponding to the variables in element l and
represents the contributions from this element. The formation of the sum (4.19)
is called assembly. We call an entry fully summed when all contributions from
the elements have been summed. Unifrontal scheme is based on the fact that each
variable can be eliminated as soon as it is fully summed. If this is done the whole
elimination process is confined to the submatrix corresponding to variables that
have not yet been assembled but are involved in one or more of the elements that
have been assembled. This scheme permits all intermediate working with small
dense submatrices whose size increases when a variable appears for the first time
and decreases when a variable is eliminated. In some situations, a frontal matrix
can be rectangular.
The factorization proceeds as a sequence of partial factorizations and
eliminations on dense small submatrices which is called frontal matrices. In
general a frontal matrix can be written as
F =
[
F11 F12
F21 F22
]
(4.20)
where the variables in F11 block are fully summed. For this reason, pivots can be
chosen from anywhere in this block and any row interchanges may be applied for
numerical pivoting [12]. Having F11 factorized, Gaussian multipliers overwrite
F21. Schur complement is calculated by the formula
F22 := F22 − F21F
−1
11 F12 (4.21)
The submatrix consisting of rows and columns from which no pivot is yet selected
is called contribution block. In frontal matrix (4.20), F22 is the contribution
block and F11 is the pivotal block. After the factorization, the blocks F11,F12
and F21 will contain the LU factors. They are stored somewhere else and deleted
from the frontal matrix to reserve space for variables coming from unassembled
elements. For a small 3 × 3 frontal matrix with one pivot element Schur
complement is calculated as in Figure 4.13.
Node numbering is not important for unifrontal process because the
equations are stored in the order dictated by finite elements rather than the
order of nodes.
In the next section an unsymmetric matrix is chosen as an illustration for
unifrontal approach.
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1 2 3
4 5 6
7 8 9
F22 :=
[
5 6
8 9
]
−
[
4
7
]
· [1]−1 ·
[
2 3
]
=
[
−3 −6
−6 −12
]
Figure 4.13: Calculating Schur complement for a 3× 3 matrix.
4.4.2 Example for Unifrontal Approach
An arbitrary 6× 6 unsymmetric matrix is chosen as shown in Figure 4.14.
1 2 3 4 5 6
1 × × ×
2 × × ×
3 × × ×
4 × × × × ×
5 × × × × ×
6 × ×
Figure 4.14: A 6× 6 unsymmetric matrix
Totally four frontal matrices will be used throughout the factorization.
Actually there is only one frontal matrix but size and elements continuesly change.
Elements of the first frontal matrix are selected and denoted by bullets as shown
in Figure 4.15. Observe that all rows of the frontal are fully summed i.e 1, 2, 3, 4
1 2 3 4 5 6
1 • • •
2 • • •
3 • • •
4 • • • • •
5 × × × × ×
6 × ×
Figure 4.15: First frontal matrix.
and only column 1 is fully summed. Then pivot is chosen from column 1 let’s say
a11. Elements below a11 are eliminated and LU factors are stored. These factors
are denoted by l and u as shown in Figure 4.16.
Now, second frontal matrix is determined. Elements of the second frontal
are denoted by diamonds in Figure 4.17. This time size of the frontal is 4 × 5.
All rows and columns 2, 3 and 4 are fully summed. Three pivots are chosen from
fully-summed columns and elimination takes place. Without loss generality let‘s
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1 2 3 4 5 6
1 u u u
2 l • •
3 l • •
4 l • • • •
5 × × × × ×
6 × ×
Figure 4.16: Factorization of first frontal matrix.
1 2 3 4 5 6
1 u u u
2 l  
3 l  
4 l    
5     
6 × ×
Figure 4.17: Second frontal matrix.
assume that pivots are on the diagonal and no pivoting is necessary though for
numerical stability purposes, partial or threshold pivoting may be applied. After
factorization LU factors are stored in the disc again.
1 2 3 4 5 6
1 u u u
2 l u u
3 l u u
4 l l l u u
5 l l l  
6 × ×
Figure 4.18: Factorization of the second frontal matrix.
Final frontal is 2× 2 small submatrix. If it is factorized all LU coefficients
of the original matrix is found. Final form of the original matrix is shown in
Figure 4.19.
4.4.3 Mechanism of Multifrontal Technique
Multifrontal algorithm which is developed by Duff and Reid is the
generalization of unifrontal method in which only one submatrix is used
throughout the factorization. Multifrontal approach deals with many submatrices
created at the beginning of the factorization process. These submatrices are called
frontal matrices as in the unifrontal case and also called by nodes. All frontal
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1 2 3 4 5 6
1 u u u
2 l u u
3 l u u
4 l l l u u
5 l l l u u
6 l u
Figure 4.19: Final frontal matrix and factorization.
matrices have the form
F =
[
F11 F12
F21 F22
]
(4.22)
where F11 contains the fully summed rows and columns. Of course some rows and
columns of the original matrix may appear in different frontals. Modification of
some elements of a frontal affects the elements of another frontal. Therefore,
dependency problems show up. If all frontals have distinct elements, it is an
excellent situation since they can be factorized independently which is the key
concept in parallel computation. To reveal dependencies of frontal matrices,
elimination tree concept is used. To obtain this graph no numerical calculation is
needed instead symbolic analysis of the original matrix must be done. Elimination
tree is sometimes called assembly tree. It is rooted and is processed from the
leaf nodes to the root node. If two nodes are adjacent in the tree, then the
one nearer to the root is the parent node and the other is called child node. A
child node sends its contribution block to its parent. A parent node can only
be processed if all its child nodes have sended their contribution blocks to it.
However in some unsymmetric-pattern multifrontal methods, elimination tree
is replaced with directed assembly graph (dag) since some leaf nodes are
dependent to each other[12].
Graph theory is extensively used in multifrontal algorithms. Liu gives
detailed information about elimination trees and assembly of matrices and define
a new matrix extend-on operation [13].
4.4.4 Example for Multifrontal Approach
The following symmetric matrix is used for illustration of multifrontal
algorithm The example is from Amestoy and Puglisi [14]. Four frontal matrices
will be derived from the matrix.
Frontal matrices derived from the original matrix are shown in Figures 4.21,
4.22 and 4.23. These frontal matrices are called nodes. They constitutes a tree
which is shown in Figure 4.24. Nodes (1) and (2) are leaf nodes and node (4)
is the root. (3) is the father (parent) of (1) and (2) in other words (1) and
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1 2 3 4 5 6 7
1 × × ×
2 × × ×
3 × × × × ×
4 × × × ×
5 × × × × × ×
6 × × ×
7 × × × × ×
Figure 4.20: A symmetric 7× 7 example matrix
(2) are childs of node (3). The subset of variables which can be used as pivots
(boldface variables in Figures) are the fully summed variables. (1) and (2)
can be independently factorized but node (3) must wait the contribution blocks
coming from (1) and (2). Contribution blocks from the childs and entries from
the original matrix are used to build the new frontal matrix. This is referred
to as assembly process. The floating point operations involved during the
assembly process is referred to as assembly operations (only additions) whereas
floating-point operations involved during the factorization of the frontal matrices
is referred to as elimination operations. For assembly operations during the
assembly process a new operation called matrix extend-add is used. It is
first introduced by Speelpenning as a superposition of matrices but Liu used
this operation in multifrontal method. The operation does only addition. It is
illustrated in Figure 4.25
4.5 Sparse Direct Methods for Multiprocessing Environments
Developing an effective parallel formulation of sparse direct methods is
an active research area. The formulations are typically based on Gaussian
elimination and Cholesky factorization but they can be very complicated [15].
Despite inherent parallelism in sparse direct methods parallel formulations
usually give poor performance compared to that of dense direct methods.
The main reason is the ratio of computation time to the communication
overhead. Since sparce methods aim to decrease the amount of computation,
total computation time is small relative to the size of the system.
Another drawback is optimized serial algorithms. Programming techniques
used for optimizing serial sparse direct methods such as minimizing memory
use and operation counts are obstacles to the good parallel formulation. These
goals seriously conflicts with that of parallel programming such as maximizing
the number of independent tasks, minimizing communication and balancing load
among processors.
Data structures of sparse direct solvers also negatively effect the parallelism.
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5 6 7
5 × × ×
6 × × ×
7 × × ×
Figure 4.21: Node (4)
3 4 5 7
3 × × × ×
4 × × ×
5 × × × ×
7 × × ×
Figure 4.22: Node (3)
1 3 5
1 × × ×
3 × × ×
5 × × ×
2 4 7
2 × × ×
4 × ×
7 × ×
Figure 4.23: Node (1) and Node (2)
1 2
3
4
Figure 4.24: Elimination tree for example matrix
Linked lists used to hold the coefficient matrices require irregular memory access
patterns.
After the two newly developed sparse direct methods namely
Multifrontal[10] and Supernodal [5] methods, dense linear algebra kernels such
as BLAS and LAPACK are beginning to be used in sparse codes. The new
methods overcome the drawbacks of classical methods by loading much of
the computation time onto the dense matrix kernels. In this context parallel
multifrontal algorithms are developed and reasonable speed-ups are achieved
[11, 16, 17, 18].
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1 2
1 a b
2 c d
1 3
1 x y
3 z t
=
1 2 3
1 a+x b y
2 c d 0
3 z 0 t
Figure 4.25: An example of the extend-add operation
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SECTION 5
Numerical Experiments
5.1 Platforms and Features of the Software
Numerical experiments are conducted on two platforms; Linux and Sun
UltraSparcIII. Basic features of the platforms are displayed in Table 5.1.
Table 5.1: Basic features of the computers used for numerical experiments.
Linux PC SUN
Operating System SuSE Linux 8.0 Solaris 8
CPU Intel Pentium IV 1.70GHz UltraSparcIII 900Mhz
Cache 256KB 8192KB
Memory 256MB 5120MB
Compiler GNU F77 0.5.25 Forte Development 6.4
There are four main software packages examined in the thesis; DONJON,
UMFPACK, MA27 and MUMPS. DONJON is the main program and used to obtain the
system matrices and additionally solve the system by envelope method. UMFPACK
and MA27 are unsymmetric and symmetric multifrontal codes respectively. Lastly
MUMPS is a parallel multifrontal solver. DONJON solves static and kinetics
diffusion equations provided by the GAN generalized driver [19]. UMFPACK
which is based on combined unifrontal/multifrontal algorithm is a package for
solving systems of sparse linear systems for unsymmetric cases [12]. It uses
rectangular frontal matrices and factorizes these dense matrices with dense
matrix kernels. Analysis and numerical factorization phases are combined. MA27
is a symmetric multifrontal method for indefinite matrices [10]. it has three
user callable subroutines for symbolic factorization, numerical factorization and
solution; MA27A, MA27B and MA27C respectively. MUMPS is a parallel multifrontal
implementation developed for general matrices [20]. It uses Message Passing
Interface (MPI), BLAS, BLACS and SCALAPACK routines. Although MUMPS is a
parallel software it can be run in fully sequential mode by means of a dummy
MPI library.
In order to get peak performance from the codes, fine tunings should be
made. They are itemized below.
• The codes DONJON, UMFPACK, MA27 and MUMPS are compiled with
appropriate optimization flags. This greatly affects the runtimes of the
codes as shown in Table 5.3. For DONJON and MA27, medium (O2) and
aggressive level optimizations (O3) and for UMFPACK, ATLAS optimized
version of BLAS give the highest speed. For the numerical experiments
in this section, O3 level is used for DONJON and MA27, ATLAS is used for
UMFPACK. The same experiment is done for Intel Fortran Compiler (IFC)
with Intel’s Math Kernel Library (MKL) as replacement for BLAS. The
results are very similar to that of GNU Fortran Compiler (GFC) as shown
in Table 5.4.
For SUN platform, increasing the level of optimization decrease the
factorization times until -fast for which the numerical results are totally
wrong. For UMFPACK and MUMPS Sun Performance Library is used in
addition to the optimization flags. The results are displayed in Table 5.5.
• UMFPACK
∗ It is known that DONJON produces symmetric matrices, therefore
ICNTL(6) is set to 1 to prefer diagonal pivoting. This parameter
has a significant impact on the performance as shown in Table 5.7.
∗ Threshold parameter of UMFPACK is assigned to 0.1 as recommended
by Duff [4]. Effect of assigning different threshold parameters is
shown in Table 5.8.
∗ We know that matrices arising from discretization of differential
equation are not reduced to BTF therefore ICNTL(4) is set to 0 so
that UMFPACK will not try to permute the matrix into BTF. For the
effect of BTF option, refer to the Table 4.1.
∗ UMFPACK uses dense matrix kernels such as sgemv and sgemm routines
which are Level 2 and Level 3 BLAS subprograms respectively. Great
majority of the CPU time is spent in these routines as depicted
in Table 5.2 for increasing number of mesh intervals. The table
clearly shows that approximately %90 of the code UMFPACK is spent
for BLAS. This explains the importance of using optimized BLAS.
For the experiments three optimized BLAS libraries are used; ATLAS
based BLAS with GNU Fortran Compiler, Intel’s MKL with IFC
and SUN Performance Library together with SUN Forte Developer
Kit. Details of installing an optimized BLAS are explained in the
Appendix D.
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∗ UMFPACK can preserve the input matrix for later use such as
refactorization and iterative refinement. In the experiments,
however this feature is turned off since it is not needed. Not
preserving the input matrices decreases the memory usage.
∗ Single precision version of UMFPACK is used.
• MA27
∗ For definite matrices CNTL(1) is set to 0 so that numerical pivoting
is not performed.
• MUMPS
∗ For symmetric positive matrices mumps_par%SYM is set to 1 so that
numerical pivoting is not performed. Also CNTL(1) is set to 0 for
diagonally dominant matrices.
∗ MUMPS allows to use several pivotal strategies. A user can select the
algorithm or input the pivotal sequence by hand. Currently there
are 5 pivotal selection algorithms; Approximate Minimum Degree
(AMD) [21], Approximate Minimum Fill (AMF), PORD [22],
METIS [23] and AMD with Automatic Quasi-Dense (AMDAQD)
row detection. In order to be able to use PORD and METIS, MUMPS
must be compiled with required packages. Effect of these methods
are shown in Table 5.10. Since PORD gives the highest speed, it is
used throughout the experiments.
Table 5.2: CPU times of UMFPACK and Level 2 and Level 3 BLAS kernels.
Discretization Method: Linear Finite Elements
BLAS Routines
mesh order nonzero UMF Level 2 Level 3 Total %
5 1549 13429 0.25 0.01 0.18 0.19 76
10 6196 54736 2.54 0.29 1.89 2.18 86
15 13684 121624 9.08 0.65 7.43 8.08 89
20 24441 217921 22.62 1.49 18.68 20.17 89
In the experiments, solution times are not considered because their runtimes
are very small when compared with factorization times. The situation is displayed
in Table 5.6. Factorization and solution times are shown and ratio is also
calculated for each run. Results show that the time required for solution phase
is negligible. The experiment is conducted on Test Problem 0 by using quartic
nodal collocation method which produces large matrices.
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Table 5.3: Impact of optimization flags for the codes DONJON MA27 and UMFPACK on Linux platform with GNU Fortran Compiler. For each code
there are four columns; one for no optimization (O0) and three for different optimization levels (O1, O2 and O3). For UMFPACK an additional
column is reserved for ATLAS optimized version of BLAS. It is clear that aggressive level optimization (O3) does not speed up the codes further.
Discretization Method: Linear Finite Elements
DONJON MA27 UMFPACK
mesh N NNZ O0 O1 O2 O3 O0 O1 O2 O3 O0 O1 O2 O3 ATLAS
1 69 517 0 0 0 0 0 0 0 0 0.01 0 0.01 0 0.01
2 276 2272 0.01 0 0 0 0 0 0 0 0.02 0.01 0.01 0.01 0
3 568 4804 0.02 0 0 0 0.02 0.01 0 0 0.06 0.02 0 0.01 0.02
4 1033 8881 0.04 0.01 0.01 0.01 0.05 0.02 0.01 0.01 0.14 0.04 0.04 0.02 0.01
5 1549 13429 0.13 0.03 0.03 0.02 0.09 0.04 0.02 0.02 0.24 0.06 0.05 0.06 0.03
6 2272 19828 0.25 0.06 0.06 0.05 0.13 0.07 0.03 0.02 0.79 0.33 0.3 0.32 0.04
7 3012 26392 0.37 0.08 0.05 0.06 0.21 0.11 0.05 0.05 0.78 0.21 0.15 0.16 0.06
8 3993 35113 0.68 0.13 0.11 0.11 0.32 0.17 0.06 0.07 1.34 0.3 0.24 0.24 0.13
9 4957 43693 0.94 0.16 0.13 0.13 0.41 0.22 0.08 0.09 1.82 0.43 0.34 0.36 0.13
10 6196 54736 1.58 0.3 0.25 0.25 0.55 0.32 0.12 0.12 2.52 0.71 0.53 0.58 0.22
11 7384 65332 2.06 0.36 0.3 0.3 0.79 0.44 0.16 0.14 2.57 0.55 0.4 0.38 0.16
12 8881 78697 3.13 0.57 0.48 0.48 1.12 0.69 0.27 0.27 4.09 0.94 0.73 0.71 0.27
13 10293 91309 3.98 0.72 0.59 0.59 1.23 0.74 0.22 0.22 4.72 1.05 0.73 0.8 0.34
14 12048 106996 5.67 1.06 0.88 0.88 1.71 1.07 0.39 0.4 7.14 2.16 1.86 1.8 0.42
15 13684 121624 7 1.26 1.05 1.05 1.96 1.19 0.37 0.35 9.1 1.73 1.22 1.24 0.44
16 15697 139633 9.52 1.77 1.5 1.5 2.74 1.83 0.76 0.75 9.44 1.75 1.24 1.23 0.54
17 17557 156277 11.45 2.07 1.72 1.72 2.79 1.72 0.49 0.47 14.49 4.57 3.94 3.95 0.63
18 19828 176608 15.06 2.8 2.37 2.37 4.09 2.68 0.89 0.88 12.75 2.45 1.72 1.68 0.75
19 21912 195268 17.83 3.25 2.75 2.74 4.23 2.65 0.69 0.7 13.08 2.36 1.74 1.72 0.83
20 24441 217921 22.71 4.24 3.61 3.59 5.72 3.93 1.57 1.56 22.78 5.45 4.4 4.38 1.09
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Table 5.4: Impact of the optimization of the codes DONJON MA27 and UMFPACK on Linux platform with Intel Fortran Compiler. For each code
there are three columns; one for no optimization (O0) and two for different optimization levels (O1 and O3). IFC does not have medium level
optimization (O2). For UMFPACK and MUMPS additional columns are reserved for vendor optimized BLAS and LAPACK namely MKL.
Discretization Method: Linear Finite Elements
DONJON MA27 UMFPACK MUMPS
mesh N NNZ O0 O2 O3 O0 O2 O3 O0 O2 O3 MKL O0 O2 O3 MKL
1 69 517 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0
2 276 2272 0 0 0.01 0 0 0 0.01 0.01 0 0.01 0 0 0 0
3 568 4804 0.01 0.01 0 0 0 0 0.03 0.01 0.02 0 0.03 0.01 0.02 0
4 1033 8881 0.02 0.01 0 0.02 0.01 0.02 0.05 0.04 0.03 0.01 0.07 0.02 0.01 0
5 1549 13429 0.09 0.04 0.04 0.04 0.02 0.01 0.1 0.04 0.03 0.03 0.14 0.05 0.03 0.03
6 2272 19828 0.15 0.06 0.04 0.06 0.02 0.02 0.41 0.21 0.2 0.04 0.3 0.15 0.13 0.06
7 3012 26392 0.19 0.06 0.06 0.1 0.05 0.04 0.39 0.12 0.12 0.07 0.27 0.11 0.09 0.02
8 3993 35113 0.37 0.12 0.12 0.16 0.05 0.07 0.61 0.19 0.16 0.1 0.45 0.12 0.11 0.1
9 4957 43693 0.47 0.13 0.13 0.2 0.07 0.07 0.79 0.23 0.24 0.13 0.6 0.19 0.16 0.09
10 6196 54736 0.85 0.26 0.27 0.26 0.09 0.08 1.16 0.4 0.37 0.12 0.78 0.29 0.29 0.08
11 7384 65332 1.05 0.33 0.34 0.37 0.14 0.14 1.17 0.31 0.25 0.16 0.88 0.19 0.26 0.13
12 8881 78697 1.68 0.51 0.51 0.58 0.26 0.25 1.65 0.49 0.51 0.21 1.37 0.41 0.43 0.13
13 10293 91309 2.08 0.63 0.65 0.59 0.19 0.19 1.9 0.46 0.48 0.24 1.3 0.38 0.34 0.17
14 12048 106996 3.07 0.95 0.94 0.86 0.35 0.35 3.61 1.35 1.32 0.27 2.45 0.95 1.01 0.26
15 13684 121624 3.67 1.11 1.11 0.94 0.33 0.31 3.53 0.84 0.84 0.39 2.53 0.64 0.52 0.23
16 15697 139633 5.16 1.56 1.56 1.46 0.71 0.71 3.76 0.87 0.93 0.41 2.85 0.57 0.58 0.32
17 17557 156277 6.08 1.81 1.81 1.33 0.42 0.41 6.08 2.39 2.35 0.46 4.35 1.72 1.78 0.22
18 19828 176608 8.24 2.48 2.49 2.07 0.81 0.8 5.13 1.22 1.21 0.54 3.85 0.89 0.86 0.31
19 21912 195268 9.59 2.88 2.87 1.99 0.61 0.61 5.34 1.11 1.2 0.55 3.92 0.96 0.9 0.51
20 24441 217921 12.47 3.77 3.76 3.04 1.46 1.46 8.76 2.75 2.76 0.8 6.58 1.88 1.85 0.5
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Table 5.5: Runtimes of DONJON,UMFPACK,MA27 and MUMPS for TEST Problem
0 for different level of optimization flags. na means Not Available.
Method: Linear Finite Elements with mesh size 200
method O0 O1 O2 O3 O4 O5 fast PERF
DONJON 65.46 49.41 29.4 25.45 25.19 25.35 na na
MA27 16.8 9.63 3.37 3.13 3.21 3.11 na na
UMFPACK 115.88 102.15 7.41 3.49 3.67 3.57 na 1.5
MUMPS 87.55 77.69 4.01 2.64 2.66 2.58 na 1.27
Table 5.6: Factorization versus solution time and percentage.
Discretization Method Quartic nodal collocation method
DONJON UMFPACK MA27
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5 560 3520 0 0.0003 0 0 0
10 2320 15440 0.04 0.0018 4.55 0.04 0 0 0.02 0
15 5280 35760 0.24 0.0074 3.08 0.05 0.0004 0.74 0.05 0
20 9440 64480 0.8 0.0156 1.94 0.19 0.0019 0.97 0.09 0
25 14800 101600 2.15 0.0304 1.41 0.31 0.0007 0.23 0.16 0
30 21360 147120 4.74 0.0511 1.08 0.52 0.0019 0.36 0.23 0
Table 5.7: Impact of ICNTL(6) parameter of UMFPACK on Linux PC with IFC. In this
experiment UMFPACK is linked with MKL. As the order of the matrix grows, diagonal
pivoting results faster factorization.
Discretization Method: Quadratic superconvergent
finite elements
mesh order nonzero ICNTL(6)=0 ICNTL(6)=1
10 441 4961 0 0
20 1681 19521 0.07 0.02
30 3721 43681 0.28 0.08
40 6561 77441 1.21 0.13
50 10201 120801 2.69 0.26
For the experiments conducted on Linux, IFC is preferred because it
generates usually faster codes than GFC and it is capable of compiling Fortran
90 and 95 codes. CPU runtimes are compared in Table 5.9. In the table MUMPS
is not present because it is written in Fortran 90 which is not yet supported by
GFC. For the experiment IAEA2D benchmark problem and primal finite element
is chosen.
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Table 5.8: Factorization times of matrices arising from Mixed-dual linear finite
element methods for different mesh numbers by using UMFPACK in seconds. Every
matric is factorized for different threshold parameters varying between 0 and 1.
Discretization Method Mixed-dual Linear
Finite Elements
mesh 90 100 110 120
order 24120 29800 36080 42960
CNTL(1)
0.0 0.33 0.48 0.54 0.61
0.1 0.31 0.49 0.61 0.83
0.2 0.44 0.64 1.03 0.98
0.3 0.96 1.82 0.77 0.75
0.4 0.29 0.59 0.88 0.87
0.5 0.36 0.76 1.03 1.77
0.6 0.54 0.94 1.04 1.64
0.7 0.57 0.9 1.24 1.87
0.8 0.63 0.87 1.36 1.74
0.9 0.77 1.05 1.42 1.92
1.0 0.67 0.66 1.13 1.83
Table 5.9: Comparison of runtimes of factorization routines; DONJON, UMFPACK and
MA27 for two different compilers IFC and GFC.
Discretization Method Linear Finite Elements
DONJON UMFPACK MA27
mesh order nonzero IFC GFC IFC GFC IFC GFC
1 69 517 0 0 0 0 0 0
2 276 2272 0 0 0.01 0.01 0 0
3 568 4804 0 0 0.01 0.01 0.01 0
4 1033 8881 0.01 0 0.02 0.03 0 0.01
5 1549 13429 0.03 0.03 0.04 0.03 0.01 0.02
6 2272 19828 0.06 0.06 0.01 0.09 0.02 0.03
7 3012 26392 0.06 0.05 0.04 0.08 0.04 0.05
8 3993 35113 0.11 0.11 0.08 0.09 0.06 0.07
9 4957 43693 0.14 0.13 0.09 0.18 0.07 0.08
10 6196 54736 0.27 0.25 0.12 0.21 0.09 0.1
11 7384 65332 0.33 0.3 0.19 0.16 0.13 0.15
12 8881 78697 0.52 0.48 0.22 0.31 0.24 0.28
13 10293 91309 0.63 0.59 0.25 0.28 0.18 0.23
14 12048 106996 0.93 0.9 0.33 0.37 0.35 0.41
15 13684 121624 1.1 1.05 0.43 0.56 0.31 0.35
16 15697 139633 1.57 1.49 0.49 0.55 0.7 0.75
17 17557 156277 1.82 1.73 0.56 0.71 0.4 0.49
18 19828 176608 2.48 2.38 0.63 0.76 0.79 0.88
19 21912 195268 2.87 2.73 0.55 0.76 0.58 0.72
20 24441 217921 3.78 3.6 0.82 1.1 1.44 1.56
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Table 5.10: CPU Runtimes of MUMPS for different pivotal strategies applied to the
matrices arising from Linear Finite Elements discretization on Test Problem 0.
Discretization Method Linear Finite Elements
mesh order nonzero AMD AMF PORD METIS AMDAQD
10 121 961 0 0 0 0 0
50 2601 22801 0.01 0.03 0.02 0.03 0.03
100 10201 90601 0.09 0.13 0.04 0.13 0.1
150 22801 203401 0.22 0.27 0.21 0.29 0.21
200 40401 361201 0.44 0.34 0.32 0.44 0.43
250 63001 564001 0.61 0.64 0.56 0.79 0.7
5.2 Test Problems
There are totally 7 test problems in this work. Test problems from 0 to 4 are
taken from Kaplan [24] and benchmark problems IAEA2D and BIBLIS are taken
from DONJON’s user’s guide [25]. All problems are defined on two-dimensional
cartesian plane and problems from 0 to 4 are one-group whereas IAEA2D and
BIBLIS are two-group problems.
Input files for test problems can be found in Appendix A. For all
test problems the geometry is first defined by GEO module and diffusion and
macroscopic cross sections are given by MACD module. Then geometry is
discretized with BIVADT module by selecting a proper finite element technique.
System matrices are obtained by BIVACA and diagonal blocks are factorized for
later use and finally the assembled system is solved by FLUD module. The flow
diagram is shown in Figure 5.1.
GEO: BIVADT:
MACD:
BIVACA: FLUD:
Figure 5.1: Flow Diagram of DONJON for solution of test problems.
As stated early DONJON is the main software used in the thesis. It is used
to discretize the problems and obtain the assembled matrices. DONJON is also
capable of using several discretization techniques. Every test problem is solved
by different methods chosen amoung the available methods list of which can be
found in Table A.1. The details are in the Appendix A.
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5.2.1 Test Problem 0
This problem is defined on a two dimensional slab geometry and it is one
group and one material. Diffusion constant and absorption cross sections are
arranged such that the neutron distribution will be unity everywhere. Boundaries
are of reflective type. The geometry is shown in Figure 5.2.
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25 cmΣa = 1
Figure 5.2: Description of Test Problem 0.
Factorization times of DONJON, UMFPACK, MA27 and MUMPS are shown in the
Tables 5.11, 5.12, 5.13, 5.14, 5.15, 5.16, 5.17 and 5.18 for 8 different discretization
methods. For the codes except DONJON, the factorization time indicated in the
tables includes the analysis and numerical factorization phases. Among the 4
factorization codes, DONJON is the slowest and MUMPS is the fastest code. There is
even some situations where DONJON is 20 times slower than other routines. The
main reason for that DONJON is a classical envelope method and stores all entries
inside the envelope. As the degree of the finite element grows the bandwidth is
getting bigger and bigger and therefore factorization time of DONJON is getting
worse whereas other codes use ordering methods to reduce the fill-ins.
5.2.2 Test Problem 1
The problem is 2-dimensional, one material and one group. Difference from
the first test problem is the boundary conditions and macroscopic cross sections.
Right and top boundaries are defined as vacuum.
Runtimes of factorization routines are shown in Tables 5.19, 5.20, 5.21,
5.22, 5.23, 5.24, 5.25, 5.26 corresponding to 8 different discretizations. Neutron
flux distribution is found and displayed in Figure 5.4. All methods have given the
same flux distribution but only the solution obtained from UMFPACK is plotted.
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Table 5.11: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
0 discretized by Primal Finite Element Method on Linux PC with IFC.
Discretization Method Primal Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
10 121 961 0 0 0 0.01
20 441 3721 0 0 0.01 0
30 961 8281 0.01 0 0 0.01
40 1681 14641 0.01 0.03 0.02 0.01
50 2601 22801 0.02 0.03 0.02 0.03
60 3721 32761 0.04 0.04 0.03 0.03
70 5041 44521 0.07 0.09 0.05 0.06
80 6561 58081 0.13 0.08 0.08 0.08
90 8281 73441 0.19 0.07 0.11 0.06
100 10201 90601 0.27 0.14 0.14 0.08
110 12321 109561 0.39 0.14 0.18 0.09
120 14641 130321 0.55 0.18 0.21 0.12
130 17161 152881 0.77 0.23 0.26 0.11
140 19881 177241 1.01 0.33 0.37 0.18
150 22801 203401 1.32 0.39 0.46 0.25
160 25921 231361 1.67 0.47 0.63 0.28
170 29241 261121 2.14 0.49 0.68 0.29
180 32761 292681 2.67 0.68 0.89 0.31
190 36481 326041 3.35 0.68 0.99 0.32
200 40401 361201 4.07 0.63 1.22 0.37
Table 5.12: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
0 discretized by Quadratic Finite Element Method on Linux PC with IFC.
Discretization Method Quadratic Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
10 441 4961 0 0.01 0 0.01
20 1681 19521 0.01 0.03 0.01 0.03
30 3721 43681 0.07 0.04 0.03 0.01
40 6561 77441 0.28 0.05 0.07 0.06
50 10201 120801 0.68 0.12 0.15 0.1
60 14641 173761 1.32 0.18 0.24 0.18
70 19881 236321 2.41 0.32 0.39 0.23
80 25921 308481 4.31 0.42 0.59 0.21
90 32761 390241 7.75 0.56 0.92 0.36
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Table 5.13: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
0 discretized by Cubic Finite Element Method on Linux PC with IFC.
Discretization Method Cubic Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
5 256 3276 0 0 0 0.01
10 961 12801 0.01 0 0 0
15 2116 28576 0.03 0.02 0.01 0
20 3721 50601 0.11 0.03 0.03 0.04
25 5776 78876 0.26 0.09 0.05 0.05
30 8281 113401 0.7 0.1 0.08 0.03
35 11236 154176 1.49 0.15 0.14 0.09
40 14641 201201 2.73 0.18 0.2 0.11
45 18496 254476 4.61 0.3 0.28 0.21
50 22801 314001 7.2 0.39 0.38 0.28
55 27556 379776 10.24 0.51 0.43 0.38
Table 5.14: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
0 discretized by Quartic Variational Collocation Method on Linux PC with IFC.
Discretization Method Quartic Variational Collocation Method
mesh order nonzero DONJON UMFPACK MA27 MUMPS
2 81 801 0 0 0 0
4 289 3009 0 0 0 0
6 625 6625 0.01 0.01 0 0
8 1089 11649 0.01 0.02 0.01 0.02
10 1681 18081 0.04 0 0.01 0.02
12 2401 25921 0.08 0.02 0.01 0.04
14 3249 35169 0.19 0.02 0.03 0.02
16 4225 45825 0.4 0.05 0.04 0.05
18 5329 57889 0.68 0.03 0.05 0.03
20 6561 71361 1.03 0.1 0.07 0.04
22 7921 86241 1.48 0.1 0.1 0.12
24 9409 102529 2.04 0.13 0.12 0.05
26 11025 120225 2.79 0.19 0.15 0.07
28 12769 139329 3.85 0.21 0.2 0.11
30 14641 159841 5.12 0.2 0.22 0.17
32 16641 181761 6.61 0.32 0.29 0.13
34 18769 205089 8.37 0.32 0.38 0.2
36 21025 229825 10.44 0.47 0.38 0.17
38 23409 255969 12.69 0.51 0.45 0.22
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Table 5.15: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
0 discretized by Mixed-dual Linear Finite Elements on Linux PC with IFC.
Discretization Method Mixed-dual Linear Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
10 280 1320 0 0 0.01 0
20 1160 5640 0 0 0 0.01
30 2640 12960 0.01 0.01 0.01 0.01
40 4720 23280 0.04 0.05 0.03 0.05
50 7400 36600 0.08 0.08 0.04 0.06
60 10680 52920 0.18 0.12 0.06 0.09
70 14560 72240 0.32 0.13 0.09 0.06
80 19040 94560 0.52 0.22 0.15 0.1
90 24120 119880 0.85 0.3 0.2 0.17
100 29800 148200 1.26 0.48 0.25 0.18
110 36080 179520 1.82 0.56 0.34 0.25
120 42960 213840 2.58 0.76 0.43 0.32
Table 5.16: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
0 discretized by Mixed-dual Quadratic Finite Elements on Linux PC with IFC.
Discretization Method Mixed-dual Quadratic Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
5 180 940 0 0 0 0
10 760 4280 0 0.01 0.01 0
15 1740 10020 0.01 0.02 0.01 0.01
20 3120 18160 0.04 0.05 0 0.04
25 4900 28700 0.1 0.26 0.02 0.05
30 7080 41640 0.21 0.18 0.04 0.01
35 9660 56980 0.37 0.57 0.07 0.05
40 12640 74720 0.64 0.81 0.11 0.12
45 16020 94860 1.04 1.47 0.14 0.18
50 19800 117400 1.65 2.53 0.17 0.16
55 23980 142340 2.49 2.3 0.23 0.19
60 28560 169680 3.6 2.92 0.3 0.23
65 33540 199420 5 2.53 0.38 0.32
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Table 5.17: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
0 discretized by Mixed-dual Cubic Finite Elements on Linux PC with IFC.
Discretization Method Mixed-dual Cubic Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
5 345 1965 0 0.01 0 0.01
10 1440 8880 0.02 0.07 0.01 0.01
15 3285 20745 0.08 0.26 0.02 0.02
20 5880 37560 0.26 0.37 0.05 0.08
25 9225 59325 0.66 0.97 0.08 0.03
30 13320 86040 1.45 1.29 0.12 0.18
35 18165 117705 2.81 3.24 0.19 0.27
40 23760 154320 4.92 2.15 0.26 0.29
Table 5.18: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
0 discretized by Quartic nodal collocation method on Linux PC with IFC.
Discretization Method Quartic nodal collocation method
mesh order nonzero DONJON UMFPACK MA27 MUMPS
5 560 3520 0 0.01 0 0.01
10 2320 15440 0.04 0.03 0.02 0.03
15 5280 35760 0.24 0.13 0.04 0.05
20 9440 64480 0.82 0.26 0.09 0.08
25 14800 101600 2.16 1.08 0.14 0.13
30 21360 147120 4.74 1.2 0.24 0.25
31 22816 157232 5.45 1.81 0.29 0.26
32 24320 167680 6.23 1.65 0.34 0.22
33 25872 178464 7.1 1.99 0.3 0.4
34 27472 189584 8.04 1.92 0.43 0.46
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Figure 5.3: Description of Test Problem 1.
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Figure 5.4: Neutron flux distribution over the geometry described by Figure 5.3.
Table 5.19: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
1 discretized by Linear Finite Elements on Linux PC with IFC.
Discretization Method Linear Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
20 441 3721 0 0.01 0 0
40 1681 14641 0.01 0.01 0.01 0.01
60 3721 32761 0.04 0.06 0.03 0.02
80 6561 58081 0.12 0.09 0.07 0.04
100 10201 90601 0.27 0.11 0.13 0.08
120 14641 130321 0.54 0.26 0.22 0.16
140 19881 177241 1 0.33 0.38 0.13
160 25921 231361 1.68 0.51 0.61 0.26
180 32761 292681 2.69 0.6 0.86 0.32
200 40401 361201 4.05 0.65 1.19 0.37
41
Table 5.20: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
1 discretized by Quadratic Finite Elements on Linux PC with IFC.
Discretization Method Quadratic Finite Elements;
mesh order nonzero DONJON UMFPACK MA27 MUMPS
10 441 4961 0 0 0 0.02
20 1681 19521 0.02 0.01 0.02 0
30 3721 43681 0.06 0.02 0.04 0.04
40 6561 77441 0.29 0.09 0.08 0.07
50 10201 120801 0.67 0.17 0.15 0.05
60 14641 173761 1.32 0.2 0.24 0.17
70 19881 236321 2.39 0.29 0.4 0.19
80 25921 308481 4.27 0.42 0.6 0.21
90 32761 390241 7.75 0.6 0.93 0.37
Table 5.21: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
1 discretized by Cubic Finite Elements on Linux PC with IFC.
Discretization Method Cubic Finite Elements;
mesh order nonzero DONJON UMFPACK MA27 MUMPS
5 256 3276 0 0 0 0
10 961 12801 0.01 0 0.01 0
15 2116 28576 0.03 0.02 0.01 0.03
20 3721 50601 0.12 0.04 0.03 0.04
25 5776 78876 0.27 0.07 0.06 0.05
30 8281 113401 0.7 0.09 0.09 0.07
35 11236 154176 1.48 0.13 0.15 0.1
40 14641 201201 2.68 0.16 0.19 0.12
45 18496 254476 4.58 0.33 0.28 0.22
50 22801 314001 7.14 0.34 0.38 0.17
55 27556 379776 10.2 0.5 0.44 0.26
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Table 5.22: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
1 discretized by Quartic Variational Collocation Method on Linux PC with IFC
Discretization Method Quartic Variational Collocation Method
mesh order nonzero DONJON UMFPACK MA27 MUMPS
5 441 4641 0.01 0 0 0.01
10 1681 18081 0.04 0.02 0.02 0.02
15 3721 40321 0.28 0.05 0.03 0.04
20 6561 71361 1.02 0.08 0.07 0.04
25 10201 111201 2.4 0.14 0.13 0.08
30 14641 159841 5.06 0.26 0.23 0.15
35 19881 217281 9.34 0.38 0.35 0.25
36 21025 229825 10.39 0.5 0.39 0.2
37 22201 242721 11.5 0.43 0.45 0.24
38 23409 255969 12.68 0.53 0.47 0.27
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Table 5.23: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
1 discretized by Mixed-dual Linear Finite Elements on Linux PC with IFC
Discretization Method Mixed-dual Linear Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
10 300 1420 0 0 0 0
20 1200 5840 0 0.01 0 0.01
30 2700 13260 0.01 0.02 0.02 0.02
40 4800 23680 0.03 0.05 0.02 0.04
50 7500 37100 0.09 0.07 0.04 0.05
60 10800 53520 0.18 0.11 0.07 0.08
70 14700 72940 0.32 0.15 0.1 0.11
80 19200 95360 0.53 0.19 0.14 0.13
90 24300 120780 0.85 0.28 0.21 0.18
100 30000 149200 1.27 0.4 0.26 0.23
110 36300 180620 1.84 0.52 0.33 0.22
120 43200 215040 2.61 0.74 0.44 0.34
Table 5.24: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
1 discretized by Mixed-dual Quadratic Finite Elements on Linux PC with IFC
Discretization Method Mixed-dual Quadratic Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
10 800 4560 0 0.01 0 0
20 3200 18720 0.04 0.03 0.02 0.01
30 7200 42480 0.2 0.13 0.05 0.04
40 12800 75840 0.66 0.78 0.1 0.09
50 20000 118800 1.67 1.39 0.19 0.18
60 28800 171360 3.64 2.87 0.3 0.24
Table 5.25: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
1 discretized by Mixed-dual Cubic Finite Elements on Linux PC with IFC
Discretization Method Mixed-dual Cubic Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
5 375 2235 0 0 0 0.01
10 1500 9420 0.01 0.02 0.01 0.01
15 3375 21555 0.08 0.44 0.03 0.04
20 6000 38640 0.27 0.98 0.05 0.08
25 9375 60675 0.67 0.31 0.07 0.11
30 13500 87660 1.47 3.17 0.13 0.18
35 18375 119595 2.84 3.59 0.18 0.18
40 24000 156480 4.98 10.64 0.28 0.42
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Table 5.26: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
1 discretized by Quartic Nodal Collocation Method on Linux PC with IFC.
Discretization Method Quartic Nodal Collocation Method
mesh order nonzero DONJON UMFPACK MA27 MUMPS
5 600 3880 0 0.01 0 0
10 2400 16160 0.05 0.02 0.01 0.03
15 5400 36840 0.24 0.04 0.04 0.06
20 9600 65920 0.82 0.11 0.09 0.09
25 15000 103400 2.2 0.24 0.15 0.18
30 21600 149280 4.78 0.42 0.25 0.22
31 23064 159464 5.49 0.44 0.27 0.29
32 24576 169984 6.28 0.48 0.28 0.33
33 26136 180840 7.16 0.48 0.33 0.26
34 27744 192032 8.11 0.6 0.33 0.5
5.2.3 Test Problem 2
The problem is 2-dimensional, three material and one group. All boundaries
are vacuum. Flux distribution is expected high on inner materials and very low
on the surrounding material. The resulting flux distribution is displayed in Figure
5.6. Factorization times are shown in Table 5.27.
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Figure 5.5: Description of Test Problem 2.
5.2.4 Test Problem 3
The problem is 2-Dimensional, three material and one group. All
boundaries are vacuum. Flux distribution is expected high on inner materials
and very low on the surrounding material. The resulting flux distribution is
displayed in Figure 5.8. Factorization times are shown in Table 5.28.
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Figure 5.6: Flux distribution for Test Problem 2 obtained by UMFPACK. Two peaks
are clearly shown.
Table 5.27: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
2 discretized by Linear Finite Elements on Linux PC with IFC.
Discretization Method Linear Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
5 676 5776 0 0.01 0 0
10 2601 22801 0.01 0.01 0.04 0.03
15 5776 51076 1.39 0.03 0.52 0.08
20 10201 90601 7.08 0.13 2.72 0.05
25 15876 141376 17.74 0.25 8.02 0.18
30 22801 203401 33.9 0.6 17.65 0.3
Table 5.28: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
3 discretized by Linear Finite Elements on Linux PC with IFC.
Discretization Method Linear Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
20 1681 14641 0 0.01 0.01 0.01
40 6561 58081 0.12 0.1 0.08 0.04
60 14641 130321 0.54 0.21 0.22 0.15
80 25921 231361 1.64 0.48 0.62 0.22
100 40401 361201 3.99 0.68 1.21 0.42
5.2.5 Test Problem 4
The problem is 2-Dimensional, three material and one group. All
boundaries are vacuum. Flux distribution is expected high on inner materials
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Figure 5.7: Description of Test Problem 3.
Figure 5.8: Flux distribution for Test Problem 3 obtained by UMFPACK.
and very low on the surrounding material. The resulting flux distribution is
displayed in Figure 5.10. Factorization times are shown in Table 5.29.
5.2.6 IAEA-2D
The geometry of IAEA-2D benchmark problem is shown in the Figure 5.11.
The diffusion equation is solved on 2D cartesian plane. Required DONJON input is
shown in Figure A.10 of Appendix A. Factorization times are shown in the Table
5.30. Neutron flux distributions of groups 1 and 2 are displayed in Figures 5.12
and 5.13.
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Figure 5.9: Description of Test Problem 4.
Figure 5.10: Flux distribution for Test Problem 4 obtained by UMFPACK.
5.2.7 BIBLIS
The geometry of BIBLIS benchmark problem is shown in the Figure 5.14.
The diffusion equation is solved on 2D cartesian plane. Required DONJON input
is shown in Figure A.11 of Appendix A. BIBLIS is a two-group and 8 material
problem. Neutron flux distribution for groups 1 and 2 are shown in Figures 5.15
and 5.16. Factorization times are in Table 5.31.
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Table 5.29: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for Test Problem
3 discretized by Linear Finite Elements on Linux PC with IFC.
Discretization Method Linear Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
10 961 8281 0 0.01 0.01 0
20 3721 32761 0.04 0.04 0.03 0.01
30 8281 73441 0.23 0.1 0.11 0.06
40 14641 130321 0.65 0.19 0.22 0.09
50 22801 203401 1.54 0.38 0.46 0.2
60 32761 292681 3.15 0.69 0.85 0.35
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Figure 5.11: Two dimensional, two groups benchmark problem: IAEA-2D
Table 5.30: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for IAEA2D
discretized by Linear Finite Elements on Linux PC with IFC.
Discretization Method Linear Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
5 1549 13429 0.04 0.03 0.03 0.03
10 6196 54736 0.27 0.12 0.13 0.07
15 13684 121624 1.1 0.3 0.42 0.27
20 24441 217921 3.76 0.78 1.67 0.4
Table 5.31: Factorization times of DONJON,UMFPACK, MA27 and MUMPS for BIBLIS
discretized by Linear Finite Elements on Linux PC with IFC.
Discretization Method Linear Finite Elements
mesh order nonzero DONJON UMFPACK MA27 MUMPS
5 1649 14329 0.04 0.02 0.03 0.04
10 6596 58336 1.28 0.16 0.21 0.15
15 14584 129724 5.1 0.45 0.81 0.24
20 26041 232321 16.15 0.83 2.53 0.45
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Figure 5.12: Neutron flux distribution of first group for IAEA-2D benchmark obtained
by UMFPACK.
Figure 5.13: Neutron flux distribution of second group for IAEA-2D benchmark
obtained by UMFPACK.
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Figure 5.14: Two dimensional, two groups benchmark problem: BIBLIS
Figure 5.15: Neutron flux distribution of first group for BIBLIS benchmark obtained
by UMFPACK.
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Figure 5.16: Neutron flux distribution of second group for BIBLIS benchmark
obtained by UMFPACK.
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SECTION 6
Conclusion
In this work neutron diffusion equation is solved by direct methods for 7
different geometries and 20 different discretization techniques. The resulting
matrices are usually symmetric positive definite matrices whereas for some
discretization methods they are not. Multifrontal methods, UMFPACK, MA27 and
MUMPS are buried into the nuclear reactor code DONJON and each system is solved
for different number of meshes with these methods.
Given appropriate parameters multifrontal codes give accurate results and
achieve high factorization and solution speeds because of the effective algorithms
and optimized linear algebra packages BLAS and LAPACK. It is shown that
dense matrix kernels are extremely important and they are the key to the best
performance.
The parallel Multifrontal method (MUMPS) is not tested on a multiprocessor
environment because the serial runtimes are very small typically 1 or 2 seconds
for relatively large matrices. For the test and benchmark problems presented in
this work, there is no need for parallelism. However this does not mean that
parallel implementations of multifrontal technique give poor performance. The
situation simply says that our problems are small.
Multifrontal method is a good candidate for solution of neutron diffusion
equation in terms of accuracy and speed. A nuclear code may be modified to use a
multifrontal code for factorization tasks. Also using BLAS or LAPACK will improve
the performance for criticality search calculations in which several matrix vector
multiplication are conducted.
APPENDIXES A
Installing and Running DONJON
DONJON is a software used for finite reactor analysis and relies on the solution
of the neutron diffusion equation. It is capable of solving one , two and three
dimensional neutron diffusion equation on several type of geometries including
one, two and three dimensional cartesian, cylindrical and polar geometry and
two and three dimensional hexagonal geometry. It also allow kinetic reactor
calculations.
DONJON is built around the GAN [19] generalized driver which is developed
by the nuclear analysis group (Groupe d’analayse nucle´aire, GAN) in E´cole
Polytechnique. Its source code is open and can be downloaded from the
anonymous ftp site ftp://ftp.polymtl.ca/pub/nucl/donjon/. Its current version
is 2.01 and it is under development.
Installing DONJON is simple but a Fortran and C compiler is needed. First
download the software and unpack. Then run the installation script prepared
for couple of operation systems including HP-UX, AIX, SunOS and Linux. If
your operating system is different, you may still able to compile source codes by
Fortran and C compilers present on your system.
# gzip -d DONJON.TGZ
# tar xvf DONJON.tar
# cd donjon
# ls
COPYING Guides README.TXT Tests testing
COPYING.TXT README Sources installing
# ./installing ganlib
# ./installing utilib
# ./installing donjon
# ./testing ganlib
# ./testing donjon
# ls
COPYING Guides README Sources installing
COPYING.TXT Linux README.TXT Tests testing
Installation script creates a directory under the name of operation system
and copy the binaries and libraries into it. For the above example a Linux
directory is created. Two binaries named donjon and ganlib and three libraries
libDON.a, libGAN.a and libUTL.a are created. Test script then tests the binaries
by using input files and write the outputs into the tst directory. x2m and ref
prefixes are usually used for input and output files respectively.
donjon has several modules each of which has different functions. Data are
transformed between modules in objects. Every module has a well defined object
and writes the related data in this object. Structure of the objects are fixed and
information can be fetched by using some utility routines [26].
There are 20 different discretization techniques that can be used in the
module BIVADT which is used to perform a “tracking” on a 2-D geometry. These
20 discretization techniques and their corresponding keyword are displayed in
Table A.1.
Table A.1: Discretization techniques available in the tracking module BIVADT.
PRIM 1 1 : Linear finite elements
PRIM 1 2 : Mesh corner finite differences
PRIM 1 3 : Linear superconvergent Finite elements
PRIM 2 1 : Quadratic finite elements
PRIM 2 2 : Quadratic variational collocation method
PRIM 2 3 : Quadratic superconvergent finite elements
PRIM 3 1 : Cubic finite elements
PRIM 3 2 : Cubic variational collocation method
PRIM 3 3 : Cubic superconvergent finite elements
PRIM 4 2 : Quartic variational collocation method
DUAL 1 1 : Mixed-dual linear finite elements
DUAL 1 2 : Mesh centered finite differences
DUAL 1 3 : Mixed-dual linear superconvergent finite elements
DUAL 2 1 : Mixed-dual quadratic finite elements
DUAL 2 2 : Quadratic nodal collocation method
DUAL 2 3 : Mixed-dual quadratic superconvergent finite elements
DUAL 3 1 : Mixed-dual cubic finite elements
DUAL 3 2 : Cubic nodal collocation method
DUAL 3 3 : Mixed-dual cubic superconvergent finite elements
DUAL 4 2 : Quartic nodal collocation method
PRIM keyword is used for primal finite element discretization (classical)
whereas DUAL is used for mixed-dual finite element. First number after the
keyword represents the order of the finite element. The values permitted are
1 (linear polynomials), 2 (parabolic polynomials), 3 (cubic polynomials) or 4
(quartic polynomials). Second number represents the type of quadrature used to
integrate the mass matrices. The values permitted are 1 (analytical integration),
2 (Gauss-Lobatto quadrature) or 3 (Gauss-Legendre quadrature) [25]. Every
discretization method produces different matrices with different features except
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that they always produce symmetric and diagonally dominant matrices.
Estimated condition numbers of the stiffness matrices are found by using
SMMS’s linpack command which is a version of the LINPACK Condition number
estimator. The results are interesting as seen in Table A.2 corresponding to the
methods PRIM 1 1, PRIM 1 2 and PRIM 1 3. The experiments are conducted for
Test Problem 0 but the results are the same for other test problems. Condition
numbers are very large for Linear Superconvergent FEM whereas condition
numbers for Linear FEM and Mesh Corner Finite Difference are small and grows
asymptotically. PRIM 1 1 and PRIM 1 3 produces matrices with same sparsity
structures with different numerical values. PRIM 1 3 results such matrices that
DONJON will not be able to find an effective multiplication factor in power iteration.
Similar results are obtained from other discretizations. Linear, quadratic
and cubic superconvergent primal FEM’s whose keywords are PRIM 1 3,
PRIM 2 3 and PRIM 3 3 respectively result badly scaled matrices. This is proved
by experiments whose tables are shown in Tables A.2, A.3 and A.4. The same
experiment are conducted for mixed-dual counterparts. Superconvergent finite
elements again results larger condition numbers. For numerical values please
consult the Tables A.5, A.6 and A.7. Lastly condition numbers are estimated for
methods PRIM 4 2 and DUAL 4 2 which stand for Quartic variational collocation
method and Quartic nodal collocation method respectively. The results are
displayed in Table A.8.
56
Table A.2: Mesh number, order, number of nonzeros, norm and condition number of matrices for Linear FEM, Mesh Corner Finite Differences
and Linear Superconvergent FEM.
PRIM 1 1 PRIM 1 2 PRIM 1 3
mesh order nonzero Norm Cond order nonzero Norm Cond order nonzero Norm Cond
1 4 16 156.25 2.4975 4 12 158.25 1.01274 4 16 156.25 5.66563e+18
2 9 49 156.25 14.4652 9 33 164.25 3.22524 9 49 156.25 7.03128e+07
3 16 100 69.4445 7.47557 16 64 77.4445 2.87629 16 100 69.4445 2.77782e+07
4 25 169 39.0625 6.10148 25 105 47.0625 2.73411 25 169 39.0625 3.61694e+06
5 36 256 25 4.61988 36 156 33 2.70943 36 256 25 1.18799e+17
6 49 361 17.3611 3.687 49 217 25.3611 2.76289 49 361 17.3611 1.86303e+17
7 64 484 12.7551 3.03773 64 288 20.7551 2.8744 64 484 12.7551 1.13377e+06
8 81 625 10.2622 4.07357 81 369 17.7656 3.03256 81 625 9.76561 1.61426e+06
9 100 784 8.66806 3.56185 100 460 15.716 3.2306 100 784 7.85805 409280
10 121 961 7.52776 3.1777 121 561 14.25 3.46409 121 961 7.12502 362230
11 144 1156 6.68411 2.87791 144 672 13.1653 3.73024 144 1156 6.58264 3.21343e+16
12 169 1369 6.04244 2.63946 169 793 12.3403 4.02716 169 1369 6.17015 551765
13 196 1600 5.54304 2.44808 196 924 11.6982 4.3535 196 1600 5.84912 1.16706e+18
14 225 1849 5.14686 2.29723 225 1065 11.1888 4.70839 225 1849 5.59439 744811
15 256 2116 5.02468 2.44309 256 1216 10.7778 5.0911 256 2116 5.38888 3.65718e+16
16 289 2401 5.0621 2.73144 289 1377 10.4414 5.50118 289 2401 5.22071 670571
17 324 2704 5.09304 3.03544 324 1548 10.1626 5.93824 324 2704 5.08134 321547
18 361 3025 5.11901 3.35559 361 1729 9.92901 6.4022 361 3025 4.96453 210600
19 400 3364 5.14098 3.69188 400 1920 9.7313 6.89272 400 3364 4.86563 200236
20 441 3721 5.15971 4.04461 441 2121 9.5625 7.40948 441 3721 4.78123 194699
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Table A.3: Mesh number, order, number of nonzeros, norm and condition number of matrices for Quadratic FEM, Quadratic Variational
Collocation Method and Quadratic Superconvergent FEM.
PRIM 2 1 PRIM 2 2 PRIM 2 3
mesh order nonzero Norm Cond order nonzero Norm Cond order nonzero Norm Cond
1 9 65 461.806 81.5382 9 45 292 12.9448 9 65 673 1.2114e+19
2 25 225 136.285 33.6209 25 145 83.6667 9.48516 25 225 204.25 9.19128e+07
3 49 481 76.0031 26.376 49 301 45.0864 8.0367 49 481 117.444 4.0401e+17
4 81 833 54.9045 26.874 81 513 31.5833 7.29241 81 833 87.0625 1.20913e+07
5 121 1281 45.1389 23.2457 121 781 25.3333 6.90303 121 1281 73 1.64238e+07
6 169 1825 39.8341 20.9019 169 1105 21.9383 6.7201 169 1825 65.3611 1.98632e+18
7 225 2465 36.6355 19.2591 225 1485 19.8912 6.59437 225 2465 60.7551 5.39881e+06
8 289 3201 34.5594 18.0748 289 1921 18.5625 6.49522 289 3201 57.7656 3.18065e+06
9 361 4033 33.1361 17.2428 361 2413 17.6516 6.40897 361 4033 55.716 2.50721e+17
10 441 4961 32.118 16.9634 441 2961 17 6.32944 441 4961 54.25 2.32373e+17
11 529 5985 31.3648 18.0175 529 3565 16.5179 6.25597 529 5985 53.1653 2.54716e+06
12 625 7105 30.7919 20.0036 625 4225 16.1512 6.18859 625 7105 52.3403 8.2612e+06
13 729 8321 30.346 22.8909 729 4941 15.8659 6.12817 729 8321 51.6982 2.91015e+17
14 841 9633 29.9922 26.5165 841 5713 15.6395 6.07338 841 9633 51.1888 3.30672e+17
15 961 11041 29.7068 30.9108 961 6541 15.4568 6.02194 961 11041 50.7778 2.19954e+06
16 1089 12545 29.4732 36.1754 1089 7425 15.3073 5.97543 1089 12545 50.4414 3.95064e+19
17 1225 14145 29.2796 42.3926 1225 8365 15.1834 5.93448 1225 14145 50.1626 2.99065e+06
18 1369 15841 29.1174 49.4965 1369 9361 15.0796 5.89796 1369 15841 49.929 3.50459e+06
19 1521 17633 28.9801 57.1899 1521 10413 14.9917 5.86462 1521 17633 49.7313 5.14442e+17
20 1681 19521 28.8628 64.1813 1681 11521 14.9167 5.83318 1681 19521 49.5625 1.99409e+06
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Table A.4: Mesh number, order, number of nonzeros, norm and condition number of matrices for Cubic FEM, Cubic Variational Collocation
Method and Cubic Superconvergent FEM.
PRIM 3 1 PRIM 3 2 PRIM 3 3
mesh order nonzero Norm Cond order nonzero Norm Cond order nonzero Norm Cond
1 16 156 130.807 27.3476 16 112 123.582 17.3981 16 156 142.516 3.26647e+18
2 49 561 49.4269 20.5879 49 385 42.2019 12.0658 49 561 61.1362 5.50222e+07
3 100 1216 34.3565 16.5298 100 820 27.1314 10.6679 100 1216 46.0658 9.21273e+06
4 169 2121 29.0818 14.8541 169 1417 21.8568 10.3802 169 2121 40.7912 1.13301e+07
5 256 3276 26.6404 14.1224 256 2176 19.4154 11.0599 256 3276 38.3498 4.313e+06
6 361 4681 25.3142 14.0116 361 3097 18.0892 12.4762 361 4681 37.0236 7.25458e+06
7 484 6336 24.5145 14.4031 484 4180 17.2895 14.4576 484 6336 36.2239 3.21661e+06
8 625 8241 23.9955 15.0371 625 5425 16.7705 16.9694 625 8241 35.7049 2.9465e+06
9 784 10396 23.6397 15.7744 784 6832 16.4147 20.0068 784 10396 35.3491 1.83478e+06
10 961 12801 23.3852 16.54 961 8401 16.1602 23.5813 961 12801 35.0946 5.23462e+06
11 1156 15456 23.1969 17.302 1156 10132 15.9719 27.7269 1156 15456 34.9063 5.01657e+06
12 1369 18361 23.0536 18.0639 1369 12025 15.8287 32.3687 1369 18361 34.763 1.60572e+06
13 1600 21516 22.9422 18.8393 1600 14080 15.7172 37.508 1600 21516 34.6516 4.70167e+06
14 1849 24921 22.8537 19.6372 1849 16297 15.6287 43.2416 1849 24921 34.5631 1.51542e+06
15 2116 28576 22.7824 20.4313 2116 18676 15.5574 49.5748 2116 28576 34.4918 1.4827e+06
16 2401 32481 22.724 21.2313 2401 21217 15.499 56.4986 2401 32481 34.4333 1.57229e+17
17 2704 36636 22.6756 22.0402 2704 23920 15.4506 64.049 2704 36636 34.385 2.14731e+06
18 3025 41041 22.635 22.89 3025 26785 15.41 72.2272 3025 41041 34.3444 4.69036e+17
19 3364 45696 22.6007 23.7635 3364 29812 15.3757 81.0542 3364 45696 34.3101 1.37277e+06
20 3721 50601 22.5714 24.6557 3721 33001 15.3464 90.516 3721 50601 34.2808 2.05985e+06
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Table A.5: Mesh number, order, number of nonzeros, norm and condition number of matrices for Mixed-dual Linear FEM, Mesh centered finite
differences and mixed-dual linear superconvergent Finite Elements.
DUAL 1 1 DUAL 1 2 DUAL 1 3
mesh order nonzero Norm Cond order nonzero Norm Cond order nonzero Norm Cond
1 1 1 625 INFINITE 1 1 625 INFINITE 1 1 625 INFINITE
2 8 24 181.25 1.49041 8 24 181.25 1.13571 8 24 181.25 1.90609
3 21 81 102.778 2.21289 21 69 102.778 1.46127 21 81 102.778 4.40706
4 40 168 64.0625 2.54771 40 136 64.0625 1.62266 40 168 64.0625 6.28369
5 65 285 45 2.70353 65 225 45 1.78167 65 285 45 6.83067
6 96 432 34.0278 2.7555 96 336 34.0278 1.93915 96 432 34.0278 10.0569
7 133 609 27.0408 2.75103 133 469 27.0408 2.09563 133 609 27.0408 17.3146
8 176 816 22.2656 2.71999 176 624 22.2656 2.25145 176 816 22.2656 27.7202
9 225 1053 18.8272 2.67907 225 801 18.8272 2.40656 225 1053 18.8272 41.1438
10 280 1320 16.25 2.63675 280 1000 16.25 2.56106 280 1320 16.25 57.114
11 341 1617 14.2562 2.5968 341 1221 14.2562 2.71508 341 1617 14.2562 75.4293
12 408 1944 12.6736 2.56085 408 1464 12.6736 2.86864 408 1944 12.6736 95.7856
13 481 2301 11.3906 2.53202 481 1729 11.3906 3.02176 481 2301 11.3906 117.721
14 560 2688 10.3317 2.52062 560 2016 10.3317 3.17444 560 2688 10.3317 140.167
15 645 3105 9.44446 2.5127 645 2325 9.44446 3.32686 645 3105 9.44446 161.679
16 736 3552 8.69141 2.50711 736 2656 8.69141 3.47855 736 3552 8.69141 179.524
17 833 4029 8.04499 2.5046 833 3009 8.04499 3.6295 833 4029 8.04499 189.071
18 936 4536 7.48457 2.50585 936 3384 7.48457 3.77572 936 4536 7.48457 180.983
19 1045 5073 6.99446 2.5073 1045 3781 6.99446 3.93938 1045 5073 6.99446 139.144
20 1160 5640 6.5625 2.51037 1160 4200 6.5625 4.10295 1160 5640 6.5625 64.5251
60
Table A.6: Mesh number, order, number of nonzeros, norm and condition number of matrices for Mixed-dual Quadratic FEM, Quadratic nodal
collocation method and mixed-dual quadratic superconvergent Finite Elements.
DUAL 2 1 DUAL 2 2 DUAL 2 3
mesh order nonzero Norm Cond order nonzero Norm Cond order nonzero Norm Cond
1 4 4 645 INFINITE 4 4 641 INFINITE 4 4 649 INFINITE
2 24 88 212.334 3.75184 24 88 201.118 2.63037 24 88 223.551 5.75968
3 60 276 137.557 5.80605 60 252 123.934 3.51295 60 276 151.179 10.8107
4 112 560 95.1469 6.54725 112 496 83.93 4.04754 112 560 106.364 12.6312
5 180 940 73.8675 7.09896 180 820 64.094 4.62023 180 940 83.641 19.7052
6 264 1416 61.4174 7.65771 264 1224 52.6061 5.21695 264 1416 70.2286 39.2183
7 364 1988 53.3748 8.30563 364 1708 45.2508 5.847 364 1988 61.4987 75.1426
8 480 2656 47.8078 9.07371 480 2272 40.1994 6.51399 480 2656 55.4163 130.82
9 612 3420 43.7536 9.93125 612 2916 36.5461 7.21367 612 3420 50.9611 211.281
10 760 4280 40.6838 10.8759 760 3640 33.797 7.95403 760 4280 47.5705 323.307
11 924 5236 38.2869 11.9174 924 4444 31.6626 8.71797 924 5236 44.9112 474.614
12 1104 6288 36.3684 13.1407 1104 5328 29.9628 9.52704 1104 6288 42.774 674.84
13 1300 7436 34.8011 14.5326 1300 6292 28.5805 10.3753 1300 7436 41.0217 935.809
14 1512 8680 33.4986 16.0563 1512 7336 27.4367 11.2688 1512 8680 39.5606 1269.23
15 1740 10020 32.4003 17.7101 1740 8460 26.4758 12.2058 1740 10020 38.3248 1691.14
16 1984 11456 31.4625 19.4944 1984 9664 25.6583 13.1902 1984 11456 37.2667 2217.6
17 2244 12988 30.6531 21.4394 2244 10948 24.955 14.2234 2244 12988 36.3512 2866.03
18 2520 14616 29.9478 23.526 2520 12312 24.344 15.3057 2520 14616 35.5515 3655.36
19 2812 16340 29.328 25.7503 2812 13756 23.8087 16.4372 2812 16340 34.8474 4615.99
20 3120 18160 28.7794 28.1259 3120 15280 23.336 17.6167 3120 18160 34.2227 5734.61
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Table A.7: Mesh number, order, number of nonzeros, norm and condition number of matrices for Mixed-dual cubic FEM, cubic nodal collocation
method and mixed-dual cubic superconvergent Finite Elements.
DUAL 3 1 DUAL 3 2 DUAL 3 3
mesh order nonzero Norm Cond order nonzero Norm Cond order nonzero Norm Cond
1 9 9 709 INFINITE 9 9 685 INFINITE 9 9 745 INFINITE
2 48 192 279.381 7.75921 48 192 244.201 5.74493 48 192 332.152 12.0742
3 117 585 205.619 11.4402 117 549 166.712 8.15532 117 585 263.98 20.0882
4 216 1176 162.194 13.8262 216 1080 127.013 9.9839 216 1176 214.964 31.104
5 345 1965 140.305 16.6595 345 1785 107.361 12.0273 345 1965 189.721 61.2407
6 504 2952 127.449 20.0512 504 2664 95.995 14.3258 504 2952 174.629 114.837
7 693 4137 119.116 23.9916 693 3717 88.727 16.8838 693 4137 164.699 190.767
8 912 5520 113.331 28.4804 912 4944 83.7411 19.7284 912 5520 157.716 288.54
9 1161 7101 109.108 33.5498 1161 6345 80.1386 22.8824 1161 7101 152.561 411.686
10 1440 8880 105.902 39.2673 1440 7920 77.4303 26.3525 1440 8880 148.611 569.131
11 1749 10857 103.395 45.4974 1749 9669 75.3292 30.091 1749 10857 145.493 787.602
12 2088 13032 101.384 52.1907 2088 11592 73.6572 34.1096 2088 13032 142.974 1110.39
13 2457 15405 99.7386 59.3778 2457 13689 72.2985 38.4161 2457 15405 140.899 1597.02
14 2856 17976 98.3692 67.031 2856 15960 71.1747 43.0605 2856 17976 139.161 2352.3
15 3285 20745 97.2128 75.1002 3285 18405 70.2313 48.2798 3285 20745 137.685 3472.73
16 3744 23712 96.2242 83.5887 3744 21024 69.4291 53.88 3744 23712 136.417 5164.88
17 4233 26877 95.37 92.4613 4233 23817 68.7393 59.8663 4233 26877 135.316 7529.04
18 4752 30240 94.6249 101.71 4752 26784 68.1403 66.2322 4752 30240 134.352 10992.3
19 5301 33801 93.9695 111.316 5301 29925 67.6157 72.9787 5301 33801 133.5 15468.6
20 5880 37560 93.3888 121.295 5880 33240 67.1527 80.1094 5880 37560 132.743 21247.5
62
PRIM 1 1 PRIM 2 1
PRIM 1 3 PRIM 2 2
PRIM 1 3 PRIM 2 3
Figure A.1: Sparsity structures of the matrices arising from various discretization
techniques. Explanation of the keywords can be found in Table A.1.
Sparsity structures of the matrices are obtained by SMMS’s showmap
command and converted to postscript images by psmap command. For detailed
information please consult SMMS User Manual [27]. For all discretization types
the nonzero structures are obtained.
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Table A.8: Mesh number, order, number of nonzeros, norm and condition number of matrices for Quartic variational collocation method and
Quartic nodal collocation method.
PRIM 4 2 DUAL 4 2
mesh order nonzero Norm Cond order nonzero Norm Cond
1 25 225 95.5312 27.0282 16 32 774.064 1.10005
2 81 801 36.272 16.3948 80 400 331.772 10.1146
3 169 1729 25.298 13.4984 192 1104 253.785 14.9706
4 289 3009 21.4571 12.8897 352 2144 214.584 19.8025
5 441 4641 19.6794 13.1243 560 3520 195.23 25.6167
6 625 6625 18.7137 13.6267 816 5232 184.064 32.5747
7 841 8961 18.1314 14.1855 1120 7280 176.938 40.7177
8 1089 11649 17.7534 14.6682 1472 9664 172.059 50.2887
9 1369 14689 17.4943 15.0368 1872 12384 168.539 61.1258
10 1681 18081 17.309 15.3544 2320 15440 165.897 73.3068
11 2025 21825 17.1719 15.6023 2816 18832 163.85 86.7526
12 2401 25921 17.0676 15.8127 3360 22560 162.224 101.489
13 2809 30369 16.9864 15.9916 3952 26624 160.903 117.556
14 3249 35169 16.922 16.1689 4592 31024 159.812 134.951
15 3721 40321 16.87 16.3331 5280 35760 158.897 153.671
16 4225 45825 16.8275 16.4833 6016 40832 158.12 173.731
17 4761 51681 16.7923 16.6379 6800 46240 157.452 195.178
18 5329 57889 16.7627 16.7899 7632 51984 156.873 217.968
19 5929 64449 16.7377 16.9369 8512 58064 156.366 242.224
20 6561 71361 16.7164 17.0816 9440 64480 155.918 267.919
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PRIM 3 1 DUAL 1 1
PRIM 3 2 DUAL 1 2
PRIM 3 3 DUAL 1 3
Figure A.2: Sparsity structures of the matrices arising from various discretization
techniques. Explanation of the keywords can be found in Table A.1.
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DUAL 2 1 DUAL 3 1
DUAL 2 2 DUAL 3 2
DUAL 2 3 DUAL 3 3
Figure A.3: Sparsity structures of the matrices arising from various discretization
techniques. Explanation of the keywords can be found in Table A.1.
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PRIM 4 2
DUAL 4 2
Figure A.4: Sparsity structures of the matrices arising from various discretization
techniques. Explanation of the keywords can be found in Table A.1.
DONJON input file structure owes its flexibility to the GAN generalized driver.
GAN and the utility driver CLE-2000 which can be regarded as a simple language,
helps to define modules in input files and make various operations on them
[28]. By using CLE, one can define variables, loops, conditional statements and
mathematical operations in input files. One can also extract information from
the modules, define linked lists and copy the whole data of a module to linked
lists. Input file is no longer needed to be in fixed format which is used by legacy
codes such as CITATION. Input is first parsed by CLE and necessary modules are
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called. Input files for the experiments used in this work are listed in Figures from
A.5 up to A.11.
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LINKED_LIST TEST1 MACRO TRACK SYSTEM FLUX EDIT ;
MODULE GEOD: MACD: BIVADT: BIVACA: FLUD: DELETE:
END: ;
*
INTEGER method ;
INTEGER lx := 1 ;
TEST1 := GEOD: :: CAR2D 1 1
EDIT 0
X- REFL X+ REFL
Y- REFL Y+ REFL
MIX 1
MESHX 0.0 25.0
MESHY 0.0 25.0
SPLITX <<lx>>
SPLITY <<lx>>
;
MACRO := MACD: ::
EDIT 0 NGRO 1 NMIX 1
READ
MIX 1
DIFFX 1.000
FIXE 1.000
TOTAL 1.000
SCAT 1 1 0.0
NUSIGF 1.000
;
TRACK := BIVADT: TEST1 ::
TITLE ’TEST-0 PROBLEM’
EDIT 0
MAXR 70000
PRIM 1 1
;
EVALUATE method := 1 ;
WHILE method 1 <= DO
SYSTEM := BIVACA: MACRO TRACK ::
EDIT 1
FACT <<method>>
DIAG 0
THRE 0.1
ORD 0
BTF 0
;
FLUX := FLUD: SYSTEM TRACK ::
EDIT 1
;
SYSTEM FLUX := DELETE: SYSTEM FLUX ;
!SYSTEM := DELETE: SYSTEM ;
EVALUATE method := method 1 + ;
ENDWHILE ;
END: ;
Figure A.5: DONJON input for Test Problem 0.
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LINKED_LIST TEST1 MACRO TRACK SYSTEM FLUX EDIT ;
MODULE GEOD: MACD: BIVADT: BIVACA: FLUD: DELETE:
END: ;
*
INTEGER method ;
INTEGER lx := 30 ;
TEST1 := GEOD: :: CAR2D 1 1
EDIT 0
X- REFL X+ VOID
Y- REFL Y+ VOID
MIX 1
MESHX 0.0 25.0
MESHY 0.0 25.0
SPLITX <<lx>>
SPLITY <<lx>>
;
MACRO := MACD: ::
EDIT 0 NGRO 1 NMIX 1
READ
MIX 1
DIFFX 0.900
FIXE 1.000
TOTAL 0.70
SCAT 1 1 0.0
NUSIGF 1.000
;
TRACK := BIVADT: TEST1 ::
TITLE ’TEST-1 PROBLEM’
EDIT 0
MAXR 50000
PRIM 1 1
;
EVALUATE method := 0 ;
WHILE method 0 <= DO
SYSTEM := BIVACA: MACRO TRACK ::
EDIT 1
FACT <<method>>
DIAG 0
THRE 0.1
;
FLUX := FLUD: SYSTEM TRACK ::
EDIT 3
;
SYSTEM FLUX := DELETE: SYSTEM FLUX ;
!SYSTEM := DELETE: SYSTEM ;
EVALUATE method := method 1 + ;
ENDWHILE ;
END: ;
Figure A.6: DONJON input for Test Problem 1.
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LINKED_LIST TEST1 MACRO TRACK SYSTEM FLUX EDIT ;
MODULE GEOD: MACD: BIVADT: BIVACA: FLUD: DELETE: END: ;
*
INTEGER method ;
INTEGER meshx meshy := 5 5 ;
TEST1 := GEOD: :: CAR2D 5 5
EDIT 4
X- VOID X+ VOID
Y- VOID Y+ VOID
MIX 1 1 1 1 1
1 1 1 2 1
1 1 1 1 1
1 3 1 1 1
1 1 1 1 1
MESHX 0.0 10.0 30.0 70.0 90.0 100.0
MESHY 0.0 10.0 30.0 70.0 90.0 100.0
SPLITX <<meshx>> 10 <<meshx>> 10 <<meshx>>
SPLITY <<meshy>> 10 <<meshy>> 10 <<meshy>>
;
MACRO := MACD: ::
EDIT 4 NGRO 1 NMIX 3
READ
MIX 1
DIFFX 1.549 FIXE 1.000
TOTAL 43.440 SCAT 1 1 0.0
NUSIGF 0.000
MIX 2
DIFFX 2.680 FIXE 100.0
TOTAL 0.0 SCAT 1 1 0.0
NUSIGF 1.000
MIX 3
DIFFX 2.680 FIXE 100.0
TOTAL 0.0 SCAT 1 1 0.0
NUSIGF 1.000
;
TRACK := BIVADT: TEST1 ::
TITLE ’TEST-1 PROBLEM’
EDIT 4
MAXR 10000
PRIM 1 1
;
EVALUATE method := 0 ;
WHILE method 2 <= DO
SYSTEM := BIVACA: MACRO TRACK ::
EDIT 1
FACT <<method>>
;
FLUX := FLUD: SYSTEM TRACK ::
EDIT 3
;
SYSTEM FLUX := DELETE: SYSTEM FLUX ;
EVALUATE method := method 1 + ;
ENDWHILE ;
END: ;
Figure A.7: DONJON input for Test Problem 2.
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LINKED_LIST TEST1 MACRO TRACK SYSTEM FLUX EDIT ;
MODULE GEOD: MACD: BIVADT: BIVACA: FLUD: DELETE:
END: ;
SEQ_ASCII FLUKS ;
*
INTEGER method ;
INTEGER meshx meshy := 10 10 ;
TEST1 := GEOD: :: CAR2D 2 2
EDIT 4
X- REFL X+ VOID
Y- REFL Y+ VOID
MIX 1 1
2 1
MESHX 0.0 20.0 40.0
MESHY 0.0 20.0 40.0
SPLITX <<meshx>> <<meshx>>
SPLITY <<meshy>> <<meshy>>
;
MACRO := MACD: ::
EDIT 4 NGRO 1 NMIX 2
READ
MIX 1
DIFFX 0.15
FIXE 0.0
TOTAL 0.02
SCAT 1 1 0.0
NUSIGF 1.000
MIX 2
DIFFX 0.4
FIXE 1.0
TOTAL 0.2
SCAT 1 1 0.0
NUSIGF 1.000
;
TRACK := BIVADT: TEST1 ::
TITLE ’TEST-1 PROBLEM’
EDIT 4
MAXR 10000
PRIM 1 1
;
EVALUATE method := 0 ;
WHILE method 0 <= DO
SYSTEM := BIVACA: MACRO TRACK ::
EDIT 1
FACT <<method>>
;
FLUX := FLUD: SYSTEM TRACK ::
EDIT 3
;
!FLUKS := FLUX ;
SYSTEM FLUX := DELETE: SYSTEM FLUX ;
EVALUATE method := method 1 + ;
ENDWHILE ;
END: ;
Figure A.8: DONJON input for Test Problem 3.
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LINKED_LIST TEST1 MACRO TRACK SYSTEM FLUX EDIT ;
MODULE GEOD: MACD: BIVADT: BIVACA: FLUD: DELETE: END: ;
*
INTEGER method ;
INTEGER meshx meshy := 10 10 ;
TEST1 := GEOD: :: CAR2D 3 3
EDIT 4
X- REFL X+ VOID
Y- REFL Y+ VOID
MIX 1 1 1
2 2 1
3 2 1
MESHX 0.0 6.0 14.0 30.0
MESHY 0.0 6.0 14.0 30.0
SPLITX <<meshx>> <<meshx>> <<meshx>>
SPLITY <<meshy>> <<meshy>> <<meshy>>
;
MACRO := MACD: ::
EDIT 4 NGRO 1 NMIX 3
READ
MIX 1
DIFFX 0.75 FIXE 0.0
TOTAL 0.000 SCAT 1 1 0.0
NUSIGF 1.000
MIX 2
DIFFX 0.001 FIXE 0.0
TOTAL 0.0 SCAT 1 1 0.0
NUSIGF 0.000
MIX 3
DIFFX 0.75 FIXE 10.0
TOTAL 0.0 SCAT 1 1 0.0
NUSIGF 1.000
;
TRACK := BIVADT: TEST1 ::
TITLE ’TEST-4 PROBLEM’
EDIT 4
MAXR 10000
PRIM 1 1
;
EVALUATE method := 0 ;
WHILE method 0 <= DO
SYSTEM := BIVACA: MACRO TRACK ::
EDIT 1
FACT <<method>>
;
FLUX := FLUD: SYSTEM TRACK ::
EDIT 3
;
SYSTEM FLUX := DELETE: SYSTEM FLUX ;
EVALUATE method := method 1 + ;
ENDWHILE ;
END: ;
Figure A.9: DONJON input for Test Problem 4.
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LINKED_LIST IAEA MACRO TRACK SYSTEM FLUX EDIT ;
MODULE GEOD: MACD: BIVADT: BIVACA: FLUD: END: ;
SEQ_ASCII FLU ;
*
IAEA := GEOD: :: CAR2D 9 9
EDIT 2
X- DIAG X+ VOID
Y- SYME Y+ DIAG
MIX 3 2 2 2 3 2 2 1 4
2 2 2 2 2 2 1 4
2 2 2 2 1 1 4
2 2 2 1 4 4
3 1 1 4 0
1 4 4 0
4 0 0
0 0
0
MESHX 0.0 20.0 40.0 60.0 80.0 100.0 120.0 140.0 160.0 180.0
;
MACRO := MACD: ::
EDIT 2 NGRO 2 NMIX 4
READ
MIX 1
DIFFX 1.500E+00 4.0000E-01 TOTAL 3.012E-02 8.0032E-02
NUSIGF 0.000E+00 1.3500E-01 H-FACTORS 0.000E+00 1.3500E-01
SCAT 1 1 0.0 2 2 0.0 0.2E-01
MIX 2
DIFFX 1.500E+00 4.0000E-01 TOTAL 3.012E-02 8.5032E-02
NUSIGF 0.000E+00 1.3500E-01 H-FACTORS 0.000E+00 1.3500E-01
SCAT 1 1 0.0 2 2 0.0 0.2E-01
MIX 3
DIFFX 1.500E+00 4.00000E-01 TOTAL 3.012E-02 1.30032E-01
NUSIGF 0.000E+00 1.35000E-01 H-FACTORS 0.000E+00 1.35000E-01
SCAT 1 1 0.0 2 2 0.0 0.2E-01
MIX 4
DIFFX 2.000E+00 3.0000E-01 TOTAL 4.016E-02 1.0024E-02
SCAT 1 1 0.0 2 2 0.0 0.4E-01
;
TRACK := BIVADT: IAEA ::
TITLE ’IAEA-2D BENCHMARK’
MAXR 81 DUAL 1 2 ;
SYSTEM := BIVACA: MACRO TRACK ;
FLUX := FLUD: SYSTEM TRACK ::
EDIT 2 ;
END: ;
Figure A.10: DONJON input for IAEA-2D benchmark.
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LINKED_LIST BIBLIS MACRO TRACK SYSTEM FLUX EDIT ;
MODULE GEOD: MACD: BIVADT: BIVACA: FLUD: OUT: END: DELETE: ;
*
INTEGER mesh := 1 ;
BIBLIS := GEOD: :: CAR2D 9 9
EDIT 2
X- DIAG X+ VOID
Y- SYME Y+ DIAG
MIX 1 8 2 6 1 7 1 4 3
1 8 2 8 1 1 4 3
1 8 2 7 1 4 3
2 8 1 8 4 3
2 5 4 3 3
4 4 3 0
3 3 0
0 0
0
MESHX 0.0 23.1226 46.2452 69.3678 92.4904 115.613 138.7356
161.8582 184.9808 208.1034
SPLITX <<mesh>> <<mesh>> <<mesh>> <<mesh>> <<mesh>>
<<mesh>> <<mesh>> <<mesh>> <<mesh>>
;
MACRO := MACD: ::
EDIT 2 NGRO 2 NMIX 8
READ
MIX 1
DIFFX 1.436000E+00 3.635000E-01
TOTAL 2.725820E-02 7.505800E-02
NUSIGF 5.870800E-03 9.606700E-02
H-FACTORS 2.376800E-03 3.889400E-02
SCAT 1 1 0.0 2 2 0.0 1.775400E-02
MIX 2
DIFFX 1.436600E+00 3.636000E-01
TOTAL 2.729950E-02 7.843600E-02
NUSIGF 6.190800E-03 1.035800E-01
H-FACTORS 2.506400E-03 4.193500E-02
SCAT 1 1 0.0 2 2 0.0 1.762100E-02
MIX 3
DIFFX 1.320000E+00 2.772000E-01
TOTAL 2.576220E-02 7.159600E-02
SCAT 1 1 0.0 2 2 0.0 2.310600E-02
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MIX 4
DIFFX 1.438900E+00 3.638000E-01
TOTAL 2.746400E-02 9.140800E-02
NUSIGF 7.452700E-03 1.323600E-01
H-FACTORS 3.017300E-03 5.358700E-02
SCAT 1 1 0.0 2 2 0.0 1.710100E-02
MIX 5
DIFFX 1.438100E+00 3.665000E-01
TOTAL 2.729300E-02 8.482800E-02
NUSIGF 6.190800E-03 1.035800E-01
H-FACTORS 2.506400E-03 4.193500E-02
SCAT 1 1 0.0 2 2 0.0 1.729000E-02
MIX 6
DIFFX 1.438500E+00 3.665000E-01
TOTAL 2.732400E-02 8.731400E-02
NUSIGF 6.428500E-03 1.091100E-01
H-FACTORS 2.602600E-03 4.417400E-02
SCAT 1 1 0.0 2 2 0.0 1.719200E-02
MIX 7
DIFFX 1.438900E+00 3.679000E-01
TOTAL 2.729000E-02 8.802400E-02
NUSIGF 6.190800E-03 1.035800E-01
H-FACTORS 2.506400E-03 4.193500E-02
SCAT 1 1 0.0 2 2 0.0 1.712500E-02
MIX 8
DIFFX 1.439300E+00 3.680000E-01
TOTAL 2.732100E-02 9.051000E-02
NUSIGF 6.428500E-03 1.091100E-01
H-FACTORS 2.602600E-03 4.417400E-02
SCAT 1 1 0.0 2 2 0.0 1.702700E-02
;
TRACK := BIVADT: BIBLIS ::
TITLE ’BIBLIS BENCHMARK’
EDIT 1 MAXR 8100 PRIM 1 1 ;
SYSTEM := BIVACA: MACRO TRACK ::
EDIT 0 ;
FLUX := FLUD: SYSTEM TRACK ::
EDIT 3 ;
END: ;
Figure A.11: DONJON input for BIBLIS benchmark.
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APPENDIXES B
Software Profiling Analysis and Debugging Tools
B.1 Profiling
Software profiling is one of the most important concepts of scientific
software development. Profiling may be used to find most time consuming
functions, loops etc. It is also used to extract the call graphs i.e function calls.
By using profiling tools, one may find out the slower parts of his program and
make the proper changes. It helps to decide whether your program is suitable for
parallel computing. If the total run time of your program spread over the lots of
subroutines equally, it will not be a good idea to write a parallel version of the
code. However if one or two subroutines dominates the total time typically with
90%, then one might consider the potential parallelism of these subroutines. Call
graphs may also be helpful to understand the nature of the code.
Most profiling tools has three main steps.
• Compile and link the program with profiling enabled
• Execute the program to generate a profile data file
• Analyze the profile data
As far as I know, gprof is the mostly used profiling tool on Linux operating
system. gprof is developed under the GNU General Public License and hence it
is an open source software. It can profile C, Pascal or Fortran77 programs. The
program must be compiled with suitable profiling options for instance to enable
profiling for Fortran77 programs −pg option is used.
# f77 -pg program.f77 -o program
When the program is run, a profile data namely gmon.out is automatically created
in the current directory. The contents of the profile data is displayed by gprof
command. The output can be directed to a file for future references.
# program
# gprof program > program.prof
gprof produces two kinds of profiling data: flat profile and call graph. Flat
profile simply lists the functions in the order of increasing run time. Call graph
display the function calls. First few lines of a sample flat profile is shown below.
Flat profile:
Each sample counts as 0.01 seconds.
% cumulative self self total
time seconds seconds calls ms/call ms/call name
50.19 2.64 2.64 219 12.05 12.05 alldlm_
14.45 3.40 0.76 54 14.07 14.07 alldls_
8.56 3.85 0.45 2 225.00 225.00 alldlf_
gprof calculates two types of runtimes: self and total. Self run time of a function
is the number of seconds accounted for by the function alone. Run times of its
descendants are not accounted in self time. Total time is the time spent in the
function and its descendants. First column is the percentage of the total running
time of the program used by the function. Cumulative seconds is the cumulative
total number of seconds the computer spent executing this function, plus the time
spent in all the functions above this one in the table. Self seconds field display
the total time spent in the function alone. Calls field shows how many times
the function is called. Self ms/call is the time spent in the function alone per
call. Total ms/call is the time spent in the function and its descendants per call.
These two information is display in milliseconds. Finally name of the function is
displayed.
If a function runs only a small amount of time typically less than 0.01, the
run time of the function will be displayed as 0. Furthermore, the run times of
such programs will fluctuate for different runs so it may not be o good idea to
trust the results. A solution is to feed the program with large amounts of data so
it takes longer times. Another solution may be to run the program several times
with the same data and then take the average.
Unfortunately output obtained gprof utility is a raw data. Run times or
other useful data should be extracted by means of standart UNIX utilities such
as sed ,awk or grep. For example to find out self seconds spent in the alldlm
routine the following one line command may be used.
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# grep -e "alldlm_$" file.prof | awk ’{print $3}’
where file.prof contains the profiling data.
B.2 Debugging
The purpose of a debugger is to trace a program. With a debugger, a value
of a variable can be traced and its value can be changed while the program is
running. In order to enable the debugging option the programs must be compiled
with appropriate compile options mostly −g
# f77 -g myprog.f -o myprog
Under the Linux operating system, GNU Debugger gdb is mostly used. It has
the ability of debugging several languages including C, C++, Fortran and Java.
It is distributed under GNU General Public License and hence it is open source
software.
A small debugging session is displayed below.
# gcc -g -o test test.c
# ./test
Floating point exception (core dumped)
The program test is written poorly and when it is run it screw up and generates
a core dump file. Sometimes the size of the core files may be very large such that
a limit has to be determined. Under Linux ulimit command does the job.
# ulimit -c 10000
command prevents creation of core files larger than 10MB.
# ulimit -c 0
causes no core files. Let’s get back to our test program. It has caused a core file.
The binary and core file may be examined together by gdb.
# gdb test core
GNU gdb 5.0
Copyright 2000 Free Software Foundation, Inc.
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GDB is free software, covered by the GNU General
Public License, and you are welcome to change it
and/or distribute copies of it under certain conditions.
Type "show copying" to see the conditions.
There is absolutely no warranty for GDB.
Type "show warranty" for details.
This GDB was configured as "i386-suse-linux"...
Core was generated by ‘test’.
Program terminated with signal 8, Arithmetic exception.
Reading symbols from /lib/libc.so.6...done.
Loaded symbols for /lib/libc.so.6
Reading symbols from /lib/ld-linux.so.2...done.
Loaded symbols for /lib/ld-linux.so.2
#0 0x804844e in main () at test.c:12
12 printf("%d+%d/%d-%d = %f\n",i,j,i,j,(i+j)/(i-j));
(gdb)
Last line of the output gives the location where the program fails. At the
beginning of the line there is a number indicating the line number of the source.
According to gdb at line 12 there is a problem. The values of the variables i and
j can be displayed.
(gdb) print i
$1 = 100
(gdb) print j
$2 = 100
(gdb)
It is clear that the reason of break down is the operation (i + j)/(i− j). We can
exit from debugger.
(gdb) quit
#
Binaries including debugging symbols usually gets larger and probably slower
than normally compiled binaries. In general optimization flags are not used
together with debugging flags. A common principle is first generate a code with
debugging information and eliminate the possible weakness of the software. When
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the code is likely to be bug-free than compile with optimization flags typically
−O with no debugging flags.
81
APPENDIXES C
Storage Schemes for Sparse Matrices
Storage methods of sparse matrices is an important subject in sparse matrix
researches. Any sparse method works with some certain storage schemes. There
is a strong relation between the storage method and the sparse matrix software.
Here we list most popular schemes.
C.1 Coordinate Scheme
Coordinate scheme is a very popular and easy way to store the matrices.
There are three one-dimensional vectors two of which are used to row and column
indices of nonzero elements respectively and one vector is used to hold the nonzero
elements. For the matrix in Figure C.1, the three vectors are shown in Figure
C.2. Observe that there is no specific order for nonzero entries. The most

11 0 13 0 0
21 0 23 24 0
0 32 33 0 35
41 0 0 44 0
0 0 0 0 55


Figure C.1: A 5 × 5 sparse matrix to be used as an example for coordinate storage
scheme.
Subscripts 1 2 3 4 5 6 7 8 9 10 11
IRN 5 4 2 3 1 2 3 2 4 3 1
JCN 5 1 1 2 3 3 3 4 4 5 1
VALUE 55 41 21 31 13 23 33 24 44 35 11
Figure C.2: Coordinate scheme vectors for 5x5 sparse matrix in Figure C.1.
obvious advantage of coordinate scheme is its simplicity. Most linear algebra
packages support the scheme. The whole matrix can be stored by allocating
2nnz integer and nnz real precision vectors where nnz denotes the number of
nonzeros. Sometimes order of the matrix and the number of nonzeros are added
to the storage scheme for ease of calculations.
SMMS, UMFPACK and MA27 are examples of linear algebra packages that use
coordinate scheme. Actually the coordinate scheme is used to prepare matrices
for inputs. The matrix is then usually converted to other storage schemes suitable
for linear algebra operations.
C.2 Column Oriented Storage Scheme
Column oriented storage is a very standart way of representing matrices.
The matrices are represented by sequence of columns each of which is held as
sparse vectors. There are three vectors used in the scheme. An integer array is
used to hold row indices of nonzero elements and a real array is used for numerical
values. A separate array holds the location of the first entry of each column. For
symmetric matrices only the entries of the lower triangle (including the diagonal)
are stored [29].
The scheme is illustrated with the following example. The 5× 5 matrix is
stored in the arrays COLPTR (location of first entry), ROWIND (row indices),
VALUES (numerical values) as in Figure C.4. The very first nonzero entry


1 −3 0 −1 0
0 0 −2 0 3
2 0 0 0 0
0 4 0 −4 0
5 0 −5 0 6


Figure C.3: A 5 × 5 sparse matrix to be used as an example for column oriented
storage scheme.
Subscripts 1 2 3 4 5 6 7 8 9 10 11
COLPTR 1 4 6 8 10 12
ROWIND 1 3 5 1 4 2 5 1 4 2 5
VALUES 1.0 2.0 5.0 -3.0 4.0 -2.0 -5.0 -1.0 -4.0 3.0 6.0
Figure C.4: Column oriented storage vectors.
and its row indices of the 5(th) column can be accessed by using the pointer
COLPTR(5)=10. Then the numerical value and row indices are found as
VALUES(10)=3.0 and ROWIND(10)=2 respectively. Other entries in column 5
can be accessed by scanning ROWIND and VALUES to position COLPTR(6)-1.
The whole matrix can be stored by allocating nnz + N + 1 integer and nnz real
or double precision vectors where nnz and N denote the number of nonzeros and
order of the matrix respectively.
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Harwell-Boeing Sparse Matrix Collection uses this scheme or its advanced
variations. Many sparse matrix routines such as UMFPACK use the column oriented
scheme.
C.3 Band Storage Scheme
This scheme is developed for band matrices and have advantages for some
special situations. The matrix is stored as a rectangular array such that the
band is fit into the array. Size of the rectangular array is arranged according to
the bandwidth of the matrix. Only the lower triangular part of the matrix is
stored for symmetric matrices. The scheme is illustrated for the example matrix.
The rectangular storage array is then formed as in the Figure C.6. Observe


a11
a21 a22 symmetric
0 0 a33
a41 0 0 a44
0 a53 a54 a55
a63 0 0 a66
0 a75 a76 a77


Figure C.5: A 5x5 sparse matrix to be used as an example for band storage scheme.


− − − a11
− − a21 a22
− 0 0 a33
a41 0 0 a44
0 a53 a54 a55
a63 0 0 a66
0 a75 a76 a77


Figure C.6: Band storage matrix for the example in Figure C.5
that the storage matrix has as many rows as the order and as many columns as
the bandwidth. It is also possible to take as many rows as the bandwidth and
as many columns as the order in order to exploit the fact that Fortran stores
matrices columnwise.
Main drawback of the scheme is to hold the zeros inside the band. It will
not be a big deal if the bandwidth is relatively small. However for the matrix
shown in Figure C.7, the storage requirement is very high compared to coordinate
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Figure C.7: 207x207 sparse symmetric matrix with 963 nonzero elements.
and column oriented form. The bandwidth of the matrix is 27 therefore a 28×207
rectangular matrix has to be allocated.
C.4 Envelope Storage
Envelope method or envelope storage method takes advantage of the
variation of the bandwidth. In the envelope storage for each row in the matrix, all
the entries from the first nonzero entries to the diagonal are stored if the matrix is
symmetric. These row portions are stored in a contiguous one dimensional array.
An auxiliary index vector is used to point to the start of each row partition. The
vectors are constituted for example matrix in the Figure C.5 as follows. As in the
ENV a11 a21 a22 a33 a41 0 0 a44 a53
a54 a55 a63 0 0 a66 a75 a76 a77
XENV 1 2 4 5 9 12 16
Figure C.8: Envelope storage vectors used to hold the matrix in Figure C.5.
band scheme, the locations of resultant fill-ins will be in the envelope. It is clear
that storage needs for enveloped scheme are always less than or equal to that of
band scheme.
85
APPENDIXES D
Installing and Optimizing BLAS
Basic Linear Algebra Subprograms (BLAS) are set of mathematical
subroutines written in Fortran 77. The subroutines are usually bundled in a
library. BLAS have three levels. Level 1 serves vector level subroutines such as
vector addition and finding norm of the vectors. Level 2 is for vector-matrix
operations such as matrix vector multiplication and solution of linear systems.
Finally Level 3 BLAS do matrix-matrix level operations. The library can be
obtained from NETLIB via http://www.netlib.org/blas. Because the BLAS
are efficient, portable, and widely available, they’re commonly used in the
development of high quality linear algebra software, LAPACK for example.
Real, double precision, complex and complex*16 versions of the
subprograms are available. The version of the subprogram is indicated with
a prefix.
• S: Real
• D: Double Precision
• C: Complex
• Z: Complex*16
For example saxpy.f , daxpy.f, caxpy.f and zaxpy.f are different versions for
the operation x := ax + y where x and y are vectors and a is a scalar.
Level 2 and 3 BLAS have some naming notations for their routines. Second
and third characters of the routine’s names define matrix or vector type and
storage scheme. They are itemized below.
• GE: GEneral
• SY: SYmmetric
• HE: HErmition
• TR: TRiangular
• GB: General Band
• SB: Symmetric Band
• HB: Hermition Band
• TB: Triangular Band
• SP: Symmetric Packed
• HP: Hermition Packed
• TP: Triangular Packed
For example ssymv.f and sgemv.f routines perform y := αAx+βy where x and
y are vectors, α and β are scalars and A is a matrix. ssymv.f is for symmetric
matrices but sgemv.f is for general matrices.
Since BLAS routines are the basic building blocks, they should be well
optimized. The optimized routines may run multiple orders of magnitude faster
than nonoptimized routines. There are three alternatives for optimization. You
can download the routines and simply compile them with suitable optimization
flags and bundle in a library as follows
# f77 -O -c *.f
# ar -srv libblas.a *.o
This is the first alternative. Secondly you can obtain a vendor optimized BLAS.
Compaq, HP, IBM, Intel, SGI and SUN provides machine specific optimized
libraries. The last choice is doing optimization yourself via the ATLAS. ATLAS
(Automatically Tuned Linear Algebra Software) is an example of a new paradigm
namely AEOS (Automated Empirical Optimization of Software). The idea is doing
the required operations in many ways and using empirical timings in order to
choose the best method for a given architecture. ATLAS typically uses code
generators i.e programs that write other programs in order to provide the many
different ways of doing a given operation, and has a sophisticated search scripts
and robust timing mechanisms in order to find the best ways of performing the
operation for a given architecture. [30]
Table D is obtained from the performance tests of ATLAS for Level 3 BLAS
subroutine gemm. The routine does the matrix level operation C := αAB + βC
where A, B and C are matrices and α and β are scalars. The matrices are
created randomly and the size of them is increased gradually. For each test
matrix, there are two rows one for nonoptimized BLAS and the second is ATLAS
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Table D.1: Run times in seconds and flop counts of Level 3 BLAS subroutine gemm for
nonoptimized and ATLAS optimized versions.
Test Order α β Time (sec) Mflop Speed-Up
0 100 1.0 1.0 0.01 200.0 1.00
0 100 1.0 1.0 0.01 200.0 1.00
1 200 1.0 1.0 0.16 100.0 1.00
1 200 1.0 1.0 0.02 800.0 8.00
2 300 1.0 1.0 0.69 78.3 1.00
2 300 1.0 1.0 0.06 900.0 11.50
3 400 1.0 1.0 1.62 79.0 1.00
3 400 1.0 1.0 0.15 853.3 10.80
4 500 1.0 1.0 3.12 80.1 1.00
4 500 1.0 1.0 0.28 892.9 11.14
5 600 1.0 1.0 5.41 79.9 1.00
5 600 1.0 1.0 0.46 939.1 11.76
6 700 1.0 1.0 8.52 80.5 1.00
6 700 1.0 1.0 0.74 927.0 11.51
7 800 1.0 1.0 12.76 80.3 1.00
7 800 1.0 1.0 1.10 930.9 11.60
8 900 1.0 1.0 18.07 80.7 1.00
8 900 1.0 1.0 1.53 952.9 11.81
optimized version. Each test case is run two times first of which corresponds to
nonoptimized BLAS and second corresponds to ATLAS optimized version.
Time, Mflop and Speed-Up columns indicates that as the dimension of the
matrices increases ATLAS optimized version is approximately 10 times faster than
unoptimized version. The graph of run times is shown in Figure D.1.
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Figure D.1: Run times of unoptimized and ATLAS optimized Level 3 sgemm routine
on Pentium II 600MHz with 126MB memory.
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APPENDIXES E
Installing and Running MA27, UMFPACK MUMPS and SMMS
E.1 MA27
This code is maintained in the Harwell Subroutine Library (HSL) which is a
collection of ISO Fortran codes for large scale scientific computation, written by
members of the Numerical Analysis Group and other experts. HSL is divided
into two parts; HSL 2002 which is a collection of commercial packages and
HSL Archive. HSL Archive consists of relatively older packages and open for
noncommercial uses. In order to use the HSL Archive a form must be filled
located in the web page http://hsl.rl.ac.uk/archive/hslarchive.html. As soon as
the form is filled, an account valid for a week will be e-mailed to you.
Every package has single and double precision versions. Together with
packages you can download the related documents.
MA27 is designed for solution of symmetric indefinite matrices. It uses
multifrontal variation of the Gaussian elimination discussed by Duff and Reid
[10]. MA27 has four user callable subroutines; MA27I, MA27A, MA27B and MA27C.
MA27C is used to reset the control and information parameters to their default
values. It is called before the other subroutines. MA27A analyze the sparsity
structure and determines the pivot sequence to preserve sparsity. For definite
matrices It chooses pivots from the diagonal using the minimum degree criterion.
MA27A represents the symbolic factorization phase and doesn’t require numerical
values of the matrix. MA27B performs the actual factorization by using pivot
sequence generated by MA27A. However pivot sequence may be slightly changed
because of numerical pivoting when the matrix is indefinite. Matrix is input in
the coordinate scheme. MA27C solves the system using the factors coming from
MA27B and a right hand side vector supplied by the user.
E.2 UMFPACK
This code is written in Fortran an 77 for unsymmetric general matrices.
It uses some combination of unifrontal and multifrontal method described
by Davis [12]. The code can be downloaded from the Author’s Homepage
http://www.cise.ufl.edu/ davis/. A Makefile is included in the distribution for
UNIX operations system. After downloading the package edit the Makefile
for your current environment and do the following steps. Note that UMFPACK
effectively uses BLAS so a BLAS library must be present on the system.
# gzip -d UMFPACK2.2.1.tgz
# tar xvf UMFPACK2.2.1.tar
# cd UMFPACK2.2.1
# make
An example program will be created in the directory and a simple 5× 5 system
is solved. The version used in this work is the last Fortran release (2.2.1). After
that, UMFPACK is rewritten in C and the current version is 4.0. It is also built-in
command appeared in MATLAB 6.5 for LU factorization. The information here
is valid only for UMFPACK 2.2.1.
UMFPACK has single, double, complex and complex double precision versions
available. In the experiments only single version is used. There are four user
callable routines; UMS21I, UMS2FA, UMS2RF and UMS2SO. UMS21I is used to reset
the control and information variables to their default values. UMS2FA factors
the given unsymmetric pattern matrix. It first find a sparsity preserving and
numerically acceptable pivot order and compute the LU factors. It is capable
of permuting the matric into BTF form. Pivot sequence is selected by using
the approximate minimum degree scheme which is a variation of exact minimum
degree [21]. UMS2RF refactorize the matrix using the sparsity pattern and pivot
sequence found previously by UMS2FA or UMS2RF. Pivot sequence is not changed
and if a zero-pivot is encountered an error flag is set and factorization stops.
UMS2SO computes the solution given with LU factors coming from UMS2FA and the
right hand side vector supplied by the user. It also supports iterative refinement.
UMFPACK require the input matrix in coordinate storage scheme though
it converts the matrix into column oriented storage mode inside. Important
parameters have been explained in Section 5.
E.3 MUMPS
MUMPS is a parallel multifrontal solver written in Fortran 90 and MPI. The
software can be downloaded at http://www.enseeiht.fr/lima/apo/MUMPS/ for
noncommercial use. The software is supported by PARASOL project and couple
of organizations including CERFACS, ENSEEIHT-IRIT, PARALLAB and RAL.
For detailed information, check out the homepage.
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MUMPS can solve linear systems for unsymmetric, symmetric positive definite
and general symmetric matrices. It is based on the multifrontal method and
decomposes the matrices into either LU or LDLT . Similar to UMFPACK, the
package uses dense linear algebra kernels. Main features of MUMPS includes
the solution of transposed systems, scaling of the original matrix and iterative
refinement. MUMPS offers several ordering algorithms which are AMD, AMF, PORD
[22] , METIS [23] and AMD with automatic quasi-dense row detection. PORD is
included in the distribution but METIS 1 should be installed separetly before
MUMPS. Performance differences between the orderings are examined in Table 5.10
in terms of runtime.
The last version (4.2 Beta) which is used in the experiments does not require
SCALAPAK and MPI libraries for sequential version but some BLAS and LAPACK
subroutines are needed. The code is extensively tested on SGI Origin, IBM SP,
SUN, Linux PC and Alpha platforms. Distribution contains sample Makefile’s
for that platforms. Usual installation steps for PC platform are as follows.
# gzip -d MUMPS_4.2_beta.tar.gz
# tar xvf MUMPS_4.2_beta.tar
# cd MUMPS_4.2_beta
# cp Make.inc/Makefile.INTEL.SEQ Makefile.inc
# make
In the above example, the sequential version of the software is installed for a PC
containing Intel Fortran compiler. Location of the Fortran 90 compiler, BLAS and
LAPACK libraries should be checked in the Makefile.
E.4 SMMS
Sparse Matrix Manipulation System (SMMS) [27] is written in C by Alvarado
and includes several useful sparse linear algebra utilities, ordering techniques,
a condition number estimator, matrix vector multiplication, LU factorization
routine, displaying features of matrices and others. The code is an excellent tool
for educational purposes.
SMMS can be downloaded from ftp://eceserv0.ece.wisc.edu/pub/smms93
where DOS and Unix versions are available. After getting the distribution,
uncompress the package, edit the makefile and run make.
# uncompress smms.tar.Z
# tar xvf smms.tar
# cd src
# make
1 See http://www-users.cs.umn.edu/ karypis/metis/ to obtain a copy.
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The package also contains the User’s Manual. Makefile will produce binaries and
move them into the ../bin directory. In order to use the binaries you should
modify the PATH variable locate.
# export PATH=$PATH:/path/to/smms/bin
Here are some SMMS examples used for the thesis. First command creates
a 10× 10 random matrix with density 1 and redirects the output matrix to a file
name matrix.dat.
# genrand 10 1 > matrix.dat
showmap command displays the nonzero structure of a matrix.
# genrand 10 1 > matrix.dat
# showmap matrix.dat
addfill command calculates the locations of the fill-ins and reserve and assign
zero values for that locations. showmap command will display zero entries with
different colors so that they can be identified.
# addfill < matrix.dat | showmap
Direction operators < and > and | (pipe) utility of Unix is usually used for
combining different SMMS commands. For example, to calculate the condition
number of a matrix the following command suffices.
# addfill < matrix.dat | ./factor | linpack matrix.dat
First fill-ins are calculated, then the matrix is factored into LU factors and
lastly linpack command is used to calculate the condition number. Observe
that linpack requires both the factored matrix and its original form.
Full path name of factor is used since there is an another command with
the same name on Unix systems.
It is also possible to draw elimination tree and nonzero pattern of a matrix
and produce postcript images. The images of the matrices in this document are
created with psmap.
# psmap matrix.dat > matrix_zonzero.ps
# pstree matrix.dat > matrix_tree.ps
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