One difficulty in full waveform inversion is the requirement for an accurate initial model, which if not satisfied, can result in cycle skipping and convergence to local minima. Similarly, in least-squares migration, errors in the background model can lead to an incoherent, defocused image. These difficulties can be attributed in part to the fact that the data residual, the difference between simulated and observed data, contains error in both the smooth background model that affects traveltimes, as well as the rough reflectivity model that affects amplitudes. These two types of error are not treated equally in either full waveform inversion or in least-squares migration. To address this issue, we use an approximation of the data residual to separate traveltime and amplitude errors, and we show that the use of this approximation results in more accurate inversions for velocity and better focused migration images.
INTRODUCTION
Iterative migration and inversion algorithms can produce highresolution images and models of the subsurface. Such algorithms proceed by minimizing an objective function, e.g., a least-squares functional; and various methods exist for solving this optimization problem, including gradient descent and conjugate gradient methods, as well as Gauss-Newton, quasiNewton, and full-Newton methods. Common to these methods is the computation of the gradient of the objective function with respect to model parameters, which is computed by applying a migration operator (Lailly, 1983; Tarantola, 1984) to a residual that depends on the choice of objective function. Clearly the choice of objective function is important, but from an algorithmic standpoint, the residual is the input to the computation of the gradient. So, it is interesting to investigate the influence of the residual in iterative migration and inversion algorithms.
In full waveform inversion (Lailly, 1983; Tarantola, 1984; Pratt et al., 1998) and least-squares migration (Nemeth et al., 1999; Dai, 2012) , with a least-squares objective function, the residual is simply the data residual, i.e., the difference between simulated (modeled) and observed (recorded) data. It is known that full waveform inversion is susceptible to cycle skipping and convergence to local minima, especially when the initial model is far from the true model, and simulated and observed data differ by more than one-half cycle. Least-squares migration faces a similar issue when the background velocity model used for migration contains errors, so that traveltimes in the simulated and observed data do not match. These issues arise partly from the fact that nonzero data residuals result from both traveltime and amplitude errors, but the different wavenumber components of the model responsible for these two types of error may be difficult to recover for any one inversion or migration algorithm. For example, least-squares migration inverts for a high-wavenumber reflectivity model; thus, it cannot recover the background model responsible for traveltime errors.
In this abstract, we use a simple approximation of the data residual when computing the gradient in least-squares migration and full waveform inversion. With this approximation, we can better separate traveltime errors, affected by the lowwavenumber component of the model, from amplitude errors, affected by the high-wavenumber component. We demonstrate that this separation can improve focusing and reflector continuity in migration images when the background model contains errors, and that it can also help to mitigate cycle skipping and improve convergence in full waveform inversion.
THEORY AND METHOD
We first consider least-squares migration. Least-squares migration (Nemeth et al., 1999; Østmo and Plessix, 2002; Plessix and Mulder, 2004; Kühl and Sacchi, 2003; Dai, 2012) can be described as the pseudoinverse of a forward operator applied to data. Direct application of the inverse operator requires the inverse of the Hessian matrix of second derivatives of an objective function with respect to model parameters, which is prohibitively expensive to compute for most practical-sized problems. Approximations of the inverse Hessian (Gray, 1997; Chavent and Plessix, 1999; Shin et al., 2001; Rickett, 2003; Guitton, 2004; Plessix and Mulder, 2004; Valenciano, 2008; Symes, 2008) are more feasible, and are often used to improve the quality of final migration images or to precondition iterative migration algorithms.
For least-squares migration, we assume a linear relation between data and model parameters. We separate the slowness model s(x) into a smooth background model s 0 (x) and a rough reflectivity model
Then, assuming that wavefields satisfy the acoustic constantdensity wave equation, we have, under the Born approximation, two forward modeling equations (Bleistein et al., 2001 ):
where p 0 (x,t; x s ) is the wavefield modeled in the smooth background for a point source with waveform f (t) located at x s , and
where p 1 (x,t; x s ) is the wavefield singly scattered by the reflectivity r(x). In equation 3, the wavefield p 1 (x,t; x s ) is linear in the reflectivity r(x). The solutions of equations 2 and 3 are, respectively,
Figure 1: The (a) true reflectivity model, and reflectivity models computed using (b) least-squares migration for the true background slowness, (c) least-squares migration for the true background slowness scaled by 95%, and (d) least-squares migration using the amplitude residual (equation 11) for the true background slowness scaled by 95%. and
where G 0 (x,t; x s ) is the Green's function satisfying equation 2 for f (t) = δ (t). Equation 5 is the Born modeling formula (Bleistein et al., 2001) . Note that we do not compute p 0 (x,t; x s ) and p 1 (x,t; x s ) from equations 4 and 5, but instead use finitedifference approximations to solve equations 2 and 3.
Given observed datap(x g ,t; x s ) recorded at receiver locations x g , we seek to invert for the reflectivity r(x). We use a conjugate gradient method to minimize an objective function
where p(x g ,t; x s ) are the simulated data that depend on the model parameters. The gradient of the objective function in equation 6 with p(x g ,t; x s ) ≡ p 1 (x g ,t; x s ) is (Lailly, 1983; Tarantola, 1984; Plessix and Mulder, 2004 )
where a 0 (x,t; x s ) is the so-called adjoint state variable (Plessix, 2006; Symes, 2007) given by
are the data residuals. Thus, equation 7 corresponds to a migration of the residuals.
In migration, it is assumed that the smooth background model is correct, and hence that traveltimes in simulated data match those of observed data. If this assumption is satisfied, then any nonzero data residuals (equation 9) are due to differences in amplitude between simulated and observed data, and these differences in turn are due to errors in reflectivity. In this case, least-squares migration can recover an accurate reflectivity model. For example, Figure 1b shows the computed reflectivity model after 20 iterations of least-squares migration using the true background slowness model, which is obtained by smoothing the true slowness model (Figure 3a ) with a Gaussian filter with a half-width of 100 m. The data used for migration are computed using 153 shots evenly spaced at the surface with receivers also at the surface, using a 10 Hz source function, which we assume is known. The reflectivity shown in Figure 1b matches well the true reflectivity shown in Figure 1a , because this is the ideal case in which the background slowness model used for migration is the true background slowness.
However, if the background model contains errors, then nonzero data residuals will result from both amplitude and traveltime errors in simulated data. Then, we should expect the image to be degraded, because least-squares migration inverts for reflectivity only. Reflectivity does not directly affect the kinematics of wave propagation, and thus least-squares migration cannot correct for traveltime errors. This degradation can be seen in Figure 1c , which shows the reflectivity model after 20 iterations of least-squares migration using an incorrect background slowness model, specifically, the true background slowness scaled by 95%. Compared to the reflectivity computed for the true background slowness (Figure 1b) , reflectors are misplaced and are generally less focused and less continuous as a result of traveltime errors in the simulated data.
To reduce the sensitivity of least-squares migration to errors in the background model, we propose a simple approach, which is to modify the data residual used when computing the gradient of the objective function. We expand the observed datã p(x g ,t; x s ) about time t + τ, where τ are the traveltime shifts between simulated and observed data:
Figure 2: The (a) observed data computed using the true background slowness and true reflectivity shown in Figure 1a for a source located at distance 4.6 km, (b) simulated data computed using the true background slowness scaled by 95% and reflectivity shown in Figure 1c , and (c) simulated data computed using the true background slowness scaled by 95% and reflectivity shown in Figure 1d . Note the similarity in amplitude between the observed data (a) and simulated data (c).
Then, because we assume in migration that the background model affecting the kinematics of wave propagation is known, i.e., that traveltime shifts τ are small, we drop O(τ) and higher terms in equation 10, and use
for the residual (instead of equation 9) when computing the gradient in least-squares migration. Equation 11 is a poor approximation when the traveltime shifts τ between simulated and observed data are large; however, note that if the traveltime shifts are estimated correctly, then any nonzero residuals in equation 11 are caused by errors in reflectivity. So, it is natural to use equation 11 in least-squares migration since we invert for (only) reflectivity.
We refer to equation 11 as the amplitude residual, as it ideally contains only amplitude errors. Computation of the amplitude residual requires estimating the traveltime shifts τ between simulated and observed data. For the examples in this abstract, we use dynamic warping (Hale, 2013) to estimate these shifts. Compared to local crosscorrelation, dynamic warping is less sensitive to cycle skipping, and estimated shifts are more accurate, especially when the shifts vary rapidly in time. Figure 1d shows the reflectivity model after 20 iterations of least-squares migration using the amplitude residual (equation 11) to compute the gradient. Compared to the conventional least-squares migration image shown in Figure 1c , reflectors are more continuous and better focused. However, compared to the image for the true background slowness (Figure 1b) , we see some discrepancies, most noticeably the mispositioning of reflectors in depth. This mispositioning is not surprising, because the incorrect background slowness model is never corrected in least-squares migration. Therefore, least-squares migration with an incorrect background model will result in misplaced reflectors, along with other migration artifacts. Nevertheless, with least-squares migration using the amplitude residual (Figure 1d ), reflectors are more continuous and better focused than for conventional least-squares migration ( Figure 1c ).
We compare data modeled using the different reflectivities shown in Figure 1 , for a source located at distance 4.6 km. Figure 2a shows the observed data modeled using the true background slowness and the true reflectivity (Figure 1a) , Figure 2b shows the simulated data modeled using the true background slowness scaled by 95% and the reflectivity computed using leastsquares migration (Figure 1c ), and Figure 2c shows the simulated data modeled using the true background slowness scaled by 95% and the reflectivity computed using least-squares migration using the amplitude residual (Figure 1d ). Compared with Figure 2b , the amplitudes in Figure 2c more closely match the amplitudes of the observed data (Figure 2a) . However, large traveltime shifts remain between the observed data shown in Figure 2a and the simulated data shown in Figure 2c .
Next we consider full waveform inversion. In full waveform inversion (Lailly, 1983; Tarantola, 1984; Pratt et al., 1998) , we invert for slowness rather than reflectivity. For this reason, full waveform inversion can potentially recover both high-and low-wavenumber components of the slowness model, and thus can correct for both amplitude and traveltime errors between simulated and observed data.
As before, we solve the acoustic constant-density wave equation
to model the wavefield p(x,t; x s ). Using the same least-squares objective function (equation 6), the gradient is given by
where p(x,t; x s ) and a(x,t; x s ) are defined analogously to equations 4 and 8 with G 0 (x,t; x s ) replaced by G(x,t; x s ), the Green's function for equation 12.
Unlike in least-squares migration, in full waveform inversion we expect both amplitude and traveltime errors between sim- 
for the residual when computing the gradient in full waveform inversion. We refer to this residual (equation 14) as the combined residual, since it combines the amplitude residual (equation 11) with a traveltime-like residual. Figure 3 shows the results of the inversion. Figure 3a shows the true slowness model, which we seek to recover from the initial slowness shown in Figure 3b . Figure 3c shows the computed slowness model after 20 iterations of full waveform inversion, while Figure 3d shows the slowness model after 20 iterations of full waveform inversion using the combined residual (equation 14). Compared to Figure 3c , Figure 3d is closer to the true slowness, especially in shallow areas of the model. The improvement in Figure 3d is most noticeable in shallow areas because it is difficult to use reflection energy to update the lowwavenumber component of the model. To more effectively use reflection energy, one could alternately update the high-and low-wavenumber components of the model (Xu, 2012; Ma, 2012) .
CONCLUSION
Using an approximation of the data residual, we are able to separate traveltime errors, due to an incorrect background model, from amplitude errors, due to an incorrect reflectivity model. We have demonstrated that the use of this approximation in computing the gradient of the objective function yields more coherent and better focused images in least-squares migration, and more accurate slowness models in full waveform inversion.
The result of using the amplitude residual in least-squares migration is a more focused reflectivity model (migration image), and forward modeling using this reflectivity model produces simulated data that match well the amplitudes of observed data, but not the traveltimes. These remaining traveltime errors indicate that the use of the amplitude residual in least-squares migration does not minimize the difference between simulated and observed data. However, if our goal is to obtain a focused image, then perhaps minimizing that data difference is not the best approach.
In the case of full waveform inversion, using the combined residual results in a more accurate slowness model. This might suggest that, compared to the data residual, the combined residual minimizes an objective function that is more quadratic and contains fewer local minima. Also worth noting is that if there are no traveltime errors between simulated and observed data, then the combined residual equals the data residual. Thus, full waveform inversion using the combined residual could potentially achieve the same resolution as conventional full waveform inversion, in addition to being less susceptible to cycle skipping and local minima.
One remaining issue is that, because we approximated the data residual without considering the objective function, it is unclear what objective function is being minimized with either the amplitude residual or the combined residual. For small traveltime shifts, our approximation of the data residual is more valid, and the objective function could simply be the leastsquares function. But for the examples shown, the traveltime shifts were relatively large. Nevertheless, the use of an approximation of the data residual improved the models computed using least-squares migration and full waveform inversion.
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