

































































I prije no što je proglasila pandemiju 
bolesti uzrokovane novim koronavi-
rusom, Svjetska zdravstvena organi-
zacija (SZO) u veljači 2020. glasno je 
ukazivala na problem "infodemije", 
odnosno prevelika broja informacija 
koje cirkuliraju javnim prostorom, pri 
čemu su neke pogrešne ili namjerno 
manipulativne (dezinformacije). In-
fodemija se pojavljuje u događajima 
visokog intenziteta kada se u kratkom 
razdoblju i zbog velikog interesa jav-
nosti jako povećava broj informacija 
među kojima je teško, na prvi pogled, 
razlikovati glasine i dezinformacije od 
vjerodostojnih vijesti (PAHO 2020). 
Problem širenja pogrešnih i namjerno 
manipuliranih informacija jedan je od 
ključnih izazova domene online-plat-
formi već neko vrijeme, ali u kontekstu 
infodemije predstavlja dodatni izazov 
za javno zdravlje. Prevelik broj infor-
macija ljudima ponekad otežava pro-
nalazak pouzdanih izvora, obavijesti i 
nužnih uputa, a pogrešne informacije 
mogu izravno ugroziti živote.
Moć bez odgovorNostI: 
polItIke ModeracIje 
sadržaja online-platforMI 
u borbI protIv INfodeMIje
Sažetak rad sadržava pregled politika vodećih online-platformi u borbi protiv de-
zinformacija i infodemije kako bi se promislile njihove moguće izravne ili neizravne, 
kratkoročne ili dugoročne posljedice za medijski pluralizam i informirano građan-
stvo, uzimajući u obzir značenje platformi u oblikovanju informacijskog okruženja. 
Metoda istraživanja je analiza dokumenata koje su odabrane platforme objavile od 
početka koronakrize u veljači do 31. srpnja 2020. kako bi komunicirale promjene 
svojih politika moderacije sadržaja kao posljedicu te krize. uključena su i izvješća, 
koja su u kolovozu 2020. dostavile europskoj komisiji, o mjerama koje su primije-
nile kako bi ograničile širenje dezinformacija povezanih s bolešću covId-19. ana-
liza sugerira da su platforme nedvojbeno poduzele niz potencijalno korisnih mjera 
kako bi odgovorile na izazove širenja lažnih, obmanjujućih i štetnih informacija u 
pandemiji, ali gotovo svaka od tih mjera sadržava i potencijalan rizik za slobodu iz-
ražavanja i medijski pluralizam. ti rizici ne proizlaze toliko iz samih inicijativa koliko 
iz nedostatka regulatornog okvira i neravnoteže između odgovornosti i moći koju 
platforme posjeduju.
Ključne riječi dezinformacije, infodemija, covId-19, online-platforme, politike mo-
deracije sadržaja, medijski pluralizam
Iva Nenadić






























Online-platforme, poput društvenih 
medija, tražilica i agregatora vijesti, 
postaju sve većem broju ljudi primaran 
izvor informiranja (Standardni Euroba-
rometar 92, 2019). Na taj način privatne, 
uglavnom američke korporacije, vođene 
neoliberalnim tržišnim vrijednostima, 
postaju ključni akteri javne informacij-
ske sfere i demokratskih sustava diljem 
svijeta (Van Dijck 2020). Iako same ne 
proizvode sadržaj, platforme objedinjuju 
ponudu različitih medija i drugih izvora 
te ih korisnicima nude kroz algoritam-
ski proces personalizacije utemeljen 
na različitim čimbenicima, uključujući 
prethodne preferencije korisnika i nji-
hove druge (osobne) podatke. Takvi al-
goritamski preporučitelji sadržaja sma-
traju se nužnima kako bi korisnicima 
omogućili snalaženje u golemom broju 
informacija dostupnih online (Helber-
ger 2009; Gauch i dr. 2007; Oulasvirta i 
Blom 2007). No sve veći broj autora ih 
vidi i kao potencijalnu prijetnju plura-
lizmu i demokraciji, kako zbog toga što 
njihovo djelovanje nije transparentno 
(Zuiderveen Borgesius i dr. 2016) tako i 
zbog rizika da kroz personaliziran oda-
bir sadržaja fragmentiraju javnu sferu, 
uskraćuju korisnicima drugačije po-
glede i mišljenja, a time i priliku za de-
mokratski dijalog (Sunstein 2002, 2009; 
Pariser 2011).
Uz to što sadržaj preporučuju, plat-
forme ga prema određenim kriterijima 
i moderiraju (filtriraju i uklanjaju) te 
kuriraju (ističući određeni sadržaj) kako 
bi zadovoljile ukus pojedinačnog kori-
snika i osigurale njegov duži boravak na 
platformi i veći angažman, što povećava 
prihod od oglašavanja (Gillespie 2018). 
Poslovni model online-platformi temelji 
se, dakle, na što većem angažmanu kori-
snika i zadržavanju njihove pozornosti, 
koja se potom prodaje oglašivačima. Ta-
kav poslovni model prioritizira sadržaje 
koji ostvaruju veći angažman i potenci-
jal viralnosti, a upravo laži imaju poten-
cijal širenja "dalje, brže, dublje i šire" od 
istine (Vosoughi, Roy i Aral 2018: 1147).
Širenje pogrešnih i namjerno mani-
puliranih informacija i dezinformacija 
online-platformama već je neko vrijeme 
prepoznato kao jedan od ključnih izazo-
va suvremenim demokracijama (Europ-
ska komisija 2018). Pritisak međunarod-
nih organizacija i pojedinih nacionalnih 
vlasti, pogotovo unutar Europske unije, 
rezultirao je nizom mjera koje su vode-
će tehnološke tvrtke primijenile u svo-
jim uslugama kako bi smanjile problem. 
No pandemija koronavirusa povećala je 
zabrinutost te su Svjetska zdravstvena 
organizacija (2020) i Europska komisija 
(2020) dodatno pojačale suradnju s plat-
formama u borbi protiv infodemije. Sve 
aktivnosti koje platforme poduzimaju 
dobrovoljne su, budući da djelovanje 
platformi na tom području gotovo uop-
će nije regulirano, pogotovo na nadnaci-
onalnoj razini.
U ovome radu analiziraju se politike 
i tehnološka rješenja koja su vodeće on-
line-platforme primijenile u jeku pan-
demije bolesti COVD-19 odgovarajući 
na problem širenja dezinformacija kao 
koordinirane aktivnosti, kao i nepro-
vjerenih informacija iz različitih izvora. 
Cilj rada je rasvijetliti nove pristupe u 
prikazu, moderaciji i rangiranju sadrža-
ja te se kritički osvrnuti na potencijalne 
nedostatke tih politika i implikacije koje 
mogu imati za informirano građanstvo 
i pluralističnu javnu raspravu. Anali-
za se temelji na teoriji participativne 
demokracije koja zahtijeva informira-
no građanstvo (Helberger 2019) koje 
može nastati samo ako postoji medijski 
pluralizam koji građanima jamči pristup 
različitima i vjerodostojnim izvorima 
informacija i mišljenja kako bi izgra-
dili svoj stav, bez pretjeranog utjecaja 
dominantnog središta moći (EK 2007: 
5; Valcke i dr. 2009: 2). U takvu sustavu 
jedno od temeljnih prava jest pravo na 

































































i opravdanost svake vrste intervencije u 
slobodu govora.
Prije izlaganja metodologije istraživa-
nja i same analize, prikazat ću trenutač-
ne rasprave o demokratskoj funkciji on-
line-platformi i dati kraći pregled fokusa 
i učinkovitosi samoregulacije platformi 
u borbi protiv dezinformacija.
Demokratska uloga 
online-platformi
Profesionalni i neovisni mediji odav-
no su prepoznati kao jedna od ključnih 
sastavnica demokracije. S jedne strane, 
građanima osiguravaju informacije koje 
su im nužne za participaciju i donoše-
nje odgovornih i informiranih odluka. S 
druge strane, mediji u demokraciji dje-
luju kao četvrta vlast ili "psi čuvari" koji 
nadziru djelovanje poluga vlasti i moći u 
društvu. Mediji mogu ispunjavati te ulo-
ge samo ako je osiguran pluralizam, je-
dan od glavnih ciljeva medijskih politika 
koji se ostvaruje učinkovitom zaštitom 
slobode izražavanja i prava na pristup 
informacijama, zaštitom profesionalnih 
uvjeta i sigurnosti novinara u obavljanju 
posla, transparentnošću i pluralnošću 
medijskog vlasništva, političkom neovi-
snošću medija i društvenom uključivo-
šću, odnosno primjerenim predstavlja-
njem različitih interesa i svjetonazora, 
kako u upravljačkim strukturama tako i 
u sadržajima (Brogi i dr. 2018).
Tijekom posljednja dva desetljeća broj 
izvora i opseg vijesti dostupnih online 
dramatično su se povećali. Tome su u ve-
likoj mjeri pridonijele online-platforme 
koje su omogućile pojedincima da dije-
le informacije s potencijalno globalnim 
publikama. Iako bi se to na prvi pogled 
moglo tumačiti kao demokratizacija i 
veća pluralizacija u javnoj komunikaci-
ji, dokazi sugeriraju kako je možda ipak 
riječ o previše informacija koje vode do 
preopterećenja vijestima (Holton i Chyi 
2012; Newman i dr. 2019) i informacij-
skog poremećaja (Wardle i Derakhshan 
2017), a što potencijalno ima negativne 
posljedice za informirano građanstvo i 
demokraciju.
Online-platforme, poput društvenih 
medija, ne proizvode vlastiti sadržaj, 
ali algoritamski kreiraju personalizira-
ne preporuke medijskoga, političkog 
i drugog sadržaja prema obilježjima i 
preferencijama pojedinačnih korisni-
ka. Facebook, primjerice, ne distribuira 
samo sadržaj nego kreira i arhitekturu 
u kojoj korisnici pronalaze i ostvaruju 
interakciju s vijestima (Helberger 2016). 
Helberger to objašnjava kao sposob-
nost toga društvenog medija da pozor-
nost velikog broja korisnika usmjeri na 
određena važna pitanja, a da druge teme 
gurne u zaborav. Na taj način Facebook 
oblikuje uvjete javne rasprave, što ga 
čini "društvenim urednikom" i "privat-
no kontroliranom javnom sferom", koja 
pokazuje nov oblik vertikalne integraci-
je u kojemu prikupljanje i korištenje ve-
likog broja podataka o korisnicima ima 
središnju ulogu (Helberger 2016).
U jednom od ključnih radova o demo-
kratskoj ulozi online-platformi i posebno 
njihovih sustava za preporuku vijesti, 
Helberger (2019) tvrdi da se demokrat-
ska uloga medija danas ne može ostvariti 
bez promišljanja demokratske uloge al-
goritamskih sustava za preporuku sadr-
žaja. Ta se uloga može promatrati iz per-
spektive različitih teorija demokracije: 
od liberalne demokracije, koja u središte 
stavlja individualne slobode i osobnu 
autonomiju u izboru informacija prema 
vlastitim preferencijama, do participa-
tivne demokracije, u kojoj građani treba-
ju biti izloženi ne samo onome što "žele 
znati" nego i onome što "moraju znati" 
kako bi mogli sudjelovati u političkim 
procesima (Helberger 2019). Dok su u 
prvoj fazi postojanja online-platforme i 
njihovi algoritamski sustavi za preporu-
ku sadržaja bili bliži liberalnom modelu, 

























cijske preferencije pojedinačnih korisni-
ka na temelju podataka i saznanja koja o 
njima prikupljaju, u novije vrijeme sve je 
veći naglasak na očekivanju da platforme 
moderiraju i prezentiraju sadržaj tako da 
to odražava raznolikost ideja i mišljenja 
u društvu. Ukratko, od platformi se sve 
više očekuje da, kao jedne od ključnih 
aktera u informacijskom okruženju, 
ostvaruju svoju demokratsku funkciju iz 
perspektive participativne demokracije 
koja se temelji na načelima pluralizma. 
Helberger (2019) naglašava kako takav 
pristup uključuje transparentnosti i od-
govornosti onih koji kreiraju algoritam-
sko donošenje odluka jer je pozornost 
ljudi smanjena, pa kriteriji prema kojima 
nešto dobiva veću, a nešto manju vidlji-
vost moraju biti jasni i provjerljivi, a tre-
nutačno nije tako.
U tradicionalnim medijima urednička 
je odgovornost zakonski regulirana. Kod 
platformi, koje nisu mediji u tradicional-
nom smislu, ali nisu ni isključivo tehno-
loška poduzeća jer sve više djeluju kao 
gatekeeperi (Powers 2017) i kao arene 
za političku debatu (Woolley i Howard 
2016), slična regulacija uredničke odgo-
vornosti, pluralizma i zahtjeva za tran-
sparentnošću još uvijek uglavnom ne 
postoji. Njihove funkcije, koje su slične 
medijskima, trenutačno nisu pod nad-
zorom medijskih i drugih regulatora u 
većini zemalja u kojima djeluju. Jedno je 
od otvorenih pitanja jurisdikcija, budući 
da je uglavnom riječ o američkim po-
duzećima i korporacijama, koja znatno 
oblikuju informacijska okruženja diljem 
svijeta. Ne postoji konsenzus o tome tko 
bi, na koji način i na kojoj razni trebao 
regulirati djelovanje platformi s obzi-
rom na to da ono zadire u različita po-
dručja javnih i komercijalnih aktivnosti 
(Helberger, Pierson i Poell 2018) te da 
se odnos društvenih i tržišnih vrijedno-
sti drugačije interpretira u Sjedinjenim 
Američkim Državama nego, primjerice, 
u Europi (Gillespie 2018), a vrijednosne 
razlike postaju još izraženijima kada se 
sagleda globalna slika. I same platforme 
koriste taj "poseban status" kako bi zao-
bilazile sektorske regulative i javnu od-
govornost (Van Dijk 2020).
Jasno je da regulacija i politike diza-
jnirane za tradicionalne medije ne od-
govaraju kompleksnosti izazova pove-
zanih s online-platformama. Razlika je 
posebno očita u dimenziji prikupljanja 
i korištenja velikog broja podataka o 
korisnicima, što platformama daje nevi-
đenu prednost u količini znanja i kon-
troli koju imaju nad korisnicima, kao i 
u mogućnostima za oblikovanje infor-
macijskog okruženja (Helberger, Klei-
nen-von Königslöw i Van der Noll 2015) 
te u privlačenju oglašivača kroz mikro-
targetirano oglašavanje koje je u odre-
đenim slučajevima glavni katalizator 
širenja dezinformacija (Nenadić 2019). 
Usprkos tome što imaju vitalnu ulogu u 
ostvarivanju važnih javnih vrijednosti, 
djelovanje platformi trenutačno je goto-
vo potpuno prepušteno samoregulaciji 
utemeljenoj na njihovoj dobrovoljnoj 
suradnji s međunarodnim organizacija-
ma, poput Europske komisije i Svjetske 
zdravstvene organizacije. Takva vrsta 
samoregulacije povećava ionako veliku 
moć platformi u odlučivanju o vjerodo-
stojnosti, vrijednosti i legalnosti sadrža-
ja, a istodobno nema učinkovite tran-
sparentnosti njihova djelovanja, kako 
u donošenju internih politika kojima 
oblikuju informacijsko okruženje tako i 
u njihovoj implementaciji.
Samoregulacija platformi u 
borbi protiv dezinformacija
Djelovanje online-platformi temelji se 
uglavnom na njihovim internim poli-
tikama, tehnologijama i uvjetima ko-
rištenja. Gotovo da nema regulacije na 
tom području, a upitno je bi li regulaci-
ja sadržaja donijela više koristi ili štete, 
ako se u obzir uzme kompleksnost im-

































































racijama koje djeluju globalno i posre-
duju goleme količine sadržaja, a da se 
pritom ne našteti slobodi izražavanja. 
Posljednjih godina, pod pritiskom zain-
teresiranih javnosti i razvojem iskustva 
i metodologija znanstvene zajednice, 
politike moderacije sadržaja vodećih 
platformi postale su nešto jasnije, ali još 
nisu potpuno transparentne. Primjeri-
ce, još ne znamo točno koje sve kriterije 
Facebookov algoritam uzima u obzir u 
određivanju i rangiranju sadržaja prema 
svakome pojedinom korisniku, a nije ni 
potpuno jasno odvaja li Facebook i kako 
to čini političko oglašavanje od drugih 
oglasa koji nisu izravno politički, ali 
promiču određenu političku agendu.
Barrett i Kreiss (2019) označili su 
politike moderacije sadržaja vodećih 
platformi "nestalnima". Kada govore o 
"nestalnim platformama", oni ukazuju 
na to da se njihove politike mijenjaju u 
kratkim razdobljima, često i dramatič-
no, i to uglavnom kao rezultat vanjskih 
pritisaka i ekonomskih razloga. To se 
događa u tolikoj mjeri da je promjene 
gotovo nemoguće pratiti, pogotovo kada 
se uzme u obzir da vodeće platforme če-
sto ne primjenjuju sve novine na svim 
tržištima na kojima djeluju ili to makar 
ne čine istodobno. Osim toga, određene 
politike, iako su implementirane na jed-
nak način, mogu imati potpuno druga-
čije implikacije u različitima kulturnim i 
političkim okruženjima.
Europska komisija objavila je 2018. 
"Komunikaciju" u kojoj problem širenja 
velikog broja dezinformacija online na-
vodi kao jedan od glavnih izazova de-
mokraciji. Tim dokumentom najavila je 
i svoj intervencionistički pristup platfor-
mama (Flew i dr. 2019; Nenadić 2019) 
te postavila temelje Kodeksa Europske 
unije o suzbijanju dezinformacija. Ko-
deks je predstavljen kao samoregulatorni 
instrument koji bi trebao osigurati pro-
aktivnost platformi u ograničavanju ši-
renja dezinformacija, odnosno trebao bi 
biti prijelazna mjera kojom se privatnim 
akterima povjerava važan zadatak pove-
ćanja transparentnosti i vjerodostojnosti 
informacijskog okruženja. Ako platfor-
me u tome ne uspiju, samoregulaciju bi 
mogla zamijeniti regulacija (EK 2018b). 
Kodeks su dosad potpisali Facebook, 
Google, Twitter, Mozilla, Microsoft i Tik 
Tok te oglašivači i oglašivačka industrija. 
Obvezali su se da će: (1) nadzirati i pre-
kinuti monetizaciju računa koji se lažno 
predstavljaju i šire dezinformacije; (2) 
povećati transparentnost političkog ogla-
šavanja označavanjem sponzora i utroše-
nih sredstava; (3) označavati automatizi-
rane račune (botove); (4) osigurati veću 
vidljivost vjerodostojnim sadržajima; (5) 
omogućiti istraživačkoj zajednici pristup 
podacima kako bi mogla analizirati pro-
blem širenja dezinformacija online.
Nakon prvih dvanaest mjeseci imple-
mentacije Kodeksa, Europska komisija 
(2020) objavila je sveobuhvatnu analizu 
njegove učinkovitosti. U analizi je Ko-
deks načelno prepoznat kao vrijedan 
instrument u borbi protiv dezinforma-
cija, ali sa značajnim nedostacima koje 
bi trebalo otkloniti, uključujući neu-
sklađenost definicija među platforma-
ma (primjerice, što je političko oglaša-
vanje), različite strukture izvještaja, što 
otežava komparativnu evaluaciju, te još 
uvijek prisutan nedostatak transparen-
tnosti prema istraživačkoj zajednici i 
regulatorima, budući da nije osiguran 
funkcionalan pristup podacima koji bi 
omogućio neovisan nadzor nad primje-
nom različitih mjera.1 Osim toga, kao 
1 Na problem je ukazala i ERGA, Skupina 
europskih regulatora za audiovizualne 
medijske usluge, u svojem izvješću zasno-
vanom na analizi implementacije Kodeksa 
Europske komisije o suzbijanju dezin-
formacija. European Regulators Group 
for Audio-visual Media Services (2020). 
Report on Disinformation: Assessment of 




























značajan nedostatak navodi se činjenica 
da je Kodeksu pristupio samo manji broj 
platformi i da ne uključuje, primjerice, 
aplikacije za razmjenu poruka poput 
Messengera ili WhatsAppa, iako one 
imaju sve veću ulogu u širenju dezin-
formacija (Elias i Catalan-Matamoros 
2020). Stoga su sve glasnije sugestije da 
samoregulaciju zamijeni koregulacija ili 
tradicionalna regulacija (ERGA 2019). I 
Europska komisija razmatra kako odre-
đene dijelove Kodeksa ugraditi u paket 
Zakona o digitalnim uslugama (Digital 
Service Act, DSA), koji se trenutačno 
izrađuje kako bi zamijenio dvadeset go-
dina staru Direktivu o e-trgovini.
No, dok se taj zakon počne primjenji-
vati, proći će godine. U međuvremenu, 
uključujući i borbu protiv pogrešnih i 
dezinformacija o koronavirusu, Europ-
ska komisija računa na pojačan, ko-
ordiniran i transparentniji angažman 
platformi kroz samoregulaciju. Zajed-
nička komunikacija Europske komisije 
(2020), naslovljena "Borba protiv dezin-
formacija o bolesti COVID-19 – prepo-
znavanje činjenica", preuzela je termin 
Svjetske zdravstvene organizacije ističu-
ći kako je "infodemija" vezana za bolest 
COVID-19 globalan izazov i kako je 
suradnja s platformama bitan element 
učinkovitog odgovora na to. Europska 
komisija zatražila je od platformi da "in-
tenziviraju svoje aktivnosti za suzbijanje 
rizika prouzročenih krizom" te da o pro-
vedenim mjerama redovito izvještavaju. 
Jedna od ključnih očekivanih mjera jest 
promicanje i osiguravanje veće vidljivo-
sti informacija iz nacionalnih i među-
narodnih zdravstvenih organizacija te 
profesionalnih medija.
Informacije koje kruže uključuju i 
obmanjujuće zdravstvene informaci-
je s lažnim tvrdnjama ("pranje ruku ne 
pomaže", "koronavirus je opasan samo 
za starije osobe" i sl.). Takav sadržaj 
nije nužno nezakonit, ali može izravno 
ugroziti živote i ozbiljno naštetiti napo-
rima da se pandemija ograniči. Jedan od 
mogućih odgovora jest da ključni akteri, 
kao što su javna tijela, mediji, novinari, 
provjeravatelji činjenica i udruge civil-
nog društva, stave na raspolaganje lako 
dostupne i vjerodostojne sadržaje te da 
platforme takve sadržaje učine vidljiviji-
ma kroz svoje usluge.
U veljači 2020. predstavnici Svjetske 
zdravstvene organizacije sastali su se s 
predstavnicima trideset poduzeća u Si-
licijskoj dolini kako bi dogovorili stra-
tegiju borbe protiv "infodemije",2 što 
je rezultiralo značajnim promjenama 
u moderiranju sadržaja vodećih plat-
formi. Prvi put platforme, kao privatne 
kompanije, ocjenjuju sadržaje i izvore 
na temelju "vjerodostojnosti", što obli-
kuje informacijsko okruženje u pande-
miji i može imati dalekosežne posljedice 
nakon što pandemija završi. U nastav-
ku analiziram ključne politike koje su 
platforme primijenile kako bi suzbile 
problem dezinformacija o koronavirusu 
i bolesti koju uzrokuje. No, prije toga, 
objasnit ću metodu i analitički uzorak.
Metodologija
Facebook i Alphabet (Google), prema ra-
zličitim izvorima, najutjecajnije su teh-
nološke korporacije s najpopularnijim 
uslugama. Facebook to ostvaruje kroz 
društvene mreže Facebook i Instagram, a 
Alphabet kroz tražilicu Google i platfor-
mu za dijeljenje videa YouTube.3 Twit-
ter je posebno popularan među tvorci-
ma javnog mnijenja, poput novinara i 
političara (Newman 2020). Facebook, 
2 Više pojedinosti o aktivnosti Svjetske 
zdravstvene organizacije na: https://www.
who.int/news-room/detail/29-06-2020-co-
vidtimeline 
3 V., primjerice, Statista (2020) Most popular 
social networks worldwide as of July 2020, 
ranked by number of active users. Glo-
bal social networks ranked by number of 



































































Google i Twitter bili su među prvim 
potpisnicima Kodeksa Europske uni-
je o suzbijanju dezinformacija. Tih pet 
platformi – Facebook, Instagram, Google 
Search, YouTube i Twitter – stoga čini 
uzorak ovoga istraživanja. Metoda istra-
živanja je analiza dokumenata koje su 
odabrane platforme objavile od početka 
korona krize do 31. srpnja 2020. kako bi 
komunicirale promjene svojih politika 
moderacije sadržaja kao posljedice ko-
ronakrize, a uključeni su i izvještaji, koje 
su u kolovozu 2020. dostavile Europskoj 
komisiji, o mjerama koje su primijenile 
da bi ograničile širenje dezinformacija 
o bolesti COVID-19. Ukupno, riječ je o 
16 objava i izvještaja koji prikazuju ak-
tivnosti i alate koje su platforme primi-
jenile kako bi ograničile širenje lažnih i 
obmanjujućih informacija kroz svoje 
usluge (Prilog 1). Glavne kategorije ana-
lize izražavaju ključne domene politika 
platformi u borbi protiv "infodemije", 
a proizlaze iz dogovorenih dimenzija 
Kodeksa Europske komisije o suzbija-
nju dezinformacija: (1) prominentnost 
autoritativnih izvora, (2) degradiranje 
ili uklanjanje štetnih i opasnih sadržaja, 
(3) sprječavanje koordiniranoga neau-
tentičnog ponašanja i (4) politike ogla-
šavanja.
Analiza
Sve analizirane platforme primijenile su 
niz politika i tehničkih rješenja kako bi 
kroz sve četiri kategorije borbe protiv 
dezinformacija, usuglašene na temelju 
Kodeksa, odgovorile na izazove vezane 
za informacijski dio krize oko bolesti 
COVID-19. Rasprava koja slijedi struk-
turira i opisuje te intervencije, ali i kri-
tički preispituje njihovu implementaciju 
i potencijalne nedostatke iz perspektive 
zaštite pluralizma i slobode izražavanja. 
Pritom treba imati na umu da među 
odabranim platformama postoje značaj-
ne strukturne razlike, kao i razlike u na-
činima na koje se koriste. Jednu platfor-
mu različite skupine i pojedinci mogu 
koristiti s drugačijom svrhom (primje-
rice, Facebook može primarno služiti za 
zabavu i povezivanje s prijateljima, ali i 
kao primaran izvor informacija i vijesti 
ili kao poligon za politički marketing). 
Cilj prikaza poduzetih inicijativa nije 
kvantitativna valorizacija i usporedba 
djelovanja različitih platformi. Ponekad 
jedna inicijativa neke platforme može 
imati bolji učinak nego veći broj inici-
jativa druge platforme. Ovaj rad donosi 
pregled politika odabranih platformi u 
borbi protiv dezinformacija i infode-
mije kako bi se promislile posljedice 
koje te politike, izravno ili neizravno, 
kratkoročno ili dugoročno, mogu ima-
ti za medijski pluralizam i informirano 
građanstvo, uzimajući u obzir njihovo 
značenje u oblikovanju informacijskog 
okruženja.
Prominentnost autoritativnih  
izvora
Povećanje vidljivosti autoritativnih i 
vjerodostojnih izvora jedna je od ključ-
nih obveza na koju su pristali potpisnici 
Kodeksa Europske komisije o suzbijanju 
dezinformacija. Time su se obvezali da 
će "ulagati u tehnološka sredstva pomo-
ću kojih se u pretragama, obavijestima 
o novom sadržaju ili drugim automatski 
rangiranim distribucijskim kanalima 
prednost, prema potrebi, daje relevan-
tnim, izvornim i pouzdanim informa-
cijama" (Kodeks II. D. 8.). Jedna od pr-
vih inicijativa koju su sve analizirane 
platforme poduzele kako bi odgovorile 
izazovu infodemije bilo je upravo pove-
ćavanje vidljivosti informacija koje po-
tječu iz autoritativnih izvora, ponajprije 
od Svjetske zdravstvene organizacije i 
nacionalnih zdravstvenih institucija, 
ali i od vlada te javnih i drugih main-
stream-medija.
Kao što je vidljivo iz tablice 1, veći-
na tih inicijativa može se grupirati u tri 

























snike navode na informiranje o bolesti 
COVID-19 kod Svjetske zdravstvene 
organizacije ili službenih nacionalnih 
izvora; algoritamsko prioritiziranje i 
potenciranje autoritativnih izvora u pre-
traživanju i konzumiranju sadržaja o ko-
ronavirusa; algoritamsko prioritiziranje 
sadržaja koji su prošli proces provjere 
činjenica (fact-checking) ili su originalni 
(nisu reprodukcije). Platforme prilago-
đavaju inicijative prirodi svojih usluga 
te ih tijekom vremena, kao i prema do-
bivenim učincima dorađuju ili mijenjaju 
prema vlastitom nahođenju. Osim toga, 
nisu sve inicijative određene platforme 
dostupne u svim zemljama, kao što je 
također vidljivo iz tablice 1.
Iz perspektive zaštite pluralizma, kako 
tijekom krize COVID-19 tako i poslije 
nje, problem je to što nijedna od plat-
formi ne definira precizno ni autorita-
tivne i vjerodostojne izvore niti kriterije 
koje koristi u određivanju takvih izvora. 
Vrlo je važno u globalnoj zdravstvenoj 
krizi spriječiti širenje dezinformacija i 
raskrinkavati zablude promoviranjem 
vjerodostojnih izvora. No bitno je – ako 
takve odluke i procese oblikuju privatni 
akteri koje ne podliježu javnom nadzoru 
i nemaju uredničku ili drugu odgovor-
nost – osigurati funkcionalnu transpa-
rentnost intervencija.
Institucionalni izvori nisu nepogre-
šivi, kao što ni vlade i središta političke 
moći nisu uvijek vjerodostojni. Primjeri 
su komuniciranja američkog predsjed-
nika Donalda Trumpa i brazilskog pred-
sjednika Jaira Bolsonara. Bolsonaru su 
Twitter, Facebook, Instagram i YouTube 
uklonili objave zbog širenja problema-
tičnih sugestija, poput odgovaranja ljudi 
od držanja fizičkog razmaka ili preporu-
ka da se koristi hidroksiklorokin u lije-
čenju COVID-19 (Wagner 2020). Trum-
pu je Facebook uklonio, a Twitter skrio 
iza upozorenja o "širenju obmanjujućih 
i potencijalno štetnih informacija" obja-
vu u kojoj tvrdi da je COVID-19 mnogo 
manje smrtonosan od gripe (BBC 2020).
Ako platforme nisu transparentne gle-
de kriterija i procedura koje primjenjuju 
u određivanju vjerodostojnosti izvora, 
postoji rizik da se smanji vidljivost dru-
gačijih glasova koji legitimno i vjerodo-
stojno komuniciraju o istoj temi i nad-
ziru rad institucija moći u svrhu zaštite 
javnog interesa. Posebno je važno da su 
platforme transparentne glede kriterija 
koje primjenjuju u određivanju i rangi-
ranju vjerodostojnih medijskih izvora, 
budući da to ima izravne posljedice za 
medijski pluralizam.
Sustavi personaliziranih preporučite-
lja primjenjuju se na različitim područ-
jima (primjerice, u online-kupovini), ali 
način na koji funkcioniraju u domeni 
distribucije vijesti i informativnih sa-
držaja sve više utječe na informacijske 
odabire pojedinaca (Helberger i dr. 
2018), a time i na demokratsko građan-
stvo (Özgöbek i dr. 2014). Metodologija 
i logika algoritamskih preporučitelja sa-
držaja ni dosad nisu bile transparentne, 
osim nekih općih kriterija, poput re-
centnosti vijesti i izraženih preferencija 
korisnika (Özgöbek i dr. 2014). Iako su 
se još 2018, kroz Kodeks Europske unije 
o sprječavanju širenja dezinformacija, 
platforme obvezale na promoviranje 
"vjerodostojnih informacija", inzistira-
le su na tome da one ne bi smjele biti 
"suci istine" (Rosen 2019). Facebook je, 
primjerice, odgovornost za odlučivanje 
o vjerodostojnosti povjerio svojim kori-
snicima, pa je od 2018. news feed-algor-
itam u odabranim zemljama prioritizi-
rao "vijesti iz publikacija koje korisnici 
ocjenjuje pouzdanima" (Mosseri 2019). 
To se početkom 2020. promijenilo. Pod 
utjecajem infodemije i pritiskom Svjet-
ske zdravstvene organizacije, Europske 
komisije i drugih međunarodnih akte-
ra, platforme su napravile dramatičan 
pomak – od odbijanja da budu arbitri 

































































Tablica 1. Inicijative za povećanje vidljivosti autoritativnih izvora
Google Search YouTube Facebook Instagram Twitter

















































U 79 zemalja i na 
29 jezika (u 17 
zemalja Europske 
unije, ali ne i u 
Hrvatskoj)






















izvora – vlada, 
medija, civilnog 










Više od 30 zemalja, 
ali nisu jasno 
naznačene




































































































instruirajući svoje algoritme da daju po-
sebnu vidljivost i poboljšaju dostupnost 
određenih izvora koji su označeni kao 
mjerodavni i vjerodostojni, a da pritom 
nisu ponudile jasne definicije i kriterije 
prema kojima određuju vjerodostojnost. 
To je bilo prvi put da platforme ocjenju-
ju sadržaj i izvore na temelju vjerodo-
stojnosti i tako oblikuju informacijsko 
okruženje u pandemiji. Ako se takve 
politike zadrže i nastave razvijati, mogu 
imati dalekosežne posljedice nakon što 
pandemija završi i kada interes javno-
sti ne bude više usredotočen na jednu 
temu, pa će biti i mnogo kompleksnije 
odrediti mjerodavne izvore.
Degradiranje ili uklanjanje 
štetnih sadržaja
Uklanjanje i blokiranje objava predsjed-
nika dviju država ogledni su primje-
ri mjera koje su platforme primijenile 
kako bi, uz promicanje "vjerodostojnih 
izvora", zaustavile širenje lažnih, štetnih 
i obanjujućih objava. Tablica 2. sadržava 
pregled tih inicijativa. Posebno je vid-
ljivo da su sve platforme dopunile svo-
je politike i uvjete korištenja zabranom 
objavljivanja sadržaja koji bi mogao pro-
uzročiti fizičku štetu ili narušiti politike 
javnog zdravlja. Kodeks Europske unije 
o suzbijanju dezinformacija definira na 
početku ključan koncept – dezinforma-
ciju – sukladno Komunikaciji Europske 
komisije (2018) kao "dokazivo lažnu ili 
obmanjujuću informaciju koja je kumu-
lativno (a) smišljena, iznesena i širi se 
radi stjecanja ekonomske koristi ili na-
mjernog zavaravanja javnosti i (b) može 
naškoditi javnom interesu, jer uključuje 
ugrožavanje demokratskih političkih 
procesa i procesa donošenja politika, ali 
i javnog dobra, kao što je zaštita zdravlja 
građana Europske unije, okoliša i sigur-
nosti".
Ilegalni sadržaji, poput govora mr-
žnje, predmet su zakonske regulacije 
država-članica Europske unije (Jurova 
2016). Dezinformacije su kompleksniji 
problem, budući da je riječ o sadržaju 
koji je štetan, ali uglavnom nije ilegalan. 
Međutim, u pandemiji netočne infor-
macije o zdravstvenoj zaštiti, prevenciji 
i liječenju bolesti mogu odvratiti ljude 
od donošenja odluka koje štite njihovo 
zdravlje, izlažući i njih i druge ozbiljnu 
riziku. Zbog toga su se online-platforme 
našle pod povećanim pritiskom da 
urade nešto kako bi zaustavile ili ogra-
ničile širenje netočnih i obmanjujućih 
sadržaja. Kako je prikazano u tablici 2, 
u središtu je glavnih inicijativa otkriva-
nje i uklanjanje informacija vezanih za 
COVID-19 koje proturječe uputama 
zdravstvenih vlasti ili znanstvenom kon-
senzusu te stoga mogu prouzročiti štetu. 
Neke su platforme, poput Twittera, pro-
širile definicije štete kako bi obuhvatile 
objave koje poriču znanstvene činjenice 
i preporuke globalnih ili lokalnih zdrav-
stvenih vlasti, koje dijele savjete za lije-
čenje i zaštitu koji su štetni za zdravlje, 
kao i savjete koji nisu odmah štetni, ali 
je poznato da su neučinkoviti, te mani-
pulativne tvrdnje koje potiču na paniku, 
kaos i govor mržnje.
Platforme te inicijative, kao i modera-
ciju sadržaja općenito, temelje na svojim 
uvjetima korištenja ili standardima za-
jednice, kako ih često nazivaju. Budući 
da je riječ o uslugama koje su dostupne 
globalno, njihovi uvjeti i standardi ne 
odražavaju nužno određene nacionalne 
zakonodavne okvire. Primjerice, iz per-
spektive zaštite ljudskih prava i slobode 
izražavanja bilo bi vrlo zabrinjavajuće 
da platforme prihvate i globalno primi-
jene standard sadržan u singapurskom 
zakonu iz 2019. koji omogućuje mini-
strima da izdaju naredbe platformama 
o uklanjaju sadržaja koje smatraju laž-
nima, a pojedinačnim prijestupnicima 
prijete kaznom zatvora do deset godina 
(Nenadić 2019). Iako je problem širenja 
dezinformacija globalno prepoznat i po-


































































ma odgovori na njega, vodeće svjetske 
organizacije i stručnjaci koji djeluju na 
području zaštite slobode izražavanja 
upozoravaju na to da intervencije koje 
ciljaju primarno na sadržaj i platforma-
ma povjeravaju još više ovlasti u odluka-
ma o uklanjanju sadržaja u vrlo kratki-
ma vremenskim okvirima i bez javnog 
nadzora predstavljaju rizik za slobodu 
izražavanja (Kaye 2018, 2019).
Cilj je sadašnjih pristupa rješavanju 
problema dezinformacija identificirati i 
ukloniti sve lažne i obmanjujuće infor-
macije, što je nemoguće zbog niza pre-
preka. Zbog golemih količina sadržaja, 
njihovo otkrivanje i uklanjanje uglav-
nom se temelje na sustavima strojnog 
učenja koji nisu nepogrešivi. S jedne 
strane, ti sustavi ne uspijevaju otkriti 
i ukloniti sve sporne sadržaje; s druge 
strane, budući da strojevi još uvijek sla-
bije razumiju kontekst, ponekad ukla-
njaju i legitimne oblike izražavanja. Uz 
samostalnu, strojno vođenu detekciju, 
platforme se oslanjaju i na prijave kori-
snika, a neke surađuju i s organizacijama 
za provjeru činjenica. Međutim, recen-
tne analize pokazuju da značajan broj 
prijava problematičnog sadržaja osta-
je neobrađenim (CCDH 2020), a ako 
proces uklanjanja predugo traje, upitna 
je njegova svrha. Skupina istraživača sa 
Sveučilišta u Oxfordu pokazala je da je 
u razdoblju od listopada 2019. do lip-
nja 2020. YouTubeu trebao prosječno 41 
dan da ukloni videozapise koji sadrža-
vaju lažne podatke te da manipulativni 
videozapisi povezani s koronavirusom 
ne nalaze publiku putem samoga You-
Tubea nego uglavnom dijeljenjem na 
Facebooku, a Facebook je oznake upozo-
renja o lažnim informacijama postavio 
na manje od jedan posto videozapisa s 
pogrešnim informacijama koje su se na 
platformi dijelile (Knuutila i dr. 2020).
Neke su platforme zbog mjera protiv 
širenja koronavirusa4 bile prisiljene ra-
diti s manje ljudskih moderatora koji su, 
u određenoj mjeri, trebali nadzirati dje-
lovanje automatiziranih procesa. Kako 
je Facebook ustvrdio u Izvještaju o pro-
vedbi standarda zajednice,5 objavljenom 
u kolovozu 2020, odsutnost ljudskih 
moderatora smanjila je količinu sadrža-
ja koji su uspijevali obraditi te je, iako to 
nije eksplicitno navedeno u Izvještaju, 
povećan rizik od pogrešnog djelovanja 
strojeva koji su uvelike ostali bez ljud-
skog nadzora.
Vjerojatno je najvažniji problem u toj 
vrsti moderacije sadržaja velikih raz-
mjera to što odluke o štetnosti i legal-
nosti sadržaja, koje su dosad uglavnom 
donosili sudovi u precizno definiranu 
postupku, sada jednostrano donose pri-
vatne korporacije u vrlo kratkim roko-
vima i na temelju svojih promjenjivih 
pravila koja nisu nužno jednaka u svim 
zemljama u kojima pružaju svoje uslu-
ge. To je problematično iz perspektive 
zaštite slobode izražavanja, budući da 
djelovanje platformi ne podliježe gotovo 
nikakvom nadzoru javnih tijela ili regu-
latora, jer nema zakona koji ih obvezuje 
da svoje postupke učine transparentni-
ma. Platforme dobrovoljno i regularno 
objavljuju svoje izvještaje, ali podaci su 
navedeni u agregiranu obliku, što one-
mogućuje podrobnije analize pojedinih 
slučajeva ili nacionalnih okolnosti, a 




Kodeksom iz 2018. platforme su se ob-































Tablica 2. Inicijative za degradiranje ili uklanjanje štetnih sadržaja 





















rizik od ozbiljne 





Politika protiv koordinirane štete: 
uklanjanje sadržaja koji imaju 
potencijal prouzročiti fizičku/mate-
rijalnu štetu kroz (npr. poticanje na 
širenje bolesti, organiziranje okup-
ljanja," korona party" i sl.). 
Politika protiv lažnih informacija 
i štete: uklanjanje sadržaja koji 
pridonose neizbježnom nasilju i fi-
zičkoj šteti (lažne preventivne mjere 
ili neutemeljeno i opasno liječenje), 
suradnja sa SZO-om u identificira-
nju takvih lažnih tvrdnji.
Politika protiv govora mržnje: 
uklanjanje sadržaja koji tvrde da 
ljudi određenih obilježja (rasnih, 
vjerskih i dr.) imaju virus, da su 
stvorili virus ili da ga šire, kao i 
sadržaja koji se izruguje s odre-
đenim skupinama oboljelih od 
COVID-a-19
Proširena definicija 
štete i zahtjev za ukla-
njanjem sadržaja koji: 
poriču znanstvene 
činjenice i preporuke 
globalnih ili lokalnih 
zdravstvenih vlasti; dije-
le savjete za liječenje i 
zaštitu koji su štetni za 
zdravlje, kao i onih koji 
nisu odmah štetni, ali je 
poznato da su neučin-
koviti; manipulativne 
tvrdnje koje potiču na 










Sve zemlje Europske unije, ali 
proaktivna tehnologija otkrivanja 
govora mržnje dostupna je samo na 
































Politika reguliranih dobara:- 
uklanjanje sadržaja kojima se 
pokušava iskoristiti kriza za finan-
cijsku dobit, a može prouzročiti 
i štetu (npr. trgovanje maskama, 
dezinficijensima ili testovima na 
COVID-19)
Kako bi bio uklonjen, 
sadržaj mora zadovoljiti 
tri uvjeta: da je tvrdnja 
o činjenici (ne mišlje-
nje); da je dokazivo 
lažan ili obmanjujući; 
da bi vjerovanje u 
tvrdnju prouzročilo 
štetu. Granični slučajevi 
mogu biti ostavljeni, uz 
upozorenje, a opetova-
no objavljivanje takva 















žaji i sadržaji 
koji mogu na 
štetne načine 
dezinformirati 






Politika protiv maltretiranja i 
uznemiravanja: uklanjanje sadrža-
ja koji zlonamjerno cilja na pojedin-
ce tvrdeći, primjerice, da su oboljeli 
od COVD-19 (osim ako to nisu sami 
javno objavili)
Označavanje i upozo-
renja: dodatni kontekst i 
informacije, osim objava 
koje sadržavaju sintetički 
ili manipulirani multime-
dijski sadržaj; osim objava 
koje sadržavaju osporene 
ili obmanjujuće informa-
cije povezane s COVID-19 
+ poveznica na vanjski 

































































diti jasne politike označavanja i sprje-
čavanja zlouporabe automatiziranih 
računa i djelovanja kroz svoje usluge. 
Taj pristup uključuje primjenu sustava 
koji će omogućiti označavanja botova 
i jasno razlikovanje automatiziranog 
djelovanja od ljudske interakcije. Osim 
toga, platforme sve intenzivnije rade 
na otkrivanju slučajeva manipulacije 
njihovim uslugama te zloćudnih utje-
caja ili koordiniranoga neautentičnog 
ponašanja. Inicijative na tom području 
borbe protiv infodemije (tablica 3) veći 
naglasak stavljaju na aktere koji zlora-
be funkcionalnosti platformi i ponaša-
nje koje se kosi s uvjetima korištenja i 
standardima zajednice od intervencija u 
sam sadržaj.
U izvještajima, koje su u kolovozu 
2020. dostavile Europskoj komisiji, o 
mjerama koje su primijenile kako bi 
ograničile širenje dezinformacije pove-
zanih s bolešću COVID-19, platforme 
su istaknule kako, iako su otkrile velik 
broj lažnih informacija, nisu u svojim 
uslugama otkrile koordinirane operacije 
širenja dezinformacija. To ukazuje na to 
da koordinirane informacijske operacije 
zlouporabe platformi kako bi se ostva-
rili određeni interesi nisu velik problem 
postojeće zdravstvene krize, ali ostaju 
velik problem u izborima i političkim 
borbama općenito. Istraživači sa Sveuči-
lišta Oxford, Bradshaw i Howard (2019), 
u svojoj su studiji prezentirali dokaze o 
postojanju organiziranih kampanja za 
manipulaciju javnim mnijenjem putem 
online-platformi u 70 zemalja, što je 
porast od gotovo 50 posto prema 2018. 
godini. Pokazali su kako u svakoj zemlji 
postoji najmanje jedna politička stranka 
ili vladina agencija koja koristi društve-
ne medije kako bi pokušala utjecati na 
javno mnijenje.
Tablica 2. Inicijative za degradiranje ili uklanjanje štetnih sadržaja (nast.)







Nije jasno naznačeno, ali proaktivna 
tehnologija otkrivanja takva sadrža-






Kada je sadržaj uklonjen zbog 
povreda politika platforme, korisnik 
koji ga je objavio dobije obavijest, 
priliku za pritužbu i dodatne infor-
macije kako bi "ispravio ponašanje 
u budućnosti". I onomu koji je obja-
vio sadržaj i drugima koji su mu bili 
izloženi pokazuje se poruka koja ih 
vodi na stranicu SZO-a s razotkrive-
nim mitovima o COVID-19.
Proaktivan nadzor 










Smanjena vidljivost sadržaja koji 
su fact-checkeri, koji surađuju s 
Facebookom, razotkrili kao lažan. 
Onima koji naiđu na takav sadržaj 






























Recentni primjer iz SAD-a pokazuje 
kako koordinirana manipulativna kam-
panja može istodobno promovirati dvije 
agende: bacati sumnju na izborni proces 
uoči predsjedničkih izbora i umanjiva-
ti opasnost bolesti COVID-19 koriste-
ći lažne i manipulativne objave. U tom 
slučaju, Twitter i Facebook poduzeli su 
mjere za obustavljanje i uklanjanje ra-
čuna koji su sudjelovali u kampanji. No, 
kako naglašava Shannon McGregor sa 
Sveučilišta u Sjevernoj Karolini (2020), 
to nije bilo prvi put da koordinirane 
manipulacije, i to u izvedbi pametnih 
tinejdžera, uspješno zaobilaze mjere 
određeno vrijeme. McGregor upozorava 
i na to da platforme svaki put reagiraju 
drugačije, a ponekad uopće ne reagira-
ju. "To se događa zato što je crta između 
'koordiniranog ponašanja' i regularnih 
aktivnosti kampanje, prema definicija-
ma platformi, nejasna. Dvosmislenost 
i nedosljedna provedba, kao i slučajan 
način moderiranja političkog govora, 
predstavljaju prijetnje izbornom proce-
su" (McGregor 2020).
Ako platforme nemaju jasne definicije 
"lažnih računa" i "koordiniranoga ne-
autentičnog ponašanja" te ako njihovo 
izvještavanje o primjeni tih politika nije 
potpuno transparentno, postoji rizik da 
će reagiranjem na problematično pona-
šanje i aktere, greškom ukloniti i auten-
tične račune, što se događalo i što su i 
same priznale,6 a što ugrožava slobodu 
izražavanja. Posebno je problematično 
ako se takve greške dogode kod legiti-
mnih političkih aktera tijekom izborne 
kampanje u kojoj je vrijeme jedan od 
najoskudnijih resursa i svako izbivanje 
iz javne rasprave može imati značajne 
posljedice za politički proces i demokra-
ciju.
Politike oglašavanja
Kako bi zaustavile stranice koje de-
zinformiraju u ostvarivanju zarade 
korištenjem njihovih sadržaja, on-
line-platforme su definirale niz politika 
i standarda, a neke su dodatno unapri-
jeđene u kontekstu izazova infodemije. 
Još na temelju Kodeksa Europske unije 
o sprječavanju širenja dezinformacija, 
platforme su se obvezale da će primi-
jeniti mjere koje će ograničiti protok 
oglašavanja na web-stranicama trećih 
strana koje šire dezinformacije, uključu-
jući one o COVID-19. Kako bi spriječi-
le dezinformiranje, ali i zarađivanje na 
iskorištavanju javne zdravstvene krize, 
privremeno su zabranile oglase koji pro-
daju medicinske maske, dezinficijense i 
testove na COVID-19.
Potpisavši Kodeks, platforme su pri-
stale na označavanje svih oglasa u skla-
du s pravnim okvirom Europske unije i 
nacionalnim propisima kako bi se jasno 
6 V., primjerice, https://about.fb.com/news/ 
2019/05/fake-accounts/ 








i blokada računa koji 
sudjeluju u koordiniranome 
neautentičnom ponašanju 
kako bi se ostvario neki utjecaj 
(izvještavanje o aktivnostima 
u tromjesečnim biltenima)
Fokus na ponašanje (i 
aktere), a ne na sadržaj: 
koordinirani napori 
manipulacije javnom 
raspravom kako bi se 
ostvario određeni cilj, često 
lažnim računima (mjesečno 
izvještavanje o aktivnostima)
Automatizirano otkrivanje 
i blokiranje (nakon dodatne 
provjere) umjetnog pojača-
vanja dosega dezinformacija 





































































razlikovale od uredničkog sadržaja i 
kako bi bilo jasno tko ih je i koliko pla-
tio. U Kodeksu je značajna pozornost 
dana transparentnosti političkog oglaša-
vanja, ali i "tematskom oglašavanju" koje 
se bavi važnima i aktualnim društvenim 
temama te, kao takvo, nije komercijalno 
oglašavanje, ali nije ni strogo političko 
prema uskoj definiciji Kodeksa ("oglasi 
za izbor ili protiv izbora nekog kandi-
data ili nekog rezultata referenduma u 
nacionalnim i europskim izborima"). 
Zdravstvo je dodano društvenim pita-
njima koja se pojavljuju u "tematskom 
oglašavanju" krajem 2019. i od tada, pri-
mjerice na Facebooku, svi oglašivači u 
Europskoj uniji koji žele zakupiti oglase 
o toj temi moraju proći proces autoriza-
cije kojim se potvrđuje njihov identitet 
i kreira oznaka s informacijom o tome 
tko je oglas platio.
Reguliranjem političkoga i "temat-
skog oglašavanja" platforme nedvojbeno 
zadiru u domenu slobode izražavanja, 
zbog čega je iznimno važna transpa-
rentnost u definiranju i postupku koji 
primjenjuju, pogotovo zato što različite 
platforme imaju različite politike, a neri-
jetko ista platforma ima drugačije poli-
tike u različitim zemljama. Javno dostu-
pni repozitoriji političkoga i tematskog 
oglašavanja, na koje su se platforme 
također obvezale Kodeksom, trebali su 
riješiti problem transparentnosti i omo-
gućiti javni nadzor nad oglašivačima i 
sadržajima oglasa, ali i nad implemen-
tacijama politika samih platformi. No, 
zbog problematičnosti određivanja ja-
sne i operativne definicije "tematskog 
oglašavanja", koja ne bi zadirala u slobo-
du izražavanja, arhive oglasa u sadašnjoj 
provedbi uglavnom daju informacije 
samo o političkom oglašavanju, i to tako 
da to onemogućava provjeru učinkovi-
tosti politika samih platformi (Leersen i 
dr. 2019).
Recentna istraživanja pokazuju da 
platforme nisu posebno učinkovite ni 
u primjeni dugih politika, poput raz-
bijanja lanca monetizacije operaterima 
web-stranica koji šire dezinformacije. 
Taylor, Neudert, Hoffmann i Howard 
(2020), na uzorku od 830 izvora infor-
macija o bolesti COVID-19, uspoređi-
vali su djelovanje i doseg profesionalnih 
izvora u odnosu prema izvorima lažnih 
informacija i dezinformacija. Analizirali 
su optimizaciju za tražilice (SEO) svake 
od tih stranica kao sredstvo procjene 
njihove online-reputacije i njihova osla-
njanja na oglašavanje u postizanju veće 
vidljivosti i dosega. Rezultati pokazuju 
da su alternativni izvori koji šire dezin-
formacije bolje optimizirani za distribu-
ciju kroz tražilice i društvene medije od 
profesionalnih medijskih izvora te da se 
pritom u značajnoj mjeri oslanjaju na 
vodeće oglašivačke platforme u moneti-
zaciji svojih web-stranica. Više od 60 po-
sto stranica koje su širile dezinformacije 
koristilo je Googleve oglase.
To je samo jedno od više istraživanja 
koje pokazuje kako širenje dezinforma-
cija može biti i ekonomski unosno, a da 
platforme svojim mjerama ne uspijeva-
ju uvijek učinkovito prekinuti tokove 
zarade takvih stranica. Istodobno, zbog 
nedostatka transparentnosti, postoje 
sumnje da se automatiziranom i brzom 
primjenom vlastitih politika ponekad 
mogu oštetiti legitimni akteri ili ukloniti 
legitimni sadržaji, što je rizično za slo-
bodu izražavanja i medijski pluralizam.
Zaključak
Prikazujući politike koje su vodeće plat-
forme – Facebook, Instagram, Google 
Search, YouTube i Twitter – primijenile 
u borbi protiv dezinformacija i infode-
mije povezane s pandemijom bolesti 
COVID-19, rad razmatra posljedica 
koje te politike, izravno ili neizravno, 
kratkoročno ili dugoročno, mogu ima-
ti za medijski pluralizam i informirano 
građanstvo. To čini iz perspektive utje-






























Inicijativa 1. Blokiranje i uklanjanje oglasa 
koji krše pravila platforme i 
suspenzija (ili trajno uklanjanje) 
računa s kojih su ti oglasi 
zakupljeni, kao i blokada oglasa na 
(trećim) web-stranicama koje su 
u Googleovoj mreži oglašavanja. 
AdSense, platforma za oglašavanje 
koja omogućuje operaterima web- 
stranica da unovče svoje stranice 
prikazivanjem kontekstualno 
relevantnih Googleovih oglasa, 
generirajući prihod na temelju 
klikova ili pojavljivanja, zabranjuje 
monetizaciju sadržaja koji 
"promoviraju ili zagovaraju štetne 
medicinske tvrdnje ili prakse" 
(Pravila o opasnom ili pogrdnom 
sadržaju). 
GoogleAds ima posebna Pravila 
za osjetljive događaje (kao što 
je kriza COVID-19) – zabrana 
oglašavanja koje potencijalno 
profitira na pandemiji
Kontroverzni sadržaji i 
zabrana eksploatacijskih 
taktika u oglašavanju: 
privremena zabrana oglasa koji 
prodaju medicinske maske, 
dezinficijense i pribor za 
testiranja na COVID-19.









u oglasima i onaj 







cjepiva i terapija, 
osim kada je riječ 
o informaciji koju 
promoviraju mediji. 
Dopuštene su objave 




Sve zemlje Europske unije Nije jasno naznačeno Nije jasno 
naznačeno
Inicijativa 2. Sufinanciranje ili besplatno 
plasiranje oglasa i obavijesti o 
COVID-19 od strane vladinih 
i međuvladinih i nevladanih 
organizacija, zdravstvenih 
institucija i drugi računi koji 
imaju povijest poštovanja politika 
platforme i žele s javnošću 
podijeliti relevantne poruke
Lažne i obmanjujuće 
tvrdnje: posebnim pravilom 
zabranjuju se oglasi koji 
sadržavaju obmanjujuće, lažne 
ili neutemeljene zdravstvene 
tvrdnje (primjerice, promocija 
korištenja nemedicinskih 
supstancija i tretmana u 
liječenju ili prevenciji bolesti 
COVID-19). Posebnim 
pravilom zabranjuju se oglasi 
čiji su sadržaj fact-checkeri 

















Inicijativa 3. Oglasi o zdravstvenim proble-
mima: od 2019. svi oglašivači 
u EU koji žele zakupiti oglase 
o društvenim pitanjima (uk-
ljučujući zdravstvo), izborima 
i politici moraju proći proces 
autorizacije kojim se potvrđuje 
njihov identitet i kreira oznaka 
s informacijom tko je platio 
oglas. Oglašivači moraju imati 
lokalne predstavnike u zemlja-
ma u kojima žele plasirati oglas
Područje 
primjene

































































globalna poduzeća imaju na oblikovanje 
informacijskog okruženja i informiranje 
građana, na čemu se zasniva njihova sve 
izraženija uloga u demokratskim druš-
tvima. Pritom ne podliježu regulaciji 
koja štiti medijski pluralizam i slobodu 
izražavanja, poput tradicionalnih medi-
ja, nego se vode vlastitima jednostranim 
i promjenjivim standardima i uvjetima 
korištenja.
Analiza je strukturirana prema glav-
nim dimenzijama Kodeksa Europske 
unije o suzbijanju dezinformacija, na 
koje su se platforme obvezale 2018. i 
prema kojima su kreirale i svoje od-
govore na infodemiju. Četiri ključne 
kategorije intervencija uključuju: (1) 
prominentnost autoritativnih izvora, 
(2) degradiranje ili uklanjanje štetnih i 
opasnih sadržaja, (3) sprječavanje ko-
ordiniranoga neautentičnog ponašanja 
i (4) politike oglašavanja. Analiza poka-
zuje kako su sve platforme primijenile 
politike povećavanja vidljivosti izvora 
koje su ocijenile autoritativnima i vje-
rodostojnima, uključujući algoritamske 
preporuke i rangiranja sadržaja kroz re-
zultate pretraživanja. Uz to, proširile su 
definiciju štete, pogotovo u odnosu pre-
ma javnom zdravlju, kako bi dodatnim 
mjerama degradirale ili uklonile lažne, 
oportune i obanjujućih objave. Osim 
procjene i djelovanja prema sadržaju, 
platforme su komunicirale i politike 
jasnijeg označavanja botova kako bi se 
osiguralo razlikovanje automatiziranog 
djelovanja od ljudske interakcije te kako 
bi se brže otkrilo i spriječilo koordinira-
no neautentično ponašanje. Budući da u 
podlozi takvoga ponašanja i zlouporaba 
funkcionalnosti platformi mogu biti i 
primarno ekonomski interesi, platfor-
me su primijenile dodatne mjere kako 
bi ograničile protok oglašavanja na 
web-stranicama trećih strana koje šire 
dezinformacije, ali i transparentnije 
označavanje različitih vrsta oglasa kao i 
njihovih sponzora.
Iako su platforme nedvojbeno po-
duzele niz potencijalno korisnih mjera 
kako bi odgovorile na izazove širenja 
lažnih, obmanjujućih i štetnih informa-
cija u pandemiji, gotovo svaka od tih 
mjera sadržava i potencijalan rizik za 
slobodu izražavanja i medijski plura-
lizam. Ti rizici ne proizlaze toliko iz 
samih inicijativa koliko iz nedostatka 
regulatornog konteksta i neravnoteže 
između odgovornosti i moći koju plat-
forme posjeduju. Naime, trenutačno ne 
postoji regulatorni okvir koji bi osigurao 
transparentnost i odgovornost djelova-
nja tih, ponajprije privatnih, poduzeća 
i korporacija, kako na nacionalnoj tako 
i na nadnacionalnoj razini. To im omo-
gućava da politike donose, mijenjaju i 
provode jednostrano, bez javnog nadzo-
ra neovisnih regulatornih tijela koja bi 
štitila javni interes i pluralizam. Potreba 
za brzom i učinkovitom reakcijom na 
dezinformacije u pandemiji dovela je do 
toga da su utjecajne međunarodne orga-
nizacije, poput Svjetske zdravstvene or-
ganizacije, Europske komisije i drugih, 
opet platformama dale veliku moć, a da 
nisu osigurale mehanizme za ostvariva-
nje i veće odgovornosti. To je rezultiralo 
time da platforme primjenjuju politike 
kojima rangiraju izvore na temelju vje-
rodostojnosti, a da pritom nije jasno 
koje kriterije i definicije u tom procesu 
primjenjuju. I to je rizično za medijski 
pluralizam i slobodu izražavanja, pogo-
tovo zato što trenutačno ne postoji neo-
visno tijelo koje bi imalo zakonom odre-
đene ovlasti da osigura transparentnost 
politika moderacije sadržaja, kao i ana-
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Power without responsibility: the content moderation 
policies of the online platforms in the response to infodemic 
Abstract the paper provides an overview of the policies enrolled by the leading 
online platforms in the response to misinformation and infodemic around the cov-
Id-19 pandemic. It further discusses the consequences these policies may have on 
media pluralism and informed citizenship both directly or indirectly, as well as in 
the short or long term. the method is an analysis of documents published by se-
lected platforms to communicate changes in their content moderation policies in 
the period between the start of the novel coronavirus crisis in february and 31 july 
2020, and it includes also the reports submitted to the european commission in au-
gust 2020 to report on measures platforms have implemented to limit the spread 
of covId-19-related misinformation. the analysis suggests that the platforms have 
undoubtedly taken a number of potentially useful measures to address the chal-
lenges of false, misleading and harmful information in a pandemic, but almost 
every one of these measures carries also a potential risk to freedom of expression 
and pluralism. these risks do not arise primarily from the initiatives themselves but 
rather from a lack of regulatory context and strong imbalance between accounta-
bility and the power that the platforms hold.
Key words disinformation, infodemic, covId-19, online platforms, content moder-
ation policies, media pluralism

