Control Strategies for hierachical tree-like probabilistic inference networks are fo rmulated and investigated. Strategies that utilize staged look-ahead and temporary focus on subgoals are formalized and refined using the Depth Vector concept that serves as a tool for defining the 'virtual tree' regarded by the control strategy. The concept is illustrated by four types of control strategies for three-level trees that are characterized according to their Depth Vector, and according to the way they consider intermediate nodes and the role that they let these nodes play.
Node values represent our belief in the validity of the corresponding event.
To simplify the discussion we will assume that all nodes represent binary events (true = 1, false = 0); and hence one value will be sufficient to describe our degree of belief in the event represented by node E.
• In 1 probabilistic terms, P(E.) will denote the probability that the event is 1 true. A link between nodes E. and E. represents evidential relevancy between 1 J the two corresponding events. Each link is assigned value(s) that represent the degree of significance for inferring E i from E j . Once an observable indicator is reported we propagate the evidence that it carries along the network links to determine its impact on our belief in the validity of the hypotheses. Methods for evidence propagation in tree-like probabilistic inference networks, first appeared in the context of traditional decision analysis; e.g. [2] and more recently in the context of AI systems; e. g. [3] [ 4 J • Root nodes represent the target hypotheses whose resolution is the ultimate objective of the system. Intermediate nodes may also be on the list of target hypotheses; .and, in any case, we use them to form defensible argumentation of the resolution of higher level hypotheses.
3.
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Several comments, however, are in order:
An intermediate or top level hypothesis may sometimes be directly observable, but at a higher cost than inferring it from the observable lower level indicators.
We ma y sometimes wish to bypass low level nodes and report a value directly into an intermediate or top level node. This value is not an observation but rather a deducion which the problem solver (PS) prefers not to delineate by lower level nodes.
An observalbe indicator may sometimes be observed with noise, in which case its value is no longer 0 or 1, but rather in between, much the same as an intermediate node.
Although a hierarchical structure indicates that evidence is propagated bottom up; top-down and sideways propagation may sometimes be found very useful.
Using this framework, we may represent evidential reasoning tasks by a state space representation as follows. The state of the system at any given In this paper we are mainly interested in control strategies for tree-like structures and more specifically in the information acquisition aspects of these strategies. Uncertainty is expressed in terms of probabilities.
Control Strategies
A control strategy is responsible for the following functions:
1) Termination Criterion: to decide at each stage, whether or not to continue gathering information in order to update the probability( ies) of the target hode ( s ) .
2) Decision Function: if a termination decision has been made, a decision about the value of the target node(s) must be made or recommended -i.e. to map the posterior probabilities of these nodes into a final set of decisions such as {+, -, ?}.
3) Information Acquisition Policy: if the termination criterion has not yet been met, the strategy should supply rules for comparing the observable nodes in order to determine the one to be queried next.
Control strategies for traditional Bayesian models were extensiely investigated in statistical pattern recognition theory e. g. [5] [6] . Control strategies for hierarchical problems were developed for MEDAS and PROSPECTOR.
In this paper we propose a general framework for investigating such strategies for the case of a tree-£1Ke hierarchical inference network.
In order to bypass the discussions abut utility functions, and to minimize the number of parameters to be compared, let us initially assume that at the final stage, the only meaningful decision is about the root node 
2.
The transformation into a 2-level tree places quite a burden on the computational resources because it has to be recalculated after every step.
The severity of this problem increases as the tree gets to be wider and deeper. We can overcome these problems by utilizing the net structure in two ways that complement each other:
1. By a staged look-ahead policy that compresses several layers into one layer. This is done by creating virtual links between a node at level k and its ancestor nodes at level k + k'.
2. By limiting the scope for any give stage. That is; by focusing on a small subtree and setting its root as a temporary subgoal for the next im mediate stages.
Staged look-ahead is achieved by replacing a jump that goes all the way up by smaller jumps that skip only a few levels at a time. In a 3-level tree there exists only one level that we may possibly ignore, therefore there are two ways to refer to the tree (2 or 3 levels). A 4-level linkage can be transformed into two different 3-level links and into one 2-level link, as in An additional degree of consideration is achieved by distributing the termination criterion. In order to do so, after each iteration we must update, not only the probability of N1, but also that of the intermediate node.
If the termination criterion of, say ;N 11, has been met, we abandon N 11
and turn to N 1 2 • If in the meanwhile the cr:f.terion for N1 has been met, the whole process is terminated.
Such a strategy needs to supply parameters to each node in order to define its own termination criterion. 
