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Abstract
Ultracold fermionic atoms in a disordered optical lattice can realize the disordered Fermi-Hubbard model, al-
lowing investigations of the nature of strongly-correlated fermions in a minimal setting. This thesis describes
two such studies. In the first, we observe the momentum relaxation of strongly-correlated fermions in the
absence of disorder. We find a violation of the weak-scattering prediction for the scaling with temperature,
which is analogous to the linear-in-temperature scaling of resistivity in substances called “bad metals.” In
the second, we probe a disordered and strongly-correlated system using quenches of the interaction strength
that take it far from equilibrium. We find that the relaxation of double occupancies following the quenches
has distinct dynamical regimes controlled by the interplay of interactions and disorder. We present a min-
imal picture of the relaxation process that illustrates the origin of these regimes, which are related to the
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In a way, my path to this thesis began in my second year of undergraduate studies when I read, on the
suggestion of professor Xiaosheng Huang, the article More is Different by P. W. Anderson [1]. This article
makes a powerful case that emergent phenomena, appearing only in systems of a certain scale or complexity,
are just as scientifically, intellectually, and philosophically significant as the fundamental phenomena from
which they are generated.
As I would soon discover, quantum many-body physics is a particularly rich field in examples of emer-
gence. Ideas originally formulated to describe collections of quantum particles, such as the organization of
these collections by their symmetries, systematic coarse-graining with a renormalization group flow, and the
classification of phases and phase transitions, have burst from their original contexts to become not just
techniques but more like guiding philosophies for the study of complex phenomena.
Why has quantum many-body physics specifically been so successful at generating these ideas? One
reason, I think, is that the general problem is hard—it is about as difficult as anything can be without
being actually impossible. Complete theories of some systems do exist, in a sense that is not possible in,
say, a complex biological or social setting. Furthermore, the laws describing the individual units and their
compositions are often very well known. As we will see, this is particularly true for the systems studied
in this thesis. However, the general case is far too complex to simulate without approximations, and the
appropriate emergent laws can be completely different depending on the microscopic details. As a result,
there are many topics that remain shrouded in mystery and controversy. A theory of the normal state of
high-temperature superconductors, to be discussed later in this thesis, is a prominent example that has
challenged many deep thinkers (including Prof. Anderson himself) for a generation.
1
1.1 Ultracold Atomic Gases: A Great Way to Study Many-Body
Physics
The subject of this thesis is the study of a dilute collection of potassium atoms, held and shaped by the
force of light at the center of an ultrahigh vacuum chamber, less than a millionth of a degree above absolute
zero. What makes this system, which might sound very obscure, worth studying? Any two people in this
field might give two different answers to this question, but this is my thesis so here is mine. But first, here
are two reasons for studying this system that, while perfectly respectable, are not why I do it:
Reason #1:
There is a long and storied tradition in physics of progression from examination of systems
closer at hand to those in more and more extreme conditions. Some examples include the high
energies probed in particle accelerators, the extreme spacetime curvature of black holes, and very
rare processes such as the posited neutrinoless double beta decay. This is partly because we have
gotten very good at explaining everyday phenomena and need to look farther and farther afield to
find new puzzles, and partly because extreme conditions usually provide the most stringent tests of
theory. Ultracold atoms, which are the coldest substances that we know of in the entire universe,
represent another such frontier.
This is perfectly true, yet not primarily what interests me.
Reason #2:
Through either a remarkable accident or powerful display of the universality of physical law,
certain ultracold atomic systems have behavior analogous to materials, and as a result study of
them might help us design materials with desired properties. This idea is often called “quantum
simulation” [2], and it traces its origins back to Richard Feynman and the birth of quantum
computing [3]. What more could you want?
This is getting closer, and I will use the language of quantum simulation at times in this document, but it
doesn’t quite do the job for me. Here is the real answer:
Ultracold atoms represent a new, simple, and controllable many-body quantum system. In the
past, studies of other such quantum many-body systems have led to new insights and general
concepts that are not only useful for that particular system, but find a life far beyond it [Fig.
1.1]. Fermi liquid theory, originally formulated for superfluid Helium-3, was quickly found to
be relevant to the study of metals, and now forms the foundation of our understanding of them.
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Figure 1.1: Flow of ideas between topics within quantum many-body physics. All images are copyright to
their respective owners. Only a few example subfields and concepts are shown. Ultracold atoms, the newest
of these subfields, have adapted many ideas from the others and are also beginning to contribute to the
development of broadly applicable concepts, some of which (beyond those to be discussed in this thesis) are
shown in red. However, it will take the perspective of future generations to know which of these concepts
prove most important.
Similarly, the Anderson-Higgs mechanism was originally used to describe the conditions inside a
superconductor, and later was realized to be a crucial part of our understanding of the vacuum
of space itself. Ultracold atoms hold great potential, only beginning to be realized, to be a new
model many-body system whose study shines light not only on what can be done with them, or
what happens in materials, but on the organizing principles of nature itself.
1.2 The Disordered Fermi-Hubbard Model
A general recipe for an interesting quantum many-body problem is to have a system in which two or more
energy scales are comparable, so that neither of the effects associated with these energies can be neglected.
Many such energy scales may exist in one context or another, but three are very common:
• The average kinetic energy of particles. We will mostly consider particles with a band structure, in
which case there is also a maximum kinetic energy of the bandwidth, W . For fermionic particles, the
subject of this thesis, unless the system is nearly empty these energy scales will be comparable to each
other, so we can consider them together.
3
• The characteristic energy of the interparticle interactions, U .
• The characteristic energy of random disorder in the system, ∆. This could be, for example, the
standard deviation of the energy shifts from one location to another.
To these scales we can also add the thermodynamic energy scales, kBT and µ.
To study the general effects that might result when these scales are comparable, it is helpful to choose
a minimal model that incorporates these effects without any complications. Specializing to fermions with
















The first term describes hopping between adjacent sites i and j, with the angled brackets 〈i, j〉 representing
a sum over nearest-neighbor locations. t determines the bandwidth (for a 3D cubic lattice W = 12t), and
therefore the typical kinetic energies as well. The second term is a contact interaction U between two particles
on the same site. We will mostly consider the case in which it is positive, signifying repulsive interactions.
The final term, εi, is a random disorder that varies from site to site, which might be drawn from a probability
distribution characterized by some parameter ∆. Although this model neglects many effects that might occur
in condensed matter systems, it is believed to capture the essential physics of strongly-correlated materials
such as the cuprate high-temperature superconductors [4]. By strongly-correlated materials I will mean
materials in which the interactions are sufficiently strong that a perturbative treatment (such as Fermi
liquid theory, to be described in Chapter 3) fails.
Two limiting cases of this Hamiltonian have been extensively studied. The first is the case in which
εi = 0, so there is no disorder, U,W  kBT  t2/U ,a and µ = W/2, which results in a half-filled band (one
particle per site) as is typical for metals. Then the interesting thing to study is how the behavior changes
as the ratio U/t is varied. This was the situation originally considered by Hubbard [5], and he argued
(reinforced by subsequent work [6]) that there is a change—a quantum phase transition—at a critical value
of U/t between conducting (or metallic) and insulating behaviors. If the model is applied to electrons, this
results in a change in the electronic material from a conductor of current to an insulator, but the transition
can be formulated in a more general way by the localization or delocalization of the single-particle states. For
U/t 1 the single-particle states are roughly states of definite quasimomentum that are delocalized across
the system, resulting in a conductive or metallic response, while for U/t  1 the single-particle states are
aFor U  t and temperatures below ∼ t2/U, the DFHM can have a magnetic phase transition to an antiferromagnetic phase,
and may even have a superconducting phase transition away from half-filling. There are many interesting questions about this
regime; unfortunately it is below the accessible temperatures for experiments described in this thesis, so I will largely ignore
the possibility of magnetic ordering.
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confined to specific sites, localized by the strong interactions, resulting in a state known as a Mott insulator
[6, 7]. Already in this case many interesting questions arise, about problems such as the order of the phase
transition and behavior of the metallic state near the transition [8].
The second limiting case is U = 0 and T = 0. In this case, the interesting competition is between the
disorder scale ∆ and the kinetic energy (KE). This model, too, turns out to have a localization transition,
now at a critical ∆/KE. This is known as an Anderson localization transition, with the disordered state
an Anderson insulator [9–13]. The localization has a very different mechanism from a Mott transition. It
is the result of random wave scattering resulting in destructive interference of paths propagating outward,
and as a result it can also occur in classical wave systems of sound or light [14, 15]. One interesting aspect
of Anderson localization is that it is strongly dependent on the dimensionality of the system. Any disorder
results in localization at all energies for d ≤ 2, but for three and higher dimensions mobility edges that
separate localized and delocalized states appear at critical kinetic energies.
For any more complicated situation than these two limits, it quickly becomes difficult to answer even
the most basic questions about the possibilities of the DFHM. Calculations for half-filling (µ = W/2) and
variable U , ∆, and W have been performed using statistical dynamical mean field theory by the group of W.
Hofstettler [16, 17] (see also Refs. [18–21]). An example of the resulting phase diagram (for speckle disorder,
the case that will be most relevant to our experiments) is shown in Fig. 1.2. It consists of three regions,
which are extensions of the Mott Insulator, Anderson Insulator, and metallic phases. Each of these phases
is robust against small perturbations (and finite temperatures), but the interplay of the three energy scales
results in interesting paths of the phase boundaries. However, while it provides a valuable guide, this phase
diagram is calculated with significant uncontrolled approximations and largely untested experimentally.
This is where we come in. As I will explain, with our ultracold Fermi gas we are able to make a nearly
ideal realization of the DFHM and study its properties. In this thesis I will explain how we do this, and
describe two such studies in detail.
5










U / 1 2 t
A n d e r s o n - M o t t  i n s u l a t o r
C o r r e l a t e d  m e t a l
M o t t  i n s u l a t o r
Figure 1.2: Ground-state phase diagram of the disordered Fermi-Hubbard model with speckle disorder at
half-filling, as calculated by Hofstetter et al using statistical dynamical mean field theory and adapted from
Ref. [17]. Energies are shown scaled by the bandwidth in 3D of W = 12t.
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1.3 Outline of Manuscript
• Chapter 2: The apparatus. I explain how we realize, manipulate, and measure our disordered
fermionic system, and give a small window into some of the practical challenges involved in these
experiments. In addition to setting the stage for the results in Ch. 3 and 4, I describe some upgrades
we are currently making to improve our capabilities going forward.
• Chapter 3: Bad-metal relaxation dynamics. We examine momentum relaxation dynamics properties
in the correlated metal phase of the DFHM, and compare our findings to a number of theories for one
of the thorniest problems in condensed matter physics.
• Chapter 4: Signatures of Mott and Anderson transitions far from equilibrium. We use the relaxation
of a non-equilibrium density distribution to study the interplay of interactions and disorder over a wide
range of parameters that correspond to all three phases in Fig. 1.2.
• Chapter 5: Conclusion.
The appendices include two studies that I contributed to earlier in my graduate work, as well as some




When I began to work with the potassium apparatus, it was already a complete device capable of performing
interesting investigations into strongly correlated and disordered fermions in an optical lattice. Many aspects
of the apparatus have barely changed since then, such as the initial trapping and cooling of atoms in a dark
spot magneto-optical trap, transfer to the science cell by the cart-mounted quadrupole coils, and the way
in which we generate our lattice and disorder light. Therefore, for many elements I will only provide the
minimum details needed to set the stage for our experiments, and refer the reader to previous theses for
more information [22–25]. I will discuss in greater depth the experimental capabilities that I helped to add:
first, modifications needed to access the useful Feshbach resonance near 202 G to tune our interparticle
interactions, and second, an all-optical evaporation scheme that we are implementing to improve our cooling
procedure.
2.1 Overview: What’s Not New
2.1.1 Evaporation Sequence
The starting place for all of our experiments is a dilute gas of 40K atoms, near or below the Fermi temperature
(TF ) that signifies the onset of quantum degeneracy, held in a far off-resonant optical dipole trap. To prepare
this system from a room-temperature potassium vapor takes us a little over a minute and two Nobel prize-
winning experimental techniquesa.
Our source of atoms is an isotopically enriched potassium dispenser, held inside a glass chamber (our
collection cell), which under an applied current leads to a low vapor pressure within the cell [Fig. 2.1].
Each experiment begins with atoms from this vapor being cooled, trapped, and gathered in a dark spot
magneto-optical trap (MOT) [23, 24]. Once this MOT reaches its equilibrium number of atoms, it is loaded
into a magnetic trap formed by quadrupole coils mounted on a translatable cart. The coils then move about
aThat would be the 1997 prize, awarded for development of the MOT, and the 2001 prize, awarded for the magnetic trapping
and cooling techniques used to achieve quantum degeneracy.
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Figure 2.1: Pictures of our experimental apparatus. North is to the left. Top: Experimental apparatus
circa 2009, at beginning of construction, showing exposed vacuum chamber with collection and science cells
indicated. The cart-mounted quadrupole coils are also visible above and below the collection cell. Bottom,
experimental apparatus at present day, in which the cells are obscured by a thicket of optical, magnetic, and
rf elements.
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Figure 2.2: Our evaporation trajectory on an exemplary day (June 29, 2016). Left: log-log plog of the
evaporation trajectory in terms of temperature drop versus number lost. The QUIZ evaporation manages
moderate but consistent efficiency, while in the dipole trap evaporation stage the evaporation is initially
more efficient due to the tighter confinement but gets worse as the confinement is reduced to remove atoms
and as Fermi degeneracy sets in. The temperature at the end of evaporation is roughly 0.1 TF . Right:
Semilog plot of the progression towards degeneracy as a function of elapsed time. Note the very long time
that this procedure takes, compared to the ∼10 s evaporation times routinely achieved by other groups.
Most of this time is spent in the QUIZ evaporation.
one meter, bringing the atoms to a very isolated portion of the vacuum chamber (the science cell), in which
the subsequent cooling and experimentation occurs.
There are two cooling stages in the science cell, both of which involve holding the atoms in yet another
two traps [Fig. 2.2]. First, they are transferred to a modified Quadrupole-Ioffe trap, which we call a
Quadrupole-Ioffe-Zirbel or QUIZ trap, in which forced radiofrequency (rf) evaporation takes place. Then,
the remaining atoms are transferred to the dipole trap, in which more forced evaporation is performed by
reducing the trapping potential and letting the hottest atoms escape. When we’ve cooled enough, we have
exactly what we need—a quantum degenerate gas to which we can easily add additional potentials such as
a lattice or disorder.
2.1.2 Disordered Optical Lattice: A Real-Life DFHM System






























Here ψ̂ is a fermionic destruction operator, σ indexes the two spin species of interest (our hyperfine ground
state has ten spin states, but we typically only populate two), V0 is the peak AC Stark shift from the crossed
dipole beams, a is the scattering length, and we have assumed the Lee-Huang-Yang pseudopotential as the
interatomic interaction form [26]. There is also, not shown, a bias magnetic field which creates an energy
offset between the spin species. In all the work described in this thesis the offset is large enough (> 3 G)
that we can neglect its effects on the dynamics and just consider each spin population as conserved in the
absence of an external coupling. The Gaussian waists wx, wy, and wz are determined by the dipole beam
waist w = 100 µm and the crossing geometry. Their ratio 1/w2x : (1/w
2
y = 1/w
2) : 1/w2z is measured, from
measurements of oscillation frequency of the atoms following a kick, as 0.385 : 1 : 0.894. Here I use the
convention that +x is east, +y is up, and +z is south (away from the main imaging camera).
At the end of evaporation we typically have a dipole laser power of around 1 W per beam. The resulting
trapping potential is determined using the peak intensity of a Gaussian beam I = 2P/πw2, with P the total
power, and the AC Stark shift (including counter-rotating terms) [27]:
























Here P is ±1 for σ±-polarized light and 0 for π-polarized light, I is the intensity, and Γ(D1/D2) and ω(D1/D2)
are the linewidths and resonant frequencies of the D1 and D2 transitions. Values for these parameters are
conveniently compiled in Ref. [28] and reprinted here for convenience: ΓD1 = 2π ·5.956 MHz, ΓD2 = 2π ·6.035
MHz, ωD1 = 2π ·389.2862 THz, ωD2 = 2π ·391.0163 THz, and gF = 2/9. This leads to a potential minimum
of V0/h = −350 kHz, which is is much larger than the thermal kinetic energy of the atoms on the order of
kB · 300 nK = h · 6.25 kHz.
Our optical lattice consists of three retro-reflected pairs of orthogonal beams, all at λ = 782.2 nm (with
small offsets on the order of 80 MHz to wash out any interference between the different directions), and in













where s is the lattice depth, usually specified in units of the recoil energy, ER =
h2
8md2 , kL = 2π/λ, and d the
lattice spacing is λ/2. The relation between the lattice coordinates and the lab coordinates, as measured

















Our lattice is generated from a Ti:sapphire laser, and using all the available power we reach a lattice depth
of about s = 30 ER in all three directions, or a total depth (= 3s) of h · 731 kHz. This is enough that
the tunneling time between sites becomes about 40 ms, and the atoms are effectively frozen on timescales
shorter than this.
We can add disorder to this by superimposing a speckle field generated by light passed through a holo-
graphic diffuser attached to a high-NA lens [23, 29]. The light for this speckle field comes from a 532 nm
diode-pumped solid state laser (Coherent Verdi V18), which is also used to pump the lattice Ti:sapphire.
This generates a pattern with an autocorrelation length of approximately one lattice site in the transverse
directions, and about five lattice sites in the direction of propagation (along −z). The precise intensity dis-
tribution of the resulting field has been characterized ex-situ and is understood well [23]. The maximum AC
Stark shift from this beam, at 1 W power, is estimated at h ·24.9 kHz (see next section). The disorder beam
creates the weakest potential in absolute terms of the DFHM elements, but it only needs to be comparable
to the kinetic energy to see localization effects.





























where Vd is the disordered potential.
For a sufficiently deep lattice, the full Hamiltonian 2.5 can be simplified considerably in the limits of low
energy and for atoms near the origin. Following Jaksch et. al in the clean case [30], and the generalization to
disorder of Zhou and Ceperley [31], we construct a tight-binding representation for the ground band using a
generalized Wannier basis. We also assume that the pair wavefunctions are not singular at zero separation,


























i )niσ + εi
)
, (2.6)
is simply the disordered Fermi-Hubbard Hamiltonian (Eq. 1.1) with a confinement term. Note that we
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have added an constant energy shift relative to Eq. 2.5 to set the center of the trap at zero energy. Here
ĉi is the destruction operator for a fermion in the maximally localized Wannier orbital centered on site i,
niσ = ĉ
†
iσ ĉiσ, and 〈i, j〉 represents a sum over nearest-neighbor lattice sites. The trap frequencies ωx/y/z
combine the anisotropic trapping from the dipole trap, the isotopic trapping from the lattice beams (coming
from two beams per direction), and a second-order correction due to the Gaussian lattice beam profile [32].














and likewise for ωy and ωz (make sure to note the difference between the trapping frequencies ωx/y/z and
the Gaussian beam waists wx/y/z). There is also a contribution to the overall confinement from the disorder
beam, but it is smaller (no more than a 2% shift for the studies in this thesis) and usually neglected.
The Hubbard parameters tij , Ui, and εi are all disordered parameters which differ from site to site. Their
precise distributions and correlations can be determined numerically [31], and are shown in Fig. 2.3. In the














where W is the Wannier orbital corresponding to ĉ, ĉiσ =
∫
d~xψ̂σ(~x)W(~x− ~xi). Note that the formula for t
is often written without the overall sign, which seems to be a widespread error. Finally, the on-site disorder
εi follows a simple exponential distribution for speckle: P (ε) =
1
∆e
−ε/∆, where ∆ is the average potential of
the disorder beam at the atoms.
Putting this all together, we have a system whose effective Hamiltonian is a minimal model for competing
interactions, kinetic energy, and disorder in fermions. Furthermore, we have a great deal of control over each
individual term: adjusting the lattice depth s allows us to change U and t through their dependence on the
Wannier orbitals, while the disorder is directly controlled by ∆. As we will discuss shortly, we can also vary
a (and thus U) through use of a Feshbach resonance. Combining these effects lets us study many regimes of
behavior, which can be probed either through direct variation of the Hamiltonian parameters (such as rapid
changes to perform a quench), or using other dedicated probes.
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Figure 2.3: Probability distribution of DFHM parameters in speckle disorder, from Ref. [33]. The distribu-
tions shown are for s = 14 ER (U = 0.360 ER, t = 0.0095 ER without disorder) and ∆ = 1 ER. The curve
for t shown in blue corresponds to a 60◦ angle between the lattice and speckle beams, while the curve in
green corresponds to a 45◦ angle, which span the range of angles in the experimental setup. The clean value
for ε is set at -10.85 ER.
2.1.3 Experimental Determination of DFHM Parameters
To study the different regimes of this DFHM realization, it is important that we know our Hubbard param-
eters precisely. Fortunately, they can all be determined with straightforward independent calibrations.
Far from the Feshbach resonance, and in the absence of disorder, t and U are uniquely determined by
the lattice depth s. By numerically diagonalizing the lattice potential (Eq. 2.3, usually in the wL → ∞
limit) plus kinetic energy, we can solve for the full band structure. This allows us to find t, most easily
from its relation to the ground band width, and to determine the Wannier functions which along with a can
be used to calculate U using Eq. 2.9. Therefore, we measure the lattice depth by mapping out the band
structure, then use calculation to determine the Hubbard parameters at a given lattice depth. We map the
band structure by measuring the band gap at zero quasimomentum to the second excited band, determined
by driving interband transitions using lattice amplitude modulation with one lattice beam at a time [Fig.
2.4]. It is easy to get an accuracy of around 1% in the lattice depth with this technique. In practice, we
also find that the long-term drift of s over a typical period of data acquisition is at the few percent level. In
the measurements described in Ch. 4, this leads to a statistical uncertainty in the lattice depth of 3%, and
corresponding uncertainty in t of around 4% and U of 1%.
Near the Feshbach resonance, we also must know the magnetic field accurately to determine the value
of U . We calibrate the magnetic field using rf spectroscopy, as shown in Fig. 2.6. The main limit to the
accuracy of this calibration is slow drifts in the environmental magnetic field, at around the 10 mG level.
These lead to an additional uncertainty in U that is usually negligible unless we are within 1 G of the
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Figure 2.4: Top: Lattice calibration using amplitude modulation. Each image is the average of several
experimental runs, corresponding to slightly different modulation frequencies. When a 1D lattice is applied
to the gas and modulated at fMod (typically for 5% of the amplitude and 200 ms), it can resonantly drive
band excitations which appear as density lobes along the modulated direction spaced by 2qB . These are
conveniently measured by the change in the size of the gas using a Gaussian fit, with the onset of transfer
at zero quasimomentum appearing as the sharp rise at the high end of the transfer feature. In this case, the
onset frequency is determined as 157.25± 0.5 kHz, corresponding to 32.1± 0.15 ER. This is a spin-polarized
gas of approximately 200k atoms and 0.5 TF . Bottom: Hubbard t and U for a three-dimensional lattice, and
the 0-2 band transition at zero quasimomentum for a 1D lattice, as a function of lattice depth s. Typically
we will use a 1D lattice in the range of 15-35 ER to calibrate the lattice depth, and a 3D lattice in the 4-15




resonance. There are also systematic contributions to our uncertainty in U from uncertainties in the known
values of the scattering length a and the parameters characterizing the Feshbach resonance, but these are
small—no more than 0.3% for the data presented here.
Finally, the disorder beam is difficult to calibrate absolutely because it does not cause any simple physical
effect similar to a band gap. In principle it could be calibrated by measurements of localization, but
the precise onset of localization in a realistic anisotopic speckle field is nontrivial both theoretically and
experimentally, especially since we are not working with a BEC but a Fermi gas that always has a large
number of energy states populated. We determine our speckle strength instead by measurements of the
beam power and waist. We measure the beam power before the cell and assume that 8% is lost on each of
the two (uncoated) surfaces of the cell. The beam waist is difficult to measure accurately, and we have seen
a wide variety of incompatible results using different measurement methods [Fig. 2.5]. The measurements
that we trust the most are measurements of the motion of the gas after a kick from the speckle, in which
we use a two-component fit for the mobile and localized components of the atoms, and compare only the
mobile atoms with a control set of atoms expanding without disorder. Following our previous publications, I
take a waist value of 170 µm determined from these as the accepted value, resulting in an overall calibration
of ∆/h = 24.9 kHz/Wbefore cell. Because of the disagreement between beam measurements, the systematic
uncertainty of ∆ is large (typically reported as 40%), and reconciliation of these measurement techniques
is needed for us to report precise values. However, past agreement of our measurements with ab inito
calculations [24, 34, 35] gives us some confidence that our calibration is approximately correct and that
these statistical uncertainties may be on the conservative side.
2.1.4 Manipulation and Probing
We have a number of tools to manipulate our atomic system. Two of the most flexible are coils designed to
drive magnetic dipole transitions between different spin states, and a pair of beams that drive two-photon
Raman transitions.
Microwave and RF coils
Our microwave and rf coils are designed to work at around 1 GHz and 5-50 MHz, respectively. The first
frequency corresponds to the ground state hyperfine splitting (1.2 GHz at zero magnetic field), while the
second frequency corresponds to the Zeeman splitting for the two lowest spin states at fields between 17 and
200 G. Both of these coils are put to use during the course of our evaporation sequence. The microwave coil
is used to remove high-energy atoms during the forced rf evaporation in the magnetic trap, while the rf coil
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Figure 2.5: Measurements of the size of our disorder beam, which are used for calibration of ∆. The
measurement techniques are: ex-situ images of the beam profile (red square), kicks of the atoms (black
hollow circles), kicks of the atoms with separate analyses of the mobile and localized components (black
solid circles), and fluorescence images (blue triangles).
is used to bring the spin state from |9/2, 9/2〉, the state that is primarily used for magnetic trapping and
cooling, to |9/2,−9/2〉 and |9/2,−7/2〉, the states involved in the Feshbach resonance that we use. These
coils are also commonly used for magnetic field calibration, as in Fig. 2.6.
While the microwave coil has been in this experiment since the inception, I helped to set up the rf coil
as part of our upgrade to use the Feshbach resonance. It is a simple design that does not use any resonant
impedance matching. This has the virtue of allowing the coil to work over a wide frequency range, but
the downside is that the maximum achievable Rabi rate is currently only Ω = 2π×6 kHz near the Feshbach
resonance. Another unexpected challenge after this coil was installed was the appearance of severe cross-talk
between the rf coil and the current servos used to stabilize the magnetic field. Our understanding is that
some of the rf was picked up by magnetic trap coils, leaked into the servo analog electronics, and rectified,
resulting in a large DC shift in the magnetic field that depended on the strength and frequency of the rf.
Unfortunately, this pickup seemed to have a resonance near 50 MHz—exactly the frequency used for atoms
near the Feshbach field. We had to use a number of strategies to reduce this pickup, such as shielding the
magnetic trap wires and servo input and output cables with aluminum foil and metallic jackets, connecting
all the sensitive electronics on a pristine ground path with low impedance, and adding choke beads to certain
wires. The combined effect of all these improvements greatly reduced the crosstalk (see Fig. 2.7), but it still
17
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Figure 2.6: Spin transfer using the rf coil. The atoms were initialized in the |9/2,−7/2〉 state, and the
y-axis shows the fraction of atoms transferred to |9/2,−5/2〉 by an approximate π-pulse. The curve is a sinc
function with a width determined by the pulse time of 0.12 ms; the approximate agreement of this width
with the actual transfer indicates that we are near the Fourier-limited regime. We can use measurements of
this type to precisely calibrate the magnetic field; in this case it is 202.954 ± 0.002 G.
likely limits our ability to drive multiple coherent Rabi flops.
Raman Lasers
The Raman lasers are set up to give a momentum kick of about qB/2 (= ~kL/2) for atoms in our optical
lattice [23] [Fig. 2.8]. These can be operated in several regimes: we can use a fast, spectrally broad pulse to
make a momentum kick that is resonant for all the atoms equally, or a slow and narrow pulse that selects out
a class of atoms for which the energy and momentum matching conditions are satisfied. Additionally, while
we typically use these lasers for Zeeman or hyperfine-changing Raman transitions, by setting the two-beam
detuning near one of these transitions, but we can also set the two-beam transition near zero and drive
internal state-preserving Bragg transitions. Fig. 2.9 shows some of these possibilities, many of which we
have yet to take use in experiment.
2.1.5 Imaging
At the end of each experimental run, we take an absorption image. We shine a brief pulse of resonant
light through the atoms and onto a camera, and compare this to a reference pulse without atoms and a
measurement of the background light. In this way we image the shadow of the atoms, quantified by the
fraction of light scattered out of the resonant beam. This is conventionally measured in terms of an optical
density (OD), using the relationship e−OD = (atom − background)/(reference − background). Using the
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Figure 2.7: Oscilloscope traces showing cross-talk between the rf coil and magnetic field controls. Left:
before shielding improvements, showing rf pulse (magenta), magnetic field control voltage (yellow), and
magnetic field current witness (green). The yellow trace is 100 mV/div, the green trace is 200 mV/div, the
red trace is 500 mV/div, and the horizontal axis is 200 ms/div. In the central region the magnetic field
should remain steady, but it is disrupted by the rf. Right: after improvements, showing rf pulse (magenta),
and magnetic field witness (green). The green trace is 100 mV/div, the red trace is 500 mV/div, and the
horizontal axis is 100 ms/div. Both images show a ramp up to 200 A of the coil which is held for 300 ms.
Figure 2.8: Raman laser setup. Left: Geometry of the raman lasers. The two beams have an angle of
30◦, leading to a fixed momentum kick in the vertical direction, and adjustable frequencies (ω1, ω2) and
single-beam Rabi rates (Ω1,Ω2). When these match the momentum and energy of an available final state,
they drive a transition with a Raman Rabi rate of ΩR = Ω1Ω2/2∆ [36]. The final state may either be
the same internal state (a Bragg transition) or a different one. Right: level diagram of internal states
connected by the Raman lasers to the |9/2, 9/2〉 state. Level spacings are not to scale. The Raman lasers are
individually detuned from the D1 transition. They may be used to drive a transition to the |9/2, 7/2〉 state
by setting the frequency difference to δω1 (black arrows). Alternatively, with the addition of sidebands from
an electro-optic modulator, they can drive transitions to the |7/2, 7/2〉 state (brown arrows). The detunings
are ∆ =40–80 GHz, δω1 = 1 MHz, ωEOM = 632.2 MHz, and δω2 = 13.4 MHz.
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Figure 2.9: Applications of the Raman lasers. a.: A long pulse driving a hyperfine-changing Raman transi-
tion, which selects out a slice of the gas in momentum. This image is taken after a time-of-flight exansion and
application of a magnetic gradient to separate spins. Atoms in the upper (divided) cloud have spin |9/2, 9/2〉
and the bottom cloud is the slice transferred to |7/2, 7/2〉. Faint traces of population in other states, such
as |9/2, 7/2〉, are also visible. This data was taken in a harmonic trap, whose parabolic dispersion makes the
energy and momentum matching conditions fairly simple. b.: A Bragg transition in a lattice. The top panel
shows the experimentally measured cloud, after bandmapping and time-of-flight, before and after the Bragg
pulse. The black hexagons show the outline of the first Brillouin Zone, which is a cube, as viewed from
our imaging direction. The bottom panels show sample calculations of the absorption profile, showing the
initial atoms, the atoms that are shifted by the Bragg pulse (determined by identifying the atoms for which
the transition satisfies energy and momentum conservation, and shifting these atoms by the appropriate
quasimomentum), and the resulting total absorption profile. The combined effects of the lattice dispersion,
the possibility of the momentum kick to drive atoms across the edge of the Brillouin zone, and the angle
of imaging relative to the lattice axes result in an interesting “tadpole” appearance. The code used in the
calculations is reproduced in Appendix B.
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resonant atom-light cross section σλ for a particular transition this allows us to extract the density profile
integrated along the imaging beam by applying Beer’s Law: OD = σλ
∫
n(z)dz.
We can take images either at low field (about 3.2 G) or around 200 G, which as described in the next
section is near a useful Feshbach resonance. At low field, we can send imaging light along the magnetic field
axis. By adjusting a set of waveplates in the front imaging path, we can either image with σ+ light, and use
the closed cycling transition for |9/2, 9/2〉 atoms, or image with σ− light on the corresponding transition
for |9/2,−9/2〉. For these transitions, σλ = 3λ2/2π = 0.281 µm2. In either case many spin states are
simultaneously near-resonant with the imaging pulse, and as the imaging pulse is long enough to absorb and
emit several dozen photons the atoms are optically pumped toward the cycling transition. The result is that
we can image several spin states simultaneously with nearly the same scattering rate. If desired, we can also
apply a magnetic field gradient during time-of-flight expansion to spatially separate these spin components.
To detect atoms in the F = 7/2 manifold we can follow this gradient with a pulse of repump light, the same
used in the MOT, to repump these atoms into the 9/2 manifold for imaging without substantially modifying
their trajectory. This is the process used to create the image shown in the first panel of Fig. 2.9.
At high fields, our imaging changes in a number of ways. First, the transitions for each spin are frequency
resolved, so that we only see one spin at a time. The only closed transition we can access is for |9/2,−9/2〉,
but for |9/2,−7/2〉 and |9/2,−5/2〉 the branching ratios are favorable enough that we can still perform
imaging with a mild reduction in the signal to noise. Second, due to our coil geometry the field is oriented
vertically, perpendicular to the imaging direction (North-South). This means that we cannot drive σ+/−
transitions. Instead, we use linearly polarized light (along the East-West axis) to drive a σ transition. In
practice, this means that σλ is reduced by one-half, to 3λ
2/4π, which appears as a reduction in the apparent
atom number [22]. Also, the changing curvature of the magnetic field along the vertical direction leads to
a significant distortion of a cloud falling in time-of-flight, which limits the maximum useful expansion time
to around 7 ms. This could potentially be alleviated by using another magnetic coil (the “anti-gravity”
coil) to provide a gradient that balances the downward forces on the atoms, but this has not been explored
extensively. The end result is that time-of-flight expansion is much less useful near the Feshbach field than at
lower fields. All of these problems could be alleviated in a future redesign of the QUIC/Feshbach coils, which
would ideally orient the field along the imaging direction and also circumvent current technical limitations
that prevent us from quickly lowering the magnetic field during time-of-flight expansion.
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2.2 Feshbach Resonances
One of the great advantages of studying many-body physics with ultracold atoms is the ability to use collision
resonances to tune the interatomic interaction strength. The most common example is a Feshbach resonance,
a scattering resonance between a weak molecular bound state and two free atoms. 40K has a Feshbach
resonance between the |9/2,−9/2〉 and |9/2,−7/2〉 states at 202.1 G, which was originally characterized by
the Jin group and has since become a workhorse for studies of strongly-correlated Fermi gases [37]. In the
course of this thesis work I helped to make upgrades to our apparatus to access this resonance, and I applied
it to study the lifetime of doublons in a disordered lattice (Chapter 4). I will now summarize the theoretical
and experimental background needed to apply this resonance to studies of interacting fermions.
2.2.1 Model of a Feshbach Resonance
The following simple model of a Feshbach resonance is adapted from Ref. [38]. I consider two atoms in
a magnetic field, which have a continuum of scattering states and a molecular state near this continuum
(possibly above or below). Why should such a situation arise? Well, for two atoms that have different spins
when far separated, there can be various Van der Waals potentials due to the spin-spin coupling when they
are brought together. For example, there might be one potential for a singlet coupling, and another for a
triplet coupling. These potentials can have different shapes and offsets, so that a molecular bound state of
one is at a comparable energy to scattering states in the other.
We can define projection operators, P̂ and Q̂ onto the scattering and molecule subspaces. As is usual
for such operators, P̂ + Q̂ = I, the identity operator, P̂ P̂ = P̂ and likewise for Q̂, and P̂ Q̂Ô = 0 for any
operator Ô. Our goal will be to determine the effective Hamiltonian when confined only to the scattering
subspace,
ĤP̂ |ψ〉 = EP̂ |ψ〉 . (2.10)
This is a sensible thing to do if we assume that the probability amplitude in the molecular state is low
relative to the amplitude in the scattering states, but that it can still influence the evolution. This is the
same spirit as the adiabatic elimination procedure often used to find an effective Hamiltonian of a reduced
subspace, as in the two-photon Raman transition problem [36]. Whether this condition is met depends on
the particular Feshbach resonance, with those in which it is (such as the resonance of interest to this thesis)
termed broad Feshbach resonances (or entrance-channel dominated resonances [39]).
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We will take the diagonal subspaces as:




Q̂ĤQ̂ = En . (2.11)
Here we have E1(2), the energy of atom 1(2), and the molecular energy En. We need not assume any specific
form for P̂ ĤQ̂ and its transpose.
We now apply these projectors to the Schrodinger equation:
Ĥ|ψ〉 = E|ψ〉 (2.12)
P̂ Ĥ|ψ〉 = EP̂ |ψ〉,
Q̂Ĥ|ψ〉 = EQ̂|ψ〉 (2.13)
P̂ Ĥ(P̂ + Q̂)|ψ〉 = EP̂ (P̂ + Q̂)|ψ〉,
Q̂Ĥ(P̂ + Q̂)|ψ〉 = EQ̂(P̂ + Q̂)|ψ〉 (2.14)
(P̂ ĤP̂ + P̂ ĤQ̂)|ψ〉 = EP̂ |ψ〉,
(Q̂ĤP̂ + Q̂ĤQ̂)|ψ〉 = EQ̂|ψ〉 . (2.15)
We then rearrange the second expression of Eqs. 2.15: Q̂ĤP̂ |ψ〉 = (E − Q̂Ĥ)Q̂|ψ〉 = (E − Q̂ĤQ̂)Q̂|ψ〉 and
substitute Q̂|ψ〉 = Q̂(E − Q̂ĤQ̂)−1Q̂ĤP̂ |ψ〉 into the first expression for:
[
P̂ Ĥ + P̂ ĤQ̂(E − Q̂ĤQ̂)−1Q̂Ĥ
]
P̂ |ψ〉 = EP̂ |ψ〉 . (2.16)
The term in brackets in Eq. 2.16 is now our effective Hamiltonian for the scattering subspace.
We evaluate the perturbative expression for the energy of this Hamiltonian, for a scattering state with
zero relative momentum |k1k2〉 = |K〉:
E(1)(K) = 〈K|P̂ ĤP̂ |K〉+ 〈K|P̂ ĤQ̂(E(0) − Q̂ĤQ̂)−1Q̂ĤP̂ |K〉 . (2.17)




n |n〉〈n|, use the property that P̂ I =
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∑
k |k〉〈k| and Q̂I =
∑
n |n〉〈n|, and apply the expressions for the diagonal elements from Eqs. 2.11:




























Eq. 2.19 has the familiar form for a second-order perturbative expression. Finally, we assume that for one
molecular state n′ and at some magnetic field B0 the denominator of the last term in Eq. 2.19 vanishes, and
that near this divergence the contribution of the other states is much smaller. This is generically possible if
the energies of the atoms and the molecule do not scale the same with magnetic field. We can expand the
denominator around this critical magnetic field value:














= (B −B0)(−µ1 − µ2 + µn′) (2.21)










(−µ1 − µ2 + µn′)(B −B0)
, (2.22)











−µn′ + µ1 + µ2
. (2.24)
In this context a is called the background scattering length.
Eq. 2.23 is the normal functional form for a Feshbach resonance. It shows the key characteristics: by
tuning the magnetic field around B0, one can set the scattering length between atoms to be, in principle, any
value from −∞ to +∞. The Feshbach parameters can be determined by computation or experiment; we will
use the most recent and precise measurements: a=169.7±0.4 a0, B0= 202.14±0.01 G, and ∆B=6.70±0.03
G. [40, 41].
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2.2.2 Feshbach Resonance in Harmonically Trapped Gas
Once we can access a Feshbach resonance, we must make sure we understand the physics around it. Therefore,
I first did a number of simple measurements that largely recreated the pioneering experiments studying this
resonance from the Jin group [37]. This section serves as a quick tour of those results, which confirm our
ability to tune interactions and form Feshbach molecules.
The simplest signature of a Feshbach resonance, often used to discover new ones, is enhanced loss in
the vicinity of the resonance with the relevant spin mixture [Fig. 2.10]. The experiment to observe this is
straightforward: prepare a mixture of |9/2,−9/2〉 and |9/2,−7/2〉 atoms away from the resonance, ramp
the magnetic field close to resonance, and hold for some time (for our parameters, one second gives a large
signal) before returning to the initial field for imaging. For a more precise loss measurement this procedure
could be improved by preparing a spin-polarized state, then shifting to the target field and spin-mixing with
an RF sequence to guarantee that losses during the ramp or association of Feshbach molecules do not affect
the result. For a coarse first identification of the resonance, these steps are unnecessary.
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Figure 2.10: Enhanced inelastic loss near a Feshbach resonance. A mixture of atoms in spin states |9/2,−9/2〉
and |9/2,−7/2〉 is held at the indicated field for one second, which results in enhanced three-body loss near
the Feshbach resonance. The line is a fit to a Gaussian. The value of the magnetic field is calibrated in
separate measurements of rf transitions. The center of the feature as extracted from the fit is at 202.38±0.10
G. The difference between this and the accepted value of 202.14 G may be due to changes in the calibration
of our magnetic field (see also Fig. 2.11, measured around the same time), although the center of this loss
feature is also expected to be slightly shifted from the resonance [42].
The next step to identifying a Feshbach resonance is to create molecules by an adiabatic ramp of the
magnetic field [43]. In this measurement, we ramp the Feshbach mixture from above the resonance to some
final field near the resonance, with typical ramp speeds of 1-10 G/ms. Then the trap is snapped off and
the gas is allowed to freely expand. After a few ms of expansion, with the density sufficiently low that
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many-body effects are negligible, we jump the field far below resonance, so that Feshbach molecules have a
large binding energy that shifts them off-resonant for imaging light tuned to the single atoms, and take an
image to count the single atoms remaining. The signature of this measurement [Fig. 2.11] is an apparent
sharp loss of some fraction of the atoms in a narrow region around the resonance.
2 0 1 . 0 2 0 1 . 5 2 0 2 . 0 2 0 2 . 5 2 0 3 . 0
5 5 0 0 0
6 0 0 0 0
6 5 0 0 0
7 0 0 0 0
N a
tom
M a g n e t i c  F i e l d  ( G )
M o d e l L o g i s t i c
E q u a t i o n y  =  A 2  +  ( A 1 - A 2 ) / ( 1  +  ( x / x 0 ) ^ p )
R e d u c e d  
C h i - S q r
3 7 3 8 8 0 . 6 0 3 7 3
A d j .  R - S q u a r e 0 . 7 3 1 7
V a l u e S t a n d a r d  E r r o r
z
A 1 1 3 9 8 9 . 8 2 8 0 3 5 5 2 . 9 0 9 9 4
A 2 1 7 3 0 7 . 1 1 6 9 5 6 1 9 . 0 8 6 1 6
x 0 2 0 2 . 3 6 4 6 8 0 . 0 8 0 0 6
p 1 6 8 4 . 1 4 6 0 2 9 0 1 . 4 8 7 6 2
E C 2 0 2 0 2 . 1 9 8 1 7 0 . 1 1 6 1 7
E C 5 0 2 0 2 . 3 6 4 6 8 0 . 0 8 0 0 6
E C 8 0 2 0 2 . 5 3 1 3 2 0 . 1 2 3 4
Figure 2.11: Creation of Feshbach molecules by ramping the magnetic field through the resonance. After
a ramp from well above the resonance to the indicated field, the trap is snapped off for a time-of-flight
expansion. During the expansion, the field is reduced to ∼150 G for imaging, so that the molecular binding
energy is comparable to the imaging linewidth and the molecules are imaged with reduced efficiency when
the atoms are on-resonance. Therefore, molecular formation appears as a sharp step-function loss feature
in the number of atoms. The black line is a fit to a phenomenological logistic curve. The extracted center
value is 202.364 ± 0.08 G; the difference between this and the accepted value of 202.14 G may be due to
changes in the calibration of our magnetic field (see also Fig. 2.10, measured around the same time).
The drop in the number of measured atoms crossing over the resonance provides an estimate of the
fraction of atoms associated into molecules. Naively, because only the lowest two-body harmonic trap state
is adiabatically connected to the Feshbach molecule, it might seem that for a Fermi gas only one pair of
atoms should be converted into a molecule [44], however, the actual process is intrinsically many-body and
requires multiple thermalizing collisions. Fortunately, the production efficiency in an adiabatic ramp can be
understood as being simply related to phase space density, for either fermions or bosons [45], and therefore
to T/TF in a harmonically trapped Fermi gas. For the molecular fraction of 18% of Fig. 2.11 this would
suggest a temperature of 0.8 TF , far above the temperature according to other methods such as fits to the
momentum profile of a weakly interacting Fermi gas. As I will discuss later, we believe this is in part due
to effects limiting the lifetime of molecules in our system.
To further confirm that the loss feature that we see is associated with Feshbach molecules, we study the
lifetime dependence on magnetic field. Feshbach molecules have a finite lifetime, due to eventual decays into
more tightly bound molecular states. However, unlike the overall atom number loss, this decay becomes
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longer as one approaches the Feshbach resonance, because the wavefunction overlap between the Feshbach
molecular state and lower-lying molecular states decreases [37]. In this experiment, similar to the inelastic
loss study, we ramp over the Feshbach field to associate molecules, wait a variable time, and then dissociate
molecules again before imaging. Close to the resonance the lifetime of molecules and atoms will be similar,
but far away the timescales are well-separated and the loss we see should be dominated by the molecular
lifetime [42]. Accordingly, while we see a smaller amount of fractional loss farther away from resonance, the
loss occurs faster. We can compare the loss rates to previous measurements, and we find similar scaling with
a(B) [Fig. 2.12].
The most conclusive signature of Feshbach molecule formation is to spectroscopically resolve them. We
do this by ramping a Feshbach mixture over the resonance from above, then applying an rf pulse nearly
resonant with the |9/2,−7/2〉 → |9/2,−5/2〉 transition. This can flip the spin of either an atom that is
unbound or one that is part of a Feshbach molecule, but in the latter case the rf frequency must have
enough energy to break apart the molecular bond. Furthermore, there is a range of possible final states
corresponding to the two atoms either being released at rest or with equal and opposite momenta, resulting
in a characteristic asymmetric transfer peak [43]. When final-state effects can be neglected, and the spectral
width of the rf pulse is negligible, this peak follows a simple analytical form [46]:
N(−5/2)(f) ∼ Θ [h(f − fc)− EB ]
√
h(f − fc)− EB
(h(f − fc))2
. (2.25)
Here f is the frequency of the applied rf field, fc is the frequency of the single-atom spin flip transition, Θ[x]
is the Heaviside function, and Eb is the molecular binding energy. A measurement of molecular dissociation
is shown in Fig. [2.13]. We can clearly see the asymmetric molecular dissociation peak, visible as an excess
spectral weight on the positive side of the main single-atoms feature which moves away from it as the field
decreases away from the resonance.
One difference between this and previous molecular dissociation measurements in similar systems [43, 46–
48] is that the size of the molecular dissociation signal is quite small. This was unexpected, and made this
measurement much more difficult than anticipated. The molecular conversion efficiency is predicted to be
purely dependent on T/TF [45], and at the typical values of 0.2-0.3 for this data we would expect around
70% of the atoms to be converted to molecules in an adiabatic sweep, far short of the observed signal even
accounting for the finite molecular lifetime and reduced Rabi rate. We were unable to understand this until
we studied Feshbach molecules in an optical lattice, which allowed us to separate out effects from our dipole
laser as described below.
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Figure 2.12: Lifetime of Feshbach molecules. Top: Population in a spin-mixed gas after ramping over the
Feshbach resonance (here to 201.6 G), holding for a variable time, and then ramping back above the resonance
to dissociate any remaining molecules before imaging. Points are individual data runs. Conversion of some
of the atoms into unstable molecules results in a fast (typically ∼10s of ms) decay. Bottom left: dependence
of lifetime on field value. Error bars reflect fit uncertainty. As field values approach the resonance, the
molecules become increasingly weakly bound and have smaller overlap with lower-lying molecular states,
resulting in a longer lifetime. This is a key signature distinguishing this loss from the inelastic loss of Fig.
2.10. Bottom right: The loss rate is conveniently plotted as a decay rate Γ = 1/τ versus scattering length a,
with a functional form Γ(B) = Ca(B)−p. Our lifetimes are found to obey similar scaling to the best fit of
measurements by the Jin group [37], but with a systematic shift towards faster decay. For this plot only we
have used the same calibration values for a, B0 and ∆B as were used in Ref. [37], to facilitate comparison
between these two measurements.
2.2.3 Feshbach Resonance in a Lattice
Our main application of the Feshbach resonance is to tune interactions in a 3D lattice. The presence of a
lattice substantially modifies the Feshbach physics. An instructive limit is the deep lattice, in which each site
can be considered as a decoupled harmonic potential with at most two atoms. The problem of two atoms
in a harmonic potential with a contact interaction can be solved exactly, leading to the spectrum shown in
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Figure 2.13: RF spectroscopy of a mixture of free atoms and molecules at varying fields. Error bars represent
the standard error on the mean (s.e.m.). Lines are Gaussian fits to points below 15 kHz, to capture the main
peak. The molecular signal appears as an additional asymmetric peak at positive frequencies.







Here ω is the harmonic trap frequency, aho is the characteristic harmonic oscillator length aho =
√
~/mω,
and Γ is the Gamma function. As the magnetic field is swept up from far below the Feshbach resonance,
a deeply bound state, which is the state corresponding to the Feshbach molecule in free space, moves up
towards the ladder of harmonic oscillator states. The energy of this state saturates when a(B) becomes
comparable to aho. At the Feshbach resonance, which corresponds to ±∞ on the horizontal axis, the levels
are smoothly connected and the states cross over from the left side of the plot to the right. In contrast
to free particles, in this problem there is no singularity at the resonance. The finite extent of the system,
characterized by aho, acts as a spatial cutoff. This limit also corresponds to a maximum repulsive Hubbard
U that can be generated using the Feshbach resonance, of order the size of the band gap, although of course
in this regime the single-band approximation required to realize the Hubbard model breaks down.
Fig. 2.15 shows an example of rf spectroscopy in a lattice and near the Feshbach resonance. For a
spin-mixed gas, two peaks appear, corresponding to flipping a spin from |9/2,−7/2〉 to |9/2,−5/2〉 that is
either in a singly-occupied site or a doubly-occupied site (doublon) with a |9/2,−9/2〉 atom. The frequency
separation between the peaks is the difference of the on-site energy shift between the two spin mixtures:
~δω = U97(B)−U95, where Uij is the interaction between atoms of mF = i/2, j/2, equivalent to the binding
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Figure 2.14: Energy levels of two atoms in a deep lattice site in three dimensions [49]. ω is the harmonic
oscillator frequency for the single site, which corresponds to the bandgap in a deep lattice system, and aho
is the corresponding harmonic oscillator length, aho =
√
~/mω. The Feshbach resonance is at ±∞ on this
plot, so a sweep over the resonance can connect the left- and right-hand sides. The lowest eigenvalue for
a(B) > 0 corresponds to the Feshbach molecule in free space, while the rest of the states correspond to free
atom pairs. In contrast to free particles, in this problem there is no singularity at the resonance. The finite
extent of the system, characterized by aho, acts as a spatial cutoff.
energy when it is negative. Away from the Feshbach resonance these two spin mixtures have the same
scattering length and thus the same U , so the shift seen is a direct measurement of the interaction change
induced by the Feshbach resonance. This peak is absent for a spin-polarized |9/2,−7/2〉 initial state, which
is a nice demonstration of Fermi statistics. Comparing the measured binding energies to the two-site model,
we see that they are in good agreement for lattice depths greater than 10 ER [Fig. 2.15, right]. The ability
to selectively address only atoms in singly or doubly occupied sites with an rf pulse will be crucial for the
study described in Chapter 4, which is concerned with doublon dynamics in a disordered lattice. It also
allows us to directly observe the doublon lifetime, and in doing so helped to resolve a key question about
our system.
2.2.4 Molecule Lifetime Limitations
After observing persistently shorter molecule lifetimes and smaller molecule fractions, we asked whether
some mechanism was causing enhanced loss of molecules in our system. In general, molecules have loss
channels not available to weakly-interacting atoms, which can be driven by external forces. For example,
the JILA KRb experiment found that enhanced loss of their heteronuclear Feshbach molecules was caused
by the presence of light from their broadband 1075 nm optical dipole laser, which was attributed to driven
bound-bound transitions [51]. We became concerned that our broadband 1064 nm laser might be causing
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Figure 2.15: RF spectroscopy of Feshbach molecules in a lattice. Left: atoms transferred from |9/2,−7/2〉
to |9/2,−5/2〉 by a short rf sweep for an initial state that is an even mixture of |9/2,−9/2〉 and 9/2,−7/2〉
(black squares) or that is polarized 9/2,−7/2〉 (blue circles). Points are individual data runs. When the two
spins experiencing the Feshbach resonance are present, a sidelobe appears due to the large on-site interaction
shift. Since we are transferring atoms to a spin state with a higher energy, the higher resonant frequency of
the side peak corresponds to a lower energy of the initial state, resulting from attractive interactions. Fits are
to a sum of Gaussian peaks. These data are taken at fields higher than the Feshbach resonance (B=203.25
G), so the doublon states are adiabatically connected to free particles with an attractive interaction in the
absence of a lattice. Similar spectroscopy can be performed below the Feshbach resonance, in which the
attractive doublon are adiabatically connected to free Feshbach molecules (see. Fig. 4.6). Right: Comparison
of measured binding energy with theoretical calculation for isolated sites [50]. Points are at a lattice depth
of 10 ER (violet up triangle), 18 ER (turquoise square), 20 ER (green circle, corresponding to the data at
left), 25 ER (orange diamond), and 30 ER (red down triangle). Error bars reflect fit uncertainty.
similar processes, and decided to test this by varying its power. By trapping atoms in a strong lattice, which
is sufficiently confining on its own, we were able to vary the dipole power without significantly changing
the environment of the atoms. Our sequence was as follows: we loaded a relatively shallow 10 ER lattice
above the Feshbach resonance, so that the attractive interactions would result in an appreciable fraction of
doublons. Then we ramped into a deep lattice of 25 ER, which effectively decouples the individual sites and
freezes the density distribution. At this point the dipole force has little effect on the atoms, so we ramp the
dipole power to some variable power between zero and 2.7 W per beam, ramp across the Feshbach resonance
to associate molecules, then after a variable wait time apply an rf pulse resonant with the doublon peak and
read out the transferred atoms to infer the number of molecules. The results of this measurement are shown
in Fig. 2.16. The solid points show that increasing dipole power causes a rapid decreasing molecule lifetime.
For the hollow points, we instead turn on the dipole beam 30 ms into the hold time, and see an abrupt drop
in the molecule number immediately following. Thus, we conclude that our dipole laser is driving Feshbach
molecule loss.
The reduced molecule lifetime from the dipole beam is a significant constraint on our capabilities, es-
31
0 5 0 1 0 0 1 5 0 2 0 0 2 5 0
5 0 0
1 0 0 0
1 5 0 0
2 0 0 0
 0  W
 1 . 3 5  W  ( 0 . 2 5  V )
 2 . 7  W  ( 0 . 5  V )
N m
ol
t h o l d  ( m s )
Figure 2.16: Loss of Feshbach molecules from our dipole laser. For the solid points, the dipole laser was
ramped to the indicated power per beam (or servo voltage) with the atoms in a deep 25 ER lattice. Then
Feshbach molecules were created by an adiabatic magnetic field ramp, and after thold the molecule number
was read out using rf spectroscopy and spin-selective imaging. Solid lines are fits to an exponential decay.
The time constant steadily decreases with increasing dipole power. The initial measured molecule number
also decreases, suggesting that the decay is really beginning before the hold, during the ramp across the
Feshbach resonance. The hollow points correspond to a sequence in which the dipole beam was initially off,
but was turned on to 2.7 W at the time marked by the dashed line, which results in an initial longer lifetime
that abruptly decreases. The solid points are single experimental runs, while the hollow points show the
mean and s.e.m. of 4 runs.
pecially if we want to investigate BEC-BCS crossover physics with and without a lattice. We currently
circumvent this problem by studying doublon dynamics farther away from the Feshbach resonance, and by
turning off the dipole beam when we want to ramp over the resonance to measure doublon number. Looking
ahead, one of our upgrades in progress is installation of a single-frequency dipole laser that should remove
this effect. In the final two sections of this chapter I will describe two more upgrades in progress: one that
will enhance our science capabilities by allowing us to perform locally resolved probes of the atoms, and one
that will modernize our evaporation sequence and make data taking faster and more efficient.
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2.3 Local Raman Setup
2.3.1 Introduction
Historically, the most common measurements of ultracold gases have been those which involve a period
of free expansion, effectively mapping the momentum distribution before expansion to the imaged density
distribution. This has two primary advantages. First, it greatly reduces the density of the gas, which is
helpful in an absorption image since imaging a very dense and opaque gas with this technique tends to lead
to a signal dominated by systematic errors such as any residual changes in background light. Second, many
interesting properties of a quantum degenerate gas are often best revealed by the momentum distribution.
This includes the sharp momentum peak that was the crucial signature of the creation of a BEC [52], and
band populations in a lattice which may be mapped to the momentum distribution with the bandmapping
technique [53, 54].
However, in systems with strong correlations, disorder, or both, the physics is often highly local and real-
space measurements become valuable. Similarly, any transport process that involves diffusion, or localization,
both of which are at the heart of extremely interesting questions about the DFHM, is most naturally studied
without a period of free expansion. Quantum gas microscope apparatuses, which typically image single
atoms in situ, have begun to explore real-space correlations and diffusive transport in strongly-correlated
fermions [55–59], but they are typically limited to low dimensionalities and small system sizes, making the
classification and delineation of disordered phases challenging.
In this section I will describe a modification to our apparatus to directly measure diffusion, relaxation,
and transport processes in real space. We achieve this by combining a tightly focused beam that can drive
spatially selective co-propagating Raman transitions with the high imaging resolution needed to study the
subsequent dynamics. I will focus on the goals and design considerations, and then describe progress towards
implementation.
2.3.2 Experimental Implementation
Although our system is in some ways like a solid material, the differences in length scales open up new
possibilities. Unlike a solid, ultracold atoms have a lattice spacing comparable to the imaging resolution,
and our atoms are sufficiently dilute that we image the entire bulk of the cloud. As a result, it is natural to
consider the possibility of probing transport and correlations on the smallest characteristic length scales of
the system, as opposed to only macroscopic response functions. This would allow for very direct measurement
and characterization of fundamental transport properties, such as diffusive relaxation of spin and density
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Figure 2.17: Setup for local Raman transitions. Left: Our main imaging pathway (from above). The imaging
beam (not pictured) travels from left to right, and is collected by the high-NA 60 mm lens. The proposed
local Raman probes with frequencies ω1 and ω2 co-propagate, and both are coupled in on a non-polarizing
beamsplitter. Right: level diagram for the Raman transition. The single-photon detunings ∆D1 and ∆D2
are 0.6 and -1.1 THz, respectively, while the Raman detuning is near the Zeeman splitting of 1-50 MHz. N
indicates North.
gradients and momentum relaxation rates.
We propose a straightforward modification to our apparatus that will allow us to perform this type of
experiment. We will couple two additional co-propagating Raman beams into our system with a very tight
focus, centered on the gas with a beam waist much smaller than its spatial extent [Fig. 2.17]. These beams
will have two possible roles. They may be used to change between internal atomic states in a spatially
selective manner, allowing us to create, e.g., a minority spin component that we can observe diffuse through
the majority gas using spin-resolved imaging. Because the beams are co-propagating, the Raman transition
would not impart any momentum to the atoms, and in effect would only act to “tag” a spatially-localized
subensemble with the internal spin degree of freedom. With a slightly different configuration, one of these
beams may also be used to create a localized force on the atoms, which we can use to study relaxation of
density perturbations.
To generate a tightly focused beam without losing any optical access, we send this Raman beam backwards
through our high-NA primary imaging lens (GPX 30-60, NA=0.23). This drives transitions within a narrow,
roughly elliptical region of the intersection of the Raman beam and atomic density profile, which in the
front imaging plane appears as an initial spot of minority spins that diffuses into the surrounding majority
component.
We will also increase the magnification of our system to resolve the in-situ dynamics. We currently
image at 3.1 µm per CCD pixel, but for these measurements it will be advantageous to increase this to the
optics-limited 1.7 µm/pix. This can be done most simply by exchanging the 250 mm imaging lens (see Fig.
2.17) for a 400 mm lens and moving the camera appropriately. Or, we may break the magnification into two
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stages instead, which has the advantage of allowing us to easily switch back to lower-magnification imaging.
Given the typical 20 µm diameter of the gas, this means we will observe the spin-flipped atoms diffusing
from a single pixel in about 12 pixels in each direction.
2.3.3 Parameters and Rabi Rate
Figure 2.18: AC Stark shifts V for |9/2, 9/2〉 atoms and σ+-, σ−-, and π-polarized light (blue, orange, and
green), for a Gaussian beam with waist 1.7 µm and power 10 µW. The D1 transition occurs at roughly 770.1
nm, and D2 at 766.7 nm, while between them there is a point at which σ+ and σ− have equal shifts.
The parameters of the local Raman beam are optimized to efficiently drive a spin-flip transition without
producing any other effects on the atoms, so that effects of excitations of different types can be cleanly
separated. Because of this, it is important that the beams not impart any momentum on the atoms. By
using co-propagating Raman beams, we are guaranteed that the momentum transfer from the Raman process
itself will vanish, so the only remaining effect to consider is the AC Stark force on the atoms from the beam.
We can accomplish this by clever choices of polarization and wavelength. The AC Stark shift (Eq. 2.2), in
the rotating-wave approximation and neglecting the small difference between the D1 and D2 linewidth, is











It is evident that for P = 0, or an equal sum of P = ±1 polarizations, this potential will vanish at






D1), which corresponds to about 769 nm [Fig. 2.18]. Therefore, we will operate
our Raman lasers at this wavelength and with an even balance of σ and π polarizations. In the case where the
magnetic field is vertical (satisfied for our apparatus near the Feshbach resonance at 202 G), this condition
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corresponds to a linear polarization that is at 45 degrees relative to horizontal.
Given this wavelength choice, we must show that the Rabi rate can be made reasonably fast, ideally
faster than the atomic dynamics in a lattice of order 1 ms, without challenging power requirements. For a
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, (2.28)
where ωi is the detuning between states 1 and 2 and the intermediate state i. We assume that the differ-
ence between these is negligible; in our case δωi/ωi ≈(40 MHz)/(390 THz)≈ 10−7. We will consider all
intermediate states in the P1/2 and P3/2 manifolds.
The amplitude-modulated electric field is taken to be:










Here A and ωM are the amplitude and frequency of the amplitude modulation and ωL is the carrier
frequency.
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(2.30)
The electric field has three components separated by ωM , which have the possibility to drive transitions
if this is near an atomic transition. Specifically, we will consider the case in which 2ωM ≈ ω12, in which the
transition is driven between the two sidebands at ±ωM . However, it must still be demonstrated that the
transition rate does not vanish due to some subtle selection rule. For example, for a purely phase-modulated
electric field of the form A0 cos(~k · ~x−ωLt+φM cos (ωM t)), it may superficially appear that similar frequency
components exist that could drive transitions, but in fact they do not [60].
The main task is to evaluate the matrix elements 〈1|ε̂ · ~r|i〉〈i|ε̂ · ~r|2〉. In our real atom, |1〉 is | 92 , 92 〉, |2〉 is
| 92 , 72 〉, and |i〉 is really 54 intermediate states in the P3/2 and P1/2 manifolds, although fortunately due to
selection rules only a handful of these states will lead to nonzero matrix elements for both initial states.
We write ε̂ · ~r in the appropriate spherical tensor basis (using the convention of Ref. [61]):
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ε̂ · r̂ =εxx+ εyy + εzz (2.31)
















The first component can drive ∆m = ±1 transitions, while the second component is limited to ∆m = 0.
Now we’re ready to evaluate the matrix elements for either the D1 or D2 transition:
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With the last expression we have two simple combinations of standard dipole integrals (which have the
same value) that we can easily calculate using following the prescription laid out, for example, by Steck






















Here we have PA as the sideband beam power, PA = |A2 |2ε0c, and w the Gaussian beam waist. The result
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for the full Rabi rate, given a power PA in µW and waist size w in µm, is
Ω = 2.8 · 105PA
w2
Hz . (2.42)
For a 1.7 µm and 10 µW, this results in a π-time of about 3.2 µs.
This looks good, but in practice there is another constraint on the power to consider: we will be able
to tune to the desired wavelength approximately but not exactly. How precise must we be? The maximum
force imparted by a Gaussian beam with center AC Stark shift U0 is 4U0e
−2/w. Meanwhile, the peak AC











D2(ω − ωD2)(ω − ωD1)
δω . (2.43)
For, again, w =1.7 µm and power P =10 µW, this all works out to be 3.6 GHz detuning (in linear frequency)
for each mg of force, meaning that we would want to stay within a few hundred MHz of the ideal frequency.
This is well within the capabilities of a passively stable ECDL, although we may need to regularly tweak
the frequency to compensate for slow drifts.
2.3.4 Early Results
As of summer 2019, this upgrade is in progress. We have added the optics needed to couple a beam backward
through the imaging lens, and using light from a lattice beam we have aligned this to the atoms, effectively
demonstrating the ability to apply a localized force [Fig. 2.19]. We are now implementing the Raman light
needed to drive local spin flips, along with an increase in our imaging magnification needed to take full
advantage of this capability.
2.4 Science Cell MOT and All-Optical Evaporation
An undesirable aspect of our experimental apparatus is the very long time it takes to prepare a quantum
degenerate sample for study. As seen in Fig. 2.2, our evaporation takes about 70 seconds, in addition to a
MOT filling time of about 20 seconds. Informal surveys suggest that this is well outside the norm; in fact
I am not sure if I have ever met anyone working on a modern ultracold atom experiment of this type who
claimed to have a slower experimental cycle.
A few of the contributing factors to this slowness are:
• Our MOT loading is slow in part because we use a dark spot MOT, which gives an increase in number
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Figure 2.19: Alignment of local Raman beam pathway, using the AC Stark shift from detuned light (coupling
from one of the lattice beams). All images are averages of at least ten shots. Left: atoms in the harmonic
trap, viewed from the side imaging pathway. Center: addition of the tightly-focused beam with blue detuning
(λ = 753 nm, P = 100 mW). Atoms are forced out of the trap center and into the wings of the crossed
dipole trap. Right: addition of the tightly-focused beam with red detuning (λ = 800 nm, P = 250 mW),
and 5 ms after snapping off the main optical trap.
and density at the expense of a slower capture rate [24, 63]. This is particularly helpful for potassium,
which in the absence of a dark spot suffers from substantial inelastic collisions stemming from the
small excited state fine structure splitting, which ends up enhancing loss and reducing the peak MOT
density.
• We transport our MOT atoms quite far before evaporation, down the ∼1 m transfer tube connecting
our collection and science chambers. This large separation and narrow transfer tube provides a large
differential pressure, giving our science cell a slow vacuum-limited lifetime of around ten minutes [24].
But, this good vacuum comes at the cost of more heating during loading and transport, resulting in a
relatively hot and dilute initial gas.
• Our QUIC coils are only weakly confining along the N/S direction, with a trap frequency of only about
40 Hz, an order of magnitude lower than the other two directions [23]. This also leads to a low initial
density for forced rf evaporation, resulting in initial evaporation stages that must be very slow due to
the low collision rate. This is partly a legacy of the history of this experiment, which was originally
designed to evaporate in a quadrupole field and had the QUIC coils added when this was found to be
ineffective [24].
• Finally, near the end of evaporation, after the onset of quantum degeneracy, the evaporation efficiency
of fermions becomes increasingly low, as a Fermi surface forms and the phase space for rethermalizing
collisions steadily vanishes.
We can imaging trying to mitigate each of these problems in various ways:
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• To speed up the MOT loading somewhat, we can optimize a MOT loading sequence that quickly
captures atoms in a bright MOT before switching to the dark MOT.
• To remove the heating caused by transfer, we can recapture into a MOT in the science cell before
further evaporation.
• To avoid the problems with the QUIC coils, we can switch to an all-optical evaporation scheme in
which we load directly into a high power optical trap.
• We can use our Feshbach resonance to increase the collision rate near the end of evaporation.
We have implemented or are working on all of these changes, but the switch to all-optical evaporation,
starting from a science cell MOT, involves both the greatest effort and greatest potential reward. In the
following section, I will describe the plan and progress of this upgrade.
2.4.1 Strategies for All-Optical Evaporation
All-optical evaporation, in which atoms from a MOT or optical molasses are loaded directly into a far-
detuned optical trap for evaporative cooling, is an increasingly popular choice for new experiments. Here I
briefly summarize a few such setups that have been successfully used by other groups, focusing on the cases
of 40K and 39K most relevant to us.
A summary of these can be found in Table 2.1. Generally speaking, in the existing potassium experiments
either D1 or D2 grey molasses are used to cool the atoms and increase phase space density after the MOT.
Furthermore, a dipole beam is used that is optimized for capture, with a trap depth several times larger
than the temperature of the atoms and a shallow crossing to maximize trap volume.
Comparing these parameters to those of our experiment immediately after transport to the science cell, as
shown in column DeMarco(1), it is clear that we are starting in an unfavorable regime for loading an optical
dipole trap. In contrast to these experiments, we start with a temperature above the Doppler temperature
for potassium, TD= 144 µK, and a correspondingly lower density. In addition, our dipole trap is designed
to have comparable trap frequencies in each direction, helpful for studying 3D lattice physics but not for
a large loading volume. Experimentally, we find that the number of atoms loaded directly into the optical
trap under these conditions is too small to detect.
In contrast, the column DeMarco(2) shows expected and measured parameters after recapturing into a
MOT in the science cell, following by loading into a large-volume and high-power dipole trap. Recapturing
into a MOT provides a substantial cooling and increase in density, and a high-power dipole beam allows us
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to reach the regime in which the dipole depth is much larger than the temperature of the atoms, common
to all successful loading schemes.
Unlike the other potassium apparatuses here, we have chosen not to implement sub-Doppler cooling
initially. This choice was made in part to avoid extra complexity, and in part because, as detailed below, we
are using an unconventional MOT geometry in which the effectiveness of sub-Doppler cooling is less well-
established. However, this would be a natural extension for the future if we find that the loading efficiency
is not sufficient, or want to boost it even higher so that we can tolerate a shorter MOT loading period and
speed up the cycle time even further. In the absence of sub-Doppler cooling, it is useful to compare our plans
to parameters used for 6Li, which has no such mechanism available. Therefore, we also show for comparison
the loading parameters used by the Bakr group. Loading an optical dipole trap from a MOT is a complex
dynamical process [70], making it difficult to predict exactly how many atoms we should expect to capture
with these parameters, but these upgrades will put us within reach of other successful designs in terms of




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2.4.2 The Science Cell MOT
Figure 2.20: Layout of sciMOT optics. Distances are not to scale. Left: view from above (top is South). Two
of the transverse MOT beams (red) are co-propagating with the lower-power dipole beam (blue), coupled in
by dichroic mirrors (dashed lines). The third beam travels down the transfer tube along the main imaging
pathway. Quarter waveplates (grey boxes) set the polarizations. Not shown are an initial PBS and expanding
telescope, the same for each beam. Right: view from North (top is up). The vertical beams are half the size
of the transverse beams, and share the pathway of the disorder beam (green). A half waveplate (yellow) is
required in VA to adjust for the birefringence of the diffuser.
The goal of the science cell MOT (sciMOT) is to recapture and collect atoms from the cart quadrupole,
and provide a suitable starting point to load the high-power dipole trap. The cart quadrupole itself provides
a convenient magnetic gradient, so we only need turn its current down while turning on the appropriate
light. Because of constraints on optical access, and because it only needs to capture atoms that are already
relative cold, the design is somewhat different from a typical MOT such as the one in our collection cell.
Due to optical access constraints, we use a five beam MOT [71], with three transverse beams (H1A,
H1B, H2) and two counterpropagating vertical beams (VA, VB) [Fig. 2.20]. This is not a commonly used
geometry, but it can be thought of as an intermediate case between the normal six beam cubic MOT and a
four beam tetrahedral MOT [72]. Four of the five beams share a pathway with another beam. H1A and H1B
are along portions of the (lower-power) dipole pathway, coupled in by dichroic mirrors (Thorlabs DMLP950),
H2 is joined with the imaging light on a cube, and VA shares a path with the disorder, coupled in on another
dichroic (Thorlabs DMLP605L). Because it must go through the GPX 15-15 lens and holographic diffuser
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directly above the cell, the downward beam also has a series of lenses to create a pair of telescopes. These
consist of another GPX 15-15, followed by two large 200 mm achromats (Thorlabs AC508-200-B), before
the final GPX 15-15. Because the MOT beam is not focused at the atoms, the holographic diffuser does not
create fine-grained speckle as it does for the green disorder beam. However, we found experimentally that
the diffuser used (a holographic diffuser from Luminit) is strongly birefringent. Therefore, we have a half
and quarter waveplate to compensate for its effect on the polarization, which we determine by analyzing the
beam after the cell.
While this setup works, it can be cumbersome. Because the transverse beams are not precisely at 120◦,
we must adjust their powers individually to suitably balance the forces on the atoms. Both H2 and VA
are tightly constrained, making alignment tedious. Most importantly, the beams are all rather small, with
diameters ranging from around a quarter to half inch. This makes alignment much more sensitive than
typical for a MOT, and places significant constraints on the parameters required to maximize lifetime.
Figure 2.21: Image of the sciMOT, taken with an auxiliary camera (Point Grey CMLN-13S2M) from the
side pointing west. The edges of the science cell are clearly visible, as are the brackets used to mount the
QUIC/Feshbach coils. This is a composite of two images to show the MOT and background. The MOT is
shown 50 ms after recapture, with a 1 ms exposure.
The optimized parameters for the MOT detuning and cart current are shown in Fig. 2.22. In these
measurements, the atoms were released from the cart quadrupole into the sciMOT, held for 50 ms, and then
the sciMOT light was turned off and the cart current was turned back up to recapture atoms back into
the quadrupole trap. After a brief hold to allow any transient atoms to leave the cart was shut off and the
atoms were counting with an absorption image. Compared to a typical MOT, such as the one used in our
collection cell, the optimum parameters for a long-lived MOT require much stronger inward forces—a fairly
small trap detuning of around -10 MHz (compared to -30 MHz for our collection MOT), and a very high
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quadrupole current of around 50 A (compared to 8 A for our collection MOT).
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Figure 2.22: Optimization of the sciMOT parameters. The number of atoms in the MOT is determined by
the number of atoms recaptured into the cart quadrupole after 50 ms, measured with absorption imaging.
Compared to a typical MOT the optimum parameters are for a small trap detuning (around -10 MHz) and
high cart quadrupole (around 50 A, corresponding to ∼ 50 G/cm vertically)- parameters closer to what one
would typically use in a compressed MOT (cMOT) stage.
We can get some insight into these optimum parameters by looking at the decay of the MOT. Figure 2.23
shows this decay, measured by the integrated fluorescence at variable times from images like Fig. 2.21. Two
curves are shown, at the optimum trap detuning of -10 MHz and a more conventional detuning of -25 MHz.
They are compared to two models: one-body exponential decay, modeled as Ṅ = −N/τ , and two-body
decay, modeled as Ṅ = −bN2. For the optimized parameters the decay is better described by the two-body
formula, with a loss constant of β = 4 ∗ 10−9/(atoms∗s), about 20 times larger than a typical value for a
potassium MOT [25]. For the larger detuning the decay is much faster and more consistent with one-body
loss, with τ = 11 ms.
My best guess at what is happening here is the following: because of our relatively small and inhomoge-
neous beams, only a small region near the intersection of the beams has sufficient balancing of the light forces
for stability. When the natural size of the MOT is larger than this, as set by the detunings, the magnetic
field gradient, and the outward force of light pressure [69, 73], our atoms quickly explore the allowed region
and find places where they can be pushed out of the trap, which proceeds at a rate independent of the
density for most of the relevant time (although in principle there should eventually be a crossover between
the radiation pressure-dominated regime and the regime in which the density is set by the single-particle
laser cooling dynamics [69]). When the MOT is sufficiently compressed, this loss is reduced, but at the
expense of much higher two-body losses than one would normally encounter. Fortunately, this loss is suffi-
ciently slow that it shouldn’t pose a major problem over the tens of ms time for the dipole loading stage.
Implementation of a dark spot MOT, as in our collection cell, would likely help to alleviate this problem.
However, this would come at the cost of making the MOT beam alignment even more sensitive, and would
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Figure 2.23: Lifetime of sciMOT. After a variable delay, fluorescence was measured by summing the counts
within a region of an image on the auxiliary side camera as in Fig. 2.21. The left panel shows the optimized
parameters, while the right panel has a trap detuning of -25 MHz rather than -10 MHz. Note the different
horizontal scales. The dashed line is a fit to a simple exponential, while the solid line is a fit to two-body
loss. For the optimized parameters the decay is best described by two-body loss, while for a larger detuning
the exponential is a better fit. This indicates a crossover of the dominant loss mechanism (see text).
require substantial changes from our current setup in which the trap and repump beams are jointly coupled
into fibers that deliver them to the science cell. Therefore, I believe that this limited lifetime is unavoidable
given the constraints of our current setup.
As a side note, this project had some instructive lessons in proper design of optical systems. The path
VA, which goes through the high-NA GPX lens for disorder, must be appropriately magnified and shrunk
back down to exit this lens collimated, effectively making it the last element in a 4f telescope. However,
because of the large beam divergences involved, this system is sensitive to non-idealities. Fig. 2.24 shows
an example of what I saw when I initially found that this beam wasn’t working and decided to look at
it ex-situ. An amount of clipping in the intermediate stages that naively seemed tolerable resulted in a
complete distortion of the beam profile, with most of the light being concentrated in a ring at the size set
by the NA of the system. Reducing the intermediate magnification solves this issue, but limits how large a
beam we can create at the atoms.
2.4.3 All-Optical Evaporation
To achieve the strong trapping forces needed to load a gas with temperatures in the several hundreds of µK,
we are installing a high-power dipole laser (IPG YLR-200-LP-AC-Y14). We will run this at no more than
60% of the design power, or 120 W. The idea is for this laser to be used for initial trapping and cooling,
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Figure 2.24: Profile of MOT beam VA before and after telescoping optics, imaged ex-situ. The top panel
shows the inital beam, the output of the fiber collimator (Thorlabs TC25APC-780), which has a 1/e2
diameter of 2.8 mm. The bottom panel shows the beam after three progressive sets of 4f telescopes, with
the indicated focal lengths. The second and third lenses in all of these systems have 2 inch (50.8 mm)
diameters. Severe distortion is evident in the first telescope, due primarily to clipping of the beam on these
lenses. This problem is largely removed by decreasing the magnification of the intermediate stage, as in
the center pane, but results in lens distances incompatible with our setup. The right pane shows the lens
arrangement that was chosen, which has an acceptable amount of clipping. The field of view of is 4.8 mm x
3.6 mm.
before the atoms are passed to a weaker dipole beam (the current one, or a single-frequency replacement to
improve performance with Feshbach molecules) with more uniform confinement for the final stages of cooling
and experimentation.
The layout for the high-power beam will be similar in many ways to the current dipole laser [Fig. 2.25].
After some initial lenses to shrink down the large fiber output, the beam will pass through a TeO2 AOM
(Gooch and Housego AOMO 3110-197) before further lenses arrange for the beam to come to a focus of 80
µm at the atoms. A half waveplate will set the polarizations of the two crossed beams to be orthogonal,
to avoid interference. Both the zeroth and first AOM orders will be routed to water cooled beam dumps
(Kentek ABD-2CNP). A pickoff (not shown) early in the path will send a small amount of light to the
intensity servo to stabilize the power. The lenses are all laser-line YAG coated, with reflections of < 0.1%,
and are made of fused silica, which is known to have tolerable thermal effects at high power [74].
The use of such a powerful NIR beam requires special safety precautions. First, the beam path is kept as
short and simple as possible, to reduce any possible failure points (and, additionally, thermal lensing effects).
A beam block (Thorlabs LB1) is positioned behind each mirror as a precaution against the beam burning
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Figure 2.25: Layout of high-power dipole beam (red) and optics, as shown from above. The current low-
power dipole beam (blue, optics not shown) is included for reference. Beam paths are approximately to
scale, with elements enlarged for ease of viewing. The angle between the crossed beams is approximately
20◦.
through the mirror surface. The beam path is shielded in several ways—where possible, by an aluminum box
and tubes covering initial parts of the path, and as an additional precaution by a heavy-duty laser curtain
(Kentek Everguard, rated for 1200 W/cm2 for 100 s) that will completely enclose the north side of the table.
Interlocks will also automatically turn the beam off when the curtains are open or when the water to the
beam dumps is not flowing.
2.5 Looking Forward
Our apparatus is already distinguished by being among a small list of machines designed to study ultracold
fermions in three-dimensional disordered lattices, and is quite versatile in its manipulation and measurement
capabilities. Upgrades currently in progress should add even more tools to our kit and, by improving our
data acquisition rate, enable sensitive or data-intensive measurements that are not currently feasible. A
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natural next direction with these capabilities would be the comparison of transport of different quantities,
such as spin, charge, and momentum. Different scalings of these excitations are widely predicted to occur in
the strongly-correlated regime of the DFHM, and are related to interesting questions such as the possibility
of spin-charge separation [75] and violation of the Widemann-Franz law [76, 77]. These upgrades should also
allow us to make full use of our Feshbach resonance to study Fermi superfluids in disorder, a largely unex-





One of the great promises of studying strongly-correlated fermions in an optical lattice is the ability to
recreate phenomena that are poorly understood or controversial in models of condensed matter systems and
to perform experiments that illuminate new observables or remove usual limitations. In this chapter I will
describe one such experiment, in which we realized a minimal model of materials known as bad metals, which
have been a subject of long-standing theoretical and experimental interest. I will provide a brief review of
previous studies of bad (and strange) metals, intended especially as a short orientation for students new
to the study of these systems. Then I will describe our results, comment on how they fit into the overall
picture, and mention some future directions.
Portions of this chapter are adapted from Bad-metal relaxation dynamics in a Fermi lattice gas, Nature
Communications, 10, 1588 [80].
3.1 Good Metals and Fermi Liquid Theory
To understand a bad metal, it helps to first define a good (or conventional) metal. A canonical good metal
has several related properties:
• It is accurately described by Fermi liquid theory. This theory is based upon the existence of long-lasting
states, the Fermi liquid quasiparticles, that are adiabatically connected to the bare, noninteracting
electron states and have a nonzero overlap with them [81–83]. As one imagines adiabatically turning
on the electron interactions, in a Fermi liquid there is a smooth mapping from the non-interacting
states to the interacting ones. Quantum numbers such as the quasimomentum, charge, and spin are
preserved, and the mass is renormalized.
• T/TF is low, and the electrical resistivity due to electron-electron interactions scales as T 2. This can
be shown, under certain conditions, to be a natural result of quasiparticles scattering near a Fermi
surface [82, 84].
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• The resistance is controlled by the momentum relaxation rate 1/τt. τt itself is commonly called the
transport time, but I will favor the former name for clarity. The momentum relaxation rate can equiv-
alently can be seen as the inverse lifetime of a Fermi liquid quasiparticle [85]. From this perspective, a
condition for Fermi liquid theory to be valid is that ετt/~ 1, where ε is the excitation energy of the
quasiparticle. A quasiparticle which damps away before its phase can evolve a full 2π cannot really be
said to be a quasiparticle at all.
• The mean free path of quasiparticles is much larger than the lattice spacing d. This condition is the
most common form of the Mott-Ioffe-Regel (MIR) Limit [86, 87]. If it is violated, the quasiparticles are
plainly not long-lived, and a Fermi liquid description is impossible. The MIR limit is also commonly
formulated in terms of a maximum electrical resistivitya. Indeed, a saturation of electrical resistivity,
corresponding to a calculated mean free path near the MIR limit, is seen in certain good metals [89].
However, it is very important to remember that this formulation assumes a specific relation between
resistivity and mean free path, which often has some of the following assumptions: that the system is
semiclassical, that the system can be described with Fermi liquid quasiparticles, or that the relaxation
time and effective mass are constants.
To relate resistivity and mean free path, it is convenient to start with a simple formula for the resistivity





This is known as the Drude formula for resistivity. Here τ is the quasiparticle scattering rate, n is
the density, and m∗ is the quasiparticle effective mass. While originally found from classical models,
the Drude formula can be derived as the resistivity of a Fermi liquid using the Kubo formalism with
some assumptions about the nature of the quasiparticles [22, 90, 91]. To connect to the MIR limit, in
electronic metals one can typically make the additional assumptions that the density is uniform and













Eqs. 3.2 and 3.3 express everything in terms of properties (ρ, kF , and d) that can be measured in
aHistorically, the question of a maximum resistivity (or minimum conductivity) in metals was the original motivation for
Mott [88].
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electronic materials, so they are the most common way to identify a bad metal. Eq. 3.1, in contrast,
makes no additional assumptions beyond the existence of Fermi liquid quasiparticles, and is easily
generalized to a varying density, so it will be more useful for ultracold atoms.
The MIR limit is an argument, not a theorem, and it does not include constant factors. Therefore, it
should be thought of not as a bright line that some materials cross, but more of a fuzzy region. Far
above the MIR limit a quasiparticle description is (possibly) sensible, and far below the limit it is not,
but as a material crosses it there is not one point at which quasiparticles stop being present.
3.2 Non-Fermi Liquids
Fermi liquid theory has been successfully applied to a vast variety of metals, so the discovery of classes of
strongly-correlated materials for which this description fails spurred efforts to understand what alternative
organizing principles emerge in these cases [83]. These materials are variously called bad metals and strange
metals, with some authors using these terms interchangeably. However, each phase as originally coined
emphasizes different phenomena that in principle need not coincide, so I will define them as specifically as
possible.
3.2.1 Bad Metals
The term bad metal was first introduced by Emery and Kivelson [93] to describe a metal which has a high
enough electrical resistivity that, when the mean free path is calculated in the simple quasiparticle picture,
this calculated mean free path exceeds the MIR limit. Typically this happens at some elevated temperature,
and the resistivity continues to rise far beyond this value as the temperature is raised without any indication
that this limit is relevant to the material behavior. Furthermore, bad metals generally have resistivity that
does not scale as T 2, but often scales linearly with T instead. The slope of the T -linear resistivity also seems
to have a universal value, in the appropriate rescaled units [92, 94]. This slope corresponds to taking the
quasiparticle calculation for the scattering rate τ , and setting τ ≈ ~/kBT . Interestingly, this universal slope
also applies to materials which are not bad metals, such as conventional metals at temperatures where the
scattering is determined by electron-phonon coupling. This leads to a mechanism for T -linear resistivity
that, unlike bad metal resistivity, is well-understood. It also appears that the resistivity of some bad metals
may also scale linearly with other parameters, such as magnetic field [95].
Along with their unusual DC resistivity, bad metals display spectral weight transfer [96]. As the tem-
perature is increased, the AC conductivity is reduced at lower frequencies, but correspondingly increases at
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higher frequencies. This spectral weight transfer is enabled by the strong interactions, and is believed to be
a key characteristic of bad metals [87].
It is important, at this point, to state clearly two things that are not necessarily true about bad metals.
The mean free path (of quasiparticles if they exist, or more generally defined as the length scale over which a
momentum impulse travels before it is dissipated away) may not actually be smaller than the lattice spacing.
Rather, some other aspect of the derivation of Eq. 3.2 may have failed [87]. As I will discuss later, this is
the picture suggested by numerical and experimental evidence. Also, while the system must be a non-Fermi
liquid at the temperatures for which the MIR limit is violated, it does not necessarily follow that the system
cannot be a Fermi liquid at lower temperatures [97]. Regardless of the ultimate resolutions of these issues,
it is safe to say that bad metals represent a violation of the most simple theory of a metal in some way, and
are therefore an interesting subject of study.
3.2.2 Strange Metals
The term strange metal, probably due to Anderson [98], is most often applied to the normal state of a cuprate
high-Tc superconductor. Unlike a bad metal, which might begin at high temperature, it refers to a non-
Fermi liquid ground state (neglecting a possible superconducting transition, which might be suppressed with
a magnetic field) [99, 100]. This state features non-Fermi liquid scaling of the resistivity with temperature,
which approaches T -linear resistivity at optimal doping [101]. It also has other interesting properties, such as
a Hall current scattering rate which scales differently than the resistivity, and power law scaling of the optical
conductivity [83, 98, 102]. One proposed explanation for these phenomena (hotly debated) is that they are
the result of proximity to a quantum critical point that is hidden by the superconducting transition [103].
Since a material would arguably need to exhibit several of these properties to qualify as a strange metal,
this name is, as far as I know, usually only applied to the cuprate superconductors and models designed to
explain them.
The cuprates near optimal doping are strange metals, and at sufficient temperature they also become
bad metals. Other bad metals exist that are not strange metals. An example is vanadium dioxide, which
shows the T -linear scaling and violation of the quasiparticle-derived MIR limit required for a bad metal,
but has a metal-insulator transition as temperature is lowered and therefore does not have a strange metal
ground state [104]. Similar statements apply to the rare-earth nickelates [96]. However, as neither strange
nor bad metals are well understood, the precise relation between them is also not clear. I will be careful to
delineate between them throughout this chapter, but the reader should remember that it may really be a




Figure 3.1: Setup of momentum relaxation measurement. Top: Schematic of the two-photon Raman tran-
sition used to introduce a second spin with a momentum current. Each beam is detuned 40 GHz from the
optical transition to 4P1/2 (the D1 transition), and the two-photon Raman detuning is 1 MHz to match the
Zeeman splitting between the two spins. Both the imaging direction and the direction of the Raman kick,
which is set by (~k1−~k2), are not aligned with the lattices axes. Bottom: sample momentum relaxation data.
About 30% of the atoms are transferred to the |↓〉 (|9/2, 7/2〉) spin, which within 0.1 ms begin to collide with
the majority |↑〉 (|9/2, 9/2〉) component and experience damping. After applying the momentum impulse,
we wait a variable time thold, then read out the quasimomentum of each component using bandmapping [54]
and spin-resolved imaging. The |↓〉 component relaxes to zero net quasimomentum, while the |↑〉 component
stays largely stationary. Hexagonal lines represent the outline of the Brillouin zone for each spin as projected
onto the imaging plane.
To investigate the relaxation dynamics of a correlated metal, we initially loaded a spin-polarized (non-
interacting) gas into an optical lattice [Fig. 3.1]. By varying the efficiency of the final evaporation stages, we
could adjust the final temperature (between 0.22 to 1.2 TF before turning on the optical lattice) while fixing
the number such that EF = 6t. This sets the filling so that the ground state is not a band insulator. We then
apply a short (25 µs) pulse of two lasers driving a stimulated Raman transition, which does two things: it
transfers a fraction (roughly 1/3) of the atoms to a second spin state, effectively turning on interactions, and
also gives those particles a momentum impulse, which is set by the frequency of the two beams and the angle
between them: | ~∆p| = 2~ω sin (θ/2)/c, which for θ = 30◦ and ω = 2πc/(770 nm) is about | ~∆p| = qB/2. We
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chose optical lattice depths of 4 to 7 ER, which is deep enough that the system is described by the (clean)
Hubbard Hamiltonian, but sufficiently shallow that a Mott insulator does not form in any part. Nonetheless,
U > t over all the data, putting us in the regime in which a weak-scattering theory may be expected to
break down.
By applying a magnetic gradient during time-of-flight expansion we can spatially separate the spin
components and watch the motion of each subsystem of spins independently. We see that the momentum
impulse of the minority spin relaxes back to zero, while the majority spin remains largely stationary. The
momentum relaxes back to zero with a characteristic time, which we extract and write as τt, the inverse
momentum relaxation rate.
3.3.2 Causes of Momentum Relaxation
Why does momentum relax at all? In a translationally invariant system, momentum is conserved. As a
result, a free Fermi gas, whether interacting or not, has a vanishing DC resistivity. A nonzero resistivity
requires some source of translational symmetry breaking. In a solid this comes from the ions. Since their
masses are ≈ 104 times larger than electrons, we can usually ignore their response to an applied current and
treat them as a fixed background. Doing so results in a system that only has discrete translational symmetry,
with physical consequences that are encapsulated by Bloch’s theorem and the band physics familiar from a
first condensed matter course (see, for example, Ref. [106]). This is one reason that understanding resistivity
which is due to interparticle interactions, such as that of a bad metal, is challenging, both conceptually and
computationally. It results from a subtle interplay of the translationally invariant interactions and translation
breaking effects, and requires both to be present [84].
In our system, we have multiple sources of translational symmetry breaking, all of which can lead to
momentum relaxation, and we must understand each of them to isolate the effects we are interested in. The
first source is the overall harmonic trap, which makes the trap center a special place. For a perfectly harmonic
trap this is only a minor concern: the momentum p is no longer conserved, but p2 +x2 (in rescaled units) is,
and a current without dissipation just changes into an oscillation at the trap frequency without dissipation.
However, in practice our trap is not perfectly harmonic, meaning that the frequency of oscillation is not
fully independent from the amplitude, and this leads to momentum relaxation due to dephasing after many
oscillations.
The second source of translational symmetry breaking is the lattice. Of course, the discrete symmetry
breaking from the lattice is precisely what we want to emulate materials, but it also makes the momentum
relaxation due to dephasing much faster. Now not only is the energy dependence on position non-quadratic,
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Figure 3.2: Momentum relaxation in different regimes. The momentum is scaled by qB in a lattice. Note the
different horizontal scales. Lines are fits to equations describing damped harmonic motion. Top: Momentum
relaxation of the |↓〉 component from a Raman kick in a harmonic trap. The |↑〉 component (not shown)
remains largely stationary. Points are the results of individual runs. Although this is a spin-mixed interacting
gas, the interactions are so weak in the absence of a lattice that the momentum impulse relaxes primarily
due to anharmonicity of the trap over ≈100 ms. In a more harmonic trap, we would expect to see even
slower collisional relaxation described by quasiparticle theory, as in Ref. [105]. Bottom left: Momentum
relaxation of a spin-polarized gas in an optical lattice (s = 4 ER). Points are the results of individual
runs. In this case, the momentum impulse was caused by a magnetic field gradient. Because this system is
non-interacting, relaxation is due to dephasing from the band dispersion, which has a timescale of several
ms. Bottom right: Relaxation of the |↓〉 component of a strongly interacting and high-temperature (4 ER
and 1.3 TF ) gas after a Raman kick, which happens over only a few tunneling times (~/t = 0.23 ms). The
|↑〉 component (not shown) remains largely stationary. Points are the mean and s.e.m. of at least five runs.
This is the relaxation process that we are interested in characterizing.
because of the higher-order terms in the confining potential, but the energy dependence on momentum is also
non-quadratic because of the modified dispersion relation of particles in a lattice relative to free particles.
This makes the dephasing effects much faster; nonetheless we can at least observe several oscillations in the
trapping potential before a momentum current is damped away. Furthermore, since this is a non-interacting
effect, we are able to understand it by numerical simulation and to measure it in isolation by kicking a
spin-polarized gas with a brief magnetic force. As a result, we have a good understanding of this timescale
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and how it is determined.
Fig. 3.2 shows a summary of measured momentum relaxation in three cases. The first, a weakly
interacting gas in a trap, relaxes due to the anharmonic potential. The second, a noninteracting gas in a
lattice, relaxes due to the dephasing resulting from the band dispersion. In the third panel we have turned
on strong interactions, by doing a Raman pulse in the lattice, and we see such an increase in the momentum
relaxation rate that the gas can no longer even make one oscillation—the motion is overdamped. We now
know that this momentum relaxation rate is due to the strong interactions, aided by the translational
symmetry breaking of the lattice, in exact analogy with a strongly-correlated material. Now that we have
isolated this interaction-driven momentum relaxation, we may study it.
3.3.3 Our Results
Fitting Procedure













in which q↓ is the average quasimomentum of the |↓〉 atoms in the direction of the Raman kick (which
coincides with the vertical axis of the imaging plane). This is a solution to the Boltzmann equation [82],
which has been used successfully to model the momentum relaxation of a weakly-interacting Fermi gas in a
harmonic trap [105]. We fit the solution of these equations for the evolution of q↓(t), with initial conditions
y↓(0) = 0 and q↓(0) = q0, and fit parameters τt, the inverse momentum relaxation rate, Ω, the averaged
trap frequency, and q0, the averaged initial impulse. We also add an overall offset to the functional form
for fitting, to remove any small errors in our determination of the resting center of the gas, but this is
very small throughout the data. These equations describe damped harmonic oscillatory motion. It is an
approximation, and leaves out the anharmonic dephasing discussed in the previous section. Nevertheless,
because our data is all in the slightly underdamped to very overdamped regime, we expect and find that it
fits the data well. Reassuringly, there is also no structure evident in the residuals, which suggests that our
model captures the most important effects. The fit values for Ω and q0 do show some systematic trends that
are not straightforward to extract information from; as a result we did not use them in our analysis. Plots
of their temperature dependences can be seen in Fig. 3.3.
Finally, at 4 ER we varied the temperature before loading the lattice between 0.2 and 1.2 TF . We
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Figure 3.3: Fit values of other parameters in momentum relaxation data. Vertical error bars reflect fit
uncertainty, and horizontal error bars represent s.e.m. from temperature measurements. The x-axes are
effective temperature in the lattice T̃ /t, as described in Sec. 3.3.3. Left: fit values to Ω/2π as a function of
temperature. The x’s represent calculated variation in Ω for a polarized gas due to the change in momentum
occupations, with the line as a guide to the eye. The explanation for this trend is not evident. It may reflect
temperature-dependent changes in the shift of the the oscillation frequency due to interactions, similar to
effects seen in mixed-species experiments [107], and therefore contain interesting information about the
changing quasiparticles. However, the higher-temperature points are quite overdamped (see the bottom
right of Fig. 3.2, which corresponds to the highest temperature point), and as a result the accuracy of the
fit to Ω is questionable. Right: Fit values for the initial quasimomentum q0 for the same data, compared
to the single-particle Raman momentum given by | ~∆p| = 2~ω sin (θ/2)/c (dashed line), and the calculated
q0 for a thermodynamic distribution with T̃ and µ̃ (x’s, with solid line interpolation as a guide to the eye).
The decrease of the effective kick with increasing temperature is due to increasing population near the edge
of the Brillouin Zone. The increasing disagreement with temperature may reflect a failure of our procedure
to determine T̃ and µ̃ in this regime (see SM of [80]), or limits of bandmapping near the Brillouin zone edge
[54].
also varied, at low temperature, the lattice depth from 4 to 7 ER to study the interaction dependence.
Because the density and thus signal size decreases rapidly both with increasing lattice depth and increasing
temperature, we were not able to get high-quality data at both elevated temperatures and deeper lattice
depths.
Comparison to Quasiparticle Calculation
The momentum relaxation rate is compared to a calculation based on Fermi’s golden rule (FGR) and
Boltzmann transport. This calculation was developed by Brian DeMarco, and is described in more detail in
Refs. [22, 80].
To calculate the predicted scattering, we must know the density and quasimomentum distributions in the
lattice. We take advantage of our initial non-interacting state. Before the lattice is turned on the atoms are at
equilibrium, with occupations of each harmonic oscillator state that are determined by the measured T/TF .
We then map these harmonic oscillator eigenstates to the corresponding combined lattice–trap eigenstates
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[54] to determine the predicted distribution after an adiabatic lattice turn-on. Note that this procedure is
adiabatic at the level of individual eigenstates, in the sense of the adiabatic theorem of quantum mechanics,
but not adiabatic in the thermodynamic sense. Because the population of each state cannot change in the
absence of interactions, the state in the lattice is generically not at thermodynamic equilibrium. Fortunately,
we find that in all cases we can find an effective temperature T̃ and effective chemical potential µ̃ which do
a good job of capturing the overall density and quasimomentum distributions. Therefore, we characterize
the initial state with these effective thermodynamic parameters. In practice, T̃ and µ̃ are not very different
than the expected thermodynamic parameters if the gas did remain in thermodynamic equilibrium during
the lattice load, with the entropy per particle conserved. We also benchmarked this procedure by comparing
observed and predicted in-trap density distributions and found reasonable agreement.











































































Here 〈·〉 denotes a thermodynamic average, Q and R are dimensionless quasimomentum and position vari-
ables, ρ̃ is a semiclassical Fermi-Dirac phase space distribution determined by µ̃ and T̃ , and ε̃ is the non-
interacting band dispersion. This is a generalization of the Fermi liquid procedure applied to good metals,
which gives a 1/τt ∼ T 2 dependence at low temperature and small kicks (~2δk2/2m  T  TF ), and
uniform density, but also incorporates effects beyond this model, such as the crossover to the classical limit
in which the scaling is τt ∼ T 3/2 [22]. However, this model is perturbative in U/t, which means that it, like
normal Fermi liquid theory, requires that the eigenstates be quasiparticles with definite quasimomenta that
are only mildly affected by isolated scattering events.
The observed scaling with temperature is found to be completely different from this calculation [Fig.
3.4]. The scattering at high temperature is much stronger than predicted, and approaches the tunneling
time ~/t. This brings us into a regime in which weak-scattering descriptions should not be expected to be
valid. We can see this in a number of ways, using the criteria for a Fermi liquid quasiparticle description
mentioned earlier. For example, if we use a semiclassical calculation for the velocities of the |↓〉 atoms, which
is close to 2tπ/~qB [22], the predicted mean free path ls at the highest temperature is about four times
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the lattice spacing d, and roughly the same as the average spacing between scatterers n−1/3, suggesting an
approach to the MIR limit. Similarly, the average excitation energy ε, calculated in a simple approximation
that only considers the kinetic energy added by the Raman kick, is of order t, which also suggests that the
damping rate of the excitations is comparable to their energies, ετt/~ ∼ 1, and that as a result Fermi liquid
quasiparticles do not survive long enough to be well-defined. Most directly, an inverse momentum relaxation
rate that approaches ~/t suggests a quasiparticle that is scattering roughly as often as it travels to a new
site, which is plainly the maximum rate that could be consistent with a quasiparticle description.
In summary, seeing relaxation near this scale is an important indication that we are in the strong-
scattering regime in which a bad metal might be expected. Furthermore, it might not be a coincidence
that our fastest observed momentum relaxation is near the MIR limit. As we will discuss (in Sec. 3.4.1), a
substantial class of theories about bad metal states predict that while their resistivities goes straight through
the calculated MIR limit of Eq. 3.2, the momentum relaxation rates themselves do saturate at around the
MIR value [87].
Figure 3.4: Temperature dependence of τt. Points are experimental data, with y-error corresponding to
fit uncertainty and x-error the s.e.m. error from temperature measurements. The solid line is the FGR
calculation, and the red dashed line is the scaling prediction of T 3/2 in the Maxwell-Boltzmann limit. The
data strongly disagree with the weak-scattering theory scaling, and when τt is comparable to the tunneling
time ~/t the system crosses over into the incoherent regime.
Because our Fermi gas is at a much higher temperature relative to TF than most materials, some of
the typical condensed matter intuition has to be rethought. For this reason, a useful point of comparison
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for our measured relaxation comes from a recent study of the behavior of a good metal, liquid metallic
deuterium, up to the Fermi temperature [108]. The relaxation time in this system, as determined from
optical reflectivity measurements, initially decreases with temperature until saturating at a value near the
expected MIR limit. Once the temperature is sufficient to break up the Fermi surface, at around T/TF = 0.4,
the relaxation time increases again, crossing over to the scaling expected for a classical plasma of τ ∼ T 3/2.
This regime is analogous to the high-temperature regime of our FGR calculation, which also approaches
a classical temperature scaling of τ ∼ T 3/2 (the fact that these scalings have the same numerical power,
though, is purely a coincidence). While a complete theoretical picture of this good metal in the crossover
regime, in which it is a strongly coupled plasma, is not available, both high and low temperatures show
behavior consistent with a theory based on Boltzmann transport of quasiparticles. In contrast, the radical
disagreement of our system with quasiparticle scaling highlights what an unusual metal we have created.
Effective Resistivity
To more clearly illustrate the relation between our system and measurements of resistivity in traditional
bad metals, we calculate a dimensionless effective resistivity using this measured τt and the quasiparticle
relation: ρ/ρ0 = ~/(ndwdd3τtt) [Fig. 3.5]. This is a simple generalization of the Drude formula (Eq. 3.1),




d3xd3qw↓(~x, ~q, µ̃, T̃ , t, ω)w↑(~x, ~q, µ̃, T̃ , t, ω)∫
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∫
d3xd3qw↓(~x, ~q, µ̃, T̃ , t, ω)
(3.7)
where w↑(↓) is the semiclassical probability distribution for an atom in spin up (down):






eε(~r,~q,µ̃,T̃ ,t,ω) + 1
. (3.8)
Here ε is the energy of a single non-interacting particle in the band, which depends on the band dispersion
and harmonic trapping. This procedure is precisely the inverse of the derivation of the scattering time
for materials summarized in Eq. 3.2, and the same limitations apply. Therefore, this calculation can be
considered as the resistivity that we would observe if our momentum relaxation were generated by collisions
between scattering quasiparticles. By comparing these results to the Fermi liquid T 2 scaling of resistivity,
we test the null hypothesis that our system is a good metal described by binary collisions of Fermi-liquid
quasiparticles. This effective resistivity also has the virtue of taking out, within a quasiparticle framework,
the trivial effects of changing density in our system. Since our system grows more dilute with increasing
61
temperature, even a constant momentum relaxation rate due to scattering quasiparticles would lead to a
higher resistivity.
Our calculated resistivity displays strong anomalous scaling, growing without bound while the FGR
calculation quickly saturates to its high-temperature limit. The observed scaling agrees reasonably well
with the T -linear scaling predicted for the resistivity from DMFT, with the best linear fit giving a slope of
1.79± 0.37 and an intercept consistent with zero, −0.23± 0.53.
Taking this all together, we have created a system of strongly-correlated fermions featuring momentum
relaxation that scales very differently from a generic expectation for a system with quasiparticles and ap-
proaches the maximum rate that is consistent with a quasiparticle description. We therefore claim that this
system displays all the defining characteristics of a bad metal. What can we learn from our new bad metal,
in a radically different physical system from all previous examples?
3.4 Some Theories of Bad and Strange Metals
The past thirty years have seen many attempts to extract general principles from bad and/or strange metallic
behaviors, which range from purely phenomenological descriptions to microscopic models. Unfortunately, it
is often difficult to find a clear enumeration or comparison of these theories. In the following subsections, I
will try to fill that gap by providing brief summaries of these approaches, focusing on their application to
our measurements. It is important to remember that while these are to some extent competing explanations
for bad or strange metals, they are not necessarily mutually exclusive. They vary in the level of abstraction
and the specific limits in which they are predicted to apply.
3.4.1 Comparison to Numerics
One longstanding path of theoretical study of bad metals has been numerical investigations, using dynam-
ical mean field theory (DMFT) [97, 110–112], and more recently using finite temperature Lanczos [113],
quantum Monte Carlo [114], and high-temperature expansion [109] methods. These investigations paint a
largely consistent picture of the basic mechanism behind the T -linear resistivity of bad metals: the strong
interactions result in a temperature-dependent single-particle density of states, which coincides with a spec-
tral function that redistributes weight away from the quasiparticle peak as temperature is increased and
eventually destroys it entirely. In the quasiparticle picture, this is sometimes referred to as a “temperature-
dependent effective carrier density” [96, 109]. This effective density is able to shrink without bound while





























Figure 3.5: Resistivities determined from τt. Top left: Temperature dependence of calculated resistivity
derived from experimental data (black points), compared with resistivity from the weak-scattering FGR
calculation (x’s, with solid line interpolation as a guide to the eye) and resistivity from the high-temperature
series expansion for the Hubbard Hamiltonian of Ref. [109] (see Sec. 3.4.1) (shaded region, lower bound is
3rd order and upper bound is 5th order). Vertical error bars reflect fit uncertainty, and horizontal error bars
represent s.e.m. from temperature measurements. Both calculated resistivities have no free parameters. At
the right are three representative results for the spectral function of this system at half-filling, U/t = 2.3,
and the given temperature, calculated with DMFT (see Sec. 3.4.1). The resistivity determined from these
spectral functions (not shown) scales linearly with T̃ over the experimental temperature regime [22]. Top
right: density-weighted densities ndwd used to determine ρ. Bottom: Interaction dependence of calculated
resistivity derived from experimental data (black points), compared with the best-fit for the U2/t scaling
predicted by both DMFT and weak-scattering theory (black line). Error bars reflect fit uncertainty. At the
right are representative spectral functions, again from DMFT at half-filling and with T̃ /t = 1.5.
becomes independent of the relaxation rate at high temperatures.
Although it was challenging to make an exact comparison, these calculations seem to show some consis-
tency with our data. Our calculated resistivities show good agreement with the scaling predicted by DMFT,
both with temperature (ρ ∼ T ) and with interaction strength (ρ ∼ U2, which is not strongly modified
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from the weak-scattering theory) [Fig. 3.5]. We did not attempt to compare the absolute magnitude of
these measurements with prediction, in part because the DMFT calculations are performed at half-filling,
where they are simplified by particle-hole symmetry. Another comparison, not necessarily more accurate but
with different limitations, can be made using the high-temperature expansion technique [109], which admits
simple analytical expressions for ρ in certain limits. Fig. 3.5 also shows the comparison between our data
and the calculated temperature dependence results from the high-temperature expansion for a d-dimensional
hypercubic lattice, in the large-d, strongly-interacting (U →∞), and low (n = 0.1) filling regime, compared
to the resistivity from τt and ndwd. We can approximate n ∼ 0.1 over our data because of an interesting



















in which d = 3 is the spatial dimension, D is the characteristic width of the hypercubic density of states, D =
2
√
dt, and the coefficients ci are given by Table VII of Ref. [109]: c1(0.1) = 1.56337, c3(0.1) = −0.228875,
and c5(0.1) = 0.0849724. The two curves of the high-temperature expansion are the resulting expression to
third and fifth orders; the difference between them gives an indication of the regime of convergence. Unlike
the FGR calculation, this high-temperature calculation gets the magnitude and scaling of our observed
resistivity approximately right, with an apparent disagreement by a constant factor of order two that may
be explained in part by the large-dimensional limit.
Fig. 3.5 also shows the calculated spectral functions, from DMFT at half-filling, for a system with our
U , t, and T̃ . These were calculated by Wenchao Xu [22] using the TRIQS toolbox [115, 116], which employs
a Bethe lattice geometry and uses simplifications that occur due to the particle-hole symmetry at half-
filling. This exposes the mechanism, within this approximation, for the anomalous temperature-dependence
of resistivity. As the temperature is raised, the density of states changes markedly, with weight shifted
into the two Hubbard bands located at roughly ±U . This reflects an effect that is widely seen in this type
of simulation: increasing temperature, perhaps counterintuitively, can actually enhance Mott localization
effects by driving a crossover from Fermi liquid quasiparticle excitations to local magnetic moments [112].
Interestingly, we do not see this effect when we instead change the interactions at fixed T̃ /t = 1.5. In that
case, we see a broadening of the density of states from the interactions but no marked shift of spectral
weight into the Hubbard sidebands. This may be related to the experimental observation that the scaling
with interactions at low temperature, unlike the temperature dependence, does not depart strongly from the
weak-scattering prediction.
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3.4.2 Universal Planckian Scattering









Figure 3.6: Comparison of the momentum relaxation rate 1/τt to Planckian scaling. Points are experimental
data, with vertical error bars reflecting fit uncertainty and horizontal error bars representing s.e.m. from
temperature measurements. X’s and solid line are FGR weak-scattering calculation with interpolation (b-
spline) as a guide to the eye. Dashed line is Planckian scaling, 1/τt = T/~.
Another line of inquiry about bad metals has developed to attempt to explain the seeming universal
scaling of T -linear resistivity. As mentioned above in Sec. 3.2.1, in a variety of T -linear materials, including
both good metals (in the regime where ρ is determined by coupling to phonons) and bad metals, it has been
found that when resistivity and Fermi surface measurements are used to extract a scattering rate, following
Eq. 3.2, 1/τ ≈ T/~. Among the attempts to explain this theoretically is Hartnoll’s proposal of a bound on
diffusion in strongly interacting systems [77].
Although these bounds have taken different forms, we are ideally positioned to evaluate the claim that
for bad metals 1/τt ≈ T/~. As shown in Fig. 3.6, our measured relaxation rates are far below the T/~ line,
and do not change nearly enough with temperature. The best-fit line for our momentum relaxation rate
versus temperature has a slope of 0.02 T/~, rather than O(1). This is in general agreement with the picture
from the numerics described above, which predict a saturation of τt.
That said, the observed universal T -linear scaling still cries out for an explanation. It is natural to
ask whether we are really comparing the same observables. The quantity that is observed to obey scaling
laws in materials is, roughly, ne2ρ/m∗. In the weak-scattering, quasiparticle limit, in which ρ = m∗/ne2τt,
this is equivalent to the momentum relaxation rate, 1/τt, but as I have stressed this may not be true in
general. Therefore, let us give this quantity a new name, such as the resistance rate, and make the following
claim: for T -linear materials, the inverse resistance rate τres ≡ ne2ρ/m∗ obeys τres = ~/T , while the inverse
momentum relaxation rate τt, in general, does not. As temperature is raised τres crosses over from being
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nearly the same as τt to being independent of it, corresponding to two distinct regimes that both display
the same smooth T-linear resistance [109, 117].
It remains to find a simple physical interpretation of τres that is valid both when there are quasipar-
ticles and when there are not. I should hasten to add that this is not necessarily a unique insight- some
other authors, such as Hartnoll (Ref. [77]), are careful to distinguish between the characteristic times for
momentum relaxation, momentum diffusion, energy transport, and quasiparticle scattering, and discuss the
relevance of each to resistivity in bad metals. The τres suggested here may also be related to other proposed
timescales bounding diffusive transport, such as a Lyapunov time [118] (however, see Ref. [119] for limits
on this interpretation). However, it is often the case in the literature that the characteristic relaxation time
of the system is only defined by the quasiparticle relation ρ = m∗/ne2τ , or τres = τt is implicitly assumed.
To move beyond the paradigm of colliding Fermi liquid quasiparticles we will need to develop a consistent
language and set of organizing principles that is not valid only in that limit, and experiments such as ours
that access previously hidden observables can help to highlight that need.
3.4.3 Resistivity from Entropy
















Figure 3.7: Comparison of the momentum relaxation rate 1/τt to holographic scaling with entropy per
particle. Points are experimental data, x’s are calculations based on scaling with entropy per particle, with
solid line an interpolation as a guide to the eye. The dashed line is the solid line scaled by 0.35.
A related but distinct set of ideas to explain T -linear resistivity have been developed by Davison [120] and
Zaanen [121], among others. These ideas have developed out of bounds observed in gravitational systems,
which are mapped to strongly-coupled conformal quantum field theories using the AdS-CFT mapping. As
such, I will refer to them for convenience as “holographic scaling.” As I understand, the logic goes something
66
like the following: among strongly interacting quantum field theories that are dual to gravitational systems,
there is an observed bound (the KSS Bound) on the ratio of shear viscosity to entropy density, and the
quantum systems saturating this bound, sometimes called perfect quantum fluids, are dual to gravitational
systems with black holes [122]. Kovtun et al. made the further conjecture that this bound is universal to
systems without such a dual. This conjecture has been tested in two radically different environments: in
an ultracold unitary Fermi system in a harmonic trap [123], and in studies of quark-gluon plasmas [124].
To make the connection with strange metals, Davison and Zaanen further postulate that electrons in these
systems are also perfect quantum fluids, which leads to a bound on resistivity determined from shear viscosity









In other words, the momentum relaxation rate is proportional to the entropy per particle S/N , with A ≈
1/4π as a universal constant and l as the length scale associated with translational symmetry breaking. If
S/N ∼ T , as is the case in most metals, this results in T -linear resistivity.
This theory is mainly intended for good strange metals rather than bad metals: that is, for strange metals
at relatively low temperature so that they still feature a sharp peak in measurements of AC conductivity.
Thus, it is not clear a priori that our system is within its domain of validity, but with that qualification we
will look at the comparison anyway. For our system, both quantities of interest are readily determined: τt has
been directly measured and S can be estimated by, for example, measuring the degeneracy before the lattice
is loaded using the fit to the momentum distribution of a free Fermi gas, and assuming an adiabatic loading
process. Taking l = d and, as before, m∗ = ~2/(2td2), this results in a prediction of ~/(τtt) = S/2πN .
This comparison is shown in Fig. 3.7. The prediction with no free parameters clearly disagrees with
the data, but if one permits one overall scaling factor of order unity it can be quite consistent. As this
argument ignores prefactors, this is the most one could reasonably hope for. However, more interesting
than the comparison itself is its implications for future measurements: because of our harmonic trap, and
the resulting modification to the density of states, this theory predicts a non-linear scaling of 1/τt with
temperature. Therefore, a refinement of our technique, with small enough error to make an unambiguous
determination of the linearity of τt with temperature, might be able to distinguish convincingly between this
and other theories of T -linear resistivity.
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3.4.4 Others: Marginal Fermi Liquids, Unparticle Phenomenology, Hidden
Fermi Liquid
I will mention three other theories of strange metals for completeness. The Marginal Fermi Liquid theory,
mainly associated with Varma [125], represents an early attempt to find a unified phenomenological frame-
work for (primarily) strange metals. It unifies ARPES measurements of the spectral function with transport
measurements to provide a form of the spectral function that gives the correct scalings for these behaviors,
while also predicting other observables. We first attempted to interpret our measurements using this frame-
work, but we found that because it is phenomenological it was difficult to tell unambiguously how to adapt
it for the differences between our system and metals. The utility of this theory is more in suggesting what
the effective excitations of the strange metal might be, which a more complete theory could try to derive.
Unparticle theory, associated with Phillips, attempts to describe a strange metal as a system in which
the effective excitations are, instead of Fermi liquid quasiparticles, “unparticles” with a continuously varying
mass [102]. This gives rise to incoherent, non-quasiparticle behavior that may be a suitable starting point for
a description of strongly interacting quantum liquids. This is similar to Marginal Fermi liquid theory in that
it attempts to find a consistent phenomenological framework to describe many observations of strange metals.
However, studies using this framework, to date, have focused on observables besides the DC resistivity.
Finally, Hidden Fermi liquid theory, due to Anderson, uses a technique based on Gutzwiller projection to
determine the effective excitations for a doped Mott insulator and predicts that they are a sort of quasiparticle
that, unlike the Fermi liquid quasiparticle, has zero overlap with the bare electrons [126]. The prediction
for metals is that the resistivity is determined by two decays: first, the coupling to the electric field excites
quasiparticles that do overlap with the physical electrons, as in a Fermi liquid quasiparticle, but since these
are not approximate eigenstates of the system they quickly decay into the excitations of the hidden Fermi
liquid. These hidden Fermi liquid “pseudoparticles” are not adiabatically connected to the physical electrons
but otherwise behave as a Fermi liquid, and in particular have a momentum relaxation rate that goes as T 2.
The total relaxation time is determined by the sum of these two decay processes, and either can serve as a












leading to T -linear scaling at high temperature. Here WHFL is the bandwidth of the hidden Fermi liquid,
which is not directly observable but can be inferred from ARPES measurements, and p is, for materials, a
function of the hole doping x away from half-filling: p = (1− x)2/4.
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An interesting question that arises when considering this theory is how, in our case, the physical impulse
couples to the fundamental excitations of the system. An electrical field clearly couples to eigenstates of
electric charge, regardless of whether these are the fundamental excitations of the system, but we instead
use a Raman transition. Because we start with a non-interacting Fermi gas, the eigenstates of the system
at this point, as mentioned in Sec. 3.3.3, are very well understood. In a uniform system they would
be the quasimomentum states of a free Fermi gas in a lattice, while the addition of our trap results in
a modification from this that can be analytically determined [54]. Furthermore, because our atoms are
all initially in the same spin state, if each experiences the same Raman pulse with the same effect then
they remain spin-polarized (with a spin that is now tilted in a Bloch sphere representation), and thus non-
interacting, immediately after the Raman transition. Interactions can only have an effect once there is
some decoherence, so that the system can be considered as a statistical mixture of |↑〉 and |↓〉 atoms rather
than each atom as an identical superposition between these states. In practice, this decoherence appears
to happen fast enough that we can neglect this consideration. We have measured the decoherence rate in
the absence of a lattice, using a Ramsey sequence, and found it to be around 100 µs. Summarizing, we
should expect that the evolution of our system proceeds something like this: first, the atoms are all in an
equal superposition of spins, and a corresponding superposition between the quasimomentum states of a
equilibrium non-interacting Fermi gas and the states shifted by the Raman kick | ~∆p|. After a short time,
this superposition dephases into a statistical mixture of atoms in |↑〉 and atoms in |↓〉, each still in spatial
eigenstates that correspond to the non-interacting gas. Finally, the strong interactions cause these states
to evolve in some way away from the non-interacting states of definite quasimomentum, and the coupling
to the lattice finally dissipates away the momentum through Umklapp scattering. In the limit in which the
initial decoherence is fast enough to be ignored, this is exactly analogous to the decay into hidden Fermi
liquid states postulated by this theory.
Having satisfied ourselves on that point, we can estimate the prediction this model gives for our system
by taking x = (1− n) and WHFL ≈ t, the order of magnitude suggested by the authors of Ref. [126]. This
leads to a predicted relaxation rate that is strongly density-dependent, and which decreases with increasing
temperature—in contrast to our measurements. However, it would be very interesting to see a full application
of this theory to ultracold Fermi gases.
3.4.5 Comment on the Bakr Group Result
While our ultracold atomic bad metal was very different from every previous type, it has a contemporary
counterpart, from the group of Waseem Bakr [59]. This study employs a similar system (in 2D rather than
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3D) and explores a similar parameter range to our own. The measurement method is somewhat different.
Rather than creating a momentum current, the authors watch the relaxation of a non-equilibrium density
pattern, and extract from this a diffusion constant which can be related, when combined with a separately
measured compressibility, to resistivity through the Nernst-Einstein equation. This allows for a direct,
albeit unconventional, determination of the resistivity, in contrast to our calculation from a quasiparticle
framework. The momentum relaxation rate also comes out of their fit, but it is a somewhat auxiliary quantity
in contrast to our measurement in which it is the main observable of interest. Two more minor differences
are that we, unlike them, measured the scaling of the relaxation with interaction as well as temperature,
making for a nice additional comparison to theory, but they, unlike us, were able to simplify their system
considerably by engineering a flat potential and thus a region of constant density near half-filling.
The authors compare their results to numerical methods (DMFT and finite temperature Lanzcos calcu-
lations), and find reasonable agreement. While they do not explicitly compare to any other theories, the
inverse momentum relaxation rate they extract from their data does not appear to follow the Planckian
scaling 1/τt = T/~, falling below this at high temperatures, while the resistivity slope is consistent with my
conjecture for the scaling of τres in Sec. 3.4.2. Therefore, the general picture painted by our results and
theirs seem to be consistent with each other.
3.5 Outlook
I believe that the study of bad metallic behavior in ultracold atomic systems is an exciting frontier that still
has a lot of unanswered questions. It would be very interesting to characterize this system across the expected
interaction-driven good metal to bad metal transition, which should be possible by pushing the lower limits of
temperature and tuning the interactions with a Feshbach resonance. Measurement of static properties, such
as the density of states revealed by RF spectroscopy [127] or the spectral function with momentum resolution
[128, 129], could be a nice point of comparison with numerical techniques such as DMFT. Techniques for
measuring the AC conductivity of an ultracold gas, previously applied to the weak-scattering regime [130],
could enable observation of the expected spectral transfer accompanying low DC conductivity. Finally,
measurement of relaxation or transport of other quantities, such as heat or spin, might also be illuminating.
A recent experiment looking at spin transport in strongly-correlated lattice fermions represents a step in this
direction [58]. Heat transport measurements might be especially interesting, because they could be combined
with our momentum relaxation technique to look for violation of the neutral equivalent of the Wiedemann-
Franz law. This is predicted by various theories (for example, in Ref. [77]), and has been reported in a
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unitary Fermi gas without a lattice [76], but is unstudied as of yet in an ultracold Fermi-Hubbard system. As
experiments develop, it will also be exciting to see careful applications of the various theoretical frameworks
described above to these systems, rather than the crude ones I have attempted.
One organizing question for these possible experiments goes back to the distinction previously drawn
between a bad and strange metal. Now that we have evidence that bad metal behavior is possible in a Fermi-
Hubbard system, can it also realize strange metal behavior such as power law scaling of AC conductivity?
Understanding the relationship between these two sets of behavior in a simple Hubbard system, which does
not have complications such as structural transitions, might help to clarify the exact relationship between
these two phenomena. It will also be a big step towards answering a key question driving studies of the




Signatures of Mott and Anderson
Transitions Far from Equilbrium
Figure 4.1: Experimental setup. For clarity, a lower-dimensional representation of our 3D lattice is shown.
Lattice beams (red, diagonal) are combined with a speckle beam (green, vertical) to create a disordered
lattice potential. Depending on the system parameters, a non-equilibrium population of doublons may
persist due to localization, or delocalization may cause a fast equilibration of the doublon population.
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4.1 Introduction
Questions about the nature of many-body quantum systems with interparticle interactions and disorder
go to the heart of condensed matter physics. Beginning with a system of weakly-interacting fermions in a
periodic potential, which populate delocalized Bloch wave states, it is well understood that sufficiently strong
repulsive interactions or disorder can each result in a quantum phase transition to localized states, which
cause metal–insulator transitions of the linear-response properties such as DC conductivity [8]. These metal–
insulator transitions due to interactions or disorder are respectively termed a Mott transition [6, 7, 132] and
an Anderson transition [9, 12, 13, 133], and they individually represent paradigmatic examples of strongly
correlated and strongly disordered systems. What happens when both effects are large, as in an initial Mott
insulator that is subjected to increasing disorder?
The measurements described in this chapter address one aspect of this question. We study the dynamics
of perturbed fermions realizing the disordered Fermi-Hubbard model (DFHM), a paradigmatic model for
disordered many-body systems. Applying a quench of the interactions, we take the system far out of
equilibrium and study the relaxation in a regime in which the linear-response formalism no longer applies.
The observable we study, the population of double occupancies (doublons), is attuned to be highly sensitive
to both the interactions and disorder, revealing the competition between their effects. In regions with
individually strong interactions and disorder, we see each result in a persistent non-equilibrium doublon
population, while in a crossover region featuring both influences the population can quickly equilibrate.
Finally, we provide a qualitative explanation for the observed behavior by considering the predicted changes
in the density of states associated with the Mott and Anderson transitions.
4.2 Background: Anderson and Mott Transitions
4.2.1 Anderson Localization Transitions
A non-interacting wave system, when subjected to disorder, can undergo a disorder-driven phase transition,
known as Anderson localization. Below the critical disorder, states are extended, and resemble plane waves
(or Bloch waves if a lattice is present), with slight modifications due to isolated scattering from the disorder
that has a characteristic length scale of ls, the mean free path. Above the critical disorder, they are localized,
with an exponential overall envelope e−x/ξ that has a characteristic localization length, ξ [Fig. 4.2]. If the
waves in question are electrons, and the states at the Fermi surface become localized, this results in a
metal–insulator transition. However, Anderson localization is more clearly seen in non-interacting or weakly
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Figure 4.2: Anderson localization. a) In a lattice with weak disorder, the non-interacting eigenstates may be
modified from periodic Bloch waves on the scattering length scale ls without losing their extended character.
b) In sufficiently strong disorder, the eigenstates will become exponentially localized with localization length
ξ.
interacting wave media, such as light [15], ultrasound [14], and, of course, ultracold atoms [134–136].
Anderson localization can intuitively be thought of as the result of a coherent random walk resulting
from scattering. Provided that this random walk is in a time reversal-invariant environment with static
disorder, the amplitude for paths staying near the origin will constructively interfere while those propagating
away will be reduced. Like a classical random walk, this makes Anderson localization highly dependent on
the dimensionality of the system. In a classical random walk, the probability of returning to the origin
approaching unity as the number of steps increases for d ≤ 2, but for d > 2 it is finite, as shown originally by
Polya [137]. Correspondingly, one-dimensional disordered quantum systems become localized at infinitesimal
uncorrelated disorder. In contrast, in three dimensions for a given disorder strength there are states that are
localized by the disorder and those that are not, separated by a mobility edge. Two dimensions is marginal,
and an important advance in the understanding of Anderson localization was the “Gang of Four” scaling
argument that two dimensional systems should be localized by any disorder, as in the one-dimensional case,
but with a localization length that grows very rapidly with energy [10, 138].
Anderson localization does not leave any experimental signature in the density of states for a large system.
However, in a disordered system a more meaningful quantity is the local density of states (LDOS), defined






|Φn〉|2δ(E −En +E0), where Φn is the quantum
state with energy En, E0 = EF , and ĉ(x) is the fermionic destruction operator at position x [106]. The
LDOS changes at the mobility edge from being continuous to pointlike discrete [Fig. 4.3]. Correspondingly,
the Green’s function for the system changes from having a branch cut to dense discrete poles [17]. Detailed
calculations for localization due to correlated speckle disorder, performed by the group of S. Pilati, predict
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that for the disorder used in our experiment complete localization of the ground band should take place
around ∆/12t = 2, where ∆ is the characteristic disorder strength and 12t is the 3D bandwidth [139].
Figure 4.3: Cartoon of the density of states in the Anderson transition for the Hubbard model in 3D, showing
a typical local density of states (orange solid lines) and average density of states (blue dashed lines). At low
disorder, the local and average densities of states coincide, and the states form a band that is filled up to
the Fermi level. As disorder increases, states near the edges of the band become localized, resulting in two
mobility edges near the top and bottom of the band that separate the continuous region of the LDOS from
the discrete region. The averaged density of states does not show a sharp change. At a critical disorder all
the states in the band become localized.
4.2.2 Mott Transitions
A strongly interacting lattice system also has a localization transition, a Mott transition. This transition
occurs when short-range repulsive interactions are sufficiently strong that it is energetically favorable for
particles to become localized, and pay the increase in kinetic energy rather than overlapping. Unlike an
Anderson transition, this a transition between two ergodic phases. The Mott transition also features an
obvious change in the density of states, which in the simplest case such as the Hubbard model splits into
two sub-bands, with the upper band corresponding to double occupancies [Fig. 4.4]. This justifies the
terminology “doublon:” double occupancies make up a distinct sector of quasiparticle-like excitations in this
regime.
The Mott transition only occurs for an integer number of particles per site, and it is only in that special
case that the picture presented above is valid. For other densities, there is no sharp transition but instead
a crossover to a gapless, strongly-correlated doped Mott insulator. This state, which is not fully understood,
is of high interest as the possible model for high-temperature superconductors [4], and as an environment in
which the bad and strange metals discussed in Ch. 3 are realized.
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Figure 4.4: Cartoon of the density of states in the Mott transition for the Hubbard model. In the non-
interacting limit, the states form a single band, and for two spin states and 〈n〉 = 1 the Fermi level is at
the midpoint of the band. As interactions increase they split the band into two Hubbard bands, consisting
of states with single and double occupancies and separated by U , the interaction strength. The system
becomes a gapped insulator. Although the real picture is more complicated, and can involve deformations of
the Hubbard bands and hybridization between them near the transition, the general features of this cartoon
are consistent with calculations of the transition [6, 16, 112].
4.2.3 The Anderson-Mott Crossover and Many-Body Localization
The effect of interactions on Anderson localization was left as an open problem in Anderson’s original paper,
and it remained so for decades afterward. Increasingly sophisticated simulations lead to predictions that
interactions could either increase or decrease the conductivity of disordered fermions. This is because, de-
pending on the ratio of disorder and interaction strengths, they could either weaken Anderson localization
effects or cause Mott localization [16, 140–143]. However, these calculations did not address the problem
in full generality, usually being limited to some combination of idealized models, limited dimensionalities,
perturbative interactions, and either near-ground state behavior or a high-temperature expansion. Ex-
perimental study of this problem in a condensed matter setting without any complicating factors is also
challenging. Notable experiments in this arena include controversial reports of a localization transition in
two-dimensional materials, in tension with the scaling theory for non-interacting Anderson localization [144],
and limited observations of disorder-induced Mott gap breaking [145, 146].
Among the predictions of near ground state behavior I will highlight one with special applicability to our
experiments: the calculation of the phase diagram of the Hubbard model with speckle disorder performed
by the group of W. Hofstetter [17], already introduced in Ch. 1 [Fig. 1.2]. The ground state at half-
filling (〈ni〉 = 1) in this calculation features a metal-Mott insulator transition at critical interaction strength
U/12t = 1.4, a metal-Anderson insulator transition at ∆/12t = 2.7, and a complex interplay of these three
phases in regions where U and ∆ are both nonzero. The states are classified based on the average LDOS
at the Fermi level: for the Mott insulator it is gapped when arithmetically averaged, for the Anderson-Mott
insulator it is not gapped when arithmetically averaged but is gapped when geometrically averaged, and
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for the metal it is gapless. The technique used, statistical dynamical mean field theory (DMFT), is exact
for d → ∞ but is believed to be accurate for d = 3 above the Néel temperature. The phase diagram
1.2 is specifically relevant for speckle disorder—other types of disorder statistics result in a different phase
diagram topology [16]. While this phase diagram provides a valuable road map, it is largely unconfirmed
experimentally.
New life was breathed into this venerable subject beginning in 2006 with the development of the theory
of many-body localization [147, 148]. While a clear understanding of this phenomenon is still limited to
particular models and low dimensions, it has exposed some features that seem to be generally applicable. We
now know that, in certain idealized models such as 1D spin chains or localized systems with weak interactions,
Anderson-like localization can persist with interactions, not only near the ground state but for a generic
excited state (and, in some models with bounded spectra, even at infinite temperature). Furthermore, within
these tractable models, we know something about the structure of these many-body localized states. An
Anderson localized state has an extensive number of local conserved quantities, which are the occupations
of the localized eigenstates. In fully localized 1D systems with interactions this characteristic is preserved:
the local quantities are modified by interactions but persist [149, 150]. As a result, these MBL state can
be thought of as a generic integrable system, unlike typical integrable systems which require fine-tuned
parameters. However, it is unclear at present whether this is still a valid picture in higher dimensions [151].
Interactions also have the consequence that the MBL state, unlike an Anderson localized state, is not a
product state of single-particle wavefunctions, but instead features entanglement. However, each particle
is mostly entangled with those nearby; for an initial product state entanglement spreads logarithmically
away from a given site and the eigenstates only have area-law entanglement entropy, unlike the volume-law
entanglement entropy of an ergodic thermal system [148].
Many questions related to many-body localization are still quite open. A brief list: whether MBL can
occur in translationally invariant systems, the dependence of MBL on dimensionality, the precise behavior at
the MBL transition, and the robustness of MBL states to dissipation, thermal baths, or loss. Since every true
system exhibits these properties, the real-world existence of many-body localization is still up for debate.
Therefore, experiments have a very important role to play.
4.2.4 Previous Experiments with Ultracold Atoms
The potential for ultracold atoms in optical lattices to study interactions and disorder was quickly recognized,
and a number of studies of this type have already been performed. One series of experiments has studied
the relaxation of fermions in quasi-disorder generated by incommensurate optical lattices [152–155]. These
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experiments were argued to show evidence of many-body localization because of the persistence for many
tunneling times, in sufficient disorder, of the initial non-equilibrium density distribution. Additionally, a
previous study by our group has examined the interplay of interactions and disorder with fermions in a
three-dimensional lattice with speckle disorder [156]. This study, which was limited to interactions too weak
to form a Mott insulator, measured the response to an impulse of a DFH system. In general agreement
with the phase diagram of Fig. 1.2, a localization transition was seen requiring stronger disorder with
increasing U/12t. Furthermore, the response in the localized state was shown to be consistent with zero
over an extended temperature range. This is also in general agreement with the MBL paradigm, but note
that we don’t have a concrete prediction for this model, and questions such as whether it features a many-
body mobility edge in analogy to the Anderson localization limit are unknown. An alternative, possibly
complementary picture is provided by the localization of renormalized Hubbard band quasiparticles, and
remarkably a model of this type was used to find agreement with experiment without any free parameters
[35].
For completeness, I note that another extensive series of experiments has investigated the properties
of interacting bosons in disordered lattices. A full survey of these is beyond our scope, but they include
experiments near equilibrium in one-dimensional quasi-disorder [157–159], one-dimensional impurity disorder
[160], and three dimensional speckle disorder [34, 161]; and far from equilibrium to investigate many-body
localization [162, 163]. At zero temperature the bosonic case differs from fermions because of the possibilities
of superfluid order and a Bose glass [164]. However, for strong interactions and finite temperatures it is likely
that the physics does not depend strongly on statistics. Some evidence for this comes from calculations of
doublon lifetime in the absence of disorder which compare bosonic and fermionic contributions [165].
4.3 Doublon Decay
4.3.1 The Non-Equilibrium Frontier
Metal–insulator transitions, such as Mott and Anderson transitions, are formulated within a linear response
framework. A small force (or DC voltage for electronic materials) is applied to the equilibrium system,
and classification as a metal or insulator is determined by whether it responds to this perturbation. While
classification of systems near equilibrium based on transport measurements has a long history, the isolation
and slow characteristic dynamics of ultracold atomic systems have allowed the increasing exploration of
far-from-equilibrium systems, for which the organizing principles are much less clear [166–170].
We know that in the DFHM the interplay between disorder, interactions, and tunneling gives rise to
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interesting ground-state transitions and linear-response behavior. What happens to far-from-equilibrium
systems in this regime? Can interesting transitions still occur?
We will give an answer to this by looking at the relaxation of a non-equilibrium population of doublons.
4.3.2 Understanding Doublon Decay
There are many ways one could conceivably take a gas of ultracold atoms out of equilibrium, but in the
context of a strongly-correlated lattice gas exciting doublons is a particularly natural choice. As we saw in
Sec. 4.2.2, doublons are the fundamental excitation of a Mott insulator, and in a doped Mott insulator they
still make up a distinct high-energy sector. In addition, we know something about doublon relaxation in the
absence of disorder. This process was studied previously in a joint theory–experiment collaboration, with
the experiment performed by the Esslinger group [165, 171]. For strong interactions, and in the absence of
disorder, a non-equilibrium population of doublons is highly stable due to the scarcity of energy-conserving
decay processes. The Mott gap in the density of states prevents a two-body decay that conserves energy,




where α is scaling parameter that depends on parameters such as density. This scaling has also been
predicted in other theoretical studies [172–174]. Doublon decay can also be observed in condensed matter
systems using ultrafast pump-probe spectroscopy [175]
Because a Mott gap can stabilize doublons, they are a great way to look for the effect of disorder on the
system. We saw (in Fig. 1.2) that in the ground state, sufficient disorder can destroy the Mott insulator by
redistributing states into the gap. The clean doublon decay results suggest that this will also have an effect
on the doublon lifetime.
4.4 Experimental Setup
To probe doublon relaxation, we use an interaction quench to take the system out of equilibrium [Fig. 4.5].
Interaction quenches to create out-of-equilibrium doublons have been previously considered in theoretical
and numerical studies [176–178] and were experimentally performed in a Bose-Hubbard system [179]. By
quenching from attractive to repulsive interactions, we create an unstable population of doublons. Then,
after a variable hold, we use the Feshbach resonance to read out the doublon population by spectroscopically
resolving them from single sites.
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Figure 4.5: Experimental procedure. Top: i: Two fermionic spin states are initialized in an optical lattice
with attractive interactions, so that doublons are energetically favorable. ii: An interaction quench takes the
system out of equilibrium by changing the sign of the interactions, and a disordered potential is added. iii:
After a variable evolution time thold, part of the doublon population has decayed. iv: The site populations
are frozen by a sudden increase of the lattice, and one atom in each doublon is selectively mapped to an
ancillary spin state that is subsequently imaged. Alternatively, the single occupancies of one spin can instead
be imaged (not shown). Bottom: traces of signals corresponding to procedure. These traces represent the
control signals, and neglect the effects of finite servo bandwidth and eddy currents in the magnetic field. To
avoid reductions in the doublon lifetime near the Feshbach resonance due to the dipole laser, as discussed
in Chapter 2, it is turned off during the doublon selection stage. The readout procedure involves a series
of resonant light pulses and rf sweeps, which remove all atoms except those in the ancillary spin state and
then image those on a closed transition. This is shown in detail in see Fig. 4.6.
4.4.1 Initial Conditions
Our initial trapping and cooling follows the procedures described in Ch. 2. Before the measurement, we have
N = (110 ± 21) × 103 atoms at T/TF = (0.43 ± 0.09) in an equal mixture of |9/2,−9/2〉 and |9/2,−7/2〉.
We are capable of evaporating further and reducing T/TF by another factor of 2–3, but experimentally
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we have found that the largest signal and best long-term stability for our measurement is in this regime.
These atoms are held in a trap made from a crossed far-detuned 1064 nm laser, with trapping frequencies
ωx,y,z = 2π× (49, 103, 112) Hz. The magnetic field is above the Feshbach resonance, so that the atoms have
weakly attractive interactions (a = −41.1 a0).
4.4.2 Lattice Load
We begin the experimental procedure by slowly loading the atoms into a 3D cubic optical lattice with a
lattice depth s = 11–15 ER. For this interaction strength, and taking into account the typical geometric
average harmonic confinement (including contributions from the lattice) ω = 2π · 140 Hz and entropy per
particle S/N = 3.8, the initial state of the system has (15 ± 3)% of the atoms in doubly-occupied sites, in
reasonable agreement with an equilibrium atomic limit calculation. The average filling at the center of the
system is calculated as 〈ni〉 = 0.48, or near quarter-filling, which smoothly decreases toward zero away from
the center due to the harmonic confinement.
4.4.3 Interaction Quench and thold
At this point the interaction quench is performed. The system is taken out of equilibrium by an abrupt
change of the interaction strength from attractive to repulsive (as = 75.3 a0), realized with an increase of
the magnetic field by 7 G over 100 µs. This results in values of U/12t between 1.2 and 4.2. Immediately
after the interaction quench, variable disorder is added over 1 ms, with a strength ranging from 0 to 1.2 ER.
These timescales are chosen to make the changes adiabatic relative to the band gap, but fast compared to
the doublon decay rate in the absence of disorder.
Our disordered speckle field is generated with a tightly-focused 532 nm laser passed through a holographic
diffuser, which results in autocorrelation lengths of ζr = 270 nm and ζz = 1600 nm along the directions
perpendicular and parallel to its propagation, respectively [135]. The disordered beam is not oriented along
any of the lattice directions and has a nearly equal projection along all three.





















Here σ indexes the two spin states (|↑〉 = |9/2,−9/2〉, |↓〉 = |9/2,−7/2〉), tij controls hopping between
nearest-neighbor sites i and j, and Ui is the on-site interaction energy between particles of different spin.
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Two terms contribute to the local energy offset: a disordered on-site energy controlled by εi, and an overall
harmonic confinement term with frequency ω. The speckle field results in disorder in each of the t, U , and
ε terms with known distributions and correlations [31, 33]. For simplicity, we have assumed a spherically
symmetric overall confinement with the geometric mean trapping frequency
To adjust the Hubbard parameters, we fix the magnetic field values across all data and tune the ratio U/t
by changing the lattice depth, while the disorder strength is controlled by the speckle field. This ensures that,
for a given lattice depth, we are preparing exactly the same average initial state each time and performing
the same interaction quench, and any differences in evolution are due to the changing parameters following
the quench. This procedure is also designed to minimize overall forces on the atoms while still producing a
large enough quench that the change in doublon population can be readily monitored. One compromise is
that changes in the doublon decay between different lattice depths may potentially combine the effects of
lattice depth on both the initial and final states.
4.4.4 Doublon Selection and Readout
After a variable hold time thold, we perform the doublon selection and readout [Fig. 4.6]. We quickly ramp
the lattice to 30 ER to freeze the density distribution, and turn off the speckle field. Then we read out the
doublon population by ramping the magnetic field over the Feshbach resonance to associate doublons into
Feshbach molecules [180], which have a binding energy of h ·110 kHz and are thus spectroscopically resolved
from the single occupancies. We apply a radiofrequency (rf) pulse to transfer the |↓〉 atom in each doublon to
an adjacent unpopulated spin state, |9/2,−5/2〉, and selectively image only those atoms. To do this, we use a
combination of light pulses resonant with the 2S1/2|9/2,−9/2〉 → 2P3/2|11/2,−11/2〉 imaging transition and
radio-frequency sweeps to remove all the atoms remaining in |9/2,−9/2〉 and |9/2,−7/2〉, before transferring
the atoms in |9/2,−5/2〉 back to |9/2,−9/2〉 and imaging them on the same transition. Alternatively, by
only changing the rf frequency, we can image the |↓〉 atoms in single sites instead of doublons. By comparing
these populations as doublons decay into singles, we estimate that about 50% of the doublons are imaged,
with the rest lost due to either the reduced Rabi rate for dissociation of molecules relative to singles or decay
into more tightly bound molecular states (see Fig. 4.7).
Repeating this procedure while varying thold, we build up a plot of the time dependence of the doublon
(and possibly single occupancy) population [Fig. 4.7]. To extract useful information, we fit these curves to
a minimal model.
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Figure 4.6: Details of the doublon readout procedure. We initially use a doublon-selective rf swap in the
lattice to selectively map each |9/2,−7/2〉 atom in a doublon to spin |9/2,−5/2〉, with a transition that is
125 kHz detuned from the main transition due to the Feshbach molecule binding energy. Following this, we
turn off the lattice and use a series of light pulses resonant only with |9/2,−9/2〉 and rf swaps to remove
all the atoms except the ones that were transferred to |9/2,−5/2〉. Finally, we transfer these atoms with
two swaps to |9/2,−9/2〉 for imaging on a closed cycling transition. By changing the rf frequency of the
initial swap, we can instead selectively image the single atoms instead of the doublons. This procedure was
inspired by readout sequences used in past atomic photoemission measurements [46].
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Figure 4.7: Sample doublon (red point) and single (black point) decays. Error bars are the s.e.m. of
at least four measurements. Fits are to the model described in Section 4.5. The inset is a magnified
look at the doublon decay. This data is taken for a 15 ER lattice (U/12t = 4.15) without disorder. In
these measurements, the fit value for the population of doublons as determined by the increase in singles
is consistently larger than the population of doublons directly observed, by an average factor of 2.6. We
attribute this to reduced efficiency in the doublon readout and use it to calibrate the absolute doublon
fraction.
4.5 Model and Fitting
We extract the doublon lifetime τ using a fit to a simple rate model for the imaged |↓〉 atoms that takes into
account doublon decay into single atoms as well as the slower overall number loss. The model used is:



















This describes a non-equilibrium population of doublons that dissociates into single atoms at a rate of 1/τ ,
an equilibrium population of doublons, and overall number loss of both doublons and singles at the same
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single-particle loss rate of 1/τloss. It is very similar to the model used in the previous study of doublon
lifetime (Ref. [171]), but without an inelastic loss term. It appears that this was only relevant when those
authors used a |9/2,−9/2〉 and |9/2,−5/2〉 spin mixture, which has been found by multiple groups (including
us) to have a reduced lifetime near 200 G [37, 165].
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Figure 4.8: Measured loss rates at various lattice depths and disorder strengths, with linear fit. The fit slope
is 0.024 ± 0.006 Hz/ER, with an intercept consistent with zero. We use this fit to determine the average
τloss to be used for datasets in which we do not measure loss directly. The linear scaling of loss with lattice
depth suggests that the dominant mechanism is off-resonant scattering.
The solution to Eqs. 4.2–4.5 is:





−t/τloss − e(−t/τ−t/τloss)) . (4.7)
These equations can be fit to find τ , τloss, Nd↓,eq,0, Nd↓,neq,0, and Ns↓,0, as shown in Fig. 4.7. For the
longest doublon lifetimes (τ > 100 ms) we perform a simultaneous fit to the changes in the doublon and
singles populations to extract all these parameters, while for the shorter lifetimes we find that the singles
equation (Eq. 4.7) provides no additional constraint, so we fit the doublon population to Eq. 4.6, fixing
the much slower τloss according to the value determined from the fit to all the loss data shown in Fig. 4.8.
For the data in which we measure both populations, τ as determined by a fit to both equations and τ as
determined by a fit to Eq. 4.6 alone are consistent within their mutual uncertainties throughout the data.
For the short-time measurements, the fractional uncertainty in τloss due to the fit uncertainty is less than
4%, which leads to an additional uncertainty in the measured τ of less than 1% that has not been propagated
in the error bars.
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It is not obvious that the loss rate should be the same for a doublon and a single. We test this by loading
into a 30 ER lattice, so that elastic doublon decay is negligibly slow. In this case we see behavior best
described by a simple exponential decay for both doublons and singles, with consistent time constants of
(1310± 210) and (1040± 300) ms. A uniform loss rate per site was also found by the authors of Ref. [171].
4.6 τ in the Absence of Disorder
Figure 4.9: Doublon lifetimes measured without disorder, compared with the theoretical scaling at half-filling
calculated in Ref. [165, 171] (dashed line). Red squares correspond to data used in the main text, with
U/h ranging from 1.8–2.4 kHz, while blue circles correspond to measurements at different lattice depths and
interaction strengths, such that U/h = 2.7 and 3.8 kHz respectively. Note that this plot uses the scalings of
the interactions (U/6t) and lifetime (τt/h) of Ref. [171], differing by a factor of 2π and 2, respectively, from
the units used in the rest of the chapter.
In the absence of disorder, the doublon population decays to a new equilibrium of (9.0±2.5)% over scales
of 10–300 times the tunneling time, ~/t. For the lower range of interactions studied (U/12t from 1.0–2.5)
we observe scaling with the interaction strength that is similar to the exponential dependence found in the
previous study [171], while for our largest interactions (U/12t from 2.5–4.2) we observe a saturation in the
observed lifetime that may be due to technical limitations.
Fig. 4.9 shows the doublon lifetimes measured without disorder. These are compared to the calculation
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of doublon lifetime at half-filling reported in [165, 171]. While our results are comparable in the range
2 < U/6t < 5, there is a clear disagreement for higher values, at which the observed lifetime is far below the
predicted value. Even in absolute terms, the two final red points represent shorter lifetimes than the two
points before them.
The most straightforward explanation for this disagreement is that something else is limiting our observed
doublon lifetime in this stronger interaction regime. This is not surprising, because the predicted lifetimes
grow extremely quickly with lattice depth, as e1/t ∼ exp(e
√
s). In real units, the predicted decay time for
the point at U/6t = 6 is about one second, and for the highest point at U/6t = 8.5 it is around nine seconds,
which is much longer than our loss rates. Therefore, even a very slow neglected process could limit our ability
to observe the desired decay in this regime. Because we can measure both the disappearance of doublons
and corresponding appearance of singles, this limiting process would have to also cause elastic decay into
singles. A natural possibility is a small amount of noise on the lattice beams with a frequency near U/h.
One challenge to this explanation is that measurements taken at different individual values of U and t (blue
points in Fig. 4.9) appear to show that the observed lifetimes are a function of U/6t and h/t rather than
the individual values of the parameters.
As we will see, for the interaction strengths at which large deviations are evident, the clean value is also
the slowest relaxation observed. Therefore, while it is unclear that we are always seeing the true doublon
lifetime in this regime, we do not believe that this saturation affects the disordered physics of interest.
4.7 Regimes of τ in Disorder
The addition of disorder dramatically changes τ from its clean value [Fig. 4.10, left panel]. In a 12 ER
lattice, which has U/h = 2.0 kHz and t/h = 100 Hz, τ = (47 ± 16) ~/t in the absence of disorder. For a
small amount of disorder the doublon lifetime does not change, but at a critical disorder value near 0.04 ER
it abruptly becomes much faster, decreasing to a minimum of (2.5±1.6) ~/t and staying near this value over
an extended range of disorder values. At around 0.4 ER the lifetime begins to steadily increase, and grows
far beyond the initial lifetime until reaching a maximum of (430± 240) ~/t at the highest disorder strength.
As such, three regimes of doublon lifetime behavior are naturally identified by the system: the initial long
lifetime of the clean system, which is robust to small disorder, the short lifetime that appears at a first
critical disorder value ∆c1, and the continuously increasing lifetime that sets in at a second critical disorder
value ∆c2. Relative to the clean, non-interacting case, in which the doublon decay is of order ~/t, this system
therefore demonstrates one regime in which the relaxation is much slower because of the strong interactions,
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Figure 4.10: Dynamical regimes of doublon relaxation in a 12 ER lattice (U/12t = 1.8). Left: Extracted
doublon lifetimes for varied disorder. ∆ is measured in units of the lattice recoil energy ER. Error bars
represent the fit uncertainty. The resulting lifetime has a strong, non-monotonic dependence on disorder and
varies over two order of magnitude. The dashed line indicates the single-particle loss rate, which is nearly
constant across all values of disorder. Taking 10 ~/t as a convenient dividing line separating doublons that are
long-lived relative to single-particle tunneling versus those that are not (unshaded vs shaded region), three
regimes can be distinguished: the initial clean behavior, an abrupt change to much smaller τ at moderate
disorder (∆c1 ∼ 0.04 ER), and a progressively rising τ beyond a critical disorder (∆c2 ∼ 0.4 ER). Right:
Doublon creation by lattice modulation at three disorder values, corresponding to the three lifetime regimes.
The x-axis is scaled by U/h = 2.0 kHz, as determined by a single-band tight-binding calculation. The y-axis
is a scaled response with the minimum doublon fraction subtracted, which is the same for all three figures.
Error bars represent the s.e.m. from 4-6 measurements. The solid line is the fit to a Gaussian peak. In the
“Mott insulator” regime a doublon creation peak centered near f = U/h is evident, while in the “metallic”
regime this response has vanished. In the “disordered insulator” regime a spectrally flat response is again
observed, on average, which appears to have significantly more weight than in the “metallic” regime.
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one regime in which it is much slower because of the strong disorder, and an intermediate regime in which
the relaxation is again comparable to ~/t. Therefore, in analogy to the ground state phases, we call these
regimes the “Mott insulator,” “metallic,” and “disordered insulator” regimes. How can we understand these
changes?
4.8 A Simple Model (and Why it Doesn’t Work)
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Figure 4.11: Model using an average of local doublon decays. Left: Doublon decay data compared to a
model using an average of local doublon decays. The model has no free parameters. Vertical lines represent
fit uncertainty. Right: sample calculated decay curves, with fits, at s = 12ER and ∆ = 0.001ER (top) and
∆ = 0.2ER (bottom). Each has been disorder averaged 1000 times. The horizontal axis is time in seconds,
and the vertical axis is Nd↓(t)/Nd,↓(0).
As a simple check, the first model we will consider is one in which the observed doublon decay is a
disordered average over many local decays, each obeying a different exponential time constant. We take the






eα|U+εi−εj |/6t . (4.9)
Here εi,j are randomly drawn from the appropriate exponential disorder, P (εi) = (1/∆)e
−εi/∆. We take
c = 0.5 and α = 1.0, the best-fit values for our spin mixture found in the Esslinger group study [181]. For
each site i, we consider the decay to six nearest neighbors, and combine these decays using the approximation,
valid at short times, of parallel processes: τij = (1/τij1 + 1/τij2 + ...1/τij6)
−1. Effectively, this means that
the decay is dominated by whichever of the six nearest neighbor sites has an offset closest to U . The idea
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of this model is that the doublon decay is a local process determined by the energy difference between the
initial and final two-body states. In the absence of disorder, this reduces to the known exponential scaling
of the lifetime with U .
In this model, the decay takes a stretched exponential form, which is often seen in the relaxation of
disordered glassy systems [182]. However, under our experimental conditions the slow tail of the decay
would quickly become indistinguishable from single-particle loss. When fit to our normal functional form
combining a fast and slow decay, the resulting fit gives a short-time decay that gets continuously faster but
has a decreasing amplitude. Both these observations strongly disagree with the data. The comparison of
this time constant with measurement is shown in Fig. 4.11, where it is evident that it does not capture
any of the observed behavior beyond the clean limit. As we will show later, the amplitude of the fast decay
relative to the slow decay, from which the equilibrium doublon fraction is determined, also does not show a
substantial disorder dependence.
The failure of this local site model suggests that the physics controlling the doublon decay changes cannot
be simply ascribed to the fairly trivial effect of the disorder shifting the offset between sites to be closer
and then further from U . A key physical effect that this model is potentially missing is the possibility for
localization and delocalization transitions, either of the doublons themselves or the surrounding medium.
We can begin to understand these by considering the predicted changes in the local density of states.
4.9 Dynamical Doublon Regimes and the LDOS
I have named the dynamical regimes that we have observed as “Mott insulator,” “metallic,” and “disordered
insulator” regimes. But are these actually related to the different equilibrium states, and if so, how? One
simple picture is that they are caused by the same changes in the local density of states [Fig. 4.12]. The
doublon decay process is sensitive to overall changes in the structure of the local density of states, and each
ground-state transition at half-filling entails such a change. At U/12t > 1.4, the ground state is predicted
to have two changes with applied disorder. First there is a Mott insulator to metal transition, in which the
gap at the Fermi level closes, and second, a metal to Anderson (or Anderson-Mott) insulator transition, in
which a gap at the Fermi level is restored. A local gap which initially closes and then reopens with increasing
disorder is expected to lead to a doublon decay lifetime that decreases and then increases, as we observe.
This is due to the changes in the availability of final states for the doublon decay. When there are few or no
states present near U/2, as is the case in the “Mott regime,” two-body doublon decay is suppressed. This
leads to a slow decay controlled by higher-order processes, as described in Sec. 4.3.2. Disorder redistributes
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states into the Mott gap, which can drive the equilibrium insulator-metal transition and also can re-enable
fast two-body doublon decay. This causes the dynamical crossover to the “metallic regime.” However, strong
disorder can also drive a localization transition to a pointlike spectrum. When this occurs, decay is again
suppressed in most places since there will not typically be a state at the final energy needed for decay. This
is the dynamical regime that we have called the “disordered insulator.”
In a strongly-correlated system the density of states generally depends on the filling and temperature, but
numerical studies suggest that these features persist away from zero temperature and half-filling [6, 17, 174].
However, we are not aware of any numerical technique capable of fully capturing the regime in which our
experiments are performed.
Figure 4.12: Sketch of doublon relaxation dependence on local density of states (LDOS). Left: In a system
with strong interactions, which forms a Mott insulator at half filling, there is no two-body decay from a
doublon that conserves energy. Decay is suppressed as a result. Center: moderate disorder creates mid-gap
states, restoring fast two-body decay. Right: strong disorder drives a localization transition, in which the
LDOS bands are replaced by a discrete spectrum. As a result, two-body decay is again suppressed.
To help us understand the doublon lifetime regimes, we also characterized the response of this system
to lattice amplitude modulation [Fig. 4.10, right panel]. Lattice modulation is a well-established tool for
probing the Mott insulating state in clean fermions [180] and clean and quasi-disordered bosons [157, 183–
185]. We modify the experimental sequence described above to instead load the lattice at the final magnetic
field, without the interaction quench. We then wait for 100 ms (= 2.1τ) to allow the doublon population to
equilibrate, before turning on the disorder over 1 ms as before. Next, amplitude modulation (typical 15%
for 200 ms) is applied on all three beams, resulting in an increase of the doublon fraction to a new, driven
steady-state value, which is then read out as before. Similar to previous measurements, in the absence of
disorder we see a peak in doublon creation near hf = U that is characteristic of the Mott gap. However, in
both the “metallic” regime in which doublon lifetime is short and the “disordered insulator” regime in which
it grows long, this peak vanishes in favor of a flat spectral response, which has an integrated weight that
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increases in the “disordered insulator” regime. This confirms that we observe three qualitatively different
regimes of behavior with increasing disorder: slow doublon relaxation with a gapped response, fast relaxation
without a gap, and slow relaxation without a gap. These are the traits expected from the picture in terms
of the LDOS presented above, in which the response is controlled by disorder-driven transitions between a
uniform gap, no gap, and a non-uniform gap.
4.10 Doublon Relaxation Phase Diagram
Figure 4.13: Relaxation phase diagram resulting from measurement of τ across different values of U and ∆,
scaled by the bandwidth 12t. Black x’s represent measured data points, which have been linearly interpolated
to make a smooth colormap . Near zero disorder, the onset of slow dynamics due to a Mott gap can be
seen beginning near U/12t = 1.5. Elsewhere, the complex interplay between interactions and disorder is
evident; for strong interactions this results in the destruction of the “disordered insulator regime” (yellow
region at high disorder) within the measured parameter regime in favor of a wide region in which relaxation
is moderately fast and constant.
To further study the interplay of interactions and disorder in this system, we varied the lattice depth
and repeated the measurement to explore a wide region of parameter space [Fig. 4.13]. This allows us
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to construct a relaxation phase diagram, which is a type of non-equilibrium phase diagram [167, 186].
To create a smooth colormap, we first linearly interpolated between our four families at data at different
interaction strengths, as well as the clean data, to make five smooth curves. Then these were themselves
linearly interpolated to create Fig. 4.13. This two stage procedure resulted in the most physically-motivated
plot because, once the general shape of the curves were determined, we sampled each interaction strength
selectively to find important features such as transition points. Therefore, a naive interpolation without
physical understanding would sometimes fill in these less sampled regions in ways that are not physically
motivated, such as adding spurious features. The colormap is adapted from the Parula map developed by
MATLAB, which is designed to faithfully represent data and avoid the apparent boundaries that can appear
in a rainbow mapping. The raw data for these points is provided in Table 4.1.
At zero disorder, slow dynamics due to the opening of the Mott gap are clearly visible near U/12t =
1.75. Our lowest interaction strengths are also near a predicted transition between dynamical regimes at
U/12t = 0.8, at which the clean relaxation time reaches an absolute minimum [178]. As the interactions
are increased, the Mott insulator regime initially expands, reflecting the ability of stronger interactions to
stabilize the system against disorder, before reaching a wide regime of parameter space over which the
critical disorder required for the “metallic” regime stays near ∆c1/12t ∼ 1. The onset of the “disordered
insulating” regime, on the other hand, quickly increases with disorder until it is beyond the maximum
disorder accessible to us. This leaves most of the parameter space in the “metallic regime”, in which the
interactions and disorder mutually destroy insulating effects. However, the relaxation here is of order 20 ~/t,
which is significantly faster than in the initial “Mott insulator” regime, but slower than in the “metallic”
regimes at lower U/12t.
It is interesting to compare our observed relaxation phase diagram with the predicted DMFT ground
state phase diagram [17]. At lower interaction energies (U/12t ≤ 2) the boundaries separating our dynamical
regimes occur at disorder values comparable to the predicted ground-state transitions. At stronger inter-
actions, the “metallic” transition still occurs at a comparable disorder, but our observed disappearance of
the “disordered insulator” state up to very strong disorder is not predicted by the ground-state calculation.
This may reflect the relative fragility of the localized state with respect to temperature in this regime.
4.11 Equilibrium Doublon Population
In principle, the steady-state doublon population in a disordered Mott system carries information about its
nature. At low and moderate disorder, the ground-state doublon fraction is predicted to increase as disorder
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U/12t ∆/12t log10 (τt/~) δτ/τ U/12t ∆/12t log10 (τt/~) δτ/τ
1.24 0 0.846 0.991 2.23 2.27 0.66 0.627
1.79 0 1.67 0.346 2.23 2.83 0.40 0.343
1.79 0.12 1.85 0.454 2.23 5.67 0.67 0.634
1.79 0.18 1.21 0.815 2.23 7.93 0.98 0.624
1.79 0.24 0.97 0.388 2.23 9.91 1.48 0.503
1.79 0.48 0.40 0.626 2.94 0 1.81 0.250
1.79 1.20 0.55 0.505 2.94 1.04 1.88 0.504
1.79 1.56 0.70 0.359 2.94 3.13 1.33 0.446
1.79 1.92 0.72 0.484 2.94 4.52 1.58 0.591
1.79 2.39 0.71 0.357 2.94 8.70 1.35 0.481
1.79 3.59 1.42 0.413 4.15 0 2.01 0.132
1.79 4.79 1.85 0.445 4.15 0.90 2.10 0.384
1.79 6.70 1.96 0.656 4.15 1.35 1.23 0.868
1.79 8.38 2.64 0.547 4.15 1.79 1.38 0.333
2.02 0 1.64 0.583 4.15 3.59 1.26 0.276
2.14 0 2.44 0.280 4.15 4.49 1.31 0.596
2.23 0 2.43 0.336 4.15 6.73 1.34 0.395
2.23 1.42 2.30 0.546 4.15 8.97 1.43 0.653
4.15 15.70 1.28 0.405
Table 4.1: Data used to create doublon relaxation phase diagram (Fig. 4.13), along with the fractional fit
error δτ/τ .
breaks the Mott gap. This effect has been observed in previous studies with this experimental apparatus
[24], and used to characterize the ground state transition in bosons [187]. However, the equilibrium change
in doublon fraction is sharply reduced with increasing temperature, and at our temperature it is a small
effect [Fig. 4.14]. In strong disorder, on the other hand, the steady-state doublon population could deviate
from thermal equilibrium due to ergodicity breaking, similar to the lack of density-wave relaxation seen in
other experiments [152–155, 163].
Fig 4.14 shows fit values for the steady-state doublon fraction Nd↓,eq,0/N↓ for s = 12 ER. It is compared
to the result from an atomic limit calculation, for which we assume an adiabatic lattice load and neglect
the entropy generated by the quench. In general, the measured values do not show much variation, which
is striking given the large changes in doublon lifetime that occur over this data set. In particular, the most
straightforward expectation for many-body localization, a doublon population that only relaxes slightly from
the initial value before remaining largely constant, is clearly not present. We conclude that as far as we
can determine, the doublon population approaches a similar equilibrium value across all disorder strengths
sampled. This is not necessarily uncommon—all experiments (to my knowledge) that have claimed to observe
MBL observe thermalization at long times, and base their claims on the behavior at some truncated time.
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Figure 4.14: Equilibrium doublon population for U/12t = 1.5 (s = 12 ER). Error bars represent the fit
uncertainty. The dashed line is the result of an atomic limit calculation for the averaged parameters.
4.12 Conclusion and Outlook
A natural extension to this work is to attempt to develop a more detailed model of the doublon decay
process, to try to get a more precise and quantitative picture of the physics behind the decay regimes we
have observed. While this is a formidable problem, collaborators at JILA have made impressive progress
in this direction, combining sophisticated numerics based on the discrete truncated Wigner approximation,
a semiclassical approach that has been shown to reproduce MBL dynamics [188], and phenomenological
models that incorporate the energetics of disordered doublon decay and diffusion suppression by many-body
localization [189]. In both cases the general trends of the data appear to be captured, giving us some
confidence that we understand the basic mechanics behind both the increase and decrease in the decay
rates.
Each of the disordered regimes that we have found is predicted to have interesting properties that could
be the subject of future experimental studies. The intermediate disorder “metallic” regime is likely to show
characteristics of a bad metal, evidence for which, as discussed in chapter 3, has already been seen in similar
systems with weaker interactions and no disorder [59, 80]. Under certain conditions, the doublon occupancy
following a quench is directly related to the quasiparticle residue Z [177], suggesting that our measurement
technique might be adapted to directly study this state. Spectroscopic measurements could also look for the
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presence of a pseudogap in this regime [190], which was observed in a disorder-driven metallic phase in a
condensed matter system [145].
As for the high-disorder “disordered insulator” regime, it is natural to ask the question of whether this
system is in a many-body localized (MBL) phase. It is difficult to make such a determination based purely
on dynamics, as many effects can result in a system with slow dynamics. To accurately characterize the
dynamical regimes of our system, we have monitored the doublon population over sufficiently long timescales
(thold,max = 1500 ~/t) to see relaxation towards a small thermal doublon population in all cases. In the
“disordered insulator” regime, this relaxation is potentially consistent with a number of effects, such as the
remnant of MBL in a system with loss [153, 191], glassy dynamics [192], subdiffusive behavior due to the
vicinity of an MBL transition [154, 193–195], or thermalization due to rare “avalanche” processes [196].
As previous experiments claiming to show MBL in more than one dimension may also have competing
explanations in terms of glassy dynamics [197], this ambiguity highlights the need for a greater theoretical
understanding of MBL in this setting.
In summary, by taking a disordered Fermi-Hubbard system out of equilibrium and watching the subse-
quent relaxation of the doublon population, we have observed two crossovers between dynamical regimes
with increasing disorder: first, a crossover from slow relaxation controlled by a uniform Mott gap to fast,
gapless “metallic” relaxation dynamics, followed by a change to increasingly slow gapless dynamics at high
disorder. Evidence that these changes in relaxation correspond to different regimes of behavior was also
found through lattice modulation spectroscopy, and related to general changes predicted in the local density
of states. Further study of both crossovers as well as the intervening disordered regimes should provide a




5.1 A Composite Picture of the DFHM
The two studies described in detail in this thesis gave evidence for the following behaviors of the DFHM:
• In the clean, correlated metal regime, momentum relaxes very quickly and scales anomalously with
temperature, showing signs of bad metallic relaxation that is not generated by scattering of Fermi
liquid quasiparticles.
• At higher interactions, doublons become protected from decay by the Mott gap.
• However, disorder can modify this, first by destroying the Mott gap, and secondly by causing the
emergence of a state that has the hallmarks of a disordered insulator—it does not have a distinct gap,
but features slow relaxation.
It is convenient to discuss these results along with one more—the first experimental study of the 3D
DFHM with ultracold atoms, which occured in our group shortly before I joined [156]. In this study, the
relevant observable was something I will call mobility—we applied a force to the atoms, using a magnetic gra-
dient, and looks at the magnitude of the shift in momentum that developed after a fixed time. This mobility
decreases with disorder, and the point at which it reaches zero can be interpreted as a dynamic signature
of a localization transition. We characterized the dependence of this mobility on disorder, interactions, and
temperature.
These dynamical measurements of the DFHM can be combined in a composite picture that shows behavior
across a wide range of parameter space. Figure 5.1 shows the result. The doublon relaxation data is shown as
before in a colorscale, while the mobility data at lower interaction strengths is shown as a red gradient, with
a dotted line indicated where the mobility transition reported in the paper was identified. Two insets show
representative temperature dependence. In the absence of disorder, the bad metallic scaling of relaxation
with temperature is shown, while at high disorder a mobility consistent with zero is shown across a significant
temperature range, suggesting a robust localized regime.
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Figure 5.1: Composite picture of the DFHM, from the experiments described in Ch. 3 and Ch. 4 and from
Ref. [156]. The colored region is the doublon lifetime phase diagram from Ch. 4. The red gradient colormap
is the mobility extracted from Ref. [156], defined as vCOM/vCOM,max × t4ER/ts. The black dotted lines
show the critical disorder for localization extracted from the mobility measurements, as described in Ref.
[156]. The insets show two measurements of the temperature: the linear temperature dependence of ρ/ρ0
seen for the clean bad metal in Ch. 3, and the lack of change in mobility over temperature in the localized
phase as reported in Ref. [156].
Reassuringly, these very different dynamical measurements seem to tell a consistent story about the
regimes of this model and their transitions. At lower disorder and interactions, we have a correlated bad
metal. Atoms can tunnel about relatively freely, making doublons unstable and allowing a current to develop
in response to an applied force. Sufficient disorder causes a transition to a ‘frozen’ localized phase, which
seems to persist well into the excited state spectrum as evidenced by its resilience to temperature and
to probes using high-energy doublons. Strong interactions, on the other hand, can both introduce slow
dynamics of their own at low disorder and increase the disorder required for localization.
This picture is suggestive, but requires further validation. In the vicinity of the Mott transition, it
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appears that neither doublons nor momentum currents are even approximately conserved, making it difficult
to create and study an excitation of either type and leaving a conspicuous grey region in the center of Fig.
5.1. The nature of the large region at high interactions and disorder is also unclear—should it be thought
of as a ‘bad metal,’ or a ‘bad insulator,’ or something else entirely? These questions and other await
further studies. Nevertheless, the ability to reveal, through dynamical measurements, the different emergent
behaviors resulting from competition of kinetic energy, interactions, and disorder shows the utility of the
minimal physical model realized by ultracold atoms.
5.2 The Promise of Ultracold Atoms
As I said in the introduction, my hope for ultracold atoms is that they might contribute widely-applicable
concepts to the pantheon of organizing concepts for complex systems. How does the work presented in this
thesis fare in this regard? I certainly won’t claim that it originates any such idea, but maybe it can help to
nurture some that are already taking root. Here are what I see as the three best candidates for these kinds
of ideas:
• Many-body localization seems like a good candidate for a general phenomenon that is most purely
realized in ultracold atoms (along with other isolated quantum systems such as trapped ions [198]).
Although we cannot make an unambiguous determination of whether we have (or anyone has) realized
a many body localized system, we do unambiguously see a dramatic slowdown of dynamics due to
disorder, which should be investigated in future studies.
• The possibility that bad metals and other strongly relaxing systems are controlled by a simple Planckian
dissipation rule, a question partially addressed by our measurements, seems to point to a powerful
organizing principle in these systems. Whether this can be understood as the saturation of some
bound on dissipation remains to be seen.
• Finally, our doublon relaxation measurement fits into a general trend of understanding many-body
systems through their far from equilibrium properties. Studies of this type are by no means unique to
ultracold atoms, but the isolation and control of these systems makes far from equilibrium behavior
almost the norm, rather than a challenge to realize. The best way to understand such systems are
still quite unclear. In this thesis, we have attempted to use the connection to the equilibrium phase
diagram to provide some unified view, but this may be an example of the “Streetlight Effect;” we use
this language only because few alternatives are available.
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It will be exciting to see how these ideas, and others like them, develop in the coming years.
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Appendix A
List of Programs Used to Control
Experimental Subsystems
The following is a list of computer programs used to control or initialize different experimental subsystems,
with the computer they live on (as of 08/2019) and a brief description. Brief reference guides to many of
these programs are located on walls near the computers in the DeMarco lab.
• Wireshark (demarco-40kexp): Packet analyzer, used to verify communication with FPGA. Used only
for troubleshooting, typically in the case that FPGA loses power.
• TFTPD32 (demarco-40kexp): Programs FPGA. Used only for troubleshooting, typically in the case
that FPGA loses power.
• out fpga (demarco-40kexp): Sends compiled sequence to FPGA. Must be run upon restart.
• SciTE (demarco-40kexp): Text editor used to write and compile sequence. Must be reset upon restart.
• Motion Planner (demarco-40kexp): Used to communicate with cart. Required to resend normal cart
program (TESTWRM) in event of interruption, or to bring cart under manual control for troubleshoot-
ing.
• AD9516 Eval (demarco-40kexp): Used to reset clock distribution controlling many DDSes in experi-
ment. Must be reset upon restart.
• ADF4360-5 Eval (demarco-40kexp): Used to control PLL for EO in Raman beams, to provide offset
of 1.2 GHz for hyperfine-changing transitions. Must be reset upon restart.
• TortoiseHG Workbench (demarco-40kexp): Front end for Mercurial version control software, used to
browse versions of sequence.
• Winview (Demarco imaging): Camera control and image acquisition.
• Matlab (Demarco imaging): Fitting data.
• Origin (Demarco imaging): Visualize data.
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• Demarco imaging (Demarco imaging): Visual Basic program used to interface between Winview,
Matlab, Origin, and sequencer (via Seq40K.exe). Must be reset upon restart.
• Synergy (Demarco imaging): Allows for remote control of sequence and monitor computers through
imaging computer. Typically runs fine automatically, needed if computers replaced or computer names
or IP addresses change.
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Appendix B
Code for Brillouin Zone Visualization
Here is an example of the Matlab code used to generate quasimomentum distributions of atoms in the ground
band along our imaging direction, as used in Fig. 2.9. This code is stored locally at:
‘Z:\Pubs\Will Morong\Numerical OD Simulations’ . A few examples of the resulting images follow.
1 % makes a classical thermal 3D distribution of quasimomentum w/ correct
2 % imaging direction




7 %the size of the system.
8 %Start small for reasonable computation time - goes as ~n^6.
9 thesize =60/2*(120/60);
10
11 bz =24/2*(120/60); %the size of the Brillouin Zone.
12 pulse=round (0.5* bz); %the size of the kick , set by the Raman beam geometry
13 Bt=1/2; %inverse temperature scaled by t.
14 rotate=diag ([1 1 1]);
15 [X1 Y1 Z1]= ndgrid(-thesize:thesize ,-thesize:thesize ,-thesize:thesize );
16 A=zeros (2* thesize +1,2* thesize +1,2* thesize +1);
17
18 %Here ’s where we set the imaging direction. There are several options:
19 % lattice axis , as measured by me using images of atoms
20 %(see Mathematica notebook ’Brillouin Zone Orientation ’):
21
22 %my measurement of lattice axis
103
23 xp =[ -0.679; -0.545;0.492];
24 yp =[0; -0.722; -0.692];
25 zp =[0.680; -0.544;0.491];
26
27 %imaging along (1,1,1) (close to what we do):
28 % xp=[1/ sqrt (2); -1/sqrt (6);1/ sqrt (3)];
29 % yp=[0; sqrt (2/3);1/ sqrt (3)];
30 % zp=[-1/ sqrt (2); -1/ sqrt (6);1/ sqrt (3)];
31
32 %arbitrary rotation:
33 % th1 =0;
34 % th2 =0;
35 % th3 =0;
36 % rotate =[cos(th1), sin(th1),0;-sin(th1), cos(th1 ) ,0;0 ,0 ,1]...
37 % *[cos(th2),0,sin(th2);0, 1,0;-sin(th2),0,cos(th2 )]...
38 % *[1,0,0;0,cos(th3), sin(th3);0,-sin(th3), cos(th3 )];
39 % xpypzp= [rotate*diag ([1 1 1])] ’;
40 % xp=xpypzp (: ,1);
41 % yp=xpypzp (: ,2);
42 % zp=xpypzp (: ,3);
43
44 %this is the equilibrium classical thermal distribution
45 A0=exp(-2*Bt*(3-cos(pi.*((xp (1).*X1+xp (2).*Y1+xp (3).*Z1))/bz)-...
46 cos(pi.*((yp (1).*X1+yp (2).*Y1+yp (3).*Z1))/bz)-...
47 cos(pi.*((zp (1).*X1+zp (2).*Y1+zp (3).*Z1))/bz)));
48
49 %It’s not difficult to make a variety of other quasimomentum distributions.




54 %the next two parameters set the energy matching condition for the
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55 %Raman/Bragg pulse:
56 %the kinetic energy difference between the beams , in units of t.
57 center =2.56;
58 % center =3.56;
59 % center =0;
60 %a finite broadening parameter ,
61 %so the matching condition is not a perfect delta function.
62 width =0.2;
63
64 %this creates a landscape of the energy matching condition
65 %for each initial quasimomentum triple , how far from the energy matching
66 %condition it is to give the atom at the quasimomentum a vertical kick with
67 %strength ’pulse.’
68 Ediff =2*(3- cos(pi.*((xp (1).*X1+xp (2).*Y1+xp (3).*Z1))/bz)-...
69 cos(pi.*((yp (1).*X1+yp (2).*Y1+yp (3).*Z1))/bz)-...
70 cos(pi.*((zp (1).*X1+zp (2).*Y1+zp (3).*Z1))/bz))-...
71 2*(3-cos(pi.*((xp (1).*X1+xp (2).*(Y1 -pulse)+xp (3).*Z1))/bz)-...
72 cos(pi.*((yp (1).*X1+yp (2).*(Y1 -pulse)+yp (3).*Z1))/bz)-...
73 cos(pi.*((zp (1).*X1+zp (2).*(Y1 -pulse)+zp (3).*Z1))/bz))+ center;
74 %use a Gaussian broadening of the delta function. Assumes pi -pulse for
75 %resonant atoms:
76 mask=exp(-(Ediff/( width )).^2);
77

























102 %the next six loops take atoms that were brought outside the Brillouin Zone




107 indxplus=find((X*xp(1)+Y*xp(2)+Z*xp(3))>bz & A >0.001);
108 if numel(indxplus)>0
109 bzscalexplus=mod((X(indxplus )*xp(1)+Y(indxplus )*xp (2)+...
110 Z(indxplus )*xp (3))+bz ,2*bz);
111 indxbzplus =[];
112 for iii =1: numel(bzscalexplus );
113 temp1=round(xp*( bzscalexplus(iii)-bz)+yp*(X(indxplus(iii ))*yp (1)+...
114 Y(indxplus(iii ))*yp(2)+Z(indxplus(iii ))*yp (3))+...
115 zp*(X(indxplus(iii ))*zp(1)+Y(indxplus(iii ))*zp (2)+...
116 Z(indxplus(iii ))*zp (3)));










126 indxminus=find((X*xp(1)+Y*xp(2)+Z*xp(3))<-bz & A >0.001);
127 if numel(indxminus)>0
128 bzscalexminus=mod((X(indxminus )*xp(1)+Y(indxminus )*xp (2)+...
129 Z(indxminus )*xp(3))-bz ,-2*bz);
130 indxbzminus =[];
131 for iii =1: numel(bzscalexminus );
132 temp2=round(xp*( bzscalexminus(iii)+bz)+yp*(X(indxminus(iii ))*yp (1)+...
133 Y(indxminus(iii ))*yp(2)+Z(indxminus(iii ))*yp (3))+...
134 zp*(X(indxminus(iii ))*zp(1)+Y(indxminus(iii ))*zp (2)+...
135 Z(indxminus(iii ))*zp (3)));
136 indxbzminus(iii ,1)= find(X== temp2 (1)&Y== temp2 (2)&Z== temp2 (3));
137 end
138






145 indyplus=find((X*yp(1)+Y*yp(2)+Z*yp(3))>bz & A >0.001);
146 if numel(indyplus)>0
147 bzscaleyplus=mod((X(indyplus )*yp(1)+Y(indyplus )*yp (2)...
148 +Z(indyplus )*yp (3))+bz ,2*bz);
149 indybzplus =[];
150 for iii =1: numel(bzscaleyplus );
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151 temp3=round(yp*( bzscaleyplus(iii)-bz)+xp*(X(indyplus(iii ))*xp (1)+...
152 Y(indyplus(iii ))*xp(2)+Z(indyplus(iii ))*xp (3))+...
153 zp*(X(indyplus(iii ))*zp(1)+Y(indyplus(iii ))*zp (2)+...
154 Z(indyplus(iii ))*zp (3)));
155 indybzplus(iii ,1)= find(X== temp3 (1)&Y== temp3 (2)&Z== temp3 (3));
156 end
157






164 indyminus=find((X*yp(1)+Y*yp(2)+Z*yp(3))<-bz & A >0.001);
165 if numel(indyminus)>0
166 bzscaleyminus=mod((X(indyminus )*yp(1)+Y(indyminus )*yp (2)+...
167 Z(indyminus )*yp(3))-bz ,-2*bz);
168 indybzminus =[];
169 for iii =1: numel(bzscaleyminus );
170 temp4=round(yp*( bzscaleyminus(iii)+bz)+xp*(X(indyminus(iii ))*xp (1)+...
171 Y(indyminus(iii ))*xp(2)+Z(indyminus(iii ))*xp (3))+...
172 zp*(X(indyminus(iii ))*zp(1)+Y(indyminus(iii ))*zp (2)+...
173 Z(indyminus(iii ))*zp (3)));
174 indybzminus(iii ,1)= find(X== temp4 (1)&Y== temp4 (2)&Z== temp4 (3));
175 end
176







183 indzplus=find((X*zp(1)+Y*zp(2)+Z*zp(3))>bz & A >0.001);
184 if numel(indzplus)>0
185 bzscalezplus=mod((X(indzplus )*zp(1)+Y(indzplus )*zp (2)+...
186 Z(indzplus )*zp (3))+bz ,2*bz);
187 indzbzplus =[];
188 for iii =1: numel(bzscalezplus );
189 temp5=round(zp*( bzscalezplus(iii)-bz)+xp*(X(indzplus(iii ))*xp (1)+...
190 Y(indzplus(iii ))*xp(2)+Z(indzplus(iii ))*xp (3))+...
191 yp*(X(indzplus(iii ))*yp(1)+Y(indzplus(iii ))*yp (2)+...
192 Z(indzplus(iii ))*yp (3)));
193 indzbzplus(iii ,1)= find(X== temp5 (1)&Y== temp5 (2)&Z== temp5 (3));
194 end
195






202 indzminus=find((X*zp(1)+Y*zp(2)+Z*zp(3))<-bz & A >0.001);
203 if numel(indzminus)>0
204 bzscalezminus=mod((X(indzminus )*zp(1)+Y(indzminus )*zp (2)+...
205 Z(indzminus )*zp(3))-bz ,-2*bz);
206 indzbzminus =[];
207 for iii =1: numel(bzscalezminus );
208 temp6=round(zp*( bzscalezminus(iii)+bz)+xp*(X(indzminus(iii ))*xp (1)+...
209 Y(indzminus(iii ))*xp(2)+Z(indzminus(iii ))*xp (3))+...
210 yp*(X(indzminus(iii ))*yp(1)+Y(indzminus(iii ))*yp (2)+...
211 Z(indzminus(iii ))*yp (3)));









220 % %% Find the edges of the first BZ , and display them if desired:
221
222 edge1=find((abs(X*xp(1)+Y*xp(2)+Z*xp(3)) >.97*bz &...
223 abs(X*xp(1)+Y*xp(2)+Z*xp (3)) <1.03*bz)&( abs(X*yp(1)+Y*yp(2)+Z*yp(3)) >.97*bz...
224 & abs(X*yp(1)+Y*yp(2)+Z*yp (3)) <1.03*bz));
225 edge2=find((abs(X*xp(1)+Y*xp(2)+Z*xp(3)) >.97*bz &...
226 abs(X*xp(1)+Y*xp(2)+Z*xp (3)) <1.03*bz)&( abs(X*zp(1)+Y*zp(2)+Z*zp(3)) >.97*bz...
227 & abs(X*zp(1)+Y*zp(2)+Z*zp (3)) <1.03* abs(bz)) &...
228 abs(X*yp(1)+Y*yp(2)+Z*yp(3))<bz);
229 edge3=find((abs(X*zp(1)+Y*zp(2)+Z*zp(3)) >.97*bz &...
230 abs(X*zp(1)+Y*zp(2)+Z*zp (3)) <1.03*bz)&( abs(X*yp(1)+Y*yp(2)+Z*yp(3)) >.97*bz...
231 & abs(X*yp(1)+Y*yp(2)+Z*yp (3)) <1.03*bz)& abs(X*xp(1)+Y*xp(2)+Z*xp(3))<bz);
232 % A(edge1 )=2*10^10;
233 % A(edge2 )=2*10^10;
234 % A(edge3 )=2*10^10;
235 % %%
236
237 %Make another thermal distribution in the shifted coordinates , and do the
238 %energy matching conditions here as well , to combine with the shifted atoms
239 %for the total picture. Not a very elegant way to implement this ,
240 %but it was the easiest thing to do at the time.
241
242 A0=exp(-2*Bt*(3-cos(pi.*((xp (1).*X+xp (2).*Y+xp (3).*Z))/bz)-...
243 cos(pi.*((yp (1).*X+yp (2).*Y+yp (3).*Z))/bz)-...
244 cos(pi.*((zp (1).*X+zp (2).*Y+zp (3).*Z))/bz)));
245
246 %uniform filling instead (must match A0 above)
110
247 % A0=ones(size(X1));
248 Ediff=(-cos(pi.*((xp (1).*X+xp (2).*Y+xp (3).*Z))/bz)-...
249 cos(pi.*((yp (1).*X+yp (2).*Y+yp (3).*Z))/bz)-...
250 cos(pi.*((zp (1).*X+zp (2).*Y+zp (3).*Z))/bz))-...
251 (-cos(pi.*((xp (1).*X+xp (2).*(Y-pulse)+xp (3).*Z))/bz)-...
252 cos(pi.*((yp (1).*X+yp (2).*(Y-pulse)+yp (3).*Z))/bz)-...
253 cos(pi.*((zp (1).*X+zp (2).*(Y-pulse)+zp (3).*Z))/bz))+ center /2;
254







































293 %Plot vertical slices through center of figures
294 % figure
295 % plot(temp (60/2,:),’r’)
296 % hold on
297 % temp2=sum(A0 ,3);
298 % plot(temp2 (60/2,:),’b’)
112
Figure B.1: Examples of BZ visualizations. Each panel consists of an initial distribution, the atoms trans-
ferred by a resonant kick, and the combined distribution after the kick is applied. Top: results for normal
imaging direction and βt = 1/3. Second: the result if the lattice were aligned with the imaging and Raman
directions (θ1 = θ2 = θ3 = 0). Third: same as top, but for uniform initial filling (or, equivalently, βt = 0).
Bottom: same as top, but for βt = 1. A number of interesting distributions can result, ranging from the
‘tadpole’ to the ‘penguin’ to the ‘pteradactyl.’
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Appendix C
Reprint: Simulation of Anderson
Localization in Two-Dimensional
Ultracold Gases for Pointlike Disorder
The following is a reprint of W. Morong and B. DeMarco, Simulation of Anderson localization in two-
dimensional ultracold gases for pointlike disorder, Physical Review A, 92, 023625 [199].
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Simulation of Anderson localization in two-dimensional ultracold gases for pointlike disorder
W. Morong and B. DeMarco
Department of Physics, University of Illinois at Urbana-Champaign, 1110 West Green Street, Urbana, Illinois 61801, USA
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Anderson localization has been observed for a variety of media, including ultracold atomic gases with speckle
disorder in one and three dimensions. However, observation of Anderson localization in a two-dimensional
geometry for ultracold gases has been elusive. We show that a cause of this difficulty is the relatively high
percolation threshold of a speckle potential in two dimensions, resulting in strong classical localization. We
propose a realistic pointlike disorder potential that circumvents this percolation limit with localization lengths that
are experimentally observable. The percolation threshold is evaluated for experimentally realistic parameters, and
a regime of negligible classical trapping is identified. Localization lengths are determined via scaling theory, using
both exact scattering cross sections and the Born approximation, and by direct simulation of the time-dependent
Schrödinger equation. We show that the Born approximation can underestimate the localization length by four
orders of magnitude at low energies, while exact cross sections and scaling theory provide an upper bound.
Achievable experimental parameters for observing localization in this system are proposed.
DOI: 10.1103/PhysRevA.92.023625 PACS number(s): 03.75.−b, 71.23.An, 67.85.−d
I. INTRODUCTION
Anderson localization (AL) [1,2]—the preclusion of wave
propagation in a disordered medium by interference—has been
observed in many settings, including, e.g., light and sound
[3,4]. Recent experiments observing AL for ultracold atomic
gases expanding in disordered optical speckle potentials show
promise for gaining enhanced understanding of how micro-
scopic disorder characteristics affect localization and the inter-
play with interparticle interactions. In particular, these systems
allow for independent control of interatomic interactions and
the disorder strength and correlation length. Localization has
been observed and its dependence on these disorder parameters
studied for gases confined to one-dimensional geometries [5,6]
and in three dimensions [7–9]. In two-dimensional gases,
however, the classical diffusive regime [10] and the impact
of disorder on superfluids have been explored [11,12], but
AL has not yet been observed. The study of localization in
two dimensions using ultracold gases is especially desirable
given the many outstanding questions regarding localization
in two-dimensional electronic solids [13–15].
In this paper, we discuss how classical trapping effects
complicate the observation of AL for speckle disorder in
two dimensions. We demonstrate how pointlike disorder
(Fig. 1) avoids these problems. Through a combination of
analytical and numerical simulation, we show that a disordered
potential of this type would enable experimental observa-
tion of two-dimensional AL for ultracold gases. Pointlike,
two-dimensional disorder and time-dependent simulations of
localization have not been considered in previous theoretical
studies of ultracold systems [16–18]. Like previous studies,
we consider an ideal two-dimensional geometry and ignore
interparticle interactions and quantum statistics. As our focus
is on realistic experimental conditions, we have limited our
investigation to experimentally accessible disorder strengths
and energy scales for ultracold, spin-polarized 40K atoms. We
expect that this technique can be straightforwardly extended
to other experimental configurations.
This paper is organized as follows: in Sec. II, we describe
classical trapping in two-dimensional speckle potentials using
percolation theory, and we show how pointlike disorder can
avoid this problem for realistic experimental parameters. In
Sec. III, we identify experimentally accessible parameters for
localization in pointlike disorder using scaling theory and
the Born approximation, which we show may fail in this
regime. Therefore, in Sec. IV, we calculate exact differential
cross sections using numerical simulations to more accurately
determine localization lengths via scaling theory. We also use
exact time-dependent simulations of wave-packet propagation
in pointlike disorder to determine localization lengths as would
be observed in an experiment that allows a gas to expand into
a disordered potential.
II. PERCOLATION IN SPECKLE AND POINTLIKE
DISORDER
In this section, we examine the classical trapping properties
of speckle and pointlike disorder potentials in two dimensions
using percolation theory, which is the study of the random
growth of interconnected regions in networks. These regions
grow in size as a parameter is varied until a transition at the
percolation threshold, at which a connected region spanning
the system is formed [19,20]. In the context of atom transport
in a two-dimensional disordered potential, the problem is
easily visualized in this way: the disorder potential forms a
potential landscape that constrains the atomic motion. Atoms
with kinetic energy higher than the percolation threshold will
travel freely through the potential, but below a critical fraction
of the average potential energy atoms will be trapped in
potential minima of finite size [21]. If this percolation threshold
occurs near the same energy scale as Anderson localization,
AL may not be detectable or experimentally distinguishable
from classical trapping.
Because of their ease of creation and simple statistical
properties, optical speckle fields [22] have been used to
generate disorder in virtually all ultracold atom experiments
exploring disorder-induced effects; see, e.g., Refs. [5,7,8,10–
12,23,24]. A notable exception is disorder generated by
impurity atoms [25]. Optical speckle is produced by focusing
a laser beam that has passed through a diffuser. The atoms
experience a potential-energy shift proportional to the optical
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FIG. 1. (Color online) Schematic representation of experimental
implementation of pointlike disorder. Ultracold atoms are confined to
a quasi-two-dimensional geometry using a sheet of far-detuned light
(not shown). The disordered potential is generated by an additional
laser beam (green shaded region) that passes through a holographic
optic (disc) and is focused on the atoms (red spheres). The atoms
experience a disorder potential consisting of a random arrangement
of Gaussian barriers.
intensity of this light. Speckle disorder has an exponential
distribution of potential energies and a spatial autocorrelation
that is approximately Gaussian. While in three dimensions
the percolation threshold for a blue-detuned speckle field is
negligible [26,27], potential minima appear in one and two
dimensions that can classically trap the atoms. As a result,
the percolation characteristics of a speckle potential become
a significant constraint on attempts to observe Anderson
localization in reduced dimensions.
This limitation is in part due to scaling symmetries unique
to speckle disorder. A distinctive feature of a speckle field it
that it has only one adjustable length scale, i.e., the correlation
length ζ . This characteristic leads to a simple scaling symmetry
of the field: any change in scale of the system is equivalent to a
suitable change in ζ . The percolation threshold is necessarily
scale invariant, and as a result it must be independent of ζ .
Thus, the critical energy for a percolation transition in a speckle
field is always at a fixed fraction of the average potential
energy , which simulation shows to be roughly 52% in two
dimensions [27–29]. This dependence complicates observing
AL in two dimensions using ultracold atoms. In an infinitely
sized two-dimensional system, infinitesimal disorder will
localize atoms with any kinetic energy [30]. The localization
length grows exponentially with the particle energy [31], and
thus relatively strong disorder is required to localize atoms on
experimentally accessible length scales. This leads to classical
trapping of a wide range of particle energies, which may be
difficult to separate from AL.
In light of this high, fixed percolation threshold, an
alternative form of disorder that does not cause classical
FIG. 2. (Color online) Comparison of percolation in (a) a speckle
potential and (b) a sparse pointlike disordered potential (b). Here,
images of disorder potentials are shown in a scale-free fashion. The
disorder potential energy is shown in false color. The color bar shows
the potential energy in units of . Regions in grayscale correspond
to energies that are less than 30% the average disorder energy. A
classical particle with this energy would be trapped in a finite-size
region in the speckle potential, but able to propagate indefinitely for
the pointlike disorder case.
trapping is desirable. The pointlike disorder we investigate
consists of individual Gaussian potential barriers with ran-





−|x−xi |2/w2 , (1)
where V0 is the peak disorder energy, i indexes the individual
Gaussian potentials, and w/
√
2 is the rms width of an individ-
ual barrier. This type of disordered potential was chosen for
its simplicity and straightforward experimental realization in a
cold-atom experiment using holographic techniques [32–34].
As shown in Fig. 1, a random array of blue-detuned focused
Gaussian laser beams can produce potential barriers as in
Eq. (1). The advantage of pointlike disorder over a speckle
potential is that the freedom to tune the density n of potential
barriers introduces a second length scale n−1/2, and varying
the ratio of w and the average distance between scattering sites
n−1/2 allows the percolation threshold to be tuned.
The impact of this tunability is shown visually in Fig. 2.
Potential landscapes are displayed for speckle and pointlike
disorder with the same average potential energy. While the per-
colation threshold for this finite-size realization of speckle
disorder is 0.39, the pointlike disorder parameters were
chosen to set the percolation threshold for the realization
shown in Fig. 2(b) to approximately 0.06. Thus, particles
with small kinetic energies compared with the disorder energy
are free to propagate in the pointlike disorder, while particles
with relatively high kinetic energies are classically trapped by
the speckle disorder.
We used a standard technique to calculate the depen-
dence of the percolation threshold on the pointlike disorder
parameters. Disorder potentials were numerically simulated,
and the percolation threshold was determined by detecting
the formation of a connected region spanning the simulation
space by points below a threshold potential energy. The
percolation threshold Eth was determined by averaging over
independent realizations of the disorder potential. While only
approximating the percolation threshold, which is defined in
the limit of an infinite system, this method gives excellent
023625-2
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FIG. 3. (Color online) Percolation threshold for pointlike (blue
squares) and speckle (red circles) disorder potentials. The dashed
line is the known percolation threshold for speckle disorder, and the
points are results of our simulation. For pointlike disorder, n and w are
independently varied, and for speckle disorder, the correlation length
was changed. Inset: The onset of significant percolation for pointlike
disorder. The minimum detectable threshold level is 5 × 10−5 in our
simulation. The error bars show the standard error of the mean for the
average taken over 50 disorder realizations at each pointlike disorder
point and eight realizations for each speckle disorder case.
agreement with the known value for speckle disorder (Fig. 3).
In our simulation, a fixed system size L is used and the number
of Gaussian potential barriers and w are independently varied.
As shown in Fig. 3, the percolation threshold was found to
be a function of only the dimensionless combination nw2, as
expected from simple space-filling considerations [35]. For
sufficiently dilute disorder (i.e., low nw2), the percolation
threshold is arbitrarily close to zero and monotonically
increases with nw2 towards the limit of the average disorder
energy. Our interest is in the regime where the percolation
threshold is lower than that of a speckle potential and ideally
negligible, while maintaining sufficient density of scattering
sites such that the particles are scattered many times within
the system size.
We choose to concentrate on nw2  0.03, which fulfills
both criteria. Under this condition, the percolation threshold is
less than 2.5 × 10−4, which is smaller than the percolation
threshold for three-dimensional (3D) speckle [27]. The system
size and w are limited by experimental constraints such as
optical power, imaging signal-to-noise ratio, and numerical
aperture. For the rest of this paper, we choose to use an experi-
mentally feasible disorder size w = 400 nm. When discussing
proposed experiments, we assume that the disorder potential
and the light used to create it are limited to a 100 × 100 μm2
area in order to estimate the requisite laser power. We use
n = 0.2 μm−2 (corresponding to nw2 = 0.03) for comparing
the localization lengths predicted by scaling theory using either
the first Born approximation or the exact scattering differential
cross section and for predicting a thermally averaged density
profile. In these cases, we choose the highest possible n
that avoids significant classical trapping in order to make
AL effects as robust as possible. For comparing the results
of scaling theory and a simulation of the time-dependent
Schrödinger equation, we use n = 0.08 μm−2 (corresponding
to nw2 = 0.013), which is the largest n compatible with our
computational resources. For n = 0.2 and n = 0.08 μm−2,
there are 2000 and 800 disorder peaks within the proposed
100 × 100 μm2 area, respectively.
While we have shown that pointlike disorder can avoid
classical trapping, it must also lead to observable localization
lengths to be a viable experimental option. In principle,
atoms in an infinite two-dimensional system are localized
by infinitesimal disorder [31], but only localization lengths
smaller than the system size are physically meaningful and
observable. Therefore, the rest of this paper is concerned with
estimation of the localization length for pointlike disorder and
its dependence on the disorder properties and particle energy.
III. LOCALIZATION LENGTHS: THE BORN
APPROXIMATION
In this section, we determine analytic expressions for the
localization length in the limit where the scattered wave-
function amplitude is small. Although we will show that this
approach is inaccurate in the regime of interest, it is useful
for developing physical insight. Analysis of pointlike disorder
is particularly simple in this regime because the differential
cross section for scattering from a single disorder barrier
can be determined using the first-order Born approximation.
This differential cross section can be used to determine
transport properties in a potential consisting of many Gaussian
potentials, provided that there is little spatial overlap. Our
procedure has three steps: we first find the Born approximation
for the differential scattering cross section dσ/dθ of a single
potential barrier. We use dσ/dθ to determine the Boltzmann
transport mean free path lB , which characterizes the diffusive
properties for particle transport in the disordered potential.
Finally, we use scaling theory to estimate the localization
length ξ from lB .
In two dimensions, we write the (unnormalized) scattered
wave function ψ(x) as





where r is the radial coordinate, k is the incoming wave vector,
f (θ ) is the scattering amplitude, and θ is the scattering angle.
We assume a free-particle dispersion so that k = √2mεk/,
where m is the mass of the particle, εk is the kinetic energy
of the atom, and h = 2π is Planck’s constant. Given the
scattering amplitude in the Born approximation,






ei(kr̂−k)·xV (x)d2 x (3)
(where r̂ is a unit vector that points in the scattered direction),
the differential cross section for a single Gaussian potential
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V (x) = V0e−r2/w2 is
dσ
dθ








−2w2k2 sin2 θ2 , (4)
where θ is the scattering angle. We calculate the Boltzmann
mean free path lB , the distance over which the direction
of momentum remains correlated [16], using Eq. (4) for

















where the elastic mean free path is ls = (nσ )−1 and the total
cross section is σ = ∫ 2π0 (dσ/dθ )dθ . Combining Eqs. (4)












for the Boltzmann mean free path.
The connection between lB and the localization length ξ
is given in the (klB)−1  1, L → ∞ limit by scaling theory
[31] as
ξ = lBe π2 klB . (7)
Thus, given the properties of the disorder and atoms, we may
calculate a localization length valid in these limits using the
Born approximation. We choose to focus on an experimentally
realistic situation. In an experiment in which the disorder is
generated by the dipole force from a far-detuned laser, limited
laser power constrains the maximum average potential energy,
rather than the value of V0 for individual potential barriers.
Therefore, we investigate the case in which  is fixed, but the
density of disorder sites n and V0 vary inversely.
To get a concrete sense of these predictions, for disorder
generated by a 2 W, 532 nm laser focused to a Gaussian
envelope with a 170 μm waist (which has been employed
in experiments on 3D AL [7]), realistic disorder parame-
ters are w = 400 nm and average disorder strength  =
kB × 1000 nK. The peak potential V0 is determined by the
relation V0 = /πnw2. The resulting localization lengths, as
a function of particle energy εk and n, are shown in Fig. 4
along with the percolation threshold. For the contour lines
shown in Fig. 4, the value of klB varies from 0.05–0.3.
A localization length of 100 μm, which would result in
high imaging signal-to-noise ratio and minimal effects from
the disorder envelope, can be well separated from classical
trapping when there is less than approximately one potential
barrier per square micron. Furthermore, a regime exists for n <
0.25 μm−2 in which classical trapping is irrelevant and small
localization lengths exist for experimentally accessible particle
energies.
While this standard approach to determining localization
lengths suggests that two-dimensional localization may be
observable using ultracold atoms and pointlike disorder, it
is unclear that the Born approximation will be valid in an
experiment. Given the parameters explored in Fig. 4, accessible

















FIG. 4. (Color online) Localization lengths according to scaling
theory within the Born approximation. Contour lines for three
localization lengths are displayed using the experimental parameters
described in the main text. The percolation threshold in terms of
εk is shown using solid circles. If εk < Eth, then Al will not be
observable and the atoms will be classically trapped. Because the
average disorder potential energy is fixed at kB × 1000 nK, V0 varies
according to V0 = kB × (1989/n [μm−2]) nK.
localization lengths necessarily involve V0 > εk , and thus the
Born approximation is suspect. The precise limits of the Born
approximation are not always obvious [36]. Unlike the three-
dimensional case, the Born approximation is never valid in two
dimensions as k → 0. In two dimensions and for kw  1, a







The smallest value for g ≈ 7.5 occurs in the upper right-hand
corner of Fig. 4, and thus the Born approximation is not
satisfied for this range of parameters. Similar considerations
hold for the high-energy (i.e., kw  1) regime. Thus, while
the Born approximation can supply physical insight, the
localization lengths computed in this section may not be
accurate.
Using the Born approximation will generally underestimate
the localization length. The differential cross section in the
Born approximation [Eq. (4)] depends quadratically on the
strength V0 of a scattering site, which accounts for the sharp
decrease in localization length in Fig. 4 near n = 0, where
the disorder potential is concentrated in few, very strongly
scattering sites. However, once V0 is much greater than the
particle kinetic energy, further increasing V0 must have dimin-
ishing effects on scattering. Underestimating the localization
length is a critical problem because large localization lengths
may not be observable in an experiment. We determine the
precise deviation from the Born-approximation behavior using
numerical simulation. As we will show in the next section,
the Born approximation and scaling theory as applied here
can underestimate the localization length by more than three




SIMULATION OF ANDERSON LOCALIZATION IN TWO- . . . PHYSICAL REVIEW A 92, 023625 (2015)
IV. BEYOND THE BORN APPROXIMATION
In this section, we implement numerical simulations of
scattering and localization, and use them to determine im-
proved estimates of localization lengths. We rely on two
complementary approaches. The first, simplest approach is
a single scattering simulation: we numerically determine the
exact differential cross section for a single scattering event,
and then use this in place of the analytic result [Eq. (4)] to
compute lB and ξ as in Sec. III. While the values obtained
using this method remain valid only for klB  1, they have
two important advantages over the analytic solutions. First, the
error is much less severe at low energy in practice. Second,
the assumptions that entered into the scaling theory derivation
are such that it provides an upper bound on the localization
length [31]. The (dimensionless) ohmic conductance assumed
at the microscopic cutoff length scale lB in scaling theory is
an upper bound, since weak-localization effects are ignored.
The length scale at which the conductance vanishes in scaling
theory, which is taken as the localization length, is therefore
also an upper bound.
To apply this method, we numerically extract dσ/dθ by
a straightforward application of scattering theory (Fig. 5).
FIG. 5. (Color online) Process of extracting scattering properties
from a simulating propagation of a plane wave for the time-dependent
Schrödinger equation. The initial wave vector k is in the y direction.
(a) Real part of the wave function ψ(x,τ ) shown in false color. For
all of the data shown in this figure, εk = kB × 240 nK, V0 = kB ×
1000 nK, and w = 400 nm. Violation of the Born approximation
is evident as significant distortion of the initial plane wave by the
potential barrier at the origin (not pictured). (b) Real part of the
scattered wave function ψsc(x) obtained by subtracting a plane wave
propagated in free space from the data shown in (a). The color bar
applies to the simulated wave functions shown in (a) and (b). (c) The
scattered probability density |ψsc(x)|2 is shown as a density plot. The
cross-hatched region is sampled to determine that differential cross
section. (d) Differential cross section obtained from the data in (c).
Points are shown at fixed θ and different r within the circular annulus.
We first simulate, via the split-step Fourier method [37], a
plane-wave scattering from a single potential barrier (see
Appendix A). A wave function ψ(x,t = 0) = eiky/L with
energy εk = 2k2/2m and wave vector kŷ is prepared at initial
time t = 0 in the simulation space, which has sides of length L.
The wave function is propagated forward in time steps δt
according to
ψ(x,t + δt) = e−i δt2 V (x,t)
×F−1{e−iδt k22m F[e−i δt2 V (x,t)ψ(x,t)]}, (9)
where F represents a Fourier transform. The time step δt is
chosen to minimize numerical instability and such that δt ×
V/  1 and δt × k2/2m  1.
While propagating the wave function forward in time, the
Gaussian potential V (x,t) = V0e−r2/w2 (1 − e−t/0.2τ ) is slowly
ramped on. We determined that the time over which the barrier
was turned on did not significantly change the simulation
results. After a total propagation time from τ = 1–7 ms
(depending on the group velocity), a wave function distorted
by scattering from the potential barrier is produced, as shown
in Fig. 5(a). For the V0 and εk chosen in Fig. 5, the simulated
wave is highly distorted, signaling a violation of the Born
approximation.
The scattered wave ψsc = ψ(x,t) − ψ ′(x,t) is recovered
using the unscattered wave ψ ′(x,t), which is determined
by repeating the simulation with V (x,t) = 0. The scattering
amplitude fr (θ ) at radius r is computing according to Eq. (2) as
fr (θ ) = e−ikr
√
rψsc(x). As shown in Fig. 5, fr (θ ) is sampled
in a circular annulus centered on the origin. The outer and inner
radii of this annulus were set to minimize boundary effects and
to achieve the asymptotic scattering regime. The differential
cross section dσ/dθ—calculated by averaging |fr (θ )|2 across
all r within the annulus at fixed θ—is numerically integrated
to produce the cross section σ .
A comparison between the total cross section σ determined
using the exact dσ/dθ and using dσ/dθ from the Born
approximation is shown in Fig. 6. The two approaches
agree at high kinetic energy. At low energies, however,
the Born approximation fails and underestimates the cross
section.
An improved scaling-theory prediction for the localization
length ξ using the exact differential cross section is shown in
Fig. 7. We fix n = 0.2 μm−2, which corresponds to a vertical
slice in Fig. 4. The localization length predicted using the exact
differential cross section exceeds the Born-approximation
prediction by more than three orders of magnitudes at all
particle energies. Furthermore, the localization length is
always larger than the characteristic length scales of the
disorder, while the Born approximation predicts unphysical
localization lengths much smaller than w and 1/
√
n ≈ 2 μm.
For the disorder parameters explored here and a 100 μm
system size, localization with be visible for pointlike disorder
for particles with energies less than kB × 20 nK. While for a
speckle potential with the same  the percolation threshold
is kB × 500 nK, the percolation threshold for this pointlike
disorder potential is approximately kB × 0.25 nK, and thus
AL will be the dominant influence on transport.
As a second approach to determining localization lengths,
we performed complete time-dependent simulations of a wave
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FIG. 6. Ratio of total-collision cross section determined from the
Born approximation σ (Bn) to σ calculated using the exact differential
cross section for w = 400 nm and V0 = kB × 50 nK. The error bars
show the spread in values determined across the inner and outer
radii of the annulus displayed in Fig. 5(c) and include the effects of
numerical errors and deviation from the far-field limit.
packet propagating through a pointlike disorder potential (see
Appendix B). This approach is inspired by the method used to
observe AL in 1D [5,6] and 3D [7–9] ultracold gases: atoms
initially confined in a small region of space by a trap are
FIG. 7. Localization lengths predicted using scaling theory and
the exact differential cross section (circles) and the Born approx-
imation (solid line). The density for the disorder potential is n =
0.2 μm−2, the average disorder potential energy  = kB × 1000 nK,
and the Gaussian barrier height V0 = kB × 9950 nK. The error bars
are determined using the spread in the differential cross section
determined across the inner and outer radii of the annulus displayed
in Fig. 5(c).
FIG. 8. (Color online) Simulated probability density distribu-
tions shown in false color from a time-dependent simulation of
localization. A Gaussian wave packet initialized at t = 0 in the
disorder-free region marked by the white dashed line is shown in
(a). The wave function propagated forward in time for 146 ms
is shown in (b). The potential barriers that constitute the disorder
potential are magnified and marked in black for clarity. For these
simulations, εk = kB × 25 nK, V0 = kB × 1000 nK, w = 400 nm,
and n = 0.08 μm−2.
allowed to expand into a disordered potential. The atoms prop-
agate through the disorder potential and, through scattering,
eventually adopt a localized profile. We numerically simulate
independent realizations of a potential according to Eq. (1),
with a disorder-free, circular region of radius R centered on the
origin [see Fig. 8(a)]. As an initial condition, a Gaussian wave
packet ψ(x,t = 0) ∝ exp [ikr − r2/2(R/2.2)2] with kR  1
is prepared in the disorder-free region. The wave number
k is varied from 0.07–0.4 μm−1, which corresponds to a
kinetic energy from kB× 3–100 nK. The shift in the average
kinetic energy of the wave packet resulting from the Gaussian
envelope is less than 2% of εk .
The wave function is propagated according to Eq. (9) for
total time τ = 146 ms using time steps δt = 14.6 μs in order
to resolve the effects of the disorder potential energy on the
wave function. During propagation, the wave packet disperses
into the disorder potential, eventually forming a localized state
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FIG. 9. (Color online) Procedure to determine ξ from the time-
dependent simulations of localization. (a) Sample radial probability
density showing the approach to a steady-state profile. The propaga-
tion times are τ = 3 ms (solid black line), 15 ms (red dashed line),
30 ms (blue dot-dashed line), 90 ms (green dash-double-dotted line),
120 ms (short dashed line), and 150 ms (purple dotted line). For the
data shown in this figure, εk = kB × 100 nK, V0 = kB × 1000 nK,
w = 400 nm, and n = 0.08 μm−2. (b) Fitted exponential decay
lengths ξτ from data such as those in (a) for εk = kB × 100 nK (red
triangles), 35 nK (blue circles), and 3 nK (black squares). Only a
fifth of the points generated for each value of εk are shown. The
uncertainty in the points is too small to be visible. Fits of these data
to an exponential function (lines) are used to extract the asymptotic
value of the localization length ξ .
[Fig. 8(b)]. We perform an angular average of |ψ(x,τ )|2 at
fixed radius r , which is then averaged over multiple realizations
of the disorder potential to produce the disorder-averaged
radial probability density Pτ (r). Sample Pτ (r) for fixed
disorder parameters V0 = kB × 1000 nK, w = 400 nm, and
n = 0.08 μm−2 and kinetic energy εk = kB × 100 nK are
shown in Fig. 9(a). An exponential distribution at large r is
rapidly achieved, which then expands and relaxes at long times
to a static, localized state. We fit Pτ (r) to an exponential decay
for r = 43–50 μm for εk  kB × 10 nK and r = 57–68 μm
for εk > kB × 10 nK at each τ in order to determine the
characteristic size ξτ of the propagated wave function. The
asymptotic localization length ξ (that would be observed in
an experiment probing atoms expanding through a disordered
potential) is determined by fitting ξτ to an exponential function,
discarding points at short times.
These numerical simulations enable us to benchmark the
individual scattering technique against a calculation with-
out any inherent approximations. A comparison is shown
in Fig. 10. At the lowest energies, the single scattering
approximation predicts localization lengths smaller than the
de Broglie wavelength 2π/k of the particle, which occurs
because nσ < 2π/k and the approximation that ls = (nσ )−1
is violated. In contrast, the results of the time-dependent
simulation always produce localization lengths greater than the
de Broglie wavelength. For the regime in which ls = (nσ )−1
is a good approximation, the single scattering approximation
provides an upper bound on the numerically determined
localization length, as expected. At low energies, the single
scattering approximation and results of the time-dependent
simulations agree within an order of magnitude. The Born
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FIG. 10. (Color online) Comparison of localization lengths from
a numerical simulation of the time-dependent Schrödinger equation
(blue squares), from the perturbative correction to the independent
scattering transport properties (red circles) and from the Born
approximation (solid black line). For comparison, the de Broglie
wavelength 2π/k is shown as a dotted line. The parameters used for
this plot are V0 = kB × 1000 nK, w = 400 nm, and n = 0.08 μm−2.
The error bars for the circles show the impact of the difference in
the differential cross section across the inner and outer radii for the
annulus shown in Fig. 5(c) and the standard deviation in the energy
(resulting from the Gaussian envelope of the wave packet) for the
squares.
approximation, however, is four orders of magnitude smaller
than the numerically simulated ξ at low energies.
Finally, we calculate a localized density profile for a
thermal gas of particles under conservative conditions (i.e.,
n = 0.2 μm−2) using the simulated localization lengths from
Fig. 7, corresponding to the single scattering approximation
and exact scattering cross section. We assume that the density
profile associated with each energy in the thermal ensemble is a
radially symmetric exponential function centered at the origin
with a decay length determined by a fit to the data in Fig. 7. The
average density profile of a localized gas of 10 000 Maxwell-
Boltzmann particles at temperature T = 10 nK is shown in
Fig. 11. Dimensionality plays a helpful role since, unlike in
three dimensions, the lowest particle energies (with the small-
est localization lengths) are the most probable. Hence, most of
the particles localize within a relatively small, experimentally
accessible area. For example, at T = 10 nK, 90% of the
particles are localized within a radius of 20 μm. Furthermore,
just 2.5% of the particles have energies below the percolation
threshold and are classically trapped. A gas released into the
disorder potential with a time-independent profile similar to
that shown in Fig. 11 is straightforward to image with high
signal-to-noise ratio and would provide a clear signature of
two-dimensional AL. Since the single scattering approxima-
tion is an upper bound on the localization length observed in
an expansion experiment, the localized thermal density profile
should be smaller in extent than what is shown in Fig. 11.
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FIG. 11. (Color online) Thermal density profile for V0 = kB ×
9947 nK, w = 400 nm, n = 0.2 μm−2, and T = 10 nK. Here, N is
the two-dimensional number density for 10 000 particles.
V. CONCLUSION
We have identified an experimentally feasible approach
to observation two-dimensional AL using ultracold atoms
using pointlike disorder. Our approach requires nanoKelvin-
scale temperatures in conjunction with a dilute, strongly
scattering disordered potential. By using a single scattering
approximation and exact numerical simulations, we predict
observable localization lengths for realistic particle energies.
This method can be extended to interacting systems such as a
gas composed of two spin states of fermionic atoms, which
may enable exploration of the analog of two-dimensional
metal-insulator transitions [13–15].
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APPENDIX A: INDIVIDUAL SCATTERING SIMULATION
In simulations of scattering from a single Gaussian potential
barrier, square grids were employed ranging from L2 = 3600
to 10 000 μm2 with discretization sizes of 0.01 to 0.25 μm.
The size of the time steps was scaled with the shorter of the two
physical length scales in the system, the disorder width w, and
the particle de Broglie wavelength 2π/k, according to δt =
50.1 ns/μm. Approximately 16 000 time steps were taken,
which allowed the wave function initially at the center of the
potential to scatter outward through roughly L/2, independent
of the group velocity. Propagation for longer times resulted in
significant errors induced by boundary and finite-size effects,
manifest as a periodic modulation of the scattered wave. The
scattered wave function was sampled between radii of 3–5 μm
in order to determine the scattering amplitude.
APPENDIX B: TIME-DEPENDENT SIMULATION OF
ANDERSON LOCALIZATION
We used a 1536 × 1536 discretization of the system area









where the coordinates xi are chosen randomly with the
constraint that ri > R = 21.8 μm. We choose w = 400
nm, V0 = kB × 1000 nK, and n = 0.08 μm−2, which cor-
responds to disorder strong enough to produce localization
within the simulation space while remaining computationally
tractable.
We include an imaginary potential component near the
edges of the system grid in order to absorb a probability
current approaching the periodic boundary. This enables
dynamical simulations to continue for the long times necessary






, |x|,|y| > 304 μm
0 otherwise,
(B2)
with rmax = 349 μm and B = kB × (5 × 10−5) nK.
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We report the realization of correlated, density-dependent tunneling for fermionic 40K atoms trapped in an
optical lattice. By appropriately tuning the frequency difference between a pair of Raman beams applied to a
spin-polarized gas, simultaneous spin transitions and tunneling events are induced that depend on the relative
occupations of neighboring lattice sites. This correlated spin-flip tunneling (CSFT) is spectroscopically resolved
using gases prepared in opposite spin states, and the inferred Hubbard interaction energy is compared with a
tight-binding prediction. We measure the doublons created by the laser-induced correlated tunneling process using
loss induced by light-assisted collisions. Furthermore, by controllably introducing vacancies to a spin-polarized
gas, we demonstrate that correlated tunneling is suppressed when neighboring lattice sites are unoccupied. We
explain how the CSFT quench implemented here prepares and evolves a large number of resonating-valence-bond
(RVB) singlets in a Hubbard model, thus allowing exploration of RVB dynamics.
DOI: 10.1103/PhysRevA.98.023623
I. INTRODUCTION
Measurements on ultracold atoms trapped in optical lattices
have emerged as a powerful approach to studying quantum
phase transitions and dynamics in strongly correlated systems.
Periodic driving forces and light-induced tunneling combined
with optical lattices have enabled experiments to achieve
physics beyond the minimal Hubbard model (see Ref. [1] for a
recent review). For example, magnetic phase transitions have
been probed [2,3], synthetic gauge fields realized [4–7], and
nontrivial band structures [8] have been created using periodic
driving and external fields in lattices.
In this work, we use applied laser fields to demonstrate and
study the dynamics of correlated tunneling that depends on
density and spin for fermionic atoms. Correlated tunneling,
known in solids as a bond-charge interaction, has been pro-
posed to play a role in high-temperature superconductivity [9]
and lattice stiffening in polyacetylene [10,11]. The influence
of correlated tunneling on transport properties has also been
intensively investigated in quantum dots, where it can be
manipulated by gate voltages and applied electromagnetic
fields [12]. Beyond mimicking these effects in optical lat-
tices, correlated tunneling for ultracold atoms has attracted
theoretical interest for inducing occupation-dependent gauge
fields [13], obtaining novel phases such as holon and doublon
superfluids [14], and realizing anyonic Hubbard models [15].
Thus far, two-body correlated tunneling has been realized in
double wells for bosons [16,17] and fermions [18]. However,
many-body density-dependent tunneling has been directly
observed only for bosonic atoms trapped in optical lattices
[19,20].
*Now at Department of Physics, Massachusetts Institute of
Technology, 77 Massachusetts Ave, Cambridge, MA 021139, USA.
†bdemarco@illinois.edu
Inspired by the theoretical proposals in Ref. [21], we imple-
ment an experimental approach to generate spin- and density-
dependent tunneling for fermionic atoms. This technique is
fundamentally different from those already used to realize
intersite interactions in two key ways. First, prior approaches
[16–20,22] conserve spin, whereas the spin flips induced via
our method can lead to more exotic physics. Second, the
intersite interaction generated in our work is between fermionic
atoms and spans the entire lattice, which leads to challenging
many-body physics due to the fermion sign problem [23]. Our
method is therefore able to prepare quantum many-body steady
and excited states beyond the scope of previous experiments
and exceeding the capabilities of current unbiased numerical
modeling tools in two and three spatial dimensions. Specif-
ically, we show that CSFT effectively creates singlet pairs
to dynamically build RVB correlations [24,25] in a Hubbard
model. Prior work created RVB singlets in four-site plaquettes
in an optical superlattice [26]. Here we demonstrate a method
to build up RVB correlations in large numbers of singlet pairs,
which can be used to explore the many-body RVB states
proposed by Anderson in the context of lattice models of
high-temperature superconductivity.
To implement spin- and density-dependent tunneling, we
apply a pair of Raman beams to a spin-polarized gas, for which
conventional tunneling is forbidden by the Pauli exclusion
principle. The Raman beams flip the atomic spins and induce
density-dependent tunneling. We spectroscopically resolve
these CSFT events, and the corresponding increase in doubly
occupied sites is measured using loss from light-assisted
collisions. Moreover, by varying the filling fraction in the
lattice, we directly verify the density dependence of spin
transitions.
The paper is organized as follows. In Sec. II we discuss
the experimental setup used to observe CSFT. In Sec. III we
discuss modeling of CSFT in the leading order dynamics. In
Sec. IV we present measurements of spin transfer fraction and
2469-9926/2018/98(2)/023623(11) 023623-1 ©2018 American Physical Society
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(a)
(b)
FIG. 1. Schematic diagram of Raman transitions. A pair of Raman
beams, each detuned approximately 80 GHz from the 4S1/2 →
4P1/2 transition, with frequencies ω1,2 and wave vectors k1,2 are
applied to drive transitions between the |↑〉 (red) and |↓〉 (blue)
states. The Raman wave-vector difference δk = k1 − k2 lies along
the (−1, −1, 1) direction of the lattice. Selecting between two distinct
processes is achieved by fixing the laser beam frequency ω1 and tuning
ω2. (a) If the frequency difference matches the Zeeman energy (i.e.,
ω = ω1 − ω2 = ω↑↓), then atoms flip their spin and remain on the
same site. (b) When the laser frequency difference accommodates the
Hubbard interaction energyU (ω = ω↑↓ − U/h̄), then CSFT occurs
and atoms tunnel to neighboring occupied sites and flip their spin.
For |↓〉 as an initial state, the condition for resonant CSFT changes to
ω = ω↑↓ + U/h̄.
double occupancy to observe CSFT, and we summarize and
discuss potential improvements to the experiment in Sec. V.
II. EXPERIMENTAL SETUP
These measurements are performed using a degenerate
Fermi gas composed of 40K atoms trapped in a cubic optical
lattice in a regime described by a single-band Fermi-Hubbard
model with tunneling energy t and interaction energy U
(see Appendix A for details of the experimental sequence). We
work in the U/t  12 regime, for which the ground state of a
spin-mixed trapped gas possesses a Mott-insulator core [27].
Overall confinement is provided by a 1064 nm optical dipole
trap. After cooling the gas in the dipole trap and before slowly
superimposing the lattice, the gas is spin polarized in either the
|F = 9/2,mF = 9/2〉 or |F = 9/2,mF = 7/2〉 state, which
we label |↑〉 and |↓〉. The atom number and confinement are
tuned so that the central density is approximately one atom per
site, with the Fermi energy EF ≈ 7t . A pair of Raman beams
with wave vectors k1 and k2 intersecting at approximately 30◦
are focused onto the gas and pulsed to drive spin transitions
(Fig. 1). The frequency difference ω = ω1 − ω2 between the
Raman beams is tuned near to the |↑〉 → |↓〉 resonance. After
a Raman pulse, the number of atoms in each band and spin
state is measured using band mapping with a magnetic-field
gradient applied during time-of-flight imaging. Atom number
loss and heating induced by the Raman pulse are discussed
in detail in Appendix A. We observe an approximately 20%
atom loss during a (typical) 50 m pulse due to off-resonant
light scattering, which occurs at a relatively high rate because
of the limited tuning range of the Raman laser. Heating from
the Raman pulse is comparable with that from other sources,
and we do not observe atoms excited to higher-energy bands.
The Raman beams can drive two resonant processes depend-
ing on ω. If ω is tuned to the energy difference between spin
states (ω = ω↑↓), then on-site spin rotations occur without
induced tunneling and changes in site occupancies Fig. 1(a).
We define this process as the carrier transition. By tuning
the frequency difference between the beams to include U
(ω − ω↑↓ = ±U/h̄), density-dependent tunneling is driven
as a sideband to the carrier [Fig. 1(b)]. Other processes, such as
interband transitions, are far off resonant for the experimental
parameters (see Appendix A).
III. CORRELATED SPIN-FLIP TUNNELING
To model the dynamics we consider an initially polarized
band insulator with driven spin-flip tunneling events. Working
in the large U limit, we use perturbation theory to find the




Kijni↑(1 − nj↓)c†j↑ci↓ + H.c. (1)
(see Appendix B for derivation). Here, i, j ∈ n.n. denotes a
sum over nearest-neighboring sites and permutations, c†iσ (ciσ )
creates (removes) a particle on site i in spin state σ , and niσ is
the number of particles on site i in state σ .
CSFT arises as a spin-flip transition to a virtual state
offset by U followed by a tunneling event. In contrast to
the conventional tunneling term −tc†i cj in the Fermi-Hubbard
model, this laser-induced correlated spin-flip tunneling is
density dependent and accompanied by a spin rotation. CSFT
occurs only when neighboring sites are occupied by atoms in
the same spin state or when a doublon (i.e., a |↑〉–|↓〉 pair) is
next to an empty site. Using a particle-hole transformation, we
show (see Appendix B) that Eq. (1) effectively creates singlets
to build RVB correlations [25].




(e−i δk· Rj − e−i δk· Ri ), (2)
where the ratio t/U ≈ 0.04–0.08 is controlled by the lattice
potential depth s, Ri is the location of site i, and δk is the Raman
wave-vector difference. For our lattice, | δk · ( Ri − Rj )| =
π/2
√
3 is the same for every lattice direction. The Rabi rate
for the carrier transition ||/h̄ ≈ 2π×650 Hz is controlled by
the Raman laser intensity and measured via Rabi oscillations
(Appendix B), and therefore |Kij |/h̄ ≈ 2π×6–22 Hz for our
measurements.
Equation (1) is the leading order in a large U expansion
and has been projected into the subspace connected to the
initial spin-polarized |↑〉 state by resonant CSFT. Other terms
can, in principle, contribute to the dynamics. We have verified
that the dynamics of the full tight-binding CSFT model (i.e.,
without the large U approximation) are reproduced by Eq. (1)
by applying the time-evolving block decimation algorithm [28]
to 1D chains (see Appendix B).
The site-dependent Raman phase in Kij that arises from the
Raman wave-vector difference is critical to allow tunneling
to occur. When spin rotations are driven by long-wavelength
radiation or copropagating Raman beams, this phase factor is
absent, and tunneling is prevented. One reason for the absence
023623-2
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FIG. 2. Spectroscopy of CSFT. (a) The fraction of atoms trans-
ferred between spin states by a 50 m Raman pulse is shown for an
initially |↑〉 (black squares, f↑) and |↓〉 (red circles, f↓) spin-polarized
state at s = 10 ER for varied ω. For these measurements, N =
25400 ± 3900 atoms were cooled to T/TF = 0.24 ± 0.08 before
turning on the lattice. Each data point is the result from a single
experimental run, and the measurement uncertainty is not visible on
this scale. Nonzero transfer at large detuning is due to off-resonant
spontaneous Raman scattering. (b) The difference f↑ − f↓ for pairs
of points in (a) reveals the CSFT sidebands at approximately ±U .
The black line shows a fit to a sum of two Gaussian functions; the
individual Gaussians are displayed as shaded regions. The peak at
lower (higher) frequency corresponds to CSFT for an initially |↑〉
(|↓〉) spin-polarized state. (c) The interaction energy U inferred from
fits to data such as those shown in (b) for varied s. The error bars
are derived from the fit uncertainty. The dashed line is the value of U
from a standard tight-binding calculation.
of tunneling in this scenario can be understood as destructive
interference between multiple tunneling pathways caused by
the antisymmetrization of the fermionic wave functions (see
Appendix C). This effect is related to the behavior of clock
shifts for fermionic atoms [29–31]. In our case, the Raman
phase factor suppresses the destructive tunneling interference.
IV. OBSERVATION OF CORRELATED
SPIN-FLIP TUNNELING
A. Transfer fraction spectroscopy
We spectroscopically resolve CSFT and distinguish it from
on-site spin rotations by measuring the change in spin fraction
after a 50 m Raman pulse, which is comparable to the CSFT
π time. Sample data are shown in Fig. 2(a) for the fraction
f↓,↑ of atoms transferred between spin states at varied ω
for s = 10 ER , where ER = h2/8md2 is the recoil energy,
m is the atomic mass, and d ≈ 390 nm is the lattice spacing.
Broadening of the carrier transition, which is consistent with
contributions from magnetic field and Raman phase noise
(see Appendix B), results in a feature that obscures CSFT. To
isolate CSFT, we therefore subtract the data taken at identical
ω with opposite initial spin configurations. Since the carrier
frequency does not depend on the initial state, the contribution
from the broad carrier feature is canceled out by this procedure.
In contrast, the frequency offset of the CSFT sideband changes
sign with the initial spin configuration and is not removed by







FIG. 3. Fraction of doubly occupied sites D measured after a
50 m Raman pulse at various detunings for s = 10 ER . The inset
shows sample LAC for (ω − ω↑↓)/2π = 3.5 kHz fit to a double-
exponential decay with τD = 3.1 ± 0.77 ms and τS = 13.7 ± 2.5 ms.
The vertical error bars in D are derived from fits to similar data
acquired at different ω, while the horizontal error bars show the
estimated 0.5 kHz uncertainty in the carrier transition from magnetic-
field drift. The solid line in the main panel is the fit from Fig. 2(a) for
|f↑ − f↓| plotted on the same scale as D.
the subtraction. The resulting line shape for f↑ − f↓ shown in
Fig. 2(b) therefore reveals the CSFT sidebands as peaks offset
at approximately ±U/h̄ ≈ ±2π×3.5 kHz from the carrier
transition.
To compare with the predicted sideband frequency, we fit
the f↑ − f↓ line shape to a sum of two Gaussian functions
with independent central frequencies and standard deviations
as free parameters. The interaction energy U determined from
this fit as half of the frequency separation of the peaks is
shown in Fig. 2(c) for data taken at different lattice potential
depths. The inferred U increases less rapidly with s than the
tight-binding prediction, which is shown as a dashed line. A
similar disagreement has been observed in other experiments
[32]. The source of this discrepancy is unresolved and cannot
be explained by renormalization of U by the Raman process,
which is approximately a 1% effect (see Appendix B).
B. Double occupancy spectroscopy
To isolate CSFT from other dynamics, we measure changes
in the doublon number. As doublon formation and decay are
strongly suppressed at high interaction strength in the standard
Hubbard model [33], doublon generation provides a signature
of CSFT dynamics. We probe doublon creation using loss
induced by light-assisted collisions (LAC) [34]. The carrier
frequency ω↑↓ is estimated using a Gaussian fit to Raman
spectroscopy taken using a 0.7 m pulse, which is too short to
drive CSFT. The inset to Fig. 3 shows sample LAC data taken
after a 50 m Raman pulse with (ω − ω↑↓)/2π = 3.5 kHz,
which corresponds to the +U CSFT sideband. Immediately
following the Raman pulse, the lattice potential depth is rapidly
023623-3
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increased to 29 ER to arrest further dynamics. We measure
the number of atoms remaining after a laser pulse 50 MHz
detuned from the 4S, F = 9/2 → 5P3/2, F = 11/2 transition
is applied to the gas. Two loss processes are evident as the
duration τ of the resonant laser pulse is changed. The loss on
a fast time scale τD corresponds to LAC removing atoms from
doubly occupied sites, while the decay over a slower time scale
τS results from single atoms ejected from the dipole trap via
spontaneous scattering. These data are fit to a double expo-
nential decay function N (τ ) = NDe−τ/τD + (N − ND )e−τ/τS
with N , ND , τD , and τS as free parameters to determine the
fraction of doubly occupied sites D = ND/N .
Measurements of D as ω is changed show that a resonance
for doublon creation is centered near the CSFT spectroscopy
sideband peak at (ω − ω↑↓) ≈ U/h̄ (Fig. 3). The doublon
dynamics near the resonance agree with the rate predicted by
HCSFT (see Fig. 7 in Appendix B) and indicate that D has
reached a steady state. We therefore compare the data with the
fit from Fig. 2(b) to |f↑ − f↓|, which can be interpreted as the
fraction of atoms that flip their spin during CSFT events. The
close agreement between the fit and D implies that each spin
flip is associated with the creation of a doublon.
C. Vacancy dependence of transfer fraction
Finally, we demonstrate the sensitivity of CSFT to site
occupancy by reducing the atom number and controllably
introducing vacancies before a Raman pulse on the CSFT
sideband (see Fig. 4 inset). Our technique involves three steps.
After turning on the lattice to s = 8 ER , atoms are transferred
from a spin-polarized initial state (either |↑〉 or |↓〉, as in
Fig. 2) to the F = 7/2,mF = 7/2 state via adiabatic rapid
passage (ARP) driven by a microwave-frequency magnetic
field. The power of the microwave field (swept across 0.4 MHz
in 0.5 m) is varied to control the probability of a transition
between hyperfine states. The fraction δN of atoms that are
not transferred to F = 7/2 are removed from the lattice with
a 0.5 m pulse of light resonant with the 4S, F =9/2→5P3/2,
F = 11/2 transition. A second ARP sweep (across 0.8 MHz in
1 m) returns all of the atoms shelved in the F = 7/2 manifold
to the initial spin state.
After this procedure, unoccupied sites are randomly
distributed through the spin-polarized atomic density distri-
bution. The presence of holes suppresses CSFT, which can
only occur when adjacent sites are occupied. We probe this
effect by measuring changes in |f↑ − f↓| for a 40 m Raman
pulse with ω fixed on the ±U peaks of the CSFT sideband
(Fig. 4). Because the doublon population has saturated (see
Fig. 7 in Appendix B), |f↑ − f↓| coincides with the number
of nearest-neighbor pairs. As the number of atoms is reduced
and the hole density increases, |f↑ − f↓| decreases, indicating
that fewer atoms can participate in CSFT. The data shown
in Fig. 4 show good agreement with a prediction of the
probability for adjacent sites to be occupied (see Appendix D).
For this calculation, the density profile is computed using
entropy matching based on s, the overall confinement, and the
measured N and T/TF . The probability of adjacent sites being
occupied is determined by averaging over configurations that
involve randomly removing a fraction δN of atoms from the
simulated density profile.





FIG. 4. Density dependence of CSFT. The CSFT spectroscopy
signal taken with fixed (ω − ω↑↓) ≈ ±U/h̄ is shown for varied
fraction δN of atoms randomly removed from an s = 8 ER lattice
gas. For these data, N = 47 000–81 000, and the gas was cooled to
T/TF ≈ 0.35 before turning on the lattice. Data obtained with the +U
sideband are shown as red circles and those for −U as black squares.
The sideband frequencies were determined using a double-Gaussian
fit to CSFT spectroscopy data, as in Fig. 2(b). The dashed line is a
prediction for the probability to find adjacent sites occupied based on a
calculation of the density profile after the removal procedure. The inset
shows the procedure for controllably introducing vacancies. Atoms
(shown as transparent) that are not shelved in the F = 7/2 state via
microwave transitions are removed using resonant light.
V. CONCLUSION
We have reported an observation of density-dependent tun-
neling in a many-body optical lattice Fermi-Hubbard model.
In the future, the spontaneous scattering rate and associated
heating and loss can be reduced by a factor of 50 (at constant
K) and rendered insignificant by using a laser tuned to an
optimal point between the D1 and D2 transitions, which
for 40K is at 768.67 nm [35]. Furthermore, reducing the
sources of carrier-broadening technical noise by a factor of
3.5 or using a Feshbach resonance to enhance U would
enable the CSFT and carrier transitions to be separately
resolved.
The technique we have developed may be used to directly
prepare and dynamically evolve RVB order or to observe other
exotic states, such as bond-ordered waves, triplet pairing, and
hole superconductivity [21]. The site-dependent phase of the
bond-charge interaction the Raman lasers introduce also leads
to a synthetic gauge field that was not explored in this work.
The unique properties of the occupation-dependent gauge field
created via this method can be used to simulate interacting
relativistic quantum field theories and correlated topological
insulators [21].
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APPENDIX A: EXPERIMENTAL SEQUENCE
AND PARAMETERS
Ultracold gases composed of ground-state 40K atoms in
the |F = 9/2,mF = 9/2〉 and |F = 9/2,mF = 7/2〉 states
are cooled to temperatures below the Fermi temperature TF
in a crossed-beam 1064 nm optical dipole trap using standard
techniques. After evaporative cooling, the optical trap depth is
increased to the same value for all the data presented in this
paper. The resulting dipole trap frequencies are 7.9 ± 0.4 Hz,
98 ± 1 Hz, and 114 ± 2 Hz. A microwave-frequency swept
magnetic field combined with a static magnetic-field gradient
are used to remove all atoms in one hyperfine state, thereby
preparing a spin-polarized gas with a purity of greater than
95% for either spin state. Following spin polarization, we ramp
on the three pairs of lattice beams (λ = 782.2 nm) in 100 ms.
The Raman beams are derived from a cavity-stabilized diode
laser (Vortex II TLB-6900) and are 80 GHz red detuned from
the D1 transition. The frequency and power of each beam are
controlled using an acousto-optic modulator.
A 13 G magnetic field is used to lift the degeneracy of
Zeeman transitions between different mF states. The field
provides a 27 kHz difference between the mF = 9/2 → 7/2
and mF = 7/2 → 5/2 transitions. No significant population
of mF = 5/2 atoms has been observed in our measurements.
The drift in the magnetic field is about 10 mG from day to day
and 3 mG over the course of a two-hour measurement run.
The magnetic field is reduced to 3 G for imaging. The lattice
is ramped down over 100 μs to map band populations onto the
momentum distribution [36], and then the dipole trap is turned
off for time-of-flight expansion. An additional magnetic-field
gradient is applied during time of flight to spatially separate
the two spin components. A Gaussian distribution is used
to fit the images of each spin component and determine the
corresponding atom number.
The minimum band gap (at the band edge) in this work is
31 kHz. For the approximately 10 kHz Raman detunings (from
the carrier transition) we sample, the probability for interband
transitions is therefore negligible. Furthermore, we do not
observe excited band population for any of the measurements
discussed here.
We observe loss of atoms and heating caused by light scat-
tering from the Raman beams. We characterized this process,
which is not fully understood for strongly interacting systems,
using measurements at s = 12 ER . The measured exponential
decay constant for N at s = 12 ER for Raman-induced loss
varied from 130 ± 20 ms to 310 ± 50 ms during the time period
when data were acquired. The weighted average of the mea-
sured lifetime at s = 12 ER was 200 ± 10 ms, which is much
longer than the Raman pulses used in this work. Heating is
more difficult to measure, given that determining temperature
for strongly correlated lattice gases is an outstanding problem.
To estimate the heating rate, we measure the temperature in
the dipole trap after slowly turning off the lattice. Using this
method, we observed a 0.30 ± 0.02 nK/ms heating rate at s =
12 ER . The measured heating rate without a Raman pulse is
0.13 ± 0.01 nK/ms. We conclude that heating from the Raman
pulse is comparable to that from other sources. Furthermore,
these data do not show a strong dependence of the heating
rate on atom number: the temperature of the gas increases
linearly in time, even though the atom number decays (for this
measurement) from approximately 2.8×104 to 1.7×104 over
80 ms. We also note that the light scattering (and heating and
loss rates) could be reduced by a factor of 50 (without changing
the Raman Rabi rate) for 40K atoms by using a different laser
capable of tuning to 768.67 nm [35]. Moreover, using an atom
with a different electronic structure could achieve scattering
rates that are many orders of magnitude smaller.
For comparison to theory, U is determined from the lattice





|ψi (x)|4d3 x, (A1)
where as ≈ 174a0 is the free-space scattering length between
the spin states [38], m the atomic mass, and ψi (x) the Wannier
wave function derived from the tight-binding model. The
uncertainty in U is estimated to be less than 2%, and we sample
U/t = 13–47 in this work.
APPENDIX B: THEORETICAL DESCRIPTION
OF EFFECTIVE CSFT HAMILTONIAN
1. Single-particle Hamiltonian
We first review the Raman-transition Hamiltonian in the
absence of interactions and a lattice. Following the standard
approach, we consider a three-level system and adiabatically
eliminate the intermediate state. This procedure is valid in the
1,2  R and δ  R limits (to be defined subsequently),
both of which are well satisfied in our experiment.












−i( k2· R−ω2t ) + c.c.)
1
2 (e
i( k1· R−ω1t ) + c.c.) 22 (ei( k2· R−ω2t ) + c.c.) ω0
⎞⎟⎟⎠, (B1)
which is written with respect to the {|↑〉, |↓〉, |3〉} basis. Here, R
is the position of the atom, the laser frequencies satisfy ω1 =
ω0 − R − δ − ω↑↓ and ω2 = ω0 − R , and the individual
Rabi rates 1,2 = −e〈3 | E1,2 · r |↑,↓〉 depend on the dipole
matrix elements for the atom-light (with electric field Ei)
interaction.
For the calculations in the main text and discussed in this
document, we use a simplified model in which laser beam 1
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FIG. 5. Energy levels of three-level atoms with two lasers of
frequencies ω1 and ω2.
only couples |↑〉 and |3〉, and laser beam 2 only couples |↓〉
and |3〉. In the experiment, however, the polarizations of the
Raman beams are such that both ground states are coupled to
the (multilevel) excited state by both beams. The couplings that
we neglect are far from any resonant Raman or single-photon
transition and only lead to ac Stark shifts that can be absorbed
into the definition of the ground spin states.
We make the rotating-wave approximation and a unitary
transformation H ′3-lev = ei
∫ t
V dt ′H3-leve
−i ∫ t V dt ′ − V with
V =
⎛⎝ω↑↓ + δ 0 00 0 0
0 0 ω0 − R
⎞⎠, (B2)
which is similar to a transformation to a rotating frame. Pro-







i δk· R 0
)
, (B3)
for an effective Hamiltonian, where  = −∗12/2R andδk = k1 − k2. This projection is equivalent to adiabatically
eliminating the excited electronic state. These two levels act
as the pseudospin basis used in the main part of the text.
2. Lattice and interaction effects
In the presence of an optical lattice, we project the Hamil-
tonian onto the lowest Bloch band of the lattice. We denote the
Wannier function centered at the site located at Ri as ψi (r ) =
ψ (r − Ri ) and c†iσ as the operator that creates a fermion with






































where niσ = c†iσ ciσ , ij =
∫
dr ψ∗i ei δk·( Ri− Rj )ψj is a Debye-
Waller factor, 0 = 00, and U is the strength of on-site
interaction. The first term is the ordinary spin-conserving
tunneling term. The second term is a spin-flip tunneling term
akin to spin-orbit coupling in the lattice. The third term is an
on-site spin-flip term, which can be understood as an effective
Zeeman term in the x, y directions. The fourth term is an
effective Zeeman energy. For the experimental parameters
explored in this work, we find ij ≈ δij . The second term can
therefore be safely ignored.
3. Effective Hamiltonian for δ ≈ U
To derive an effective Hamiltonian for CSFT, we work in
the limit U, δ  t, and treat the first three terms of H0
as perturbations. We consider the case δ ≈ U and project
the Hilbert space onto the subspace of states that have the
same total Zeeman energy as the initial states. Other states are
separated in energy by at least δ and are projected away. The
virtual transitions involving these states lead to higher-order
(in 1/δ) terms in the effective Hamiltonian of the retained
states. Off-resonant processes that can take the state out of this
subspace (for example, carrier transitions leading to sites occu-
pied by a single spin-down atom) are ignored. This procedure
isolates the CSFT dynamics from other aspects of the system.
As described in the main text, we also experimentally isolate
the CSFT behavior either by studying doublon dynamics or
by performing differential spin measurements that remove the
carrier contribution. This allows a comparison of only the
CSFT portion of the dynamics with theory.
We therefore project our Hamiltonian onto such states
where all sites are either empty or occupied by at least a spin-up
fermion. Let P = ∏i [1 − ni↓(1 − ni↑)] be the projector onto
this space. Second-order perturbation theory then gives
Heff = P
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〈ij〉,〈ij ′〉,j =j ′
(c†j↑c
†
j ′↓ci↑ci↓ + H.c.)
⎫⎬⎭P . (B5)
























Kij = −t0 e














Heff governs the dynamics of fully polarized initial states
discussed in the main text. The first term moves (but does
not create) doublons and holes (e.g., |↑↓,↓〉 → |↓,↑↓〉). The
second term is spin-flip tunneling, which due to the projectors
P is effective only if no sites with spin down are created. We
can therefore rewrite the second term by explicitly inserting the
projectors: Kijni↑(1 − nj↓)c†j↑ci↓ + i ↔ j + H.c.. This term
can create doublon-hole pairs out of the fully polarized initial
state and dominates the dynamics to leading order.
4. Particle-hole transformation and singlet creation
The effective Hamiltonian (B6) can be recast using a
particle-hole transformation into a Hubbard model with singlet







i↓ → (−1)Pi c̃i↓, (B9)
where, for the bipartite lattices we are considering, (−1)Pi
takes on opposite signs for all pairs of nearest neighbors.





























where P̃ = ∏i [1 − (1 − ñi↓)(1 − ñi↑)] and ñiσ = c̃†iσ c̃iσ . In
this new basis, the initial state of the system is the fully
occupied state, where each site has two fermions. The projector
P̃ now restricts the Hilbert space to have at least one particle
on each site.
Initialized with the fully filled state, the only effective
term in the Hamiltonian [Eq. (B10)] is the second term,
which is of the form (c̃†i↑c̃
†
j↓ − c̃†i↓c̃†j↑). This operator creates a
singlet on each pair of nearest-neighbor sites. We can therefore
understand the state during the initial stage of the dynamics as a
superposition of states consisting of singlet pairs. We also note
that the second term effectively implements RVB correlations
because the RVB order parameter is 〈c̃†i↑c̃†j↓ − c̃†i↓c̃†j↑〉.
The second term in Eq. (B10) creates singlets in time
evolution when acting on the initial state. To explain this
behavior, we consider a four-site system. The evolution in the
early stage can be schematically understood as follows:
(B11)
where the outlined sites denote singlet pairs, i.e.,
, and δt is an infinitesimally small
time interval such that only the first-order effects of H̃eff are
important. The main dynamics in the early stages of time
evolution are therefore the creation of entangled singlet pairs.
A comparison between the two bases is tabulated in Table I.
5. Estimation of U using the resonance near δ = U
The value of the Hubbard U is estimated experimentally via
CSFT by finding the resonant δ at which doublon creation is
most effective. As discussed in the main text, this procedure
appears to undervalue U compared with the tight-binding pre-
diction from independent measurements of the lattice potential
depth. To understand how higher-order terms in Heff may
explain this discrepancy, we consider a two-site system with
the three states |↑,↑〉, |↑↓, 0〉, |0,↑↓〉 and solve for the value
of δ at which the doublon creation rate is maximized. Writing
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TABLE I. Comparison between the original and the transformed basis. In the representation of states, we have used the notation where
and .
Original basis Transformed basis
Allowed states of each site |↑〉, |↑↓〉, |0〉 |̃↑↓〉, |↑̃〉, |↓̃〉
CSFT term c†j↑ci↓ − c†i↑cj↓ + H.c. c̃†i↑c̃†j↓ − c̃†i↓c̃†j↑ + H.c.
Initial state | ↑ , ↑ , ↑ , ↑ 〉 |↑̃↓, ↑̃↓, ↑̃↓, ↑̃↓〉
Superposition of Superposition of
State after evolution to first order (1 − iH̃effδt )





δ + 20 ||22δ K12 −K21




























} and the equality Kij = −Kji has been used. The
first two states have the same energy (and hence doublon
creation is most effective) when







Here we see that the resonant condition for maximal doublon
creation is not exactly at δ = U , but instead shows higher-
order corrections. These corrections contribute to the deviation
between the measured and predicted U discussed in the main
text. However, the predicted 1% deviation is too small to
explain the observed discrepancy.
6. Validating the CSFT effective Hamiltonian
The effective model Heff is a perturbative result, in compari-
son to the full tight-binding Hamiltonian H0. To test the validity
of the doublon dynamics predicted by Heff , we compare the
time evolution of the doublon population in both models. This
allows us to benchmark the effective Hamiltonian against an
exact numerical simulation.
The dynamics of H0 cannot be solved exactly in large
systems with dimension higher than one. We therefore consider
doublon dynamics in one dimension. We initialize a one-
dimensional infinite system with one spin-up fermion in each
state, and evolve it with infinite time-evolving block decima-
tion (iTEBD) [28]. The evolution of doublon fraction, defined
as D = 〈ni↑ni↓〉/〈ni↑ + ni↓〉, is plotted in Fig. 6(a). The
simulations performed with H0 and Heff are both presented.
Here we see that the effective model captures the quali-
tative features of the full Hamiltonian. The doublon creation
rate at short times is essentially the same for both models.
Furthermore, the long-time steady-state reveals approximately
the same doublon fraction. In both models the time scale of
equilibration is roughly set by h̄/|K〈ij〉| = 14 ms. We therefore
see that the effective CSFT model Heff captures the essential
features of the full tight-binding model H0 in one dimension.
7. CSFT time scale: Theory-experiment comparison
We measure the Rabi rate of the carrier 0||/h̄ =
2π×650 Hz using resonant Rabi oscillations. The carrier
frequency ω↑↓ is determined using a fit of the spin transition
probability vs Raman detuning ω for a 0.7 m pulse, which is
too short to drive CSFT.
















FIG. 6. Evolution of doublon fraction 〈ni↑ni↓〉/〈ni↑ + ni↓〉 from
a numerical simulation with constant . The solid lines shows the
simulation with the full Hamiltonian H0, while the dashed line shows
that with the effective Hamiltonian Heff derived from second-order
perturbation theory. The states are initialized with one spin-up fermion
on every site, and the parameters are determined by experiment: t/h =
0.25 kHz, U/h = 3.22 kHz,  = 0.1U , and δk · d = π/2√3, where
d is a lattice vector.
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FIG. 7. CSFT signal for varied Raman pulse time. The Raman
detuning for these measurements is fixed to the +U CSFT sideband.
The measurements are shown using black circles and a theoretical
simulation is displayed as a red line. The simulation is performed
with  in H0 replaced with eiφ(t ), where 〈φ(t )2〉 = 8, and the
characteristic time scale of the fluctuations in φ(t ) is 2 ms. The
dynamics has been averaged (indicated by the notation 〈〉) over five
realizations of φ(t ). For these parameters, the carrier Rabi oscillations
are not strongly perturbed.
Measuring the slower rate for CSFT requires a longer time
scale. We eliminate the background contribution from the
broadened carrier feature using the same procedure as for
Fig. 4 in the main text. After locating the carrier frequency
ω↑↓, we perform two measurements with the same Raman
pulse time at ω = ω↑↓ + U/h̄, but with different initial spin
polarization. The difference between these two measurements
f↑ − f↓ reflects only the CSFT process. Figure 7 shows the
measured CSFT signal for different Raman pulse times at
s = 8 ER lattice depth.
The measured CSFT time scale is approximately a factor
of five larger than that of the numerical simulations shown in
Fig. 6, which use the experimentally determined carrier Rabi
rate. The uncertainty in t and U (which determine Kij and the
CSFT time scale) from measurements of the lattice potential
depth are too small to support this difference.
A potential source of this discrepancy is phase noise
between the Raman laser beams, which translates into
fluctuations in the complex phase of  in Heff . Such noise can
arise from, for example, differential acoustic vibrations of the
optomechanics or fibers in the physically distinct and spatially
separated Raman beam paths or the separate optical power
servos we use for each beam. Phase noise with a nonuniform
frequency spectrum is required to explain the inconsistency
we observe, since the predicted CSFT time dependence shown
in Fig. 6 is constrained by all the experimental parameters,
including the independent measurement of || using the
carrier transition. In order to differentially affect the carrier
and CSFT transitions, the phase-noise spectral density must
be frequency dependent.
To explore this, we carry out iTEBD numerical simulations
with a time-dependent  eiφ(t ). The result, plotted as the solid
line in Fig. 7, shows better agreement with the experimental
result. The noise we introduce in this simulation is gener-
ally consistent with experimental sources of phase instability
between the Raman beams. This phase noise may also explain
the broadening of the CSFT peaks evident in Fig. 2 in the
main text. We reserve a detailed discussion of the noise and
comparison with experiment to future work [39].
APPENDIX C: RAMAN PHASE GRADIENT
AND FERMIONIC STATISTICS
As discussed in the main text, the spatially dependent
Raman phase that arises because the Raman beams intersect at
an angle plays a key role in enabling CSFT. We use a two-site,
two-atom toy model to explain how the Raman phase disrupts
destructive interference between multiple tunneling pathways
that is induced by antisymmetrization of the wave function.
Considering a two-site, two-fermion system, there are six
possible configurations, which we label according to the site
and spin occupancy in each well: |↑,↑〉W , |↓,↓〉W , |↑↓, 0〉W ,
|0,↑↓〉W , |↑,↓〉W , and |↓,↑〉W . In this well-specific basis,
|↓,↑〉W means that a |↓〉 atom is in the left well (located at
position R1) and an |↑〉 atom is in the right well (located at
position R2), for example.
Using a Slater determinant to explicitly write down properly
symmetrized (un-normalized) two-atom wave functions, we
have
|↑,↑〉W = (|LR〉 − |RL〉) |↑↑〉 , (C1)
|↓,↓〉W = (|LR〉 − |RL〉) |↓↓〉 , (C2)
|↓↑, 0〉W = |LL〉 (|↑↓〉 − |↑↓〉), (C3)
|0,↓↑〉W = |RR〉 (|↑↓〉 − |↑↓〉), (C4)
|↑,↓〉W = (|LR〉 − |RL〉)(|↑↓〉 + |↓↑〉)
+ (|LR〉 + |RL〉)(|↑↓〉 − |↓↑〉), (C5)
|↓,↑〉W = (|LR〉 − |RL〉)(|↑↓〉 + |↓↑〉)
− (|LR〉 + |RL〉)(|↑↓〉 − |↓↑〉), (C6)
where the spatial part of the wave function is written in the
basis of |L〉 and |R〉, which are single-particle states on either
the left or the right well, and the spin component is denoted as
|↑〉 and |↓〉. For example, in this basis, |LR〉 |↑↓〉 means that
atom 1 is in the left well in the |↑〉 state and atom 2 is in the
right well in the |↓〉 state. The key point for this discussion is
that the |↑,↓〉W and |↓,↑〉W states consist of spin singlet and
triplet components. Furthermore, the relative sign between the
spin and triplet components is opposite for these two states.
We focus on resonant CSFT with ω = U/h̄. An initially
spin-polarized state |↑,↑〉W (as in the experiment) can transi-
tion to a virtual state |↑,↓〉W or |↓,↑〉W via a Raman transition
(see Fig. 8). The amplitude for this process is suppressed
by a factor of 1/U because of the energy mismatch. The
phase of the virtual state depends on which atom undergoes
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FIG. 8. Schematic diagram showing CSFT for a two-site two-
fermion system. CSFT happens as a two-step process via a virtual
state. Two possible channels between the initial state |↑, ↑〉W and
the final state |↑↓, 0〉W + |0, ↑↓〉W happen simultaneously but with
amplitudes carrying opposite signs. The probability to observe a
doublon-hole pair is affected by interference between these channels.
a spin flip, since δk = 0. Therefore, the Raman phase enters
as either e δk· R1 or e δk· R2 , where R1 and R2 differ by a lattice
vector d . After the virtual state is formed, tunneling completes
the CSFT process and a doublon is formed. Via tunneling,
the sign difference between Eqs. (C5) and (C6) is converted
into an overall sign difference between the wave functions
for each doublon-formation pathway. This π relative phase
between the wave functions can be computed from the tun-
neling matrix elements 〈↑↓, 0|W t (c†i ci+1 + H.c.) |↑,↓〉W and
〈↑↓, 0|W t (c†i ci+1 + H.c.) |↓,↑〉W .
The transition between the initial state |↑,↑〉W and the
final doublon-hole state happens via these two possible
channels simultaneously. The final state is a superposi-
tion of these two pathways, with a wave function propor-
tional to (e−i δk· R1 − e−i δk· R2 )(|↑↓, 0〉+ |0,↑↓〉). The proba-
bility to observe a doublon-hole state is thus proportional
to [1−− cos( δk · d )]. Without the Raman phase gradient
(i.e., δk = 0 or δk · d = 0), destructive interference prevents
tunneling and doublons will not be formed. Ultimately, this
interference arises from the different signs between the triplet
and singlet components in Eqs. (C5) and (C6)—it is absent for
bosons, for instance.
APPENDIX D: SIMULATION OF CSFT
SENSITIVITY TO VACANCIES
We developed a simple numerical simulation (shown
in Fig. 4 in the main text) to determine the sensitiv-
ity of CSFT to vacancies in the lattice. We compute a
density distribution in the noninteracting limit and deter-
mine the probability that neighboring sites are occupied
as atoms are randomly removed. The density distribu-
tion after turning on the lattice is generated according to





eβ[V (rx ,ry ,rz )+ε(q )−μ]+1 , where V (rx, ry, rz) is
the total harmonic potential imposed by optical trap and
lattice beams, μ is the chemical potential, β = 1/kBT̃ , ε(q ) =
2t (3 − cos πqx/qB − cos πqy/qB − cos πqz/qB ) is the lattice
dispersion, qB = h̄π/d, and T̃ is the effective temperature in
the lattice. Both μ and T̃ are solved by matching the entropy
and number of atoms N to the corresponding values in the
dipole trap. Noninteracting thermodynamics (including the
tight-binding lattice dispersion and confining potential) are
solved to relate the entropy to N and T̃ . Each site in the








FIG. 9. Fraction of atoms with nearest neighbors at various
removal fractions δN for N = 61 000 and S/N = 2.89 kB , which
corresponds to kBT̃ = 9.7t and chemical potential μ = 6.4t in the
lattice. The insets at the right show sample occupation profiles (with
one black dot per atom) through a central slice of the gas. The inset at
bottom left schematically illustrates the procedure for counting pairs.
simulated lattice is computed as occupied by a single atom
or empty based on comparing a random number in the interval
[0, 1] to n(rx, ry, rz).
Atoms are randomly removed from the simulated density
profile according to a probability δN , which corresponds to
the average fraction of atoms discarded. The fraction Np of
atoms in adjacent occupied sites remaining after this removal
procedure is counted. As shown in an inset to Fig. 9, atoms are
only counted once if they participate in any nearest-neighbor
pair. Results from this simulation for the fraction of atoms Np
are shown in Fig. 9 for N = 61 000 and entropy per particle
S/N = 2.89kB in the lattice. This curve is plotted in Fig. 4 in
the main text.








FIG. 10. Measurements of f↑ (black squares) and f↓ (red circles)
for varied Raman detuning ω taken using the same procedure as for
Fig. 2 in the main text. For these data, δN ≈ 0.57.
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Our simulation includes the Raman-induced atom loss
in δN . For the measurements in Fig. 4 in the main text,
the initial conditions before the controlled removal proce-
dure are N = 80 900 ± 3940 and T/TF = 0.29 ± 0.04, N =
54800 ± 12500 and T/TF = 0.34 ± 0.04, and N = 47200 ±
2810 and T/TF = 0.38 ± 0.08 from high to low δN . After
removal and loss induced by the Raman beams, the atom
number is 59200 ± 2660, 23700 ± 1830, and 10900 ± 5180,
from high to low δN .
The procedure described in the main text for determining
how D depends on δN involves measurements of f↑ and f↓.
We observe that the CSFT spectrum is not altered qualitatively
by changes in N for the range of δN sampled in Fig. 4 in the
main text. Sample data are shown in Fig. 10 for δN ≈ 0.57.
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N.Y.) 331, 58 (2011).
140
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