A key assumption conventionally made by lexible head-mounted eye-tracking systems is often invalid: The eye center does not remain stationary w.r.t. the eye camera due to slippage. For instance, eye-tracker slippage might happen due to head acceleration or explicit adjustments by the user. As a result, gaze estimation accuracy can be signiicantly reduced. In this work, we propose Grip, a novel gaze estimation method capable of instantaneously compensating for eye-tracker slippage without additional hardware requirements such as glints or stereo eye camera setups. Grip was evaluated using previously collected data from a large scale unconstrained pervasive eye-tracking study. Our results indicate signiicant slippage compensation potential, decreasing average participant median angular ofset by more than 43% w.r.t. a non-slippage-robust gaze estimation method. A reference implementation of Grip was integrated into EyeRecToo, an open-source hardware-agnostic eye-tracking software, thus making it readily accessible for multiple eye trackers (Available at: www.ti.uni-tuebingen.de/perception).
INTRODUCTION
In contrast to their remote counterparts, video-based head-mounted eye trackers 1 provide a singular perspective from the users' egocentric point of view, allowing for plural gaze contingency virtually anywhere. We envision a future in which individuals wear miniaturized versions of such devices on a daily basis not only for digitally intermediated interaction with all kinds of devices [Bulling and Kunze 2016] , but also for other added beneits such as preventive health monitoring [Vidal et al. 2012] , self quantization [Kunze et al. 2013; Swan 2013] , daily and life logging [Lander et al. 2016b; Lu and Grauman 2013] , advanced driving assistance [Braunagel et al. 2015] , and alternative forms of veillance [Mann 2016 ]. In fact, given the current pace of head-mounted eye-tracking system modularization and miniaturization (e.g., see Fig. 1 ), the integration of head-mounted eye-tracking into head-worn hardware ś e.g., smart, augmented-reality, and prescription glasses ś seems evident. Figure 1: State-of-the-art head-mounted eye-tracking hardware evolution. SMI ETG2 (1a) and Tobii Glasses Pro 2 (1b): cannot be used with glasses. Pupil (1c): itting over glasses is cumbersome and sometimes even impossible. [Eivazi et al. 2018 ] (1d): modules can easily be attached to any glasses or 3D-printed frames.
Given the aforementioned integration and recent advances in robust pupil tracking in pervasive scenarios (c.f. [Fuhl et al. 2016c; Santini et al. 2018c] ), the major remaining challenge hindering a wider adoption of ubiquitous eye-tracking seems to be device slippage. Slippage is characterized by changes in eye tracker pose (translations or rotations) w.r.t. the calibration pose, thus corrupting the learned mapping function from the eye-camera feature space to gaze in ield camera coordinates: A phenomenon also known as calibration drift [Bulling and Gellersen 2010; Duchowski 2002; Majaranta and Bulling 2014] . In this work, we propose Grip (Gaze regression: instantaneous and pervasive), a glint-free and slippagerobust gaze estimation method for video-based head-mounted eye trackers. The method was evaluated using previously collected data from a large scale pervasive eye-tracking study, achieving a decrease in average participant median angular ofset by more than 43% w.r.t. a regular polynomial gaze regression method.
BACKGROUND AND RELATED WORK
Let us consider a) a rigid-body eye tracker consisting of three cameras (left eye, right eye, and ield), b) that all cameras' intrinsic and extrinsic parameters are known a priori, and c) that the eyes are perfect spheres. Our goal, then, is to estimate a 2D gaze point in the ield camera's image based on the eye images at a particular instant. Geometrically, this estimation can be achieved as follows:
Monocular gaze estimation: Given that a) the eye center and visual axis can be estimated w.r.t. its corresponding eyecamera, and b) the transformation from that eye-camera to ield-camera is known, one can derive the user's 3D gaze vector (origin and direction) in ield-camera coordinates. Projecting this 3D gaze vector to the ield camera's image plane, yields a 2D line in which the desired 2D gaze estimate lies. However, without gaze depth information, we cannot infer at which point along this line exactly 2 . Binocular gaze estimation: Similarly to the monocular version, we can estimate a 3D gaze vector for each eye. An approximation of the 3D gaze point in ield camera coordinates is given by these vectors' intersection point. Projecting this 3D gaze point to the ield camera's image plane, yields the desired 2D gaze estimate. In theory, thus, even if the eye tracker slips, there is no associated calibration drift: The geometry still works out. In fact, eyetracking systems operating on this geometrical principle should be robust to device slippage. This is the case, for example, of the glint-based Tobii Pro Glasses 2, ÖÖGA [Toivanen et al. 2017 [Toivanen et al. , 2018 , and OMG! [Lukander et al. 2013 ] eye trackers. However, these systems typically have several other drawbacks, usually requiring a highly controlled and calibrated setup that can be unattainable in many head-mounted eye-tracking scenarios [Dierkes et al. 2018; Świrski and Dodgson 2013] . They also make use of multiple glints, whose detection is a critical challenge, particularly in outdoor environments [Geisler et al. 2018] . Moreover, the ixed inter-camera transformations assumptions mean the systems cameras cannot be adjusted to users' idiosyncrasies nor to capture distinct ields of view. The glints and rigid body also hinder users from wearing the devices in conjunction with glasses.
So where does the slippage-associated calibration drift come from? Alas, the geometrical solution simpliies the system considerably, restricting attainable system accuracy. For instance, the eyes are not spheres, seldom the 3D gaze vectors intersect in practice 3 , and a calibration 4 is still required to estimate the optical-tovisual axes ofset. Moreover, even if glasses it under the device and glints / pupil were perfectly detected, lenses refraction can lead to signiicant errors . Thus, many eye tracker system designers opt to trade-of slippage robustness for increased accuracy and lexibility by employing alternative gaze estimation methods, which oftentimes are not robust to device slippage. In such cases, multiple approaches have been proposed to mitigate calibration drift, for instance: a) The classical pupil-glint vector, which is also afected by drift but to a lesser extent [Kolakowski and Pelz 2006] , b) Determining camera translation, for example using eyelid templates [Karmali and Shelhamer 2004; Narcizo 2017] , eye corner tracking [Pires et al. 2013] , gain values diferences [Kolakowski and Pelz 2006] , and tracking automatically selected landmarks [Karmali and Shelhamer 2009] , c) Using saliency maps to detect and correct shifts , d) Fast and unsupervised calibration [Santini et al. 2017a] , recalibration [Lander et al. 2016a] , as well as auto-calibration [Huang et al. 2016 ] schemes, and e) The simplest (and probably most used) approach: Designing the eye tracker to reduce slippage ś e.g., through head straps, cloth clips, helmets, or even facial plastic molds [Clarke et al. 2002; Franchak et al. 2011; Yun et al. 2008] .
Glint-Free Geometry
A promising alternative to the aforementioned gaze estimation methods is to learn the system geometry and intricacies implicitly and map the gaze point directly from the eyes appearance (e.g., [Mayberry et al. 2014] ). Moreover, such approaches have the potential to allow for the replacement of regular image sensors by less power-hungry ones (e.g., multiple low resolution image sensors [Tonsen et al. 2017] or photosensors [Zemblys and Komogortsev 2018] ). However these systems are still in its infancy [Dierkes et al. 2018] , and its not clear whether they are able to operate adequately under continuously changing conditions such as driving or outdoors.
Stereo setups with multiple cameras can be used to estimate the pupil pose [Kohlbecher et al. 2008] at the cost of added hardware and processing; Tobii Pro Glasses 2 actually use a complex model based on multiple glints and two cameras per eye. Alternatively, temporal information can also be exploited to infer eye and pupil poses. An estimation of eye parameters from iris observations (assuming weak perspective) for model-based gaze estimation is given in [Tsukada and Kanade 2012] . Assuming full perspective, [Świrski and Dodgson 2013] proposed a novel temporal glint-free approach to estimate and optimize the eye (as a 3D sphere) from a set of 2D pupil observations detected in the eye-camera image plane. Afterwards, 3D pupil estimations are derived as the 3D circle resulting from intersecting the 2D-to-3D pupil unprojection with the eye sphere. This 3D circle's normal vector ś i.e., the vector passing through the 3D eye and pupil centers ś is used to approximate the optical axis. The Pupil Labs 3D gaze estimation bases their eye model on this approach, and łusing temporal constraints and competing eye models we can detect and compensate for slippage events when 2d pupil evidence is strongž [Pupil Labs 2018a] . Whereas this approach might work in particular cases, there are three key outstanding issues.
(1) What are the requirements on the observation set to approximate a suicient eye model? E.g., how many distinct observations are needed? Is there a minimum angular range required? If an insuicient model is used during calibration or gaze estimation, the resulting gaze estimates will be ofset.
(2) Even if we can determine these suiciency requirements based on thorough simulations ś e.g., using the works of [Świrski and Dodgson 2014; Wood et al. 2015 ] ś how likely is human natural gaze behavior to conform with them? E.g., while you read this paper, your eyes are likely to move only around the tiny fraction of your ield of view that encompasses the text. (3) Assuming that the previous issues are solved, compensation still is not instantaneous and only valid after the model is replaced by a new suicient one. This is a signiicant issue for cases in which the eye tracker can be expected to move often, such as during sports [Kredel et al. 2017] , and when used by children [Slone et al. 2018] or by glasses wearers who tend to periodically adjust their glasses' position.
PROPOSED METHOD: GRIP
Our main goal in this work is to provide a glint-free and slippagerobust gaze estimation method for video-based head-mounted eye trackers that is able to compensate for eye tracker movement instantaneously. The proposed method does not require any camera parameter to be known a priori, thus being compatible with commercial and do-it-yourself eye trackers alike. Our main assumption is that the eye tracker remains a rigid body after calibration. Nonetheless, the eye tracker cameras can be adjusted as needed prior to calibration, allowing for the lexibility required to adapt to users' idiosyncrasies and distinct usage scenarios. The method consists of two main stages: 1) estimating the instantaneous optical axis direction in eye-camera coordinates, and 2) mapping this optical axis to a 2D gaze point in the ield camera image plane. We have named our method Grip (Gaze regression: instantaneous and pervasive) alluring to its capability of compensating for slippage instantaneously and that the mapping function is regressed during calibration. Grip is a hybrid method, combining a geometrical approach to derive a slippage-robust input feature for a non-geometrical gaze mapping function.
Instantaneous Optical Axis Direction
Our method starts by estimating the optical axis direction w.r.t. the eye camera. Following the approach of [Świrski and Dodgson 2013] , we unproject the 2D pupil detected on the eye camera image plane to 3D using the circular intersection method of [Safaee-Rad et al. 1992] . By considering only solutions that point towards the camera ś since the pupil can only be detected when it is facing the eye camera ś this procedure yields two circles parametrized by their center position (⃗ p), normal vector (⃗ n) and radius (r ):
as illustrated in Fig. 2 . This ambiguity can be easily resolved by using temporal information under the assumption that the eye tracker does not move w.r.t. the eye within a brief window containing at least two distinct ixations 5 . For instance, we can disambiguate between these solutions similarly to Świrski's model initialization (c.f. [Świrski and Dodgson 2013] Equation (8)). In practice, this corresponds to a least-squares intersection of lines following the minor radius of each 2D detected pupil ellipses in the set of samples inside the time window, followed by unprojecting this 2D intersection point at a ixed distance, and picking the solution that points away from the resulting 3D point (which can be seen as a very rough eye center estimate). Furthermore, since we are only interested in the optical axis direction, we do not need to solve the distance-size (⃗ p,r ) ambiguity ś i.e., whether the 3D circle is large and far away or small and close to the camera. Thus, this step yields the disambiguated ⃗ n as an instantaneous optical axis direction estimate, discarding ⃗ p and r .
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Figure 2: The detected pupil (shown in the camera's virtual image) is unprojected to 3D, resulting in four solutions. Solutions pointing away from the camera ( ⃗ n 3 and ⃗ n 4 ) are discarded, but the remaining two solutions ( ⃗ n 1 and ⃗ n 2 ) are ambiguous because both eye positions generate the same 2D pupil. Further information is required to resolve this ambiguity such as an approximate eye center location.
Gaze Mapping
Since we do not know the eye positions, nor pupil positions, nor cameras (intrinsic and extrinsic) parameters, we cannot directly perform a geometric gaze mapping such as the 3D-to-3D mapping from [Mansouryar et al. 2016] . Instead, we assume the eye center to be located at the eye-camera center, which introduces an intrinsic error. In practice, head-mounted eye tracking eye cameras are within a radius of a few centimeters from the eye center, whereas gaze points lay at much larger distances. Consequently, the angular ofset between our estimated and the real optical axes is small and can be implicitly learned during calibration, similarly to the optical-to-visual axis ofset.
We then normalize and parameterize the optical axis with origin at the eye camera center in spherical coordinates such that
resulting in a slippage-robust feature. Unlike the slippage-invariant pure geometrical solution, the proposed approach can introduce an error up to
where d is the slippage magnitude and D the gaze point distance, with the introduced error diminishing the closer the ixated point direction is to the slippage direction. Nonetheless, given that slippage magnitude tends to be rather small, d ≪ D, and this error can be considered negligible for most cases. Therefore, this feature can be used with typical regression gaze-estimation methods even under the assumption of device slippage.
In this work, we chose to employ a set of two second order polynomial regression methods to perform the mapping to 2D gaze points considering that typical head-mounted eye tracking ield cameras contain some level of radial distortion. The irst (bivariate) polynomial
is employed for monocular gaze estimation ś e.g., if only a single eye camera is available, whereas the second (quadvariate) one
is employed for binocular gaze estimation, where ϕ L ,θ L ,ϕ R ,θ R are the optical axis parameters for the left and right eye, respectively. Let C x and C y be the polynomial coeicients estimated during calibration per gaze estimation coniguration ś i.e., left eye monocular, right eye monocular, and binocular. Thus, the 2D gaze point (д) horizontal (д x ) and vertical (д y ) components can be estimated as
where P = M and P = B for the monocular and binocular cases, respectively. The rationale behind employing B instead of simply averaging the left and right eye monocular estimates (as suggested by [Holmqvist et al. 2011] ) is that it provides a more complex model that allows us to better compensate for parallax errors through eye vergence. The drawback, naturally, is that it requires signiicantly more calibration points (13, as compared to 7 for the monocular case) to regress C x and C y . Whereas this might be a usability issue for screen based calibrations, it can be achieved under ten seconds virtually anywhere by unsupervised users through the CalibMe calibration technique [Santini et al. 2017a ]. Moreover, due to the slippage robustness, calibration should only be required whenever the rigid body assumption is broken ś e.g., if the cameras are moved independently.
EVALUATION
To demonstrate the proposed method's applicability to pervasive real-world scenarios, we applied it to previously collected data from a large scale unconstrained pervasive eye-tracking study investigating the gaze behavior of museum visitors [Santini et al. 2018a ].
Data Collection
Data was collected in parallel throughout ive days using four sets of Pupil Labs eye trackers and Microsoft Surface tablets (carried in a backpack). EyeRecToo [Santini et al. 2017b ] was used to drive the eye trackers, with eye (Pupil Cam2) and ield (Pupil Cam1) cameras capturing images of 400 px 2 at 60 fps and 720p at 30 fps, respectively. Ten researchers without previous head-mounted eyetracking experience conducted the experiment after receiving a thirty minutes brieing from an expert with more than three years of experience. Visitors arriving at the top of the Grand Staircase of the Austrian Gallery Belvedere were invited to join the experiment only restricted by their consent age (18 or older) and language (English or German) ś i.e., no selection of participants suited for eye tracking was performed. In total 109 subjects (63 females, 46 males) took part in the experiment, averaging 34.86 years of age (σ = 14.62).
Procedure and Stimuli
After donning the backpack and eye tracker assisted by a researcher, each participant stood on a loor mark approximately 1.16 m from a CalibMe [Santini et al. 2017a ] collection marker. This marker was used to collect ground-truth gaze positions and stood at about the same height as the exhibition pieces. The researcher then adjusted the scene camera to center the collection marker and eye cameras to a suitable position. Subsequently, the participant was instructed on how to perform the ground-truth gaze collection: Keep gaze ixed at the center of the collection marker while moving their head in a spiral fashion smoothly and slowly. The researcher then started the recording, controlling when gaze collection started and stopped. This irst gaze collection (henceforth Collection 1) was performed soon after recording started. Collection 1 was used to calibrate the eye tracker in real time, after which the participant was asked to gaze at four Post-its® about 25°away from the center of the calibration marker for the researcher to assess gaze estimation quality. If the gaze estimation was considered subpar, Collection 1 was repeated and the eye tracker recalibrated. For reference, one of the participants during Collection 1 is shown in Fig. 3 . The participant was then instructed to freely roam through four rooms (containing more than 30 distinct paintings and sculptures) as he/she wished, and that the researcher would meet him at the end of the last room. During their visit, participants were allowed to interact with other visitors.
At the end of the visit, the researcher and participant proceeded to a separate room where: a) a second gaze collection (henceforth Collection 2) was performed following the same procedure as Collection 1, b) the subject was interviewed and performed a remembrance mapping task, and c) the participant answered a questionnaire containing museum-visit and eye-tracking related questions. After the visit, participants were rewarded with a small souvenir. Originally, Collection 2 served as a measure of data quality at the end of the visit. The average interval between the end of Collection 1 and the start of Collection 2 was 18.80 min (σ = 8.83). Given the unconstrained nature and long duration of the experiment, a large part of participants exhibited errors of varying magnitudes during Collection 2, many of which can be attributed mostly to eye tracker slippage. Besides the magnitude and systematic nature of the error for some participants, this attribution can also be inferred from the ield camera videos (e.g., visible active adjustment by the user), gaze signal (e.g., abrupt systematic changes), and eye cameras (e.g., by using the eye corners as reference points for a particular gaze direction).
Evaluated Methods
As baseline, we employ a typical binocular polynomial it (BPF) based on the 2D pupil center using the same coniguration as described in Section 3.2. In other words, instead of the spherical coordinates ϕ and θ , the pupil center x and y coordinates are used. This is a similar approach to the original gaze estimation method employed during data collection and gives us a reference for a non-slippage-robust method. Both the baseline (BPF) and proposed method (Grip) used the same pupil input automatically detected using PuReST [Santini et al. 2018c ] with default parameters. In case one of the pupils had a reported conidence below 0.66, the methods automatically switched from binocular to monocular mode; this threshold was selected based on the recommendations from [Santini et al. 2018b ]. The methods were calibrated using data from Collection 1 and evaluated on data from Collection 2.
Additionally, as a reference for a temporal approach, we ran the data through the 3D processing pipeline of the Pupil Player [Pupil Labs 2018b], which includes pupil tracking, calibration, and gaze estimation. The automatically detected collection marker center positions were loaded as natural features only for the world frame index in which they were detected ś in contrast to the default [-5,5) index range. The calibration method was set to natural features, and the calibration and mapping trim marks were set to the start and end of Collection 1 and Collection 2, respectively. For this evaluation, we employed Pupil Player version 1.9.7 and default parameters. Pupil also provides a conidence based on the detected pupils. We considered only gaze estimates with conidence above a certain threshold. For this evaluation, we considered two distinct thresholds based on their documentation (Pupil t h=0 and Pupil t h=0.6 ): łIn our experience useful data carries a conidence value greater than ≈0.6. A conidence of exactly 0 means that we don't know anything. So you should ignore the position dataž [Pupil Labs 2018b] .
Results
We discarded 31 subjects for various reasons: a) missing recording for one of the collections (11), b) nystagmus (7) or bright pupil efects (4) during gaze collections, and c) improper eye camera positioning (9), usually due to diiculties to place the eye tracker over glasses or adjust the cameras properly for participants with small faces or epicanthic folds. Average collection time for the remaining 78 participants was 20.92 s (σ = 8.56 s). Fig. 4 and Fig. 5 shows the spatial distribution of the collection marker center for Collection 1 (calibration) and Collection 2 (evaluation), respectively. It is worth reiterating here that this marker center was used as ground-truth for gaze position, consequently introducing some erroneous data in the evaluation ś e.g., during blinks or distractions when the user was not gazing at the marker. Unlike typical eye tracking evaluations that are performed at a few predeined points, our evaluation encompasses a wide and well distributed range of points w.r.t. the ield camera ield of view, providing a realistic accuracy estimation across most of the device's operating range. We report our results in terms of angular ofset between the automatically detected collection marker center and each method's 2D gaze estimate. During collection, blinks, distractions, and extrapolated 6 gaze points are expected, which can signiicantly impair average metrics. Thus, to give a better overview of the resulting gaze estimation quality, we report results not only in terms of participant average (Mean) but also quartiles (Q1, Q2, Q3). If calibration failed for a participant, these metrics were set to 90°to retain the same amount of participants across methods without perturbing the lower end of these metrics' distribution; this was the case only for 3 participants with Pupil. Fig. 6 shows the distribution of these four metrics for all participants per evaluated method. This igure evidences Grip's superiority across participants, presenting signiicant improvements on average and for all quartiles. Relative to the non-slippage-robust gaze estimation (BPF), Grip exhibited a reduction of the average participant median (Q2) angular ofset by 43.82% (5.66°vs 3.18°). Figure 6: Distribution of per-participant gaze angular ofset Mean, Q1, Q2, and Q3. Calibration was performed using Collection 1 and evaluation on Collection 2. Whiskers subtend the [0, 90] percentile range. E.g., considering the 25% samples with smallest ofsets (Q1), 90% of the participants are within an accuracy of 3°using the proposed method (Grip), in contrast to 9°for the regular binocular polynomial it (BPF).
For approximately the irst half of participants with smaller angular ofsets, the diference between Grip and BPF is not that signiicant: These are likely participants for which the eye tracker position during Collection 1 and Collection 2 was very similar, thus BPF remains accurate. It is worth noticing that this does not imply that for such participants BPF is as accurate as Grip throughout the whole museum visit though. For instance, the eye tracker might have slipped soon after Collection 1 but slipped back to a similar position just before Collection 2. The other half of participants (with larger angular ofsets) showcases Grip's capability in cases where BPF is no longer reliable. For example, considering Q1 samples, 90% of participants (70) are within an accuracy of 3°with Grip, in contrast to 9°for BPF. Similarly, at the more stringent Q3 requirement, Grip retains about 75% of participants (59) within an accuracy of 5°, whereas BPF only retains about 50% of participants (30) at the same accuracy requirement.
To give the reader an idea regarding camera positioning and image quality, examples of eye images for the 78 evaluated participants are shown in Fig. 7 . Before including the results from Pupil in the discussion, it is important to note that its pupil tracking method has been shown to be signiicantly outperformed by the one we used (PuReST ) [Santini et al. 2018c] 7 . Despite the data being recorded with Pupil hardware, we observed that for many participants Pupil's pupil detection did not work properly with the default parameters 8 , hence resulting in large ofsets for a large part of the participants. Therefore, we focus the following discussion only on the 25% of participants (20) with smallest angular ofsets for each metric, considering these as the participants for which Pupil best performed. As Pupil t h=0.6 exhibited better results than Pupil t h=0 , we consider only the former in the following discussion. In this case, Grip still outperformed Pupil by large margins as shown in Table 1 : On average, the angular ofset was reduced by ≈1.8°, whereas the percentage of participants within the same accuracy as the 25% Pupil angular ofset reaches ≈69%. In terms of computation time, Grip incurs negligible overhead: only a small fraction than the average computation time for pupil detection. In contrast, the temporal approach (Pupil) employs non-linear optimizations when constructing the eye model, which might incur signiicant overhead depending on the number of samples used. Whereas this construction can be done asynchronously and is only required when the device slips, it could represent an issue for cases when the device is expected to move often and increases slippage compensation latency. It is worth noticing the results for the participant with smallest angular ofset (i.e., the lowest whisker), which can be considered the best-case scenario for each method. In this case, whereas Grip Figure 7 : Example of eye images for the 78 evaluated participants. For each participant, we randomly selected the left or right eye recording and then randomly picked a frame from that entire eye recording. If the pupil was not visible in the image (e.g., because of a blink), another random frame was taken until the pupil was visible.
still outperforms Pupil, it is outperformed by BPF. This highlights one of Grip's drawbacks: If the eye tracker remains stationary w.r.t. the eye center, Grip is excepted to be less accurate than BPF because the optical axis direction estimation introduces additional noise due to the 2D-to-3D unprojection (see Section 5).
Regarding overall accuracy, oftentimes eye-tracking studies only report on the accuracy of the gaze signal by reiterating a manufacturer provided number ś usually below one degree ś that does not correspond to the actual accuracy during real usage. For instance, real reported ofsets are as large as 2° [Holmqvist et al. 2011 ] even for tower-mounted eye trackers. As detailed in Section 5, head-mounted eye trackers have multiple sources of errors, which in practice reduce overall accuracy, especially when a thorough evaluation across most of the device's operating range is considered. It is worth noticing that some studies report average ofsets of 3.6°even for high-grade eye trackers with multiple glint sources and relection ilters [Schüssel et al. 2016] , whereas other authors consider accuracies within 5°as acceptable for single-glint eye trackers . With Grip, our main goal is to provide slippage robustness while retaining realistic and usable accuracy. Accuracy requirements highly depend on the intended use of the collected gaze data. Grip managed to retain ≈75% of participants (59) with an average and Q3 accuracy within ≈5°despite all the challenges involved. This level of ofsets suice for many practical applications such as activity recognition [Bulling et al. 2011 ], attention analysis , gaze-contingent audio guides [Santini et al. 2018a] , and assistance mode discrimination in human-robot shared manipulation [Aronson et al. 2018] . As a reference for the reader, Fig. 8 illustrates various accuracy ranges w.r.t. the ield camera view. 
LIMITATIONS
Despite promising results over a large array of participants in a pervasive and challenging scenario, Grip has some known limitations, which we discuss in this section.
First, Grip relies on the pupil outline. Thus, its performance is closely tied to the performance of the pupil tracker employed. This means that, if too much of the pupil outline is occluded, Grip might not be able to cope ś e.g., for participants with droopy eye lids or epicanthic folds. In cases where the outline estimate does not match the real outline, the estimated optical axis (and thus gaze estimate) will be shifted. Moreover, subpar pupil outline contrast (e.g., due to thick lenses or bad camera focus) might result in a signiicant loss in precision: Although the pupil center might remain reliable, the pupil outline is unstable, causing the optical axis estimate to be volatile. This volatility can cause signiicant interference in eye movement classiication algorithms [Santini et al. 2016 ] but could be lessened through signal iltering at the expense of partial loss of the non-ixational dynamics ś e.g., using specialized Kalman ilters [Komogortsev and Khan 2008] or general-purpose ilters [Feit et al. 2017] . Furthermore, the outline requirement hinders its usage paired with pupil trackers that track only the pupil center ś e.g., DeepEye [Vera-Olmos et al. 2019] and PupilNet [Fuhl et al. 2016a .
Second, as previously mentioned, the unprojection of the 2D detected pupil ellipse to a 3D circle also adds noise to the optical axis estimate. Based on the naïve unprojection and simulations from [Świrski and Dodgson 2013 ], this appears to introduce a median error of ≈2.5°to the optical axis estimate. Moreover, the optical axis estimate is also afected by refractions from glasses ] and the cornea [Dierkes et al. 2018] . Nonetheless, the resulting deviations are intrinsically learned during the calibration to some extent. Thus, contrasting these measurements with our results is not straightforward due to the non-geometric gaze mapping we employed and other sources of errors stemming from the realistic and out-of-the-lab scenario. For instance, head-mounted devices tend to exhibit angular ofsets due to other factors such as parallax error [Mardanbegi and Hansen 2012] , and changes in pupil dilation, which can result in inaccuracies up to 1.5° [Holmqvist et al. 2011] . In particular for the data reported in Section 4, Collection 1 (calibration) and Collection 2 (evaluation) were performed in distinct rooms with very distinct illuminations, which can cause large discrepancies in pupil size.
Third, the pupil unprojection also introduces a further complication: When the optical axis points towards the camera center such that the projection of the 3D pupil approximates a 2D circle in the image plane, the optical axis estimate is ill deined [Hutter and Brewer 2009; Kohlbecher et al. 2008] . By construction, this is a gaze position that rarely occurs in practice (unless the user is gazing close to the eye camera). Nevertheless, we recommend placing the eye cameras eccentric to the eye primary position [Jampel and Shi 1992] . This complication might also present an incompatibility with eye trackers that make use of hot mirrors to remove parallax (e.g., [Velez and Borah 1989] ), as the primary eye position might often correspond with the ill-deined unprojection region.
FINAL REMARKS
In this work, we have proposed and evaluated Grip, a slippagerobust and glint-free gaze estimation method for head-mounted eye trackers. The proposed method combines a geometrical approach to derive a slippage-robust input feature for a non-geometrical gaze mapping function, thus making it a hybrid method. Grip was evaluated with data from 78 participants of a pervasive and unconstrained eye tracking study, showing signiicant improvements in multiple metrics when compared to a regular binocular polynomial it (BPF) and a temporal eye-model-based gaze estimation approach (Pupil). Despite the challenging scenario, Grip achieved suicient accuracy for multiple practical applications, retaining 90% of participants (70) with a median gaze ofset below 4.57°. Relative to the non-slippage-robust gaze estimation (BPF), Grip exhibited a reduction of the average participant median angular ofset by 43.82% (5.66°vs 3.18°).
In order for the proposed method to be able to instantaneously compensate for slippage, we have relaxed the eye-center estimation requirement. Consequently, we did not explore the application of more complex models designed to improve optical axis estimate accuracy ś e.g., relying on temporal constraints to improve gaze estimation when the detected pupil is not accurate [Świrski and Dodgson 2013] or compensating for corneal refraction [Dierkes et al. 2018] . To take advantage of such methods, we intend to explore adaptive hybrid approaches that combine instantaneous and temporal gaze estimation approaches in the future. We envision an approach that is able to detect instabilities in the eye pose and automatically adapt by switching between the instantaneous and temporal approaches. In order to realize this vision, we also intend on investigating the temporal eye model construction design space and elucidate the issues raised in Section 2.
Finally, we intend to investigate alternative methods for the estimation of the optical axis that are potentially more robust to occlusions of the pupil outline ś such as machine-learning approaches [Lu et al. 2011] . These approaches can then be employed as a simple drop-in replacement for the current ellipse unprojection method (described in Section 3.1) integrated into Grip.
