A fast algorithm for radiative transport in isotropic media by Ren, Kui et al.
A fast algorithm for radiative transport in isotropic
media
Kui Ren∗ Rongting Zhang† Yimin Zhong‡
October 5, 2016
Abstract
We propose in this work a fast numerical algorithm for solving the equation of
radiative transfer (ERT) in isotropic media. The algorithm has two steps. In the first
step, we derive an integral equation for the angularly averaged ERT solution by taking
advantage of the isotropy of the scattering kernel, and solve the integral equation
with a fast multipole method (FMM). In the second step, we solve a scattering-free
transport equation to recover the original ERT solution. Numerical simulations are
presented to demonstrate the performance of the algorithm for both homogeneous and
inhomogeneous media.
Key words. Equation of radiative transfer, integral equation, fast algorithm, fast multipole
method, preconditioning.
AMS subject classifications 2010. 65F08, 65N22, 65N99, 65R20, 45K05
1 Introduction
This work is concerned with the numerical solution of the steady-state equation of radiative
transfer (ERT) with isotropic physical coefficients and scattering kernel [16, 27, 49]:
v · ∇Φ(x,v) + µ(x)Φ(x,v)− µs(x)
ˆ
Sd−1
Φ(x,v′)dv′ = f(x), in Ω× Sd−1
Φ(x,v) = 0, on Γ−
(1)
where Ω ⊆ Rd (d = 2, 3) is a bounded domain with smooth boundary ∂Ω, Sd−1 is the unit
sphere in Rd, and Γ− = {(x,v) : (x,v) ∈ ∂Ω × Sd−1 s.t. n(x) · v < 0} (n(x) being the
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unit outer normal vector at x ∈ ∂Ω) is the incoming part of the phase space boundary. For
the only reason of simplifying the presentation, we have assumed that there is no incoming
source on the boundary. Moreover, we have assumed that the internal source f is only a
function of the spatial variable. In fact, this is not needed either for our algorithm to work;
see more discussions in Section 6.
The equation of radiative transfer is a popular model for describing the propagation of
particles in complex media. It appears in many fields of science and technology, ranging
from classical fields such as nuclear engineering [45, 46, 52], astrophysics [33, 13, 68], and
remote sensing [6, 63], to modern applications such as biomedical optics [4, 19, 40, 57, 59, 58],
radiation therapy and treatment planning [10, 36, 64], and imaging in random media [7, 61].
The coefficients µ(x) and µs(x) have different physical meanings in different applications.
In general, the coefficient µs(x) measures the strength of the scattering of the underlying
medium at x, while µa(x) ≡ µ(x)− µs(x) measures the strength of the physical absorption
of the medium. The coefficient µ(x) measures the total absorption at x due to both the
physical absorption and absorption caused by scattering, that is the loss of particles from
the current traveling direction into other directions due to scattering.
Numerical methods for solving the equation of radiative transfer has been extensively
studied, see for instance [16, 27, 44, 49, 60] and references therein for an overview. Besides
Monte Carlo type of methods that are based on stochastic representation of the ERT [9, 18,
22, 32, 66], many different deterministic discretization schemes have been proposed [2, 3, 5,
11, 17, 20, 24, 25, 30, 31, 34, 37, 38, 41, 39, 43, 47, 48, 50, 53, 56, 65] and numerous iterative
schemes, as well as preconditioning strategies, have been developed to solve the discretized
systems; see for instance [1, 12, 26, 54, 55] and references therein.
There are many challenging issues in the numerical solutions of the equation of radiative
transfer. One of such challenges is the high-dimensionality involved. The ERT is posed in
phase space, meaning that the main unknown in the equation, in steady state, depends on
both the spatial variable and the angular variable. In the spatial three-dimensional case, the
unknown Φ depends on five variables, three in the spatial domain and two in the angular
domain. This poses significant challenges in terms of both solution speed and storage.
In this work, we propose a new method to solve the ERT in isotropic media, that is,
media whose physical coefficients and the scattering kernel do not depend on the angular
variable v, i.e., the media absorb and scatter particles in the same manner for all directions.
Our method is based on the observation that when the underlying medium is isotropic, the
angularly averaged ERT solution,
´
Sd−1 Φ(x,v) dv, satisfies a Fredholm integral equation of
the second type. This integral equation can be solved, using a fast multiple method, for´
Sd−1 Φ(x,v) dv. Once this is done, we can plug
´
Sd−1 Φ(x,v) dv into the ERT (1) to solve
for Φ itself.
The rest of this paper is organized as follows. In Section 2, we re-formulate the ERT (1)
into a Fredholm integral equation of the second type for the unknown
´
Sd−1 Φ(x,v) dv. We
then propose in Section 3 a numerical procedure for solving the ERT based on this integral
formulation and implement an interpolation-based fast multipole method [23] to solve the
integral equation. Important issues on the implementation of our method are discussed in
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Section 4. In Section 5 we present some numerical tests for the algorithm that we developed.
Concluding remarks are then offered in Section 6.
2 Integral formulation
Our algorithm is based on the integral formulation of the ERT (1). This is a well-developed
subject. We refer to [16] for more details. To present the formulation, let us first introduce
a function q(x) defined as
q(x) = µs(x)
ˆ
Sd−1
Φ(x,v′)dv′ + f(x).
We can then rewrite the equation of radiative transfer, using the method of characteristics,
into the following integral form [16]:
Φ(x,v) =
ˆ τ(x,v)
0
exp
(
−
ˆ `
0
µ(x− `′v)d`′
)
q(x− `v)d`. (2)
Here τ(x,v) is the distance it takes for a particle to go from x to reach the domain boundary
∂Ω in the −v direction:
τ(x,v) = sup{` : x− `′v ∈ Ω for 0 ≤ `′ < `}.
The integral formulation in (2) is classical and has been used to derive many theoretical
results and numerical methods on the ERT [16, 52].
The most crucial step of our algorithm is to integrate the integral formulation (2) again
over Sd−1 to obtain an integral equation for the local density U(x):
U(x) =
ˆ
Sd−1
Φ(x,v)dv.
The result is a Fredholm integral equation of the second type. It reads
U(x) = KU(x) +K(µ−1s f)(x), (3)
where the linear integral operator K is defined as
Kg(x) =
ˆ
Sd−1
ˆ τ(x,v)
0
µs(x− `v) exp
(
−
ˆ `
0
µ(x− `′v)d`′
)
g(x− `v)d`dv.
To simplify the expression for K, let y = x− `v, and define the function E(x,y)
E(x,y) = exp
(
−
ˆ |y−x|
0
µ(x− `′ x− y|x− y|)d`
′
)
,
3
which is nothing but the total absorption along the line segment between x and y. We can
then express the integral operator K as
Kg(x) =
ˆ
Ω
K(x,y)g(y)dy (4)
where the integral kernel K is defined as
K(x,y) = 1|Sd−1|
µs(y)E(x,y)
|x− y|d−1 (5)
with |Sd−1| the surface area of the unit sphere Sd−1. |Sd−1| = 2pi when d = 2 and |Sd−1| = 4pi
when d = 3. In the case where µ and µs are independent of the spatial variable, the integral
kernel K simplifies to
K(x,y) = 1|Sd−1|
µse
−µ|x−y|
|x− y|d−1 . (6)
The algorithm we propose here is based on the integral formulation of the ERT for the
variable U that we derived in (3). We need the following result on the operator K. The
proof is standard.
Theorem 2.1. Let µ and µs be bounded such that µa(x) = µ(x)− µs(x) > 0 ∀x ∈ Ω. Then
the linear operator K : L2(Ω)→ L2(Ω), defined in (4), is compact.
Proof. For any ε > 0, we define
Kε(x,y) = 1|Sd−1|
µs(y)E(x,y)
|x− y|d−1 + ε.
Since µ and µs are bounded, we conclude that E is bounded, by boundedness of Ω, and
therefore ‖Kε(x,y)‖L2(Ω×Ω) <∞. Therefore, the operator Kε defined as
Kε :
L2(Ω)→ L2(Ω)
Kεg =
ˆ
Ω
Kε(x,y)g(y)dy
is a Hilbert-Schmidt integral operator and hence a compact operator.
Let B ⊆ Rn be a sufficiently large ball that contains Ω, that is, Ω ⊆ B. For any
g ∈ L2(Ω), we have that
‖(K −Kε)g‖L2(Ω) ≤ C‖|( 1|x|d−1 −
1
|x|d−1 + ε)χB(x)| ∗ (χΩg)‖L2(Rd)
≤ C‖( 1|x|d−1 −
1
|x|d−1 + ε)χB‖L1(Rd)‖g‖L2(Ω),
where the last step comes from the Young’s Convolution Theorem. This implies that, when
ε→ 0, we have
‖K −Kε‖L2(Ω)→L2(Ω) ≤ C‖( 1|x|d−1 −
1
|x|d−1 + ε)χB‖L1(Rd) =
ˆ
B
| 1|x|d−1 −
1
|x|d−1 + ε |dx→ 0.
Therefore, Kε → K as ε → 0. Since Kε is compact for each ε > 0, we conclude, by for
instance [35, Chapter 3, Theorem 5], that K is compact.
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From (3), we can obtain that
(I −K)U(x) = φ(x), (7)
where φ(x) ≡ K(µ−1s f)(x). The operator (I −K) is a Fredholm operator, and by Fredholm
alternative theorem and the fact that the ERT admits only the zero solution when f ≡ 0,
see for instance [16], we conclude that there is a unique solution to (7).
Let us finish this section with the following important observation. The kernel (5) for
the volume integral equation that we derived here takes the same form in the cases of ho-
mogeneous (i.e. µ and µs do not depend on spatial variable) and inhomogeneous (i.e. µ and
µs depend on spatial variable) media. This means that the algorithm that we present in the
next sections work for both homogeneous and inhomogeneous media, even though in the case
of homogeneous media some simplifications can be made to reduce the computational costs
of the algorithm. This is quite different for integral formulations of many other problems,
such as the Helmholtz or the Laplace equation where only homogeneous problems can be
done with explicit kernels (that are mostly the corresponding Green functions) [8, 15].
3 A fast multipole based algorithm
Our strategy of solving the ERT (1) is to first solve for U and then solve for Φ from U . The
main solution procedure is as follows.
Algorithm I: General Solution Procedure
S.1 Evaluate the source function φ(x) ≡ K(µ−1s f)(x) analytically, or by:
(i) solving the following scattering-free transport equation for u:
v · ∇u(x,v) + µ(x)u(x,v) = µ−1s (x)f(x), in Ω× Sd−1
u(x,v) = 0, on Γ−
(8)
(ii) evaluating φ(x) =
´
Sd−1 u(x,v)dv.
S.2 Use a Krylov subspace method, such as the GMRES algorithm or the MINRES algo-
rithm [62], to solve the integral equation (7) for U .
S.3 Recover the ERT solution Φ by
(i) evaluating the source Q(x) = µs(x)U(x) + f(x);
(ii) solving the following scattering-free transport equation for Φ:
v · ∇Φ(x,v) + µ(x)Φ(x,v) = Q(x), in Ω× Sd−1
Φ(x,v) = 0, on Γ−.
(9)
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The solution of the scattering-free transport equations in the first and last steps can be done
efficiently with a fast sweeping method such as that in [25] or even analytically in special
cases. Therefore, our focus here will be on the solution of the integral equation in the second
step.
Let us remark that one feature of the above method for solving the ERT (1) is that it
does not require an explicit discretization over the angular variable. It is clear that the main
computational cost of the algorithm is on the solution of the integral equation (7) which
involves only the spatial variable. Therefore, besides the solution of the scattering-free
transport equation, the computational complexity of the algorithm does not scale with the
size of the angular discretization. In many applications, the main quantities of interests is the
local density U(x), not Φ(x,v). In these cases, the S.3 step of Algorithm I is not necessary.
The computational complexity of the algorithm therefore is completely independent of the
angular discretization. For the same reason, the storage requirement of the algorithm also
depends only on the spatial discretization.
There are many existing methods for the discretization of the integral equation (7) with
weakly singular kernel K(x,y); see for instance [35, 42, 67] and references therein. Here
we assume that we have a spatial discretization, consisting of N nodes, of the integral
equation (7) that gives us the following approximation to the integral equation
U(xi)−
N∑
j=1
ωjK(xi,xj)U(xj) = φ(xi), (10)
with ωj the weight for the j-th point. Since K is singular at x = y, we set K(xi,xi) = 1 in
the above summation and use the weight ωi to control the self-contribution of U(xi) to the
summation.
To solve the integral equation (I −K)U = φ with a GMRES or MINRES algorithm, we
need to be able to evaluate matrix-vector product of the form (I−K)U for different vectors
U . Therefore, the main computational cost will be determined by the computational cost of
the evaluation of KU , that is the summation (10). Direct evaluation of such a summation
takes O(N2) operations in general. In this work, we use the fast multipole method (FMM),
originally developed by Greengard and Rokhlin [28], to accelerate the evaluation of this
matrix-vector product. For the simplicity of implementation, we use an interpolation-based
FMM that was proposed by Fong and Darve in [23]. Other efficient implementations of
FMM, see for instance [14, 15, 29, 51, 69] and references therein, may also be applied to our
problem here. This will be a future work.
The FMM method in [23], based on Chebyshev interpolation, works as follows. Let Tk(x)
be the first-kind Chebyshev polynomial of degree k defined on [−1, 1]. Define the function
Sn(x,y) = Π
d
i=1
(
1
n
+
2
n
n−1∑
k=1
Tk(xi)Tk(yi)
)
with the conventions x = (x1, · · · , xd) and y = (y1, · · · , yd). Then a two-variable kernel
K(x,y), assuming to be smoothed enough, on [−1, 1]d × [−1, 1]d can be approximated by
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the following interpolation formula [21, 23]
K(x,y) ≈
nd∑
m=1
nd∑
m′=1
K(x˜m, y˜m′)Sn(x˜m,x)Sn(y˜m′ ,y) (11)
where x˜m, y˜m ∈ Z ≡ {z˜k}ndk=1, Z being the set of Chebyshev interpolation notes which are
simply taken as the set of the d-dimensional tensor product of the Chebyshev nodes of Tn(x).
The same approximation can be constructed when the kernel K is defined on any regular
domains by a linear transform.
If we now plug the approximation (11) into the summation (10), we have, after a slight
re-arrangement, the following formula
KU(xi) ≈ ϕ(xi) ≡
nd∑
m=1
Sn(x˜m,xi)
nd∑
m′=1
K(x˜m, y˜m′)
N∑
j=1
ωjU(xj)Sn(y˜m′ ,yj). (12)
This formula allows us to evaluate KU efficiently in three steps by simply following the order
of the summations: (i) evaluate Wm′ =
N∑
j=1
ωjU(xj)Sn(y˜m′ ,yj), 1 ≤ m′ ≤ nd; (ii) evaluate
ψm =
nd∑
m′=1
K(x˜m, y˜m′)Wm′ , 1 ≤ m ≤ nd; and then (iii) evaluate ϕ =
nd∑
m=1
Sn(x˜m,xi)ψm,
1 ≤ i ≤ N . If the computational cost of the evaluations of the interpolation polynomial
Sn and the kernel K do not scale with nd and N , then the costs of the three steps scale
as O(ndN), O(n2d) and O(ndN) respectively. Therefore, the total cost scales as O(2ndN)
when nd  N is sufficiently small.
In our implementation of the Fong-Darve FMM algorithm [23], we follow the standard
multilevel approach with tree structures. The only specialty for our implementation is the
related to the evaluation of the kernel K(xi,xj) for the pair (xi,xj) which we describe in
the next section.
4 Implementation issues
We now briefly comment on some important issues on the implementation of the algorithm
we described in the previous section.
Validity of low rank approximation (11). Due to boundedness of the exponential factor
E(x,y) at x = y and the fact that E(x,y) decays as a function of |x−y|, our kernel K(x,y)
in (5) should admit the same if not better low-rank approximation as the kernel 1/|x−y|d−1
which has been well-studied in the fast multipole method community [8, 14, 15, 29, 51, 69].
This justifies the Chebyshev interpolation in (11).
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The computational cost. The mostly computationally expensive step of the FMM al-
gorithm is step (ii) of evaluating (12) where we have to evaluate the integral kernel K for
different (x,y) pairs. Each evaluation of the kernel requires the evaluation of a line integral
of the total absorption coefficient µ along the line that connects x and y. If the integral
can be analytically computed, for instance when µ is constant in which case the integral is
simply µ|x− y|, this evaluation is relatively cheap. Otherwise, these evaluations have to be
done numerically with selected quadrature rules.
In many practical applications, the total absorption coefficient µ consists of a constant
background with localized perturbations. In this case, we can think of µ as a function with
the periodic boundary condition. We can therefore accelerate the evaluation of the line
integrals with the technique of fast Fourier transform (FFT). Assume that µ is sufficiently
smooth to allow for the Q term Fourier representation:
µ(x) =
Q−1∑
n=−(Q−1)
µ̂ exp(i2pi kn · x), (13)
where µ̂n = µ̂n is assumed to ensure that µ is real-valued. It is then straightforward to verify
that the line integral of µ from x to y is given by
ˆ t
0
µ(x− `v)d` =
ˆ t
0
Q−1∑
n=−(Q−1)
µ̂n exp(i2pikn · (x− `v))d` =
Q−1∑
n=−(Q−1)
cn(t)µ̂n exp(i2pikn · x), (14)
where t = |y − x|, v = y − x|y − x| , and
cn(t) =
{
1−exp(−i2pitkn·v)
i2pikn·v , when kn · v 6= 0
t, when kn · v = 0
For a given set of Chebyshev interpolation points, we have a fixed number of pairs of (x,y)
for which we need to evaluate K(x,y). In our implementation, we cache all these kernel eval-
uations. These kernel evaluations will be reused without any extra calculations during the
GMRES iterations; see for instance the numerical results in Tab. 1 and Tab. 2 of Section 5.
FMM approximation accuracy. The accuracy of solution to the ERT (1) with our nu-
merical procedure depends mainly on two factors: the resolution of the spatial discretization,
and the accuracy of the fast multipole approximation of the summation (10), the latter rely-
ing on the order of the Chebyshev polynomial used. Increasing the order of the polynomial
will increase the accuracy of the approximation in general. However, that will also increase
the computational cost of the algorithm, due to the increase of cost in evaluating Sn for
instance. We have to therefore balance between accuracy and cost. Compared to existing
kernels that have been studied the FMM community, our kernel here decays faster when the
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total absorption µ is large. We therefore have to use more Chebyshev interpolation points
in general to ensure accuracy of the approximation.
Let Udir be the numerical solution with a direct evaluation of the summation in (10)
and UFMM the FMM-accelerated numerical solution. When Udir and UFMM solutions are
computed on the same mesh, the finer mesh will produce larger error Udir−UFMM when the
same number of interpolation points is used. This is because finer mesh provides structures
that are harder to capture with the same interpolation polynomial. Moreover, the accuracy
of approximating Udir by UFMM depends on the total absorption coefficient µ since the
larger µ is, the faster the exponential decay is in the integral kernel. Therefore, for the same
order of interpolation, the larger µ is, the worse the approximation is. We observe these
phenomenon in our numerical experiments; see for instance, the simulations in Section 5.
5 Numerical experiments
Figure 1: The two source functions used in the numerical experiments.
We now present some numerical simulations to demonstrate the performance of our
algorithm. We focus on the comparison between the algorithm for solving (7) with a regular
GMRES solver and with our algorithm, i.e., a GMRES solver with FMM accelerations on the
evaluation of (10). Our main purpose is to demonstrate that the computational complexity
of the FMM-accelerated GMRES algorithm indeed scales linearly with respect to the size of
the spatial discretization, while maintains desired accuracy. This means that the main cost
of our algorithm for solving the ERT (1) is independent of the angular discretization.
In all the simulations, we nodimensionalize the transport equation. All the simulations
are done in the fixed square domain Ω = (0, 1)2 with physical absorption coefficient µa ≡
µ− µs ≈ 0.2. We vary the scattering coefficient to test the performance of the algorithm in
different regimes. The larger the scattering coefficient µ is, the more diffusive the solution
of the ERT behaves, since the size of the domain and the physical absorption coefficient
are fixed. However, as we will see, the performance of our algorithm does not change
dramatically from the low scattering transport regime to the highly scattering diffusive
regime.
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We introduce four time measures: (i) T dir denotes the time cost of direct summation
for (10); (ii) T FMM denotes the time cost of FMM evaluation of (10); (iii) T dirGMRES denotes
the time cost of the GMRES algorithm with direct summation for solving (7); and (iv)
T FMMGMRES denotes the time cost of the GMRES algorithm with FMM-acceleration for solv-
ing (7). Note that in our computations, we have cached all the line integrals needed when
setting up the algorithm. Therefore, the T FMMGMRES (resp. T
dir
GMRES ) does not include T
FMM
(resp. T dir). All the computational times shown below are based on a Dell OptiPlex 745
Pentium D 3.4GHz desktop with 16GB RAM.
To measure the accuracy of the FMM-accelerated calculation, with respect to the solution
of the regular discretization, we use the relative l2 error ‖Udir − UFMM‖l2/‖Udir‖l2 where
Udir and UFMM are respectively the solutions with the direct GMRES algorithm and the
FMM-accelerated GMRES algorithm.
N n T FMM(s) T FMMGMRES (s) T
dir(s) T dirGMRES (s) Relative Error
1,024 4 1.20E − 01 3.51E − 02 1.18E + 00 3.71E + 00 2.17E − 04
4,096 4 6.65E − 01 1.25E − 01 4.02E + 01 6.23E + 01 3.39E − 04
16,384 4 3.25E + 00 4.98E − 01 1.09E + 03 9.93E + 02 3.90E − 04
65,536 4 1.50E + 01 2.04E + 00 – – –
262,144 4 6.29E + 01 1.00E + 01 – – –
1,024 6 2.38E − 01 4.95E − 02 1.18E + 00 3.71E + 00 2.06E − 06
4,096 6 1.38E + 00 1.61E − 01 4.02E + 01 6.23E + 01 3.02E − 06
16,384 6 8.23E + 00 8.83E − 01 1.09E + 03 9.93E + 02 3.18E − 06
65,536 6 3.59E + 01 2.89E + 00 – – –
262,144 6 1.59E + 02 1.23E + 01 – – –
1024 9 5.43E − 01 1.32E − 01 1.18E + 00 3.71E + 00 9.90E − 16
4096 9 3.64E + 00 5.29E − 01 4.02E + 01 6.23E + 01 4.24E − 09
16,384 9 2.17E + 01 2.80E + 00 1.09E + 03 9.93E + 02 4.47E − 09
65,536 9 1.10E + 02 1.09E + 01 – – –
262,144 9 5.76E + 02 4.87E + 01 – – –
Table 1: Computational costs and relative accuracy for a homogeneous media with µs = 2.0
and µa = 0.2 under various spatial discretizationsN and numbers of Chebyshev interpolation
points. The running times are based on a Dell OptiPlex 745 Pentium D 3.4GHz Desktop
with 16GB RAM.
Experiment I. In the first set of numerical experiments, we perform simulations with a
fixed scattering coefficient µs = 2.0 and total absorption coefficient µ = 2.2 (which means
the physical absorption is µa = 0.2). The source function we used is a ring source illustrated
in the left plot of Fig. 1. In Tab. 1 we show comparisons in three groups with increasing
number of Chebyshev interpolation points: n = 4, n = 6 and n = 9. We first note that,
with reasonable relative approximation accuracy (on the order of 10−4 with n = 4), the
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FFM-GMRES algorithm outperforms the regular GMRES algorithm dramatically. This
trend is kept when we increase the accuracy of the FMM approximation by increasing, n,
the number of Chebyshev interpolation points. When the spatial discretization is too fine,
it takes the regular GMRES algorithm too much time to finish the calculations. However,
the FFM-accelerated GMRES can still solve the system in relatively short time.
N n TFMM (s) TFMMGMRES (s) T
dir(s) T dirGMRES (s) Relative Error
1,024 4 2.01E − 01 3.07E − 02 8.46E − 01 1.94E + 00 2.16E − 04
4,096 4 1.12E + 00 9.55E − 02 2.88E + 01 3.26E + 01 3.23E − 04
16,384 4 5.26E + 00 3.52E − 01 7.78E + 02 5.20E + 02 3.69E − 04
65,536 4 2.35E + 01 1.62E + 00 – – –
262,144 4 1.01E + 02 6.64E + 00 – – –
1,024 6 3.19E − 01 2.15E − 02 8.46E − 01 1.94E + 00 1.73E − 05
4,096 6 2.37E + 00 1.27E − 01 2.88E + 01 3.26E + 01 1.36E − 05
16,384 6 1.30E + 01 5.23E − 01 7.78E + 02 5.20E + 02 6.83E − 06
65,536 6 6.24E + 01 2.22E + 00 – – –
262,144 6 2.89E + 02 9.79E + 00 – – –
1024 9 7.40E − 01 8.72E − 02 8.46E − 01 1.94E + 00 2.71E − 15
4096 9 7.01E + 00 4.44E − 01 2.88E + 01 3.26E + 01 4.84E − 06
16,384 9 4.18E + 01 2.32E + 00 7.78E + 02 5.20E + 02 3.09E − 06
65,536 9 2.10E + 02 1.05E + 01 – – –
262,144 9 1.02E + 03 4.85E + 01 – – –
Table 2: Computational cost and relative accuracy for the inhomogeneous medium in (15)
under different spatial discretizations N and numbers of Chebyshev interpolation points n.
Experiment II. In the second set of numerical experiments, we repeat the simulations in
Experiment I for an inhomogeneous medium. The coefficients are given as
µa(x) = 0.2, µs(x) = 3.0 + 2.0 exp
(
−(x− 0.5)
2 + (y − 0.5)2
4
)
(15)
We again use the a ring source illustrated in the left plot of Fig. 1. In Tab. 2 we show
comparison in three groups with increasing number of Chebyshev interpolation points. The
first noticeable difference between Tab. 2 and Tab. 1 is that the time it takes to evaluate the
matrix-vector multiplication is now considerably more expensive. This is mainly due to the
fact that for variable coefficient, we need to evaluate the integrals by numerical quadrature
rules, while in the constant coefficient case the kernels are given analytically for any pair
(x,y). In our implementation, we cached all the line integrals so that they can be used
repeatedly during GMRES iterations. This is the reason why the solution costs T FMMGMRES for
variable coefficient cases in Tab. 2 is very similar to the corresponding constant coefficient
cases in Tab 1. The overall computational costs again scale linearly with respect to the
spatial discretization.
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N n µ µs Relative Error
1024 4 2.2 2.0 8.39E − 05
1024 4 5.2 5.0 1.93E − 04
1024 4 10.2 10.0 4.13E − 04
1024 6 2.2 2.0 8.85E −07
1024 6 5.2 5.0 1.82E −06
1024 6 10.2 10.0 5.15E −06
1024 9 2.2 2.0 5.02E −16
1024 9 5.2 5.0 7.91E −16
1024 9 10.2 10.0 1.17E −15
Table 3: Error in FMM-accelerated solution
for different scattering strengths for a dis-
cretization with N = 1024 using the source
function in the right plot of Fig. 1.
N n µ µs Relative Error
4096 4 2.2 2.0 1.15E − 04
4096 4 5.2 5.0 3.07E − 04
4096 4 10.2 10.0 9.08E − 04
4096 6 2.2 2.0 1.27E − 06
4096 6 5.2 5.0 2.79E − 06
4096 6 10.2 10.0 9.62E − 06
4096 9 2.2 2.0 1.39E − 08
4096 9 5.2 5.0 2.46E − 08
4096 9 10.2 10.0 6.86E − 08
Table 4: Same as Tab. 3 but with N =
4096.
N n µ µs Relative Error
16384 4 2.2 2.0 1.26E − 04
16384 4 5.2 5.0 3.60E − 04
16384 4 10.2 10.0 1.20E − 03
16384 6 2.2 2.0 1.30E − 06
16384 6 5.2 5.0 2.92E − 06
16384 6 10.2 10.0 1.04E − 05
16384 9 2.2 2.0 1.82E − 08
16384 9 5.2 5.0 3.20E − 08
16384 9 10.2 10.0 9.71E − 08
Table 5: Same as Tab. 3 but with N = 16384.
Experiment III. In the third set of numerical experiments, we study the dependence of
the computational cost of the algorithm on the scattering coefficient of the ERT. We perform
simulations using the source function that is illustrated in the right plot of Fig. 1. The results
are summarized in Tab. 3, Tab. 4 and Tab. 5 for different scattering coefficients, µs = 2,
µs = 5, and µs = 10, with different levels of spatial discretizations. The solution by the
GMRES algorithm with direct summation (10) Udir as well as the error Udir−UFMM (with
UFMM being the solution with a FMM-accelerated GMRES algorithm) are shown in Fig. 2,
Fig. 3, and Fig. 4 respectively for the domain with N = 1024, N = 4096 and N = 16384
cells, using different numbers of Chebyshev interpolation points. The results show that the
error of the FMM approximation does not change dramatically with respect to the change
of the scattering coefficient. That is, the algorithm we developed works in both diffusive
regimes and transport regimes, as long as the medium is isotropic.
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Figure 2: The error in the FMM-accelerated solution for a domain with spatial discretization
N = 1024. From top to bottom: µs = 2.0, µs = 5.0 and µs = 10.0. Shown are (from left to
right): the solution Udir and the error Udir − UFMM with n = 4, n = 6, and n = 9.
Figure 3: The same as Fig. 2 except that N = 4096.
Experiment IV. We repeat here the numerical simulations in Experiment III with a
different source function, the source function in the left plot of Fig. 1. The relative error of
13
Figure 4: The same as Fig. 2 except that N = 16384.
N n µ µs Relative Error
1024 4 2.2 2.0 9.53E − 05
1024 4 5.2 5.0 2.13E − 04
1024 4 10.2 10.0 4.50E − 04
1024 6 2.2 2.0 1.19E −06
1024 6 5.2 5.0 2.09E −06
1024 6 10.2 10.0 5.53E −06
1024 9 2.2 2.0 7.71E −16
1024 9 5.2 5.0 8.47E −16
1024 9 10.2 10.0 1.10E −15
Table 6: Error in FMM-accelerated solution
for different scattering strengths for a dis-
cretization with N = 1024 with the source
function in the left plot of Fig. 1.
N n µ µs Relative Error
4096 4 2.2 2.0 1.24E − 04
4096 4 5.2 5.0 3.28E − 04
4096 4 10.2 10.0 9.58E − 04
4096 6 2.2 2.0 1.48E − 06
4096 6 5.2 5.0 2.99E − 06
4096 6 10.2 10.0 1.01E − 05
4096 9 2.2 2.0 1.85E − 08
4096 9 5.2 5.0 2.94E − 08
4096 9 10.2 10.0 7.68E − 08
Table 7: Same as Tab. 6 but with N =
4096.
the FMM-accelerated solutions are summarized in Tab. 6, Tab. 7, and Tab. 8. The results
are very similar respectively to those showed in Tab. 3, Tab. 4, and Tab. 5. This shows again
that the performance of the algorithm does not depend on the strength of the scattering
of the underlying medium. Overall, in either diffusive or transport regime, we can achieve
very good accuracy with only a few Chebyshev interpolation points in each direction. The
solution by the GMRES algorithm with the direct summation, U r and the error U r−UFMM
are show in Fig. 5 and Fig. 6.
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N n µ µs Relative Error
16384 16 2.2 2.0 1.35E −04
16384 16 5.2 5.0 3.82E −04
16384 16 10.2 10.0 1.20E −03
16384 36 2.2 2.0 1.51E −06
16384 36 5.2 5.0 3.14E −06
16384 36 10.2 10.0 1.09E −05
16384 64 2.2 2.0 2.19E −08
16384 64 5.2 5.0 3.60E −08
16384 64 10.2 10.0 1.05E −07
Table 8: Same as Tab. 6 but with N = 16384.
Figure 5: The error in the FMM-accelerated solution for a domain with spatial discretization
N = 1024 with the source in the left plot of Fig. 1. From top to bottom: µs = 2.0, µs = 5.0
and µs = 10.0. Shown are (from left to right): the solution U
dir and the error Udir −UFMM
with n = 4, n = 6, and n = 9.
6 Concluding remarks
To summarize, we presented in this work a fast numerical method for solving the equation
of radiative transfer in isotropic media. The main idea of the method is to reformulate the
ERT into an integral equation of the second type and then use the fast multipole technique
to accelerate the solution of such an integral equation. Our numerical tests show that the
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Figure 6: Same as in Fig. 5 except that N = 4096.
algorithmic cost indeed scales linearly with respect to the size of the spatial component of
the problem.
There are a few features of the method we proposed here. First, with the integral for-
mulation, we avoid angular discretization of the ERT in the most expensive part of the
solution process. This in principle allows us to handle large problems that would be hard to
handle in, for instance, the discrete ordinate formulation, with limited RAM. Second, the
kernel in our integral formulation of the ERT takes the same form for homogeneous and
inhomogeneous media. Therefore, the algorithm we developed does not need to be modified
going from homogeneous media problems to inhomogeneous media problems. This is quite
different from existing fast multipole based methods. That said, in homogeneous media,
the setup of our algorithm is relatively computationally inexpensive since the kernel in the
corresponding integral equation is explicitly given. In inhomogeneous media, the setup re-
quires the evaluation of the kernel for different (x,y) pairs that involves line integrals of the
total absorption coefficients between x and y. This evaluation is more expensive than the
homogeneous media case, but is still relatively low. In many practically relevant problems,
we have coefficients that can be treated as periodic functions. Fast Fourier transform type of
techniques can be used to accelerate the setup process of the algorithm. In our implementa-
tion of the FMM algorithm, we cached all the calculations that involve the evaluation of the
line integrals. This does not cause major storage problem since the number of Chebyshev
interpolation nodes used in the implementation is always relatively small.
Let us also emphasize that, even though our formulation requires that the underlying
medium to be isotropic, the internal and boundary source functions need not to be isotropic
at all. In fact, the only thing that would have changed for the algorithm with an anisotropic
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source is the evaluation of K(µ−1s f).
In addition, as we have seen from our numerical tests, the FMM approximation with
a very small number of Chebyshev interpolation nodes already give relatively accuracy ap-
proximations to the true numerical solutions. This suggests that we can probably use the
algorithm with small numbers of Chebyshev interpolation points as a preconditioning strat-
egy for a general transport solver for more complicated problems. We are currently exploring
in this direction.
To the best of our knowledge, what we proposed is the first algorithm for solving the
ERT within the frame work of the fast multipole method. Our contribution is mainly on
the introduction of the idea, not on the implementation of fast multipole methods. Indeed,
our implementation is rather primitive which we believe can be greatly improved, either by
refining the current strategy or by exploring other approaches [69]. The study we have in this
short paper is by no means enough to draw conclusions on every aspect of the algorithm,
for instance how the algorithm benchmarks with existing methods. However, numerical
simulations we have performed show that this is a promising method that is worth careful
further investigated. We hope that this work can motivate more studies in this direction.
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