INTRODUCTION
Today, large rotating machinery such as steam turbine, wind turbine and compressor play a very important role in chemical industry, metallurgy, and power plant. However, as the rotating machinery are constantly moving towards large-scale, complex, high-speed, continuous and automated direction, the demand of the condition monitoring is getting strict. Rotor misalignment is one of the common rotating machinery faults. This fault will cause many damages such as strong vibration of the unit, oil film instability, bearing damage and the deformation of the shaft. So early discovery and early treatment of the rotor fault is one of the effective methods to reduce failure. At present, the most common prediction methods are stochastic time series [1] , artificial neural network [1] , and neural network [2] [3] , wavelet neural network [4] chaos and so on. Compared with the above method, the SVR [5] [6] is a kind of better fitting and prediction methods. Now using SVR method to deal with time series is a hot research issue. While the support vector regression machine is using in actual forecast, there are some problems such as feature selection and extraction. General common method is simply characterized by time series for training, but it contains less information, which will make the prediction precision get low.
To solve these problems, some scholars proposed feature extraction method based on phase space reconstruction. The method is put to improve the precision of prediction to a great extent. But in the process of phase space reconstruction, time delay τ and embedding dimension m have great influence on the performance of the phase space reconstruction. According to the above problems, particle swarm algorithm method was proposed to optimize the time delay and embedding dimension. At the same time using the particle swarm algorithm to find the parameters combination (C, σ) of SVR. Using Particle Swarm Optimization (PSO) algorithm to find the optimal combination of the four parameters (τ, m, C, σ) at the same time.
SUPPORT VECTOR REGRESSION MACHINE
BASED ON PHASE SPACE RECONSTRUCTION
Support vector regression machine
In the 1990s, Vapnik firstly put forward the SVM theory [7] . Different from the neural network, Support vector machine is a kind of machine learning
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technology based on structure risk minimization principle, which has the very good generalization performance [8] . The SVM was originally used for classification problems, and then was successful in the regression problem. When the SVM is often named as support vector regression machine (SVR) when it comes to regression and prediction problem Regression problems are similar to classification problems. Give the training set: T= {(x1, y1), …, (xn, yn)}.Assumes that the regression function is a linear function of the problem:
Construct functions for solving optimization problems
and calculate the  and b for the regression function:
However, many actual problems are nonlinear problems, so we need expand the situation of linear. The kernel function ) , (
mapped the data into high-dimensional space, so the optimization problem is transformed into:
The introduction of kernel function effectively avoid the "dimension disaster". There are many kinds of kernel functions, the use of kernel function will also be different when dealing with various problems. Now there is not a effective method for the choice of kernel function. Radial basis kernel function is generally used kernel function, it is corresponding to infinite dimension space, in which the limited sample data is linear separable. It also have the advantage of little parameters. So, this paper chose the radial basis kernel function: [9] [10] .
All these related components information are shielded in the development process of any component. That means it is available to extract and recover the original system rule through some time series data of any a component. For a certain time series:
The reconstructed phase space can be expressed as: (1) (2) ( )
P (1 ( 1) ) (2 ( 1) ) ( ( 1) )
τ is time delay, m is embedding dimension, and any column PX(i) of the matrix is a phase point.
SVR BASED ON PHASE-SPACE
For solving the existing problem of training samples feature selection, this paper puts forward the support vector regression machine based on phase space reconstruction. The method uses the reconstructed phase space to realize character the adaptive choice. Specific model is as follows:
Firstly, for the given series of time data, X={x(1),x(2),…x(n)}, use cross-correlation method and Cao method to compute the time delay and embedding dimension, respectively. Then, the time delay τ and embedding dimension m can reconstruct the phase space. 
Get the optimal solution through Eq.7, and the regression function is
4 PSO THEORY PSO (Particle Swarm Optimization) algorithm is a kind of evolutionary computation technology, developed by Dr Eberhart and Dr Kennedy [11] [12] . PSO algorithm results from the research on the behavior of birds feed, that the most simple and effective way to find food for each bird is to search for the surrounding area of the nearest itself.
PSO algorithm first initializes a group of random particles (random solution), and then the particles are to follow the current optimal particle search in the solution space, through iteration finding the optimal solution. It assumed the position and speed of the d-dimensional search space of particle i are X i and V i , and the particles by tracking the optimal solution to update their own two in each iteration. The first optimal solution finding by particles themselves is the individual extreme; the other one is the optimal solution for the entire population at present, namely the global optimal solution gbest. After finding the optimal solution, the particle updates its velocity and location according to the following formula.
, ,
Where the w is inertia weight factor, c1 and c2 are positive learning factors which are random numbers between 0 and 1 uniformly distributed.
PARTICLE SWARM OPTIMIZATION ALGORITHM FOR THE OPTIMAL COMBINATION OF PARAMETERS
The calculation methods of the time delay are C-C algorithm, the cross-correlation algorithm; while the calculation methods of embedding dimension includes G-P algorithm, the pseudo adjacent points, the correlation integral algorithm and Cao algorithm. In this paper, PSO algorithm was applied to calculated the optimal combination of the τ and m. Rounding command (round (A)) was applied to each parameter value to avoiding the decimals in the PSO algorithm calculation progress. The main principle is to find the smallest error value of the prediction accuracy corresponding the parameters combination. Average relative error is used as fitness value:
. Where PL_rest and srest are respectively prediction values and actual values. L is the number of the prediction points.
EXPERIMENT STUDY
This test was conducted on the Bentley bench to simulate the rotor misalignment fault. The rotor was set to 1200rpm and the sampling frequency was set to 1000HZ in the test progress. The first 200 data points of the signal were taken for the training points, while the rest 50 points of the signal were chosen as the prediction points. Fig. 1 shows the original image of the vibration signal. The phase space reconstruction of the signal is carried out for the prediction based on the each phase point as the eigenvalues input in the space. RBF kernel function was selected in the SVR. The maximum number of iterations was set 100 and the population size was set 20 respectively in the PSO algorithm. The final results shows that and m are 11 and 4 respectively, and the parameters C=4000, σ=100.
In order to compare the superiority, the crosscorrelation algorithm and Cao algorithm were adopted to calculate and m, the value of which are 2 and 8 respectively. The prediction results of the two methods are shown in the Fig. 2 and Fig. 3 . The fitting results of Fig. 2 and Fig. 3 show that the method proposed in this paper can attain much better results than the cross-correlation algorithm and Cao algorithm when applied in prediction. Where "+" represent real value and "ｏ"represent prediction value. As we can be seen from Tab.1, PSO algorithm that used to find the combination τ and m can attain more accurate prediction results compared to the common cross-correlation algorithm and Cao algorithm. Meanwhile, we also get reasonable values of C and σ.
CONCLUSION
To solve the selection problem based on the phase space reconstruction of SVR in time delay τ, embedding dimension m and SVR parameters, this paper proposes an optimization method based on PSO. Through with the common method, the results show the superiority of paper method, which improves the prediction accuracy.
