In this paper, we consider the problem of calibrating diagnostic rules based on high-resolution mass spectrometry data subject to the limit of detection. The limit of detection is related to the limitation of instruments in measuring lowconcentration proteins. As a consequence, peak intensities below the limit of detection are often reported as missing during the quantification step of proteomic analysis. We propose the use of censored data methodology to handle spectral measurements within the presence of limit of detection, recognizing that those have been left-censored for lowabundance proteins. We replace the set of incomplete spectral measurements with estimates of the expected intensity and use those as input to a prediction model. To correct for lack of information and measurement uncertainty, we combine this approach with borrowing of information through the addition of an individual-specific random effect formulation. We present different modalities of using the above formulation for prediction purposes and show how it may also allow for variable selection. We evaluate the proposed methods by comparing their predictive performance with the one achieved using the complete information as well as alternative methods to deal with the limit of detection.
Introduction
One of the objectives in mass spectrometry (MS) clinical proteomics is to detect and quantify the proteomic expression in biological samples. Quantification can be affected by measurements being subject to lower detection limits due to censoring mechanisms on low-abundance proteins/peptides. 1, 2 This issue is known as limit of detection (LOD) and occurs due to the limited ability of instruments to measure low-concentration proteins. As a result, proteomic data sets, in many applications, consist of reduced lists of peaks with peak intensities below the detection limit threshold reported as missing values.
Several approaches have been proposed in the literature to deal with data subject to (lower or upper) detection limits, particularly in ecological and environmental research. [3] [4] [5] [6] [7] Handling proteomic data subject to LOD has recently emerged in the field of MS clinical proteomics. Dong et al. 8 addressed the problem of assessing bias in the estimation of distribution parameters of proteomic biomarkers whose measurements were subject to the LOD. They considered a protein pathway data set and proposed methods to combine proteomic markers, adjusting for the LOD, to distinguish cancer patients from non-cancer patients. They showed that receiver operating characteristic (ROC) curve parameter estimates generated from the proposed methods are much closer to the truth as compared to simply combining proteomic markers ignoring the LOD. Tekwe et al. 9 acknowledged the LOD issue in MS proteomic data as a problem of censored data analysis and proposed the use of survival methodology, in particular accelerated failure time (AFT) models, to investigate differential expression of proteins. They proved that AFT models have higher ability to detect differentially expressed proteins than standard testing procedures, with the discrepancy widening with increasing missingness in the proteomic data.
In this paper, we adapt the use of censored data methodology to handle spectral measurements within the presence of LOD. We implement this approach for the particular problem of estimating the proteomic expression within isotopic clusters with the ultimate goal of using the derived estimates as predictor variables for the calibration of diagnostic rules. In particular, we adapt censored normal regression methods to estimate the expected intensity within an isotope cluster for each individual, based on partially observed MALDI-FTICR MS data, collected in a pancreatic cancer case-control study. The estimates of expected intensity, adjusted for LOD, are later used as input to a prediction model. While censored regression models are widely used in survival analysis, [10] [11] [12] the specific case of censored normal regression, considered in this paper, is often used in econometrics to handle skewed data and is referred to as Tobit regression. 13 We combine censored regression with borrowing of information, through the addition of an individual-specific random effect formulation, to correct for both lack of information and measurement uncertainty. In addition, we present an extension which allows the selection of a subset of features based on the parameter estimates of the censored model. We evaluate the proposed methods by comparing their predictive performance with the one achieved using the complete information as well as alternative methods to deal with the LOD.
The remainder of the paper is organized as follows: In Section 2, we give a brief overview of the data and the data structure. In Section 3, we present different frameworks of using random effects-censored regression to estimate the average isotope expression in the individual spectra for prediction purposes. Section 4 contains results and relative performance of the proposed approaches with ad-hoc methods. Additionally, we show how the use of individual-specific random effects in the censored regression model may allow for the selection of sparse models while maintaining predictive performance. We finish with a discussion in Section 5.
Data 2.1 Data description
We consider data from a case-control study, the design of which is described in detail in Nicolardi et al. 14 For the experiment, serum samples were collected from 88 patients with pancreatic cancer and 185 healthy volunteers. The samples from the included individuals were stored and processed according to a standardized protocol. 14 The study design defined a calibration set and a separate validation set. The validation samples were collected in a later time period. For the calibration set, serum samples were obtained from 49 pancreatic cancer patients and 110 healthy controls (age and gender matched). For the validation set, samples were obtained from 39 pancreatic cancer patients and 75 healthy (age and gender matched) controls. The available calibration and validation samples were distributed over three distinct MALDI-target plates and were mass analysed by a MALDI-FTICR MS system resulting in a single spectrum per sample covering the mass/charge range from 1013 to 3700 Da. Figure 1 plots the mass spectrum of a single individual (see Kakourou et al. 15 for another example). A mass spectrum consists of peaks with a certain intensity distributed over an m/z-axis generated from the detected ionized molecules. A single molecule species will appear as a collection of -as opposed to a single -peaks within the proteomic mass spectrum due to the presence of distinct isotopes within the constituent atoms. Isotopes are variants of the same element/atom which occur in nature with different atomic masses due to the presence of additional neutrons in their nucleus. Because of this variation in the numbers of neutrons in the constituent atoms of any given molecule, these molecules will also occur with varying molecular weight. This in turn causes the spectral proteomic expression for any molecule to appear -not as a single intensity peak at a given mass-to-charge ratio -but rather as a set of neighbouring peaks separated by approximately 1 Da, due to the presence or absence of these additional neutrons. We refer to these sets of isotopic peaks as the isotopic cluster. (Other used terms include isotopic distribution and isotopic envelope.) Superimposed in Figure 1 is an isotopic cluster at position m/z 2021,2.
Data structure and LOD
We apply to the complete raw spectra a peak detection algorithm 15 using a fixed LOD threshold which reflects the background noise level in the individual spectra. This generates a list of 8080 identified isotopic peaks divided into 2717 identified isotopic clusters. In case a peak is observable/detectable in a patient, the approach calculates the area under the intensity curve to obtain an intensity value for that peak and that patient. In case a peak is unobservable/undetectable in a patient, we regard the intensity value for that peak and that patient as leftcensored due to the LOD. In Figure 2 , we plot an identified isotopic cluster at position m/z 2021,2 for three different samples to show the possible censoring patterns. The isotopic cluster is completely distinguishable from the background noise in the first sample, only partly distinguishable in the second sample and entirely indistinguishable in the third sample (see Kakourou et al. 15 for another example). Note that the overall intensity of the isotopic pattern is decreasing from one sample to the next. Hence, the lower the abundance of a protein/peptide, the less distinguishable the isotopic cluster originating from that molecule is from the background noise. Such differences in abundance could rise, apart from the underlying biological processes, due to variations in the amount of starting material.
The structure of the observed data, given the incomplete response due to the LOD, is given by
. . , n, where g i is the group outcome for individual i, Y i is a hierarchically structured data matrix consisting of the quantified peak intensity values y icj of peak j in cluster c and " i is, analogously, a structured binary matrix representing the censoring indicators which take the value icj ¼ 1, if peak j of cluster c is observable, and icj ¼ 0, if peak j of cluster c is unobservable in the ith individual. In the latter case, we set the value of y icj to the LOD value.
The output data set contains a large proportion of censored intensity values (85%). Our objective is to investigate whether, starting from the incomplete data, we can develop methods which will allow us to calibrate diagnostic rules of comparable performance as if we had the complete information.
Methods
In this section, we consider methods to construct, for a given isotopic cluster (the index c is suppressed in the following), estimates y i of the average intensity based on the log-transformed peak intensities y ij , with i ¼ 1, . . . , n denoting the patients and j ¼ 1, . . . , k denoting the peaks of the isotopic cluster. We will use these estimates as input variables for the construction of a diagnostic rule. Our approach is based on a simple model for the intensities in a single patient, which uses the common pattern of the observed intensities across patients as predictor. More specifically, we postulate a regression model for the intensities of a patient in an isotopic cluster, using the empirical pattern of mean intensities y j :¼ 1 n P i y ij across patients as covariate. To obtain the estimates of the average intensity for each patient and each isotopic cluster, we use censored regression methodology.
In addition to the censored regression models, we consider some well-known strategies which can deal with unobservable intensity values at the peak level. The first and simplest alternative strategy we consider is complete case analysis (CCA), ignoring all censored peak intensities. A simple alternative approach which allows us to use additional information on the unobservable peaks is to reduce all intensity values to the binary information above/ below the LOD. 4 Finally, we consider substituting the unobservable peak intensities with the LOD value in order to avoid the loss of information in the observable peaks. For all these alternative methods, we obtain an estimate of the average intensity within an isotopic cluster by averaging the (available) values. For the CCA, if an entire isotopic cluster is unobservable in a sample, we impute the average over the estimates from all patients with at least one observable peak.
Censored regression
We consider for each patient and each isotopic cluster a simple regression model of the typẽ
for the true log-transformed intensitiesỹ ij . The parameters i and i in the above expression capture the intensity variation of a particular individual. Here, i reflects the systematic differences in average expression across patients while i represents the (multiplicative) effect of the average isotope pattern y j , which is here used as the only predictor of the observed pattern in each individual. The likelihood function based on the partially censored observations is given by
where i is the vector of model parameters, f ð y ij , i Þ is the probability density function of the normal distribution and Fð y ij , i Þ is the cumulative distribution function. The contribution of the observed peak intensities to the likelihood is given by f ð y ij , i Þ, while the contribution of the left-censored peak intensities is given by Fð y ij , i Þ ¼ Prð y ij tÞ where t denotes the minimum detectable threshold. The estimates of the regression parameters are obtained by maximizing the log-likelihood function
We summarize the entire isotopic expression within each isotopic cluster and for each individual as a function of the estimates i and i , given by^
Finally, we use the set of the derived estimates f y i , i ¼ 1, . . . , ng as predictors for the construction of the discriminating rule.
Random effect censored regression
Depending on the extent of left-censoring, information in an isotopic cluster for a specific patient may either be insufficient for estimating the model parameters or include great uncertainty resulting in unreliable parameter estimates. We account for lack of information and measurement uncertainty by combining censored regression with shrinkage estimation of the intensity levels. The key idea is to adjust the estimates of the less reliable individual expressions in an isotopic cluster by pooling information across all available patients. In analogy to repeated measures data analysis, we treat the peak intensities within each isotopic cluster for each patient as repeated observations, and we fit for each isotopic cluster a joint model across patients including individualspecific random effects.
We restrict our investigation to a simple univariate random effects model, given bỹ
In the above model specification, we choose a fixed effect representation for , primarily due to computational constraints when fitting a bivariate random effects model, as the fitting process requires numerical integration based on summing up over a number of fixed points which grows exponentially with the number of dimensions. In this way, represents the mean intercept across all patients while a i represents the individual deviation from the mean. The variation of the individual intercepts around the mean is assumed to be normally distributed.
The likelihood function for the parameter vector ¼ ð, , 2 , 2 Þ is given by
where y i denotes the intensity vector which may include one or more undetectable values. When undetectable peak intensities are to be accounted for, the Bayes estimate of the random effect a i can be computed by substituting the ML estimates of ¼ ð, , 2 2 Þ into the analytic expression for the posterior mean given the observed data, given by
The above expression for the random intercept estimate is equivalent tô
as pointed out by Hughes, 16 who proposed prediction of random effects in conjunction with an EM approach to the LOD problem (see online Appendix A for a detailed derivation). The Bayes estimateâ i can be considered as a weighted average of the prior mean of ai which is assumed 0 and the average residual Eð ỹ i jy i , d i ,Þ À ð þ yÞ . Finally, the estimated intensities for the ith individual can be written aŝ
Viewed this way, the estimate of 2 plays the role of a shrinkage parameter. The smaller the value of 2 relative to 2 , the more the shrinkage of the random effect estimate of a particular individual towards zero and hence the more the shrinkage of the intensity estimates of that individual towards the population mean. Note thatŷ ij is defined also in the case of completely unobservable isotopic clusters, hence patients for which all intensity values are censored in an isotopic cluster can also be included in the analysis.
Random effect censored regression applications
There are several possibilities of using the random effect censored regression model to estimate the individual isotopic expression with the ultimate goal of using the derived estimates as predictors in the calibration of the diagnostic rule. In the following, we demonstrate three different variants of using the random effect censored regression model, for prediction purposes.
Random effect censored regression as a preprocessing tool
A simple and straightforward way to summarize the incomplete predictive information in the pancreatic data, while accounting for the LOD, is to apply the random effect censored regression approach across all available data, i.e. data from both calibration and validation sets. This can be considered as a means of preprocessing the data, without using information on the class outcome, prior to building the diagnostic rule.
The Bayes estimate of the random intercept in this case is given byâ
all , 2 all Þ and all denotes the fact that, conditioning on the random effect, the estimates of the parameter vector were derived based on all the available observations. Correspondingly, the expected intensity for patient i and peak j is given asŷ
While the average expected intensity within isotopic cluster for patient i is derived bŷ
Random effect censored regression as a prediction tool
A more formal approach, more in tune with predictive calibration and subsequent validation, is to embed the above estimation procedure within the ordinary prediction framework. This suggests using the calibration data for both parameter estimation of the random censored model and construction of the prediction model and subsequently applying the resulting rules to the set-aside validation set.
In that case, the Bayes estimate of the random intercept is given byâ i ð cal Þ ¼ Eða i jy i , cal Þ witĥ cal ¼ ð cal , cal , 2 cal , 2 cal Þ where cal denotes the fact that the parameter estimates were based solely on the calibration samples. In other words, both calibration and validation data are shrunken according to the estimates derived based on the calibration set alone. The expected intensity of each patient i, for the calibration and the validation sets, is given bŷ
respectively, while the corresponding isotopic cluster summary for each set is given bŷ y i cal ð cal Þ ¼â i cal ð cal Þ þ cal þ cal y and y i val ð cal Þ ¼â i val ð cal Þ þ cal þ cal y
Random effect censored regression re-estimation
Estimating the average intensity in the validation data, either in conjunction with the calibration data, as in the case of the random censored regression model as a preprocessing tool, or according to the censored regression estimates based on the calibration data, as in the case of the random censored regression model as a prediction tool, implies that one assumes that both calibration and validation data stem from the same population.
If the above assumption does not hold it may be necessary and/or beneficial to estimate the censored model parameters separately for the calibration and validation data since difference in population could result in potentially different values of , , 2 or 2 between the two sets. This could be particularly true in the case of external validation where validation samples may represent a different population than calibration samples, for instance, due to population drift. 17, 18 On the assumption that the two populations are different, we fit the random effect censored regression model separately to the calibration and the validation data. In this case, the random effect estimate for the calibration samples is given byâ i cal ð cal Þ ¼ Eða i cal j y i cal , cal Þ, where cal ¼ ð cal , cal , 2 cal , 2 cal Þ, while the random effect estimate for the validation samples is given byâ We assess the performance of the proposed methods by fitting a prediction model to the set of the derived isotopic cluster summaries and by evaluating the predictive performance of each fit. Summarizing the isotopic expression per cluster results in a total of 2717 isotopic cluster summaries, reducing the dimensionality of the original predictor data. As the number of predictors still exceeds the number of observations, we choose ridge logistic regression 19 to calibrate the diagnostic rule. This method is effective in high-dimensional settings, where the number of covariates exceeds the number of observations and/or there are high correlations between them. Ridge regression deals with overfitting and collinearity by maximizing the log-likelihood function with a penalty on the regression coefficients.
Model fitting and performance measures
To fit the random intercept censored regression model, we use the NLMIXED procedure available in SAS which is written to fit non-linear mixed models (SAS code is given in online Appendix B1). The computation of the integral over the random effect is performed by an adaptive Gaussian quadrature method with 100 integration points. Since in our data analysis we consider integrated intensities, the original LOD value used in our peak detection algorithm is no longer adequate, as it only indicates that the maximal intensity in an interval around the peak is below that value. Taking into account that the width and shape of a particular peak is approximately constant across patients, we decided to use as peak-specific LOD value, the minimal observed integrated intensity among all patients with an uncensored measurement.
To evaluate the proposed methods with respect to their predictive performance, we first apply an internal validation in which we use random splitting to redefine the calibration and validation sets. This allows us to assess consistency of performance estimates and obtain more robust results. The new calibration-validation structure is defined in such a way that it respects the case/control ratio of the original study design (see Kakourou et al. 15 for a detailed description). The procedure is repeated 10 times, and classification results across the repetitions are averaged to obtain more stable estimates.
To choose the optimal value of the ridge penalty, we perform leave-one-out cross-validation on the re-defined calibration set. The resulting classification rule is then evaluated on the re-defined validation set. For each model, we calculate the error-rate and the area under the ROC curve (AUC). To evaluate the accuracy of each fit, we calculate the Brier score, given by
and the deviance, defined as
logð1 À jp i À g i jÞ wherep i is the estimated probability of being a case for the ith validated individual, g i is the known class outcome of that individual and n val is the total validation sample size. To compute the error-rates, we use a threshold of 0.5 and we assign an observation as a diseased case if the predicted class probabilityp i is greater than 0.5 and as a control otherwise. Table 1 shows validated performance measures, together with standard errors, of the ridge logistic model fitted to the set of average estimates based on CCA, binary coding (BC), substituting unobservable peak intensities with the detection limit value (LOD), random censored regression as a preprocessing tool (CR Prep), as a prediction tool (CR Pred) and re-estimated (CR Reest). The last column of Table 1 contains performance measures based on substituting the unobservable peak intensities with the area under the intensity curve in a symmetric interval around the peak position, with length corresponding to the typical peak width in a specific m/z range, estimated from the raw data. This approach can be considered equivalent to having the complete information on the peak intensities (the 'truth'), and it is feasible in our specific situation since we have access to the complete spectra and not just a peak list as is often the case. Therefore, assessment of relative performance may be carried out with respect to this approach (TR). Performance measures based on BC suggest that the present/absent patterns of the proteomic expression are highly informative with regards to the class outcome. Incorporating additional information on the relative intensity, while accounting for the LOD, seems to be recovering information on top of the present/ absent information. Specifically, results based on CR Prep or CR Pred indicate that using censored regression strategies combined with pooling of information can solve the LOD problem, both from a statistical and practical point of view. Performance of CR Reest shows, as expected, no improvement over CR Prep or CR Pred, as, in the case of internal validation, calibration and validation populations cannot differ systematically.
Results
Results based on CCA illustrate that ignoring the unobservable peak intensities results in poor classification results as compared to results based on methods designed for censored data. Interestingly, we observe that substituting the unobservable peak intensities with the LOD value results in comparable performance to the one achieved using CR Prep, CR Pred, CR Reest or TR. However, this is not utterly surprising as the LOD value for the pancreatic cancer data is a rather accurate estimate of the true (unobservable) intensity value.
Next, we apply each method to the original data. We regard this as our external validation where we use the estimates from the calibration set, as defined in the original study, to build the classification rule and the estimates from the validation set to assess the predictive performance of the derived rule. Validated classification results for all methods are shown in Table 2 . With one exception, we observe comparable ranking of the methods with the one based on internal validation. Improvement in predictive performance of the proposed censored regression methods as compared to CCA (as well as all other methods including TR) is more apparent in this case, as indicated by both the error-rate and the AUC. In particular, CR Reest now outperforms all methods (including CR Prep, CR Pred and TR) in all performance measures. This outcome provides some confirmation on the value of the re-estimation approach when the two populations are known to be different, as in the case of our external validation. Investigations which would allow us to gain more insight into the possible situations under which the re-estimation approach is expected to outperform the alternative strategies is left as an interesting line of future research.
Finally, we explore to which degree the achieved classification performance when using random censored regression as a solution to the LOD problem is due to borrowing of information or due to shrinkage of the level estimates. We address this question by fitting a prediction model with Eð ỹ i jy i , d i ,Þ as input variable. In case of no censoring, the above expression reduces to the observed average intensity within the isotopic cluster. In this way, we allow for 'borrowing' in estimating the average intensity of an isotopic cluster without using shrinkage. Performance measures using the 'unshrunken' estimates derived based on CR Prep, CR Pred and CR Reest for the internal and external validations are shown in Table 3 . Looking at Tables 1 and 2, we observe that, in the case of internal validation, using censored regression methods with and without shrinkage is of comparable performance. This suggests that the use of censored regression can solve the LOD problem also when it is Table 2 . Validated classification results based on complete case analysis (CCA), binary coding (BC), LOD imputation (LOD), random censored regression as preprocessing tool (CR Prep), random censored regression as prediction tool (CR Pred), random censored regression re-estimated (CR Reest) and the 'truth' (TR). not combined with shrinkage. In the case of external validation, we observe larger discrepancies favouring the use of shrinkage. This outcome suggests that there may be situations where using shrinkage has a value in its own right.
Validated classification results (based on external validation

Variable selection
Combining censored regression with borrowing of information may allow for some type of variable selection, based on the estimate of the random effect variance. As already discussed in Section 3.2, the variance of the clusterspecific random intercept 2 c acts as a shrinkage parameter. Depending on the amount and reliability of the available information in an isotopic cluster, the estimates of a specific individual are pulled to a smaller or a greater extent, towards the common population mean. Accordingly, the larger the value of 2 c , the higher the spread from patient to patient and hence the more informative that cluster may be. The above consideration can be used as a criterion to eliminate isotopic clusters with minimal 2 c . Already, the random effect variances for 15 isotopic clusters were estimated as 0 by the CR Prep approach, and thus these clusters were automatically ignored by ridge regression.
Selecting a subset of isotopic clusters, while maintaining predictive performance, can be of particular interest for potentially measuring solely proteins at predefined m/z locations. This could reduce the cost of measurement and storage for future data and facilitate all subsequent analyses. Moreover, variable selection may allow for the identification of a set of features associated with the disease mechanisms and therefore could provide leads to further exploit diagnostic and therapeutic potential.
Variable selection prior to calibration
A simple way to perform variable selection is to discard a certain fraction of isotopic clusters with minimal 2 c . For instance, we may decide to eliminate 50%, 80% or 90% of the total number of isotopic clusters with minimal 2 c prior to calibrating the diagnostic rule. In this way, the decision on which isotopic clusters to retain or omit depends solely on the magnitude of the random effect variance and not on cross-validated risk. The first five boxplots of Figure 3 represent validated error-rate distributions for the 10 re-sampled internal validation sets when keeping all, 50%, 30%, 20% and 10% of total isotopic clusters with minimal 2 c , as estimated by CR Prep (upper plot), CR Pred (middle plot) and CR Reest (lower plot). These results suggest that we can omit at least half of the isotopic clusters from the analysis without deteriorating the predictive performance. Note that for CR Reest, though we get different regression estimates for the calibration and validation sets, the decision on which isotopic clusters to omit is based solely on the random effect variance estimate of the calibration set.
Variable selection within calibration
Alternatively, we may choose the optimal fraction of selected isotopic clusters directly from the predictive perspective via cross-validation. We do so by considering the fraction of selected isotopic clusters F as a tuning parameter to be optimized. In this case, estimation involves combined optimization of the fraction F and the ridge penalty l. To optimize F (in conjunction with l), we perform leave-one-out cross-validation on the calibration set for a grid of 20 F values corresponding to the ventiles of s 2 ¼ ð 2 1 , . . . , 2 C Þ (R code is given in online Appendix B2).The final classification rule for optimal F and l is evaluated on the validation set. Table 3 . Validated classification results based on random censored regression with no shrinkage as preprocessing tool (CR Prep), random censored regression with no shrinkage as prediction tool (CR Pred), random censored regression with no shrinkage re-estimated (CR Reest) for internal validation (left part) and external validation (right part). Figure 4 shows cross-validated error rates for a single re-sampled internal calibration set as the fraction of selected isotopic clusters F becomes smaller for CR Prep (upper plot), CR Pred (middle plot) and CR Reest (lower plot). The cross-validated error, in all cases, is minimized at F ¼ 20 %, resulting in a subset of just 543 isotopic clusters (proteins). If the curve is flat near the minimum, we choose the smallest fraction that achieves the minimal error, favouring hence sparser models. The validated error-rate distributions based on optimal F for the 10 re-sampled internal validation sets and three variants are shown in the last boxplots of Figure 3 . The crossvalidated estimates of F which were typically selected across the internal validation sets and investigated methods were either 30% or 20%.
Validated classification results
Internal validation
Discussion
In this paper, we proposed to adapt censored regression methods to estimate the average individual expression within isotopic clusters, prior to building prediction rules, as a way to deal with the LOD. We evaluated the proposed methods, with respect to predictive performance, by replacing the incomplete spectral measurements with the derived estimates of individual expression, accounted for the LOD, and using those as predictors for the construction of diagnostic rules. We combined censored regression with borrowing of information across data to account for potential lack of information and measurement uncertainty. Results from both internal and external validations indicated that using the estimates from the proposed methods as input variables results in comparable predictive accuracy to the one achieved using the complete intensity information. Ignoring the unobservable peak intensities, as an alternative to deal with the LOD, resulted in poor predictions as compared to the proposed methods, while substituting the unobservable peak intensities with the LOD value exhibited similar classification performance as the proposed methods.
We demonstrated different variants of using censored regression, in combination with borrowing of information, for prediction purposes. CR Prep is straightforward in application since it only requires fitting the random censored model across all available data. However, since the derived estimates of a particular individual depend now on the expression from all other individuals due to the explicit borrowing of information, information from the validation samples enters the rule derived based on the calibration samples. Since our objective is prediction, we may choose to avoid this by using only the calibration samples to fit the censored regression model and use the derived estimates to adjust for the LOD in the validation set. This approach respects the formal prediction framework.
Another aspect related to the above comparative discussion between censored regression as a preprocessing or prediction tool is the potential need of re-estimating the random censored model parameters in the validation set when the samples represent a different population than the calibration samples, as in the case of external validation. In classification problems, the issue of population difference may not be as crucial, since we model the conditional distribution of the class outcome. However, in data preprocessing, where we model each single univariate covariate, population difference could result in distinct parameter estimates when applying the random effect censored regression model separately on the calibration and validation data. Results based on our external validation provided evidence that the re-estimation approach is superior in this case. Nevertheless, further investigations are required to find out in which situations and to which degree one can benefit from choosing this approach to account for the LOD.
We restricted our discussion to the simple case of the univariate random effects model with random intercept only. We chose to use the univariate random effects model due to its relative ease in computation as opposed to the bivariate case with both random intercept and slope, as fitting these models requires numerical integration based on summing up over a number of fixed grid points which grows exponentially with the number of dimensions. In fact, it might be of interest to consider the bivariate random effects model since the degree to which the average pattern is predictive of the observed pattern may vary from patient to patient. However, results based on using the estimates from a bivariate random censored model (as a preprocessing tool) as predictors were identical to those based on using the estimates from the univariate random censored model (as a preprocessing tool), suggesting that incorporating this additional information does not improve predictions. Moreover, for a large number of isotopic clusters, the estimate of the random slope variance was close to zero, justifying thus the choice of keeping the slope fixed.
A property of using random effect censored regression methods to estimate the expected isotopic expression is that it offers the possibility to use the estimate of the random effect variance as a criterion to screen out the most interesting proteins associated with the disease mechanisms. We presented two different approaches for performing variable selection based on the estimate of the random effect variance. In the first approach, the decision on which variables to retain is based solely on the magnitude of the random intercept variance 2 and is independent of the class outcome. On the other hand, one can choose to determine the optimal fraction of variables to be retained by optimizing the loss function through the use of cross-validation, as demonstrated in Section 4.4.2. Variable selection methods based on optimizing a chosen risk function by looking at the class outcome have seen many applications and publications, with Lasso regularization being among the most popular ones. A formal comparison between the various variable selection methods and the here proposed approach falls beyond the scope of this work.
Apart from a priori variable selection based either on a fixed fraction of isotopic clusters with minimal 2 or on selecting the optimal fraction of clusters to be retained through the use of cross-validation, one could think of alternative ways to determine a reasonable, fixed across isotopic clusters, value for 2 in order to get closer to the idea of prediction. One option towards that direction would be to treat 2 as a tuning parameter to be optimized via cross-validation. More specifically, rather than estimate 2 through maximum-likelihood estimation we could consider 2 as a fixed parameter in the censored regression model and perform a grid search to optimize this parameter with respect to predictive performance. In this way, the amount of shrinkage of the intensity levels is estimated directly from a predictive point of view. We leave the idea of determining the optimal value of the random effect variance via optimization techniques, as an interesting topic of future research.
Conclusion
We have demonstrated that censored regression can be used successfully to handle the LOD problem in determining the average intensity of isotopic clusters in MS proteomic data. In particular in combination with random effects methodology, it can contribute to a more efficient preprocessing.
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