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Abstract: This paper investigates the problem of stability analysis and observer design for nonlinear descriptor 
systems with time-varying delay. In the systems, the nonlinear function satisfies the one-sided Lipschitz 
condition and the quadratic internal boundary condition. The disturbance is considered in both the state and the 
output equation. Using one-sided Lipschitz condition, the quadratic internal boundary condition, and the 
generalized Lyapunov method, we establish the non-strict bilinear matrix inequality (BMI)-based condition. We 
change the condition into strict bilinear matrix inequality (BMI) condition. Furthermore, we give the linear 
matrix inequality-based condition to ensure the gradual convergence of state estimation error and to accomplish 
robustness against 2L  norm bounded disturbances by utilizing change of variables for straight forward 
computation of the observer gain matrix. Finally, a numerical example is given to verify the effectiveness of the 
observer design scheme. 
Keywords: Descriptor systems; observer design; asymptotically stability; one-sided Lipschitz condition; time-
varying delay. 
 
 
1. Introduction 
 
Descriptor systems, also known as singular systems, implicit systems or generalized state space systems, are 
widely used in many fields. Such as power systems, network and circuit analysis systems, mechanical systems, 
economic systems, etc. Compared to the traditional state space model, descriptor systems can describe a broader 
range of system types much more accurately. Therefore, the basic state and theory of singular systems are 
researched in a large number of studies, such as stability and control problems [1-4]. In [1], admissibility 
analysis and control synthesis for descriptor systems with random abrupt changes were given. In [2], the reliable 
passive control for singular systems with time-varying delays was considered. In [3], robust observer-based 
output feedback control for fuzzy descriptor systems was studied. 
Since last decade, many research have focused on observer design for nonlinear dynamical systems, inspired 
by the fact that state estimation can be used for control, diagnosis and supervision purposes. The conventional 
Lipschitz condition is commonly used in the existing nonlinear observer design. However, a major limitation in 
the existing results for Lipschitz nonlinear systems is that most of them work only for adequately small values of 
the Lipschitz constant [5]. In order to overcome the limitation, the so-called one-sided Lipschitz condition was 
first introduced in [6] for nonlinear state estimation. In recent years, one-sided Lipschitz nonlinear systems have 
become an important class of nonlinear systems because compared to the Lipschitz systems, one-sided Lipschitz 
nonlinear systems represent a more general form. Several works on state observers for this type of systems were 
reported in [5-11]. In [7], Liu et al. investigated state observer design problem for a class of nonlinear dynamical 
systems with interval time-varying delay that satisfies the one-sided Lipschitz condition. In [8], full-order and 
reduced-order observers for one-sided Lipschitz nonlinear systems were given through the use of Riccati 
equations. In [10], nonlinear H∞ observer design for one-sided Lipschitz systems was involved. 
On the other hand, time-delay is a common phenomenon encountered in various practical systems, such as 
chemical engineering systems, distributed networks, and neural networks. It has been regarded as a main source 
of instability and poor performance. Therefore, much attention has been paid to the problem of observer design 
for time-delay systems. Many research results have been reported in the literature [12-15]. However, none of 
these observer design schemes can be applied to the one-sided Lipschitz descriptor systems with time-varying 
delay. 
In this paper, a novel observer design method is proposed for the one-sided Lipschitz descriptor system with 
time delay. A reliable state estimation can be ensured in both state and output equations. Using the one-sided 
Lipschitz condition, the quadratic internal boundary conditions, and the generalized Lyapunov method, first, we 
propose a non-strict bilinear matrix inequality (BMI)-based condition, which is further transformed into strict 
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 bilinear matrix inequality (BMI)-based condition using a proper change of variables. Furthermore, we develop 
the linear matrix inequality (LMI)-based condition to ensure asymptotic convergence of the state estimation error 
to origin and to accomplish robustness against L2 norm bounded disturbances. Finally, a simulation study is 
conducted to verify the effectiveness of the proposed method. 
The main structure of the paper is arranged as follows: In Section 2, the descriptor system is described and 
the observer design is carried out, and the assumptions and lemmas needed for the theorem are given. In Section 
3, the observer design scheme for the one-sided Lipschitz descriptor system is presented with strict and non-
strict BMI conditions and LMI conditions. In Section 4, we show the effectiveness of the proposed observer 
design method through an illustrative example. 
Notations: The notations used in this paper are standard. The superscript ‘T’ denotes matrix transpose, nR  
denotes the n-dimensional real Euclidean space. The notation 0( 0)P P  means that the matrix is positive 
definite (negative definite). The notation‘’ always denotes the symmetric block in one symmetric matrix. 
 represent the Euclidean norm, and
2
2 0
dt

   . 
 
2. System description 
 
Consider a nonlinear descriptor system as follows: 
1 2( ) ( ) ( ( )) ( , ) ( ),Ex t A x t A x t d t t x B t                                                (1) 
                                                                      ( ) ( ),y Cx t D t                                                                       (2) 
where ( ) ,n px t R y R    and ( ) qt R  represent the state, the output and the disturbance vectors for the above 
system. ( )d t is a time-varying continuous function that satisfies 
  0 ( ) , ( ) .d t d d t     
The nonlinear function ( , ) nt x R  denotes the nonlinearities in the state. The matrices 
1 ,
n nA R 2 ,
n nA R ,
n qB R ,p nC R p qD R  have constant entries, 
n nE R    is singular with 
( ) .rank E r n   
Assumption 1. 
(a) The nonlinear function ( , )t x  satisfies the one-sided Lipschitz condition, given by: 
   
2
1 2 1 2 1 2( , ) ( , ), ,t x t x x x x x                                                   (3) 
for a real scalar   and 1 2, ,
nx x R   where   is the one-sided Lipschitz constant which can be positive or 
negative. 
 
(b)  The nonlinear function  ( , )t x satisfies the quadratic inner boundedness, given by: 
  
2
1 2 1 2 1 1 2 2 1 2 1 2( ( , ) ( , )) ( ( , ) ( , )) , ( , ) ( , ) ,
Tt x t x t x t x x x x x t x t x                          (4) 
where  1 and 2  are scalars. 
Assumption 2. The disturbance  ( )t has bounded 2L  norm. 
Now, consider a state observer described by: 
  1 2ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ( )) ( , ) ( ),Ex t A x t A x t d t t x L y y                                                  (5) 
ˆ ˆ( ),y Cx t                                                                                 (6) 
where ˆ( )x t  is the estimated state, yˆ is output vectors for the observer. n pL R  represents the observer gain 
matrix to be designed. Define the state estimated error 
ˆ( ) ( ) ( ).e t x t x t  
Then the error system can be written in the form as follows: 
   1 2 ˆ( ) ( ) ( ) ( ( )) ( , , ) ( ) ( ),Ee t A LC e t A e t d t t x x B LD t                                    (7) 
where ˆ ˆ( , , ) ( , ) ( , ).t x x t x t x     
Lemma 1. [16] A matrix n nA R  is invertible if there is a matrix norm  such that 1.I A  
The symbol in the above lemma represents any matrix norm. 
 
3. Main results 
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 In this section, our objective is to establish less conservative criteria for the asymptotically stability of the 
system (7). 
Theorem 1. Consider a one-sided Lipschitz time-delay nonlinear system of the form (1) and (2) satisfying 
Assumptions 1 and 2. Suppose there exist scalars 1 20, 0, 0,      and matrices , ,
n n n pP R L R positive 
definite matrix , , ,n n n n n nQ R R R S R  such that the following inequalities are satisfied under 
( ) ( ) :Trank P E rank E  
  = 0,
T TP E E P                                                                            (8) 
                  
11 2 14
2
0 0 ( )
(1 ) 0 0 0 0 0
0 0 0 0
0,0 0 0
0 0
0
T TP A P B LD I
Q
R
I
S
I
I




   
 
   
   
 
      
     
 
      
        
                             (9) 
where 
2
11 1 1 1 2 1( ) ( ) ,
T TA LC P P A LC Q R d S I I              
14 1 2 2
1 1
.
2 2
TP I I       
Then, the error dynamics (7) is asymptotically stable if  ( ) 0.t   Moreover, the 2L  gain from the disturbance 
( )t  to the state estimation error ˆe x x   is less than   for all time. 
Proof: Choose the following Lyapunov-Krasovskii functional 
0
( )
( , ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ,
t t t
T T T T T
t d t t d d t
V t e e t E Pe t e s Qe s ds e s Re s ds d e s Se s dsd


   
                 (10) 
where = 0,
T TP E E P  ( ) ( ).Trank P E rank E  Note that ( , ) 0,V t e  if and only if ( ) 0,e t  and ( , ) 0,V t e    
otherwise. Taking the time derivative of ( , )V t e along the trajectory of the system (7) yields: 
2
( , ) ( ) ( ) ( ) ( ) ( ) ( ) (1 ) ( ( )) ( ( ))
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) .
T T T T T T
t
T T T T
t d
V t e e t E Pe t e t P Ee t e t Qe t e t d t Qe t d t
e t Re t e t d Re t d d e t Se t d e s Se s ds
                   (11) 
Let 
      
1 .T TJ V e e                                                                   (12) 
Substituting (11) into (12), it can be obtained that 
    
1( ) ( ),
TJ t t                                                                       (13) 
where 
ˆ( ) ( ) ( ( )) ( ) ( , , ) [ ( ) ] ( ) ,
t
T T T T T T T
t d
t e t e t d t e t d t x x e s ds t 

    
    
11 2
1
0 0 ( )
(1 ) 0 0 0 0
0 0 0
,
0 0 0
0
T T TP A P P B LD
Q
R
S
I


  
 
   
   
   
   
     
 
       
 
2 1
11 1 1( ) ( ) .
T TA LC P P A LC Q R d S I           
      According to Assumption 1, for any 1 0   the following inequality holds: 
1 1
ˆ( ) ( ) ( ) ( , , ) 0,T Te t e t e t t x x      
which further can be written as 
2( ) ( ) 0,
T t t                                                                      (14) 
 
where 
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 1 1
2
1
0 0 0 0
2
0 0 0 0 0
0 0 0 0 .
0 0 0
0 0
0
I I  
 
 
 
 
   
 
   
    
 
      
 
Assumption 1(b) reveals that 
2 1 2 2
ˆ ˆ ˆ[ ( ) ( ) ( ) ( , , ) ( , , ) ( , , )] 0, 0,T T Te t e t e t t x x t x x t x x          
which further can be written as 
    
3( ) ( ) 0,
T t t                                                                   (15) 
where 
2 1 2 2
3
2
1
0 0 0 0
2
0 0 0 0 0
0 0 0 0 .
0 0
0 0
0
I I
I
   

 
 
 
 
   
 
    
    
 
      
 
Combining the matrix inequalities (13)-(15), we can obtain that 
( ) ( ),TJ t t                                                                      (16) 
where 
   
11 2 1 2 2
2
1 1
0 0 ( )
2 2
(1 ) 0 0 0 0
0 0 0 ,
0 0
0
T T TP A P I I P B LD
Q
R
I
S
I
  



 
    
 
   
    
 
    
     
 
       
                      (17) 
         2 1
11 1 1 1 2 1( ) ( ) .
T TA LC P P A LC Q R d S I I I                
By applying Schur’s complement and (9)，we have that 
0.   
 So it follows that 
1( ) ( ) 0.
TJ t t     
Under ( ) 0, ( , ) 0t V t e    is implied, that is to say, the error converges to origin asymptotically. Integrating (13) 
from 0 to  , it is implicit to conclude that  
2
2
( )
.
( )
e t
t


  
Explicitly, the 2L  gain from the disturbance ( )t to the state estimation error ( )e t  is less than  , which 
completes the proof of Theorem 1. 
 
Theorem 2. Consider a one-sided Lipschitz time-delay nonlinear system of the form (1) and (2) satisfying 
Assumptions 1 and 2. Suppose there exist scalars 1 20, 0, 0,     symmetric matrix ,
n nX R   
, ,n p n nL R Y R    positive definite matrix , , ,n n n p n nQ R R R S R     such that the following inequalities hold: 
         0,X                                                                      (18) 
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11 2 2 14 16
2
0 0
(1 ) 0 0 0 0 0
0 0 0 0
0,0 0 0
0 0
0
T TE XA Y E A I
Q
R
I
S
I
I





    
 
   
   
 
      
     
 
      
        
                        (19) 
where E  is the orthogonal complement of E  and 
11 1 1 1 1
2
1 2 1
14 1 2 2
16
,
1 1
,
2 2
.
T T T T T T T T T T T T
T
T T T T
A XE E XA A E Y Y E A C L XE E XLC C L E Y Y E LC
Q R d S I I
XE E Y I I
E XB Y E B Y E LD E XLD
   
  
   

 
        
    
    
    
 
Then, the error dynamics (7) is asymptotically stable, if  ( ) 0.t   Moreover, the 2L  gain from the disturbance 
( )t  to the state estimation error ˆe x x   is less than   for all time. 
Proof: Applying the transformation TP XE E Y  to (9) implies (19). Note that 
0
( )
( , ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0,
t t t
T T T T T
t d t t d d t
V t e e t E XEe t e s Qe s ds e s Re s ds d e s Se s dsd


   
         
because
T TE P E XE   for 0X   and .Y The remaining part of the proof is same as for the proof of Theorem 1. 
Theorem 3. Consider a one-sided Lipschitz nonlinear system of the form (1) and (2) satisfying Assumptions 1 
and 2. Suppose there exist scalars 1 20, 0, 0,      symmetric matrix 0 , , ,
n n n p n nX R L R Y R       
positive definite matrix , , , ,n p n n n n n nG R Q R R R S R        such that the inequalities hold: 
         0,
TI I E X YE
I

  
 
 
                                                    (20) 
      
11 2 2 14 16
2
0 0
(1 ) 0 0 0 0 0
0 0 0 0
0,0 0 0
0 0
0
T TE XA Y E A I
Q
R
I
S
I
I





    
 
   
   
 
      
     
 
      
        
                        (21) 
where E  is the orthogonal complement of E  and 
 
2
11 1 1 1 1 1 2 1
14 1 2 2
16
,
1 1
,
2 2
.
T T T T T T T T
T
T T
A XE E XA A E Y Y E A C G GC Q R d S I I
XE E Y I I
E XB Y E B GD
   
  
 


           
    
   
 
The nonlinear observer (5) and (6) with observer gain matrix 1( )TL E X YE G   ensures 
(a) asymptotic convergence of xˆ  to x , if ( ) 0t  ； 
(b) the 2L  gain from the disturbance ( )t  to the state estimation error ˆe x x  less than   for all time. 
Proof: Applying the transformation TG P L  to (9) reveal 
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11 2 1 2 2
2
1 1
0 0
2 2
(1 ) 0 0 0 0 0
0 0 0 0
0,
0 0 0
0 0
0
T T TP A P I I P B GD I
Q
R
I
S
I
I
  




 
    
 
   
   
   
    
     
 
      
 
       
                   (22) 
where 
2
11 1 1 1 2 1 .
T T T TA P P A C G GC Q R d S I I              
To ensure the matrix P  invertible, we require that the following inequality holds: 
         0.
TI I P
I
 
 
 
                                                                (23) 
Since we are using the spectral matrix norm (matrix 2-norm) through out this paper, based on Lemma 1, a 
sufficient condition for nonsingularity of P is that max ( ) 1.I P I P     This is equivalent to 
( ) ( ) 0.TI I P I P    Thus, using Schur’s complement, LMI (23) guarantees the nonsingularity of .P  Still 
using the transformation TP XE E Y   to (22) and (23), (21) and (20) can be get. The observer gain matrix can 
be computed by solving 1( ) .TL E X YE G    The remainder of the proof is same as for the proof of Theorem 2. 
 
4. Numerical example 
 
A simulation example is provided in this section to illustrate advantages of our schemes and to demonstrate 
effectiveness of the proposed observer synthesis approach for the descriptor one-sided Lipschitz systems.  
Consider a system of the form (1) and (2) with the following parameters: 
1 2
1 0 1 12 1 0 1 0 0
, , , ,
0 0 6 15 0 1 0 1 0
E A A B
       
                   
 
   
2
10.052 0 , 0 0 1 , ( , ) .
0
x
C D t x
 
    
 
 
It can be verified that ( , )t x  satisfies (3) for 1 0.225,   because 
2 2
1 1 1 1 1 1
ˆ ˆ ˆ ˆ ˆ( ) ( ( , ) ( , )) 0.05( )( ) 0.1 5( ) ,Tx x t x t x x x x x x x         
is valid for the region 5.x   Furthermore, ( , )t x  satisfies (4) for 1 0.25  and 2 0   for 5.x  By using 
Robust Control Toolbox of MATLAB, we can get the solution of the linear matrix inequality in Theorem 3 as 
follows: 
1.0573 0.2554 1.2587 0.0408 12.9066
, , ,
0.2554 15.5737 0.0408 0.4979 3.5032
X Y G
     
             
 
9.2806 3.3544 7.6708 2.5228 22.8644 1.3416
, , ,
3.3544 10.1149 2.5228 8.1795 1.3416 19.8425
Q R S
     
       
     
 
1 220.9487, 5.1511, 10.8105,       
10.3752
.
8.7056
L
 
   
 
Figure 1 plots  states of the plant and the observer against time for initial conditions  (0) 2 1.2
T
x   and  
 ˆ(0) 0.5 1.5
T
x   under disturbance, given by: 
 1 2 10.1sin( ) 0.12sin( ) 0.15sin( ) .
T
x x x   
From the simulation, we know that the effect of state trajectory tracking is satisfactory. 
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Figure 1: Convergence of the observer state xˆ  to the plant state x . 
 
5. Conclusion 
 
In this paper, the problem of observer design of descriptor time delay system is studied in terms of the one-
sided Lipschitz condition and quadratic internal boundary condition. Through the construction of the Lyapunov-
Krasovskii functional, the BMI-based sufficient conditions are obtained to ensure asymptotic convergence of the 
state estimation error to origin and to accomplish robustness against 2L  norm bounded disturbances. Based on 
the conditions, the observer gain matrix is obtained by substituting appropriate variables. Finally, a numerical 
example and simulation results are given. To further the findings, future studies can take parameter uncertainties 
and state and output delays into consideration. 
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