ABSTRACT Native language identification (NLI) is the task of identifying the first language of a user based on their speech or written text in a second language. In this paper, we propose the use of spectrogramand cochleagram-based features extracted from very short speech utterances (0.8 s on average) to infer the native language of an Urdu speaker. The bidirectional long short-term memory (BLSTM) neural networks are adopted for the classification of utterances among the native languages. A set of experiments is carried out for the network architecture search and the system's accuracy is evaluated on the validation data set. Overall accuracy of 74.81% and 71.61% is achieved using the Mel-frequency cepstral coefficients (MFCC) and Gammatone frequency cepstral coefficients (GFCC), respectively. Moreover, the optimized MFCC featurebased BLSTM network and GFCC feature-based BLSTM network are merged together to take advantage of both the feature sets. The experiments show that the performance of the merged network surpasses the individual BLSTM networks and accuracy of 75.69% is achieved on the evaluation data. The effect of test data duration is also analyzed (from 0.27 s to 1.5 s); in addition, it is observed that with very short duration as 0.4 s, an accuracy of over 50% can be achieved.
I. INTRODUCTION
Native language identification (NLI) is the task of identifying the first language (L1) of a user based on their speech or written text in a second language (L2). Native language identification from speech data is a relatively new research area and there is limited research on this problem. For NLI from textual data, however, a number of approaches have been explored using lexical and structural features such as character, word, part-of-speech, n-grams and dependency relations [1] - [3] . Usually, multilingual speakers lack thorough acquisition of L2, resulting in common artefacts such as certain pronunciation differences and distinct foreign accents [4] . Accurate detection of native language can be useful for numerous human-machine voice interface applications, such as computer assisted language learning (CALL) system, automated speech assessment system, speaker forensics and adaptation in automated speech recognition (ASR) systems.
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NLI can also facilitate a spoken dialog system by suggesting a user's cultural background.
Majority of the research in the area of NLI is focused on identifying the native language of speakers learning English as a second language. However, the NLI shared task of 2013 [6] boosted interest in this area by making available a large corpus of non-native English [7] for public use. This shared task was focused on NLI identification using textual information covering 11 native languages; Arabic, Chinese, French, German, Hindi, Italian, Japanese, Korean, Spanish, Telugu and Turkish. In NLI shared task of 2017 [47] evaluation is carried out for three tracks: (1) NLI using textual information, (2) NLI using speech information and (3) NLI using both textual and speech information. For NLI, the native language speech corpus (NLSC) [5] and TOEFL11 corpus [7] recorded from non-native English speakers are widely used. These corpora consist of written responses and speech utterances recorded during English language proficiency tests. Moreover, Norwegian NLI has also been explored by using textual information of learners of Norwegian language [8] .
In text-based NLI, lexical and syntactic features are widely used. Word n-grams and character n-grams based features are used to extract lexical information, whereas, part of speech tags and dependency parse trees are used to extract syntactic information from written text. These features are modeled using different classifiers to classify the L1 of a writer. Jarvis et al. [48] used word n-grams, lemmas and part of speech tags for NLI. Support vector machine (SVM) is used for the classification of L1 languages. Proposed technique is evaluated on corpus of non-native English [7] and an accuracy of 83.6% is achieved. This system best performed in 2013 NLI shared task. Ionescu et al. [2] used character level n-grams to identify the native language. String kernels technique is used for classification purpose. Proposed technique is evaluated on TOFEL11 corpus [7] and maximum accuracy of 85% is achieved. Cimino and Dell'Orletta [49] used classifier stacking approach i.e. sentence level classification prediction are used in document level classification. Logistic regression model trained on stylistic, syntactic and lexical features is used for sentence level classification. SVM is used for document-level classification. SVM is trained using the lexical, syntactical, stylistic and sentence level prediction features. This system best performed in 2017 NLI shared task with F1-measure of 0.88.
For speech-based NLI, both segmental and suprasegmental level features are explored in the literature. Segmental level features deal with the phoneme level information i.e. L2 phoneme replacement with a similar L1 phoneme (similar manner or place of articulation). This is mostly due to the absence of the L2 phoneme in the L1 phonemic inventory. Supra-segmental features are mostly related to L2 intonation patterns, which are relatively difficult to acquire for adults. In literature, both segmental and supra-segmental features are explored for NLI. Mel-frequency cepstral coefficients (MFCC), perceptual linear prediction (PLP) and Gammatone frequency cepstral coefficients (GFCC) are widely used acoustic-based NLI features.
In a study by Rajpal et al. [10] , both spectral-and sourcebased features are used to identify 11 languages as L1 from non-native English speech. The NLSC corpus is used for training and evaluation of the system, accuracy of 40.2% is achieved. In [11] , i-vectors [12] extracted from spectral features, i.e. Mel frequency cepstral coefficients (MFCC) are used for NLI from a set of 11 languages. The authors used support vector machines and neural networks for classification of speech utterances. Each utterance in the test data consists of 45 seconds speech. I-vector with neural networks outperformed the baseline resulting in un-weighted average recall (UAR) [13] of up to 67.4%. Abad et al. [14] used phone posterior probabilities-based i-vector system for NLI and achieved UAR of 81.3%. Proposed system is evaluated on test data consists of 45 seconds long speech utterances. This system best performed in 2017 NLI shared Task [47] . MFCCs feature-based Gaussian super vectors are used by [15] to identify the native language using NLSC corpus, achieving UAR of 69.72%.
Identification of native language from speech utterance is similar to the language, speaker, accent and dialect identification tasks. Therefore, similar features and techniques are used for these tasks. State-of-the-art identification systems are based on the exploitation of acoustic [16] - [18] , phonotactic [19] , [20] and prosodic [21] , [22] features. Acoustic feature-based approaches explore how a given language sounds; phonotactic feature-based approaches [20] use possible phone combinations of each language to infer the language from a speech utterance; and prosodic feature-based techniques focus on intonation patterns. For speech utterance classification, Gaussian mixture models with universal background model (GMM-UBM) [23] , joint factor analysis (JFA) [24] and i-vector [12] framework are widely used.
A resurgence of deep learning-based techniques has revived the use of neural networks for speech processing. Deep neural networks (DNN) yield state-of-the-art performance in classification tasks. DNNs have been used for language identification [25] , [26] and evaluated on 3 seconds long utterances. DNNs outperformed i-vector framework and a substantial improvement in accuracy was observed. Recurrent neural networks (RNN) with long short-term memory (LSTM) memory cells outperformed i-vector in the task of language identification [27] for short utterances. Seven MFCC along with SDC with configuration of (7-1-3-7) are used as LID feature set. Comparative analysis between the i-vector framework and LSTM has been carried out. The study showed that for 3-second long utterances, LSTM outperformed the i-vector system by up to 26%. In addition, the effect of the test utterance duration is also analyzed on the limited duration test data (from 0.1 seconds to 2.5 seconds). The system's accuracy deteriorates as the data duration decreases and an overall accuracy of 50% is achieved for 0.5 second long utterances. Usually, a combination of different features or approaches tends to provide better accuracy of the system [28] . In a study by [29] , in addition to DNNs, RNNs are also explored for accent identification and a fusion of DNNs and RNNs is experimented. Fusion of networks is evaluated using the NLSC corpus on test data with 45-second utterances. It is observed that a combination of networks performed better as compared to individual networks.
In literature, there is paucity of research studies related to the NLI using speech information of learners of languages other than English. Moreover, the need of speech corpus for languages other than English is also highlighted in report of 2017 NLI shared task [47] . The availability of the publically available bench mark speech corpus will facilitate the researchers to analyze the characteristics of a language, compare features and different classification techniques.
This paper is first attempt to study speech-based NLI for five native languages i.e. Balochi, Pashto, Punjabi, Sindhi and Saraiki. To address data paucity challenge, publically available speech corpus [9] is used to infer native language of Urdu (L2) speakers. This dataset is also used to develop the automatic speech recognition system for district names of Pakistan [50] . VOLUME 7, 2019 Motivated by the outstanding performance of LSTM-RNN in related fields, in this study we use the Bidirectional LSTM (BLSTM) model for NLI task of very short utterances (0.27s -2s). Performance of NLI using two different types of acoustic features i.e. spectrogram and cochleagram is investigated. The training procedure of LSTM networks, particularly BLSTM, takes more time and tuning than feed-forward networks. In this study, many aspects of BLSTM training are explored such as number of hidden layers, size of hidden layers and regularization methods. Moreover, spectrogram feature-based BLSTM-RNN and cochleagram feature-based models are merged together to utilize the strengths of both features.
The organization of the paper is as follows. Section 2 discusses the input features of the NLI system. Section 3 discusses the state-of-art i-vector system whereas Section 4 is on the BLSTM-RNN system with corresponding network optimization experiments. Section 5 describes the proposed system that combines spectrogram and cochleagram feature-based BLSTM-RNN models. Section 6 briefly describes the dataset and Section 7 describes the experimental setup. The evaluation results of the experiments are shown and discussed in Section 8 and Section 9 concludes the work findings.
II. FEATURES
Acoustic characteristics of speech segments are used as input to the NLI systems. In this study, spectrogram-based features i.e. Mel frequency cepstral coefficients (MFCC) and cochleagram-based features i.e. Gammatone frequency cepstral coefficients (GFCC) are used to represent the acoustic characteristics of speech. MFCC and GFCC features are widely used in different speech processing applications e.g. automatic speech recognition (ASR) [45] , deceptive speech detection [46] , speaker identification, language identification and native language identification etc. The major difference between spectrogram and cochleagram is that spectrogram features are based on Mel scale and cochleagram features are based on equivalent rectangular bandwidth (ERB) scale which has better resolution at low frequencies. These features are computed along with the shifted delta cepstral (SDC) coefficients. They are an extension of delta-cepstral coefficients i.e. stacked version of delta coefficients over several frames. SDCs are used to enhance the accuracy of speaker recognition, language recognition and native language detection systems [11] , [30] - [32] . For a given N-dimensional cepstral feature vector, SDC are calculated by concatenating K blocks of delta coefficients as shown in Equation 1 .
SDC features are typically written as N-d-P-k where:
• N: number of cepstral coefficients in each frame • d: time advance and delay for delta computation • P: time shift between consecutive frames • K: number of frames to be concatenated to form the final vector The detailed shifted delta computation is reported by Campbell et al. [33] . MFCC features are extracted with a hamming window of 20ms with 10ms frame shift, filtered through a Mel-scale filter bank. Seven MFCC features are used and SDC parameters are computed with the configuration of 7-1-3-7 and concatenated with static coefficients, resulting in a 56-dimensional MFCC input vector.
Extracted MFCC features are stored in vector as shown in Equation 2.
The GFCC features are auditory feature based on a set of Gammatone filters which simulate the frequency response of human ears. Gammatone filter bank outputs frequency-time representation of a signal which is called a cochleagram. This cochleagram representation is required for computation of GFCC features. Gammatone filter can be computed using the Equation 3 .
where ϕ is the phase (usually set to zero), n represents the order of filter, a denotes value of amplitude, f c is the central frequency (in KHz) and b is the bandwidth or rate of decay. The factor b is defined as:
In experiments, we used filter of order (n) 4 and calculated the Gammatone filter with 64 channels. For the GFCC feature vector, the first 10 channels of Gammatone filters which correspond to frequency range less than 200 Hz are excluded. Seven GFCC features are used and SDC parameters with configuration of 7-1-3-7 are computed which results in a 56-dimensional vector of GFCC-SDC.
Extracted GFCC features are stored in vector shown in Equation 5
III. I-VECTOR MODEL
Inspired by the use of joint factor analysis (JFA) [24] , Dehak et al. [12] proposed a new approach for front-end factor analysis, termed i-vectors. JFA is based on separate speaker and channel dependent subspace, whereas i-vector is based on a single space, referred as the ''total variability space''. This new space includes both speaker and channel variabilities simultaneously, without making any distinction between channel and speaker effects. I-vector system development is divided into three phases; (1) i-vector extraction (2) variability compensation and (3) scoring. Each i-vector based system differs in terms of variability compensation used to perform identification. In i-vector approach, speaker and session dependent Gaussian mixture model (GMM) super-vector µ is extracted. This super vector is represented as
Here m is a speaker and session independent universal background model (UBM) super-vector, T is a rectangular low rank total variability matrix representing the variation across a large collection of training data and w is an independent vector based on normally distributed random vector N (0, I ). The w vector is represented by the Baum Welch (BW) statistics N and F for a given utterance u, which are extracted using the UBM.
For a sequence of T frames and an UBM m composed of C mixture components defined in some feature space of dimension D. The BW statistics for a given speech utterance u are obtained by
Here c = 1, .., C is the Gaussian mixture index, mc is the mean mixture of component c and P (c|y n , m) is the posterior probability of mixture component c given the observation y n at time n. The i-vector w is obtained by using the following equation
. is a CF × CF dimensional diagonal covariance matrix obtained during factor analysis training. Whereas, F(u) is a CF × 1 dimension vector acquired by concatenating all F c statistics for a given utterance u. Details of the derivation of these parameters can be found in [50] .
During the enrollment phase, UBM is trained using the available training data; same training data is used for training of total variability matrix i.e. T-matrix.
In i-vector based LID system, channel compensation is carried out in total variability space rather than GMM super vector and low dimensional vectors are extracted. Number of channel compensation techniques exist e.g. within-class covariance normalization (WCCN) [52] , probabilistic linear discriminant analysis (PLDA), nuisance attribute projection (NAP) [53] etc. A heavy-tailed PLDA (HTPLDA) approach [54] is also investigated for speaker recognition and it is observed that HTPLDA performs better as compared to GPLDA. Garcia-Romero et al. [55] used lengthnormalized approach that transforms the HTPLDA towards a more Gaussian distribution resulting into similar performance but less computational complex. In this study, length normalized GPLDA technique is used for eliminating the nuisance effects. The motivation for using this technique is that, GPLDA reduce the dimensionality of i-vector and attempts to find out new orthogonal axes to maximize variance between different classes.
Score of test utterance is computed as log likelihood ratio of the same versus different language model hypothesis. Given two i-vectors V target and V test , the likelihood ratio can be computed as follows:
Here H 1 represents the hypothesis that the I-vector belongs to the same language and H 0 denotes the hypothesis that they do not.
IV. BIDIRECTIONAL LSTM RNN MODEL
Long short term memory (LSTM) network [34] is a special type of recurrent neural network (RNN) with the capability of learning long-term dependencies. Each LSTM cell has inputs, outputs and a system of gating units to control the information flow. Internal state unit (c t ) is the key component of the cell which is regulated by the multiplicative units called gates i.e. input gate (i t ), output gate (o t ) and forget gate (f t ). A block diagram of an LSTM cell is shown in Fig. 1 . Equation 10 represents the LSTM block input [27] . Equations of LSTM inputs, outputs, state unit and gates are provided in
, respectively, more details of which can be found in [35] . 
where σ is the logistic sigmoid function, i t , o t , f t , and c t are the input, output, forget gate and cell internal state vectors, respectively. Here all b are bias vectors, the P are peephole weight vectors and R are recurrent weight matrices. x t is the input vector of size 56 (MFCC-SDC or GFCC-SDC) at time t, W are input weight matrices, tanh is the hyperbolic tangent activation function and is the element-wise product of the vectors. In this study, a multi-layer bidirectional LSTM recurrent neural network is being used in order to utilize previous and future context of a speech frame. Each layer of the bidirectional LSTM network consists of two separate hidden layers i.e. forward layer and backward layer. The first one takes input sequences as-is and the second one the reversed copy of the sequence. Output values from these separate layers are concatenated to generate the output y t as illustrated in Fig. 2 .
Multiple layers of LSTM RNN are stacked on top of each other resulting in a deep network architecture. Output sequence of one layer serves as the input sequence of the next layer, ensuring that the next layer receives input from both backward and forward layers of the level below, as illustrated in Fig. 3 . Output layer of the network is configured as Softmax, to map input x j to a class probability P j defined as
where i is an index over all the classes. Output layer of size five is used (one for each native language). Cross Entropy (CE) function is used as a cost function for backpropagating gradients in the training stage, defined as C = − j t j log P j (17) where t j denotes the target probability of the class j against the current utterance. Generic architecture of BLSTM network shown in Fig. 4 is used to develop MFCC based NLI system having input F as F M . Similarly, GFCC features based NLI system is also developed by using input feature vector F G . N is the number of layers which is optimized experimentally for each system. In addition, several experiments are carried out to optimize number of hidden units and regularization methods. Details of these experiments are provided in subsequent sections.
A. NUMBER OF HIDDEN LAYERS
Theoretically, an adequately wide neural network with only one hidden layer can approximate any function when trained on a sufficient amount of data [36] . But, an extensively wide network may end up memorizing the corresponding output value which is not useful for practical applications because every input value may not be part of the training data. Multiple hidden layers are better because they can learn hierarchical, more complex internal representations. Therefore, a number of experiments are conducted to find out the optimal depth i.e. number of hidden layers. During these experiments, hidden units are fixed to 256 for each forward and backward direction LSTM. Dropout of 0.2 and L2 input weight regularization of 0.01 is applied at each layer.
B. SIZE OF HIDDEN LAYERS
The number of hidden units in neural network can influence its performance significantly. Fewer hidden units can cause under-fitting result in high errors on training and validation data. On the other hand, a large number of units may cause over-fitting and can result in higher testing error. Optimal numbers of units are required to minimize the effect of under-fitting and over-fitting. Different studies have been carried out to find the various rules for the determination of optimal number of units of the different layers of a neural network [37] . In most of the cases, researchers optimized the neural network with different configuration in terms of number of hidden units and layers. Nagendra and Kher [38] suggest to obtain the best number by iteratively adjusting the number of neurons while considering the error during neural network testing. We used iterative adjustment of number of hidden units, started from the lowest number i.e. 128 and gradually increased upwards in power of two up to 600 due to memory limitations.
C. REGULARIZATION METHODS
In deep learning, regularization methods are helpful to decrease model complexity by minimizing weights' values, since small values result in smoother hypothesis functions. In this study, two regularization methods are used: dropout [39] and weight regularization i.e. standard L2 regularization. L2 regularization is applied to input connection of each LSTM unit at each layer of the network. Different dropout and L2 regularization combinations are further investigated using grid search to find the optimal configuration. Dropout values are considered in the range of 0.0-0.5 with increment of 0.1, whereas L2 regularization values in the range of 0.00-0.02 with increment of 0.01 are used in experiments. Different combinations are tried and model performance is evaluated on validation data.
V. MERGED BLSTM RNN MODEL
Wide variety of acoustic features is available with different strengths and weaknesses. A combination of several different features as an input to the single system may result in more accurate results. Different approaches can be used to concatenate the features, (1) concatenation of computed features from input speech, (2) concatenation of prioritized features by applying different speech processing and machine learning techniques on computed raw features. Li and Stern [40] combined MFCC and perceptual linear prediction (PLP) features to develop GMM-HMM based ASR system. The combined features reduced word error rate (WER) significantly. Similarly, a study by Tjandra et al. [41] showed that convolution neural network(CNN) with concatenated MFCC and GFCC features performed better as compared to CNN with one feature set. Zhang et al. [42] used a combination of different features including MFCC, PLP, linear frequency cepstral coefficients (LFCC) and GFCC for language recognition. It is observed that combined feature sets result in lower equal error rate (EER). These studies show that combination of feature sets perform better. In addition, combination of processed feature set (with the help of machine learning algorithm) improves system performance significantly as compared to the system having combined feature set directly. Therefore, in this study an NLI system is also developed in which feature sets are processed and combined using architecture shown in Fig. 5 .
In this architecture, two independent BLSTM neural networks are used to process MFCC-SDC and GFCC-SDC features separately. The optimized BLSTM networks (discussed in Section VIII) are used and merged together using the merge layer. These two independent BLSTMs models return their final output sequence i.e. h M and h G , thus dropping the temporal dimension (i.e. converting the input sequence into a single vector). These two vectors are concatenated using the formula given below:
where h M is output of optimized BLSTM trained on MFCC feature set (F M ) and h G is the output of the optimized BLSTM trained on GFCC feature set (F G ). H F is the feature set having concatenated h M and h G , i.e.
This H F vector is forwarded to fully connected layers, to learn mappings from both high level feature vectors to the output classes, as shown in Fig. 5 . The last layer of this network is a softmax layer which outputs probabilities for each class. In Fig. 5 K and L represents number of hidden layers for MFCC based BLSTM network and GFCC based BLSTM network, respectively.
Similar to the optimization of independent BLSTM models, a numbers of experiments are carried out to find the optimal number of fully connected layers i.e. N and size of layers for merged BLSTM RNN model.
VI. DATASET
Single word utterances speech corpus [9] is used for the NLI of an Urdu speaker. This speech corpus consists of Pakistan's district names (139 district names) recorded from more than 300 speakers, with 11 different L1 backgrounds. It is comprised of about 15 hours of speech, sampled at 8 KHz, collected in different background noises, with varying qualities of mobile phones and network operators. Data is publically available at CLE store. 1 More details of dataset are available in [9] .
Although, the speech corpus contains recorded speech from speakers of 11 different L1 backgrounds, only five languages have a sufficient amount of data. Selected corpus is comprised of 10,261 speech utterances (from 0.27s to 2s) recorded from speakers having L1 as Balochi (bal), Pashto (pus), Punjabi (pan), Saraiki (skr) and Sindhi (snd), on average each utterance is 0.8 second long.
Selected data is randomly divided into three sets i.e. training (train), validation (val) and testing (test) with nonoverlapping speakers and their utterances.
Training set contains 7517 utterances (80% of dataset) and validation set comprises 1370 speech samples (10% of dataset), whereas test data consists of 1374 utterances (10% of dataset). It is ensured that instances of each vocabulary item should be present in each set i.e. training, validation and testing. Moreover, instances of each vocabulary item are randomly distributed according to the defined ratio i.e. 80:10:10. Language wise data distribution is described in Table 1 .
VII. EXPERIMENTAL SETUP
Each BLSTM-RNN network is optimized using Adam optimizer [43] , a widely used optimization method with an initial learning rate of 10^3. Several experiments are carried out to find a best architecture in terms of number of layers, size of hidden layers and regularization methods. For all GFCC feature-based experiments, 60 epochs are used for training of the network, whereas for MFCC feature-based experiments 30 epochs are used. Each network configuration is evaluated using the validation set and the model with the best validation accuracy is used for later experiments. In merged BLSTM models approach, ReLU is used for activation of fully connected layers and dropout of 0.4 is applied at each layer.
BLSTM-RNN models are implemented in Python, using the Keras [44] neural network library, running on top of Tensorflow. Experiments are conducted on a machine with NVIDIA GeForce GTX 1080 GPU with 8GB of memory and 32GB RAM.
VIII. RESULTS & DISCUSSION
A number of experiments are carried out for i-vector model, BLSTM-RNN model using MFCC and GFCC as input features and model accuracy on validation data is calculated. In addition, network architecture search is also performed for merged BLSTM models. Details of experiments are given in subsequent sections.
A. I-VECTOR MODEL RESULTS
In this study, different configurations of i-vector are explored in terms of number of Gaussian components and i-vector length and performance of NLI system is evaluated using test data in terms of accuracy. Combination of i-vector length and Gaussian components are shown in the form given below.
i-vector vec_length _GMM components
Whereas vec_length = {400, 600, 800} components = {64, 128, 256, 1024} Table 2 summarizes i-vector based NLI system performance in terms of accuracy with different configurations of Gaussian components and i-vector dimensions. Table 2 that maximum accuracy of 60.88% is achieved using i-vector of length 800 with 128 Gaussian components.
It is evident from

B. BLSTM RNN NETWORK ARCHITECTURE SEARCH 1) NUMBER OF HIDDEN LAYERS
Results of experiments for number of hidden layers are shown in Table 3 . During experiments, the effect of number of hidden layers in terms of training accuracy (train Acc), validation accuracy (val Acc), training loss (train loss) and validation loss (val loss) is also examined. Validation loss shows the value obtained from same epoch as the validation accuracy, whereas training loss is obtained from the last epoch.
It is observed that training and validation accuracy of MFCC feature-based BLSTM network increases with the use of more than one hidden layers and highest accuracy is achieved with three hidden layers. Highest validation accuracy of GFCC feature-based BLSTM network is achieved with two hidden layers. Therefore, for later experiments three hidden layers will be used for MFCC feature-based BLSTM and two hidden layers will be used for GFCC feature-based BLSTM network.
2) SIZE OF HIDDEN LAYERS
After finding out the number of hidden layers, experiments are carried out to find out the optimal number of neurons in each layer. During experiments equal numbers of neurons are used at each layer. Three layers are used in MFCC feature-based BLSTM and two layers are used in GFCC feature-based BLSTM. Dropout of 0.2 and L2 input weight regularization of 0.01 is applied at each layer. Table 4 shows the results of comparison of hidden layer size. It is observed that with larger number of neurons, the number of trainable parameters rises and the validation accuracy start deteriorating. It is observed that three layers BLSTM model with 256 neurons performs better for MFCC features set and BLSTM model of two layers with 512 neurons yields higher validation accuracy for GFCC feature set. This network configuration is further improved by using the dropout and L2 regularization. Table 5 shows validation accuracy against different configurations of dropout and L2. It is observed that dropout of 0.4 with L2 of 0.00 yields the best result with MFCC as feature vector, whereas for GFCC feature set, dropout of 0.2 with L2 of 0.01 yields best validation accuracy.
3) REGULARIZATION METHODS
The NLI accuracy attained by optimized MFCC featurebased BLSTM model on the training and validation data at different training epochs is shown in Fig. 6 . Similarly, optimized GFCC feature-based BLSTM model accuracy on the training and validation data at different training epochs is illustrated in Fig. 7 . Loss curves of MFCC and GFCC featurebased models are shown in Fig. 8 and Fig. 9 , respectively. A comparison between the accuracy curves suggests that MFCC feature-based network is faster to train and yields highest validation accuracy than GFCC feature-based network. It also suggests that there is slightly more over-fitting in MFCC feature-based model than the GFCC feature-based network even with higher dropout and L2 regularization values.
C. MERGED BLSTM RNN MODELS ARCHITECTURE SEARCH
After the network optimization of MFCC feature-based BLSTM model and GFCC feature-based BLSTM model, their outputs are combined. Outputs of BLSTM models trained on MFCC and GFCC features are merged and forwarded to the fully connected layers as shown in Fig. 5 . Experiments are conducted to find out the optimal number of fully connected layers and size of layers. Experiments results are provided in subsequent sections.
1) NUMBER OF FULLY CONNECTED LAYERS
Results of experiments for number of fully connected layers are given in Table 6 . It is evident from Table 6 that best performance is achieved with three fully connected layers. Experiments are performed with fully connected layers of 256 neurons and dropout of 0.3 is applied at each layer.
2) SIZE OF FULLY CONNECTED LAYERS
After finalization of number of fully connected layers, experiments with three layers and varying layers size are conducted and validation accuracy is computed. During experiments, equal numbers of neurons are used at each layer. Table 7 shows the validation accuracy for merged BLSTM trained with different sizes of fully connected layers along with number of parameters (in millions). It is The best accuracy achieved on the validation data is 75.69% by merging 3-layers MFCC feature-based BLSTM model, 2-layers GFCC feature-based BLSTM model in a layer and using 3 fully connected hidden layers (excluding merge and output layer). This model is later evaluated on the test set and an accuracy of 68.05 % is achieved. It is observed that proposed model outperforms the i-vector model. Fig. 10 shows the relationship between system accuracy and duration of test utterances. Test data set is divided into six groups on the basis of utterance duration and accuracy of each group is computed. It is evident from Fig. 10 that system accuracy increases with the duration of test utterances so a reliable system can be developed when longer test utterances are available.
Confusions among languages are shown as a confusion matrix in Table 8 and recalls in Table 9 . It's evident from Table 8 that Pashto (pus) language is identified more correctly than the rest of the languages and confusions are most frequent among Sindhi and Balochi.
IX. CONCLUSION
In this paper, we explored the use of spectrogram and cochleagram features for native language identification from very short speech utterances (0.8s on average) for Urdu (L2) speakers. Bidirectional long short-term memory (BLSTM) models are adopted to solve this complex problem of NLI for limited duration speech data. Several configurations of BLSTM models are explored and compared. This study indicates that MFCC features are more robust than GFCC features for speech data recorded in various acoustical environments, with various quality mobile phones and network operators. Results of BLSTM model are compared with state-of-theart i-vector model and it is observed that BLSTM model performs better as compared to the i-vector model.
In addition, BLSTM models trained using MFCC and GFCC features are also merged together to take advantage of both feature sets. We found that the merged models approach outperforms the individual models. However, by looking at the confusion matrix given in Table 8 , it is observed that the system confuses among languages which are acoustically and geographically close, such as Punjabi and Pashto and Sindhi and Balochi.
In the future, it will be worthwhile to investigate prosodic features to improve the performance of the system. In addition, hierarchical classification can be adopted to initially classify languages into family groups and then make finegrained between them.
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