We employ a numerical economy-wide model of India with energy sector detail to evaluate the impact of achieving India's commitments to the Paris Climate Agreement. We simulate targets for reducing CO 2 emissions intensity of GDP via an economy-wide CO 2 price and for increasing non-fossil electricity capacity via a Renewable Portfolio Standard. We find that compared with the no policy scenario in 2030, the average cost per unit of emissions reduced is lowest under a CO 2 pricing regime. A pure RPS costs more than 10 times the cost of a CO 2 pricing regime. Projected electricity demand in 2030 decreases by 8% under the CO 2 price, while introducing an RPS further suppresses electricity demand. Importantly, a reduction in the costs of wind and solar power induced by favorable policies may result in cost convergence across instruments, paving the way for more aggressive decarbonization policies in the future.
The MIT Joint Program on the Science and Policy of Global Change combines cutting-edge scientific research with independent policy analysis to provide a solid foundation for the public and private decisions needed to mitigate and adapt to unavoidable global environmental changes. Being data-driven, the Joint Program uses extensive Earth system and economic data and models to produce quantitative analysis and predictions of the risks of climate change and the challenges of limiting human influence on the environmentessential knowledge for the international dialogue toward a global response to climate change.
To this end, the Joint Program brings together an interdisciplinary group from two established MIT research centers: the Center for Global Change Science (CGCS) and the Center for Energy and Environmental Policy Research (CEEPR). These two centers-along with collaborators from the Marine Biology Laboratory (MBL) at Woods Hole and short-and long-term visitors-provide the united vision needed to solve global challenges.
At the heart of much of the program's work lies MIT's Integrated Global System Model. Through this integrated model, the program seeks to discover new interactions among natural and human climate system components; objectively assess uncertainty in economic and climate projections; critically and quantitatively analyze environmental management and policy proposals; understand complex connections among the many forces that will shape our future; and improve methods to model, monitor and verify greenhouse gas emissions and climatic impacts.
This reprint is intended to communicate research results and improve public understanding of global environment and energy challenges, thereby contributing to informed debate about climate change and the economic and social implications of policy alternatives.
Introduction
India stands at a critical juncture in its development path. The country's current rate of economic growth (7%/year), among the fastest in the world, is projected to continue (World Bank, 2016 Bank, , 2017 . Over the past three decades, economic growth has contributed to large increases in energy consumption, with the installed electricity capacity alone increasing by five times from 70 GW in 1992 to 350 GW in 2019 (CEA, 2019 . However, while India accounts for 18% of the world's population, it uses only 6% of the world's primary energy (IEA, 2015) , and its per capita electricity consumption in 2014 was a quarter of the global average (World Bank, 2014b) . The industrial and household electricity consumption is, therefore, expected to continue rising sharply as India's economy grows in the coming decades. To meet the rising electricity demand, the installed capacity is expected to triple from 350 GW in 2019 to 1075 GW in 2040 (IEA, 2015 .
At the same time, India's climate targets submitted in its Nationally Determined Contribution (NDC) to the 21st Conference of Parties in Paris (COP21) promise a reduction in CO 2 emissions intensity of GDP by 33-35% by 2030 from 2005 levels and an increase in non-fossil-based power to about 40% of cumulative installed capacity in 2030 (GoI, 2015) . 1 Although the non-fossil electricity capacity target is included as an independent component in India's NDC, in practice, it will contribute to reducing the emissions intensity of the GDP. As emissions intensity targets apply to the entire economy while non-fossil electricity targets are sector-specific, they require separate instruments for implementation. An economy wide CO 2 price is, theoretically, the least cost instrument to achieve emissions reduction (Coase, 1960; Stavins, 2008; Metcalf and Weisbach, 2009 ), whereas Renewable Portfolio Standards (RPS) and Feed-in-tariffs are common regulatory instruments used to implement renewable targets. India's climate policy does not include an economy-wide CO 2 price, 2 but Renewable Purchase Obligations (RPO) -in principle similar to the RPS (in this paper, we use the two interchangeably) -are in place for states. Under the RPO, targets set in 2018 require that the electricity purchased by a distribution company in financial year 2022 (April 2021 -March 2022 should include 21% renewable electricity (excluding hydropower), of which 10.5% should be from solar power. States in India have historically missed achieving their RPO, and the current targets are also considered ambitious, along with the recognition that renewable targets are not necessary to achieve India's emissions intensity targets as other measures may be more effective (Tongia, 2016) . The very current question of which policies should be used to implement India's NDC motivates our inquiry, which involves comparing alternative approaches for meeting India's targets. Specifically, we evaluate the welfare implications of achieving India's CO 2 emissions intensity targets and assess the change in welfare implied by the addition of the non-fossil electricity capacity targets. To do this, we develop a model of the Indian economy and simulate India's emissions intensity targets through a CO 2 pricing policy implemented via an emissions quota indexed to GDP growth, with and without the non-fossil electricity targets imposed through an RPS.
If pricing carbon either through an emissions tax or a cap-and-trade scheme 3 can equate the marginal cost of greenhouse gas (GHG) emission control with the marginal damages of climate externalities, the resulting level of emissions should be Pareto optimal. However, the implementation of a first-best optimal carbon price is hindered by multiple political economy constraints such as asset specificity (Murphy, 2002) and regulatory capture (Stigler, 1971 ) on the producer side and collective action (Olson, 1984) and principal agent problems (Eisenhardt, 1989) on the consumer side (Jenkins, 2014) . The presence of such constraints leads to a second best scenario (Lipsey and Lancaster, 1956) in climate change mitigation, where a sub-optimal mix of policies, including market and regulatory measures, may keep ambitious emission targets within reach, but at the expense of economic efficiency (Bertram et al., 2015; Jenkins and Karplus, 2016) . Morris et al. (2010) analyze the interaction of an RPS with a cap-and-trade scheme through a global computable general equilibrium (CGE) model (the MIT Economic Projection and Policy Analysis -EPPAmodel) and find that adding an RPS to a cap-and-trade scheme increases the net present value welfare cost of meeting the emissions target while decreasing the CO 2 permit price to meet the target. The welfare cost increases due to higher electricity prices and lower demand, induced by a higher share of more expensive renewables in the mix, whereas CO 2 permit price decreases as mandated renewables achieve part of the emission reduction, bringing down the marginal cost that can achieve the remaining reduction. Using a multi-region, multiplehousehold CGE model of the US economy, Rausch and Karplus (2014) compare regulatory policies, such as an RPS, with a cap-and-trade scheme and demonstrate that regulatory policies result in substantially greater costs than a cap-and-trade system that achieves the same reductions in emissions at the national level.
Targeting emissions reduction through only a CO 2 pricing policy seems no more likely in India than elsewhere in the world, and indeed the policy approach in India's NDC does not mention CO 2 pricing. We are therefore interested in studying the impact of not just an economy-wide CO 2 pricing policy but also of an electricity sectorspecific policy on India's economy, emissions, and electricity system. Using a newly developed multi-sectoral economic model of India with energy sector detail, we simulate an economy wide cap-and-trade scheme and an RPS to implement India's NDC against a reference case of no climate policies. We evaluate how consumer welfare, economy-wide and sectoral emissions, and electricity mix of India change under a carbon pricing regime, with and without an RPS for non-fossil electricity. Recognizing the rapidly declining costs of wind and solar power (IRENA, 2016) , and India's policy support for their deployment, we also evaluate how policy-induced declines in the costs of wind and solar power can aid India's NDC implementation.
Prior work on analysis of India's climate trajectories involves application of both global and regional models. Fisher-Vanden et al. (1997) use a set of 14 multi-sector regional CGE models to determine comparative costs of stabilizing GHG emissions through two alternative policy instrumentscarbon tax and global tradable permitsand find that a global tradable permits system with grandfathered emission allocation (based on 1990 emission levels) and equal per capita allocation of emission allowances would be less costly than carbon taxes for India to stabilize emissions. Shukla et al. (2008) use an integrated modeling framework, including a global multi-region and multi-sector CGE model, to study two alternative pathways for low-carbon growth in Indiaa pure carbon tax, and a combination of carbon tax with sustainable policies (assumptions on behavioral, technological, institutional, governance, and economic measures that promote sustainable practices). Ojha (2009) emphasizes the heterogeneity in households and the expectation that climate policies have different impacts on households belonging to different income and expenditure groups (Poterba, 1991; Bull et al., 1994; Hassett et al., 2009) . Multiple households segregated by income levels are incorporated in a single country CGE model to study the distributional impacts of carbon policies on shifts in consumption patterns. Simulated climate policies include carbon tax and permit trading, with various revenue recycling options, and the findings echo those of Fisher-Vanden et al. (1997) .
Our work offers significant improvement on three fronts. First, we employ carbon pricing as a benchmark policy to achieve India's actual climate targets and compare the impact of carbon pricing with that of combining it with an RPS that structurally mimics India's RPOs, instead of comparing the extent of emissions reduction likely to be achieved through hypothetical carbon tax and cap-and-trade schemes. We intend our analysis to be of value to policymakers by informing them of the impacts of the alternative instruments that can achieve India's climate targets. Secondly, our model includes an elaborate representation of India's electricity sector, particularly of the non-fossil electricity technologies, which enables our granular analysis of India's non-fossil electricity capacity targets. Finally, by capturing the unprecedented role of declining wind and solar power costs, we explore sensitivity of outcomes to these cost variations and evaluate their policy implications.
The remainder of this paper is structured as follows. In Sec. 2, we describe our modeling framework, data sources, and simulation scenarios. Results are presented and discussed in Sec. 3. Section 4 concludes.
Methodology

Modeling framework
We develop a multi-sector applied general equilibrium model of the Indian economy that links economic activity with energy production and CO 2 emissions from burning fossil fuels. This structure builds in important economy-wide feedbacks associated with policy shocks; for instance, it reflects how a CO 2 price affects patterns of production and demand across all economic sectors by raising the cost of fossil fuel intensive activities. The model includes a representative agent for firms, households, and government. Firms employ primary factors (labor, capital, and natural resources) and purchase intermediate inputs to produce goods and services. Households own primary factors of production and provide them to firms, receive income from capital earnings, wages/salaries, resource rents, and transfers from the government, and pay taxes to the government. The government is a passive entity that collects taxes from households and producers to finance government consumption and transfers. Investment is modeled as a fixed proportion of expenditure by households to serve as a proxy for future consumption. Sectoral imports and exports capture interactions with the rest of the world. The model is calibrated using historical data and projections for macroeconomic variables and technology costs to generate a 2030 reference case, which is used as base to conduct comparative static analysis of policy impacts.
International trade is modeled following an Armington approach (Armington, 1969) , where goods and services purchased by firms and households are composites of domestic and imported varieties. The elasticity of substitution between domestic and imported goods is set to zero reflecting the assumption that other countries will also pursue their Paris commitments, and as such, domestic goods may not see competitive threats (or advantages) imposed by higher (or lower) domestic energy prices as India pursues its commitments. 4 Similarly, the elasticity of transformation between production for domestic and foreign markets is also set to zero. To get a sense of possible substitution effects, we include a sensitivity case with non-zero Armington elasticity and non-zero elasticity of transformation between production for domestic and foreign markets.
The economy of India is represented through 18 sectors (Table 1 ) aggregated from 68 sectors in the GTAP-Power database (Peters, 2016) , which is based on the ninth version of the GTAP dataset (Aguiar et al., 2016) , and represents global economy in 2011. The data for the model are aggregated by extending the tools illustrated in Lanz and Rutherford (2016) . The energy sector is described in significant detail, comprising of eight electricity sectors (including transmission and distribution) and four other energy sources, namely, coal, crude oil, gas, and refined oil. CO 2 emissions are produced by the consumption of fossil fuel sectors of coal, crude oil, and gas, by firms and households. Other major industrial sectors are aggregated in energy-intensive industries, manufacturing, and mineral production. Agriculture, food and beverages, and services include aggregation of the remaining sectors in the economy.
The 18 sectors are each described by a separate multi-level nested constant elasticity of substitution (CES) production function with nesting structures to provide for substitution between energy composite, electricity, capital, labor, resources, and other intermediate inputs. An additional production function describes advanced solar technology as the benchmark data comprise of negligible solar power. Nested CES functions are also used to describe consumer, government, and investment sectors. All industries are characterized by constant returns to scale and trade in perfectly competitive markets.
Nesting structures are described in Fig. 1 . Horizontal lines indicate zero elasticity of substitution between inputs whereas slanted lines indicate a non-zero elasticity. Figure 1 (a) represents the nesting structure of all sectors except agriculture, electricity, fossil fuel, and final consumption. Primary energy sources are grouped in the non-electricity energy nest and substitute with aggregate electricity. Final output comprises an energy composite, land, labor, capital, resources, and other intermediate inputs. Figure 1 nest to the energy and other Armington input nest, reflecting the significance of land for agriculture, and limiting its substitutability by allowing for a small elasticity of substitution with other inputs. Electricity production is represented by three separate nesting structures for benchmark electricity sources, and one for advanced electricity technology to facilitate new solar penetration in policy scenarios. Figure 1 electricity capacity targets through an RPS. Figures 1(d) and 1(e) for non-fossil electricity illustrate generation of certificates with electricity output. The expansion of non-fossil electricity capacity is constrained by technology specific fixed-factors (TSF). In principle, TSF represents resource and other political constraints that may impose barriers to growth of certain technologies. We impose a zero elasticity of substitution between TSF and other inputs for nuclear, hydro, and benchmark solar power. Due to resource and political constraints, the growth of nuclear and hydro power is uncertain, and these technologies are represented by fixing targets for 2030 based on projections in IEA (2015) . Besides, as most of India's current solar capacity has been added post 2011, the representation of solar power in the benchmark data (2011) is negligible. We therefore assume that the cost shares in benchmark solar are not representative and allow solar growth only as an advanced technology, restricting benchmark solar to its existing capacity.
The specification of wind power is different from other non-fossil electricity sources. Wind capacity in India is projected to grow considerably (IEA, 2015) , with a government specified target of 60 GW installed capacity for 2022 (NITI Aayog, 2015) . Besides, benchmark data include 2% wind power production (24 TWh), suggesting that our representation of cost shares is consistent with on-the-ground reality. We include a non-zero elasticity of substitution between other inputs and the TSF to offer flexibility in wind capacity expansion. The elasticity is estimated from price elasticity of supply and wind cost shares, using methods specified in Rutherford (2002) and supply elasticity value specified in Böhringer et al. (2012) .
Solar expansion is represented as an advanced technology introduced as backstop technology (McFarland et al., 2004) . Figure 1 (f) describes solar power generation using capital and labor as inputs, and constrained with a TSF. The TSF represents real world constraints on capital, labor, or other inputs, as well as intermittency challenges, which may limit the growth of advanced technologies (Morris et al., 2014) . 5 Estimated cost shares are normalized to one and multiplied with a markup to represent the relative cost of advanced technology over the average cost of electricity. The markup is varied to perform a sensitivity analysis of solar penetration at different generation costs relative to those of non-solar electricity.
Finally, Figs. 1(g) and 1(h) represent fossil fuel production and consumption, respectively. By assuming India as a price taker in the international oil and gas market, the fossil fuel production function allows for fossil fuel prices to be specified exogenously by endogenously choosing the level of resources for each fossil fuel.
The model does not represent biofuels as a separate sector, and an elaborate representation of biofuels such as that found in Winchester and Reilly (2015) is beyond the scope of this work. Indeed, while bioenergy production in India is poised for an increase, it does not feature as a prominent source of electricity in forecasts for India. The electricity capacity growth forecasts from IRENA (2017) project that by 2030 while installed power capacity will be comprised of between 36% and 56% of wind power and between 18% and 37% of solar PV (depending upon business-as-usual scenario or renewable-favorable policy scenario), it will include only about 4-5% of installed bioenergy-based power.
Data sources and parametrization
Cost shares in the production functions are parametrized from GTAP-Power database. Elasticity values for production blocks are provided exogenously and closely follow those in the MIT EPPA model (Chen et al., 2015) , which are drawn from an extensive literature review (Appendix A) .
Advanced solar is parametrized bottom up using levelized cost of electricity estimates from NITI Aayog (2015). Operating and maintenance (O&M) costs over the project life are discounted to present value and added to capital expenditure (capex) to obtain PV of total costs, from which percentage capex and percentage O&M are derived (Appendix B). The cost share allocated to TSF is kept similar to that for wind power, conforming with an approach of treating wind and solar production equivalently (for instance, see Chen et al. (2015) ).
Additional data required to simulate policy scenarios for 2030 are listed in Table 2 . The required parameters include GDP growth in India from 2011 to 2030 (GDP multiplier), expected exogenous growth in fossil fuel prices (fossil fuel multipliers), expected efficiency improvements in energy production technologies (autonomous energy efficiency improvement -AEEImultiplier), and factors for simulating India's NDC on emissions intensity and non-fossil targets. (2015); Appendix D Non-fossil production target for 2030 % of electricity production 28
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The GDP multiplier is based on long-term GDP forecasts from the OECD (2017). Reported in real terms in 2010 US$ PPP, India's GDP grows from $3.90 trillion in 2011 to $11.16 trillion in 2030 at a compounded annual growth rate (CAGR) of 5.7%. This is a conservative estimate, considering that average annual GDP growth rate of India from 1992, when economic reforms were introduced, to 2015 has been 6.78% (World Bank, 2015) . We also simulate high and low GDP growth scenarios and report key modeling outcomes under variations in GDP growth.
Fossil fuel multipliers specify exogenous increase in fossil fuel prices in 2030. We assume coal price to be constant as coal is not a scarce resource in India, it has been and is expected to continue being the mainstay of the power sector, and any domestic shortage due to logistical issues (seasonal variation, transport challenges) can be managed by better planning (Tongia and Gross, 2019) . As crude oil prices fluctuate in the short and medium term, the crude oil price multiplier is obtained by smoothing the international crude oil price trend between 2001 and 2030, taking historical and projected prices from U.S. EIA (2017). The multiplier for natural gas price is the same as for crude oil, as natural gas prices are typically strongly correlated with crude prices (Brown and Yücel, 2008) .
AEEI multiplier represents future improvements in energy production technologies, leading to lower inputs per unit energy produced. We derive AEEI multiplier from the MIT EPPA model (Chen et al., 2015) , assuming 1% annual efficiency improvement, leading to 17.4% improvement from 2011 to 2030.
Calculation of emissions intensity targets is specified in Appendix C. Conversion of non-fossil electricity-installed capacity targets for 2030 to production targets is specified in Appendix D. We first calculate aggregate fossil and non-fossil capacity factors (CF) for 2015 using installed electricity capacity and production values from CEA (2015) using Eq. (1):
where n h ¼ 24 h and d y ¼ 365 days. Percentage capacity targets for 2030 are then converted to percentage production targets using Eqs. (2) and (3), which can easily be derived from Eq. (1):
where P nf=f (%) is the percentage production level of non-fossil/fossil electricity; C nf=f (%) is the percentage capacity of non-fossil/fossil electricity; and CF nf=f=total is the aggregate capacity factor for non-fossil/fossil/total electricity.
We assume that aggregate capacity factors for fossil and non-fossil electricity sources, respectively, in 2030 will be the same as in 2015, but a higher percentage of non-fossil electricity will decrease the aggregate capacity factor of the electricity sector. 6 This leads to circularity as calculation of non-fossil electricity production levels for 2030 requires total capacity factor, but the total capacity factor depends on non-fossil electricity production levels. To address this, we iterate total capacity factor to arrive at percentage production levels of fossil and non-fossil electricity for 2030 that add up to 100%. This generates overall capacity factor of 0.44 (lower than 0.46 for 2015), and a non-fossil electricity production target of 28%. We include a sensitivity case in which all of India's targeted emissions intensity reduction is met through higher non-fossil electricity production.
The model is formulated as a mixed complementarity problem (MCP) (Mathiesen, 1985; Rutherford, 1995) in the Mathematical Programming System for General Equilibrium Modeling (MPSGE) (Rutherford, 1998) and the General Algebraic Modeling System (GAMS) modeling language. Using the PATH solver (Dirkse and Ferris, 1995) , it is solved statically in two stages, reflecting the Benchmark economy in 2011 and reference as well as policy scenarios in 2030 (target year for India's NDC).
Scenarios
We implement a forward calibration simulation to first generate a 2030 Reference scenario. We include three policy scenarios to simulate instruments to achieve India's NDC targets and their combination. The reference as well as policy scenarios include the same assumptions about factor productivity growth, fossil fuel price in 2030, and AEEI.
Our policy scenarios are summarized in Table 3 . In the Emissions-Intensity scenario, we impose India's NDC objective of reducing emissions intensity of the GDP by 34% (taking mean of proposed 33-35% reduction) by 2030 from 2005 levels. Table 3 . Policy scenarios for 2030 in the India CGE model.
Scenario Description
Emissions-Intensity An economy-wide emissions trading scheme reduces the emissions intensity of the GDP in 2030 to 28.94% lower than that in 2011 Non-Fossil An RPS enforces that non-fossil electricity sources constitute 28% of India's electricity production in 2030 (40% of India's installed electricity capacity) Combined A combination of both Emission-Intensity and Non-Fossil scenarios
As described in Appendix C, this translates to a reduction by 28.94% from benchmark (2011) level. This is simulated as an economy-wide cap-and-trade policy with the emissions cap determined endogenously to satisfy a constraint on emissions relative to GDP. We evaluate the impact of this target on total and sectoral emissions, consumption, electricity mix, and also identify the corresponding carbon price. The Non-Fossil scenario corresponds to India's non-fossil electricity capacity target for 2030. The target of 40% installed non-fossil electricity capacity by 2030 corresponds to 28% electricity production (Appendix D) and is imposed as an RPS. This provides information about independent impact of the non-fossil targets.
In practice, both emissions intensity and non-fossil electricity targets will be jointly pursued. The Combined scenario simulates this by combining economy-wide emissions trading with an RPS. While both Emissions-Intensity and Combined scenarios lead to the same emission intensity in 2030, the Combined scenario includes the additional constraint of non-fossil electricity targets. Comparing these scenarios offers a direct assessment of the implications of pursuing non-fossil electricity targets along with economy-wide emissions reduction.
Our base analysis fixes the cost of wind and solar power at levels that represent declines from their benchmark costs. The cost of wind power incorporates AEEI similar to those for fossil power, thus accounting for technological improvements, and the cost of solar power is fixed at parity with the average benchmark cost of electricity, reflecting the trend observed in certain recent solar auctions in India (LiveMint, 2017). However, there is considerable uncertainty in the variation of these costs in the future. IRENA (2016) projects that appropriate policy and regulatory frameworks may enable significant additional cost reductions in wind and solar power such that by 2025 the global weighted average LCOE of solar PV could fall by as much as 59% and that of onshore wind could fall by 26%, relative to 2015. In India, the winning bids in utilityscale solar auctions have dropped by over 350% between 2010 and 2017, supported not only by technological cost declines but also by favorable policies including federal and state-level renewable targets (Thapar et al., 2018) . Similar cost variations in the future could have substantial impact on the welfare implications of the policy alternatives required to achieve India's NDC. This motivates our inquiry into the impact of additional policy-induced cost declines beyond the technological improvements in the base analysis. The renewable cost variations are simulated exogenously such that the cost of wind power expansion is varied by altering the elasticity of substitution between TSF and other inputs and of solar power by altering the markup. The supply elasticity for wind electricity in the base case is 12.66 (Böhringer et al., 2012) , which corresponds to an elasticity of substitution of 0.29 between the TSF and other inputs. Solar cost share markup in base case is set to 1. These specifications provide a sensible comparison across policies at fixed costs of wind and solar power. As the cost variations represent policy-induced changes, the reference case is not re-run in the sensitivity analyses.
Results
Scenarios with fixed costs of wind and solar power
First, we simulate the three policy scenarios while holding wind and solar power costs fixed. Table 4 summarizes key base results through indicators representing annual values in the commitment year of 2030. We first compare the cost of emission reduction under different policies (Fig. 2) through the decrease in consumer welfare from reference, measured as the Hicksian equivalent variation (EV). Welfare loss is the lowest under Emissions-Intensity (0.04%) and significantly higher under non-fossil and combined policy scenarios (0.29% under each). A better indicator to compare the efficiency of different policies in reducing emissions is the welfare loss per metric ton (t) of CO 2 reduced (Fig. 3) . Compared with reference, the cost of reducing a metric ton of CO 2 is lowest in the Emissions-Intensity scenario and is more than 10 times higher in the non-fossil scenario, reflecting the efficiency of economy-wide emission reduction policies. Simulating both cap-and-trade and RPS in the Combined scenario results in a decline in welfare loss per unit of emission reduction over the Non-Fossil scenario. This is because some low-cost emissions reduction measures are incentivized by economy-wide carbon pricing, reducing the average cost of emission reduction. Notably, the carbon price to achieve the required emission reduction drops significantly in the Combined scenario, as most of the targeted emission reduction is achieved through the mandatory RPS. Thus, imposing non-fossil electricity in the mix has the twin impact of increasing welfare loss but decreasing the carbon price. Next we compare reductions in emissions and emissions intensity. As expected, in all policy scenarios, total emissions as well as emissions intensity decrease relative to the reference. The Emissions-Intensity scenario sees emissions decline by 27% over reference, whereas consumption per metric ton of emissions reduction falls modestly. Non-Fossil electricity targets result in 6% higher emissions than under the emissions intensity target, while achieving 76% of the NDC target emissions intensity reduction. They are also significantly more costly in terms of welfare loss, compared with using pricing to achieve target CO 2 intensity. Figure 4 illustrates emissions from the four highest emitting sectors, namely, coal power, energy-intensive industries, services, and consumer, and combines emissions from the remaining sectors in "Other Sectors" under all scenarios. The significant decline in emissions under the Emissions-Intensity scenario is driven by reductions in emissions from coal power and energy-intensive industries. However, under the Non-Fossil scenario, total emissions do not decline to equivalent levels as emission reductions in coal power are more than offset by increased emissions in energyintensive industries as they substitute expensive electricity with (now cheaper) direct use of fossil-based energy sources. In other words, emissions leak to non-target sectors under sector-specific policies. Figure 5 describes the electricity mix under different scenarios in 2030. In the Reference case, total electricity production in India is projected to be nearly three times the level in 2011. Most of the increase comes from expansion of coal power, which more than triples in 2030. Other fossil-based electricity sources also increase by varying amounts. Among non-fossil electricity sources, hydro power rises to its allowed scope for expansion but nuclear power production is less than the maximum allowed in the model, and return to the nuclear TSF falls to zero. This reflects the higher cost of producing nuclear power compared with thermal power, which restricts its expansion in a no-policy scenario. The share of wind power in the reference also does not rise significantly beyond benchmark level, suggesting that even though wind has a non-trivial share in benchmark, the cost of producing wind power is still high relative to thermal power. Thus, without favorable policies, wind power may see only Electricity production in 2030 drops by 8% in the Emissions-Intensity scenario. As carbon content per energy unit is highest for coal, most of the decrease comes from a reduction in coal power, affirmed by a relatively smaller drop in gas power. Both nuclear and hydro power reach their maximum allowable level. Besides, wind penetration increases slightly, indicating that with fossil electricity sources becoming more expensive, renewable power will compete with them in adding to the total electricity production. A higher share of solar, driven by advanced solar technology, further underscores the competitiveness of renewable electricity under emission constraints. Overall, total electricity demand drops as the average electricity price increases to account for more expensive fossil power and a higher share of non-fossil power.
Electricity production drops further in the Non-Fossil and Combined scenarios. Introducing a higher share of expensive non-fossil electricity in the mix (28% in nonfossil and combined compared with 13% in reference and 19% in emissions-intensity) increases the price of electricity, consequently reducing demand by an additional 14% over Emissions-Intensity scenario. All fossil electricity sources see a decline, whereas shares of non-fossil sources increase. Under the Combined scenario, the electricity mix is similar to that in Non-Fossil scenario, as the additional emissions reduction mandated by the emissions intensity target in the Combined scenario is achieved more cost-effectively through sectors other than the electricity sector. In Table 5 , we report the sensitivity of the base results to scenarios with (i) a higher non-fossil target that can, in and of itself, achieve India's emissions intensity commitment, (ii) high and low GDP growth scenarios, and (iii) non-zero elasticity of substitution between domestic and imported goods and non-zero elasticity of transformation between goods produced for domestic and export markets. To achieve the targeted emissions-intensity reduction solely through higher non-fossil electricity generation, the electricity production from non-fossil sources is about 33% as against 28% in the baseline (corresponding to an installed capacity share of about 46% as against 40% in the baseline). This higher non-fossil capacity addition corresponds to higher welfare losses. Under high GDP growth, achieving India's commitments imposes higher welfare costs and requires a higher carbon price in the Emissions-Intensity scenario compared with these outcomes with the baseline GDP growth assumption. The non-fossil electricity target, however, substantially restricts the expansion of the power sector and enables meeting the emissions-intensity reduction target at no additional welfare costs. Under low GDP growth, the welfare costs of achieving India's commitments and the required carbon price in the Emissions-Intensity scenario are lower than those under the baseline GDP growth assumption. Finally, allowing for substitution between domestic and imported inputs (and between products for domestic and foreign markets) lowers the carbon prices required to impose emission constraints, as this substitution provides an additional abatement option. The sensitivity analysis confirms our key findings that the welfare costs of emissions reduction are the lowest under an economy-wide CO 2 pricing instrument and the addition of sector-specific policies increases the welfare costs while lowering the carbon price required to achieve the targeted emissions-intensity reduction.
The impact of alternative wind and solar costs
While our base analysis suggests that an RPS prescribing non-fossil targets adds considerably to the cost of emissions reduction, the cost difference depends significantly on the cost at which non-fossil electricity is available. In the following analyses, we evaluate how policy-induced changes in wind and solar power costs would interact with policy outcomes.
Variation in wind power cost is simulated by adjusting the elasticity of substitution between the TSF and other inputs in the wind production block. Conceptually, a higher elasticity of substitution indicates reduced impact of the TSF constraint, leading to cheaper expansion of wind power. Variation in substitution elasticity thus serves as a proxy for the variation in future wind power expansion cost. Cost variation for solar power is simulated directly by varying the markup on the cost of production. Conceptually, this may indicate availability of cheaper capital, policy changes for improved offtake and better regulatory enforcement, among other improvements. Solar cost variation can also be simulated by varying the substitution elasticity between TSF and other inputs, but the outcome will be similar.
Evaluating India's Climate Targets Table 5 . Sensitivity of modeling outcomes to higher non-fossil electricity targets, high and low GDP scenarios, and non-zero substitution between domestic and imported inputs and produced goods and services. 3.2.1. Carbon price and welfare loss under different scenarios and alternative costs of wind power expansion and solar power Table 6 illustrates how two metrics vary with the cost of wind power expansion and of solar power: first, the observed carbon price to implement the emissions intensity target with and without the RPS in Emissions-Intensity and Combined scenarios, respectively, and second, the welfare loss under the two scenarios. The base results are highlighted. All scenarios listed here lead to India's target emissions intensity for 2030. Our results highlight several tradeoffs between the political feasibility and cost effectiveness of economy wide and sector-specific policies. The following outcomes are noteworthy:
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(i) Economy wide emission intensity targets lead to significantly higher carbon prices compared to those in Combined targets. Carbon prices are higher to achieve the required reduction in the absence of additional binding constraints. In the Combined scenario, the RPS increases average electricity prices, resulting in a decline in electricity demand and consequently in emissions. The remaining emission reduction required to meet the emissions intensity target is achieved through low-cost emissions reduction measures resulting in lower carbon prices. Thus, combining a carbon pricing policy with non-fossil electricity capacity targets may result in politically feasible carbon prices. (ii) Under Emissions-Intensity scenario, as expected, carbon price decreases with cheaper wind and solar power as the marginal abatement cost drops. On the contrary, cheaper wind and solar power in the Combined scenario is associated with increases in the carbon price. This is explained by the opposing impacts of cheaper renewable power in a capacity-based RPS policy. While cheaper renewable power facilitate emissions reduction through larger capacity addition, they also increase total electricity demand due to lower average electricity costs. Higher electricity demand may increase fossil electricity production (see Figs. 8 and 9 ). (iii) The overall impact is dominated by rising emissions (Fig. 7) and consequently higher carbon prices. (iv) Emissions-Intensity scenario sees lower welfare loss compared with the Combined scenario and may even lead to minor welfare gains relative to the Reference scenario. While reduction in welfare loss follows directly from the efficiency of economy-wide carbon policies, welfare gains occur likely due to a combination of technology advancements freeing up labor and capital from solar power production at the cheapest levels and carbon pricing potentially correcting certain pre-existing tax/subsidy distortions. Indeed, energy, including electricity, is heavily subsidized in India. IISD (2018) reported that the oil subsidies in India may amount to about US$7.4 billion in the financial year 2018-2019, whereas Mayer et al. (2015) indicated that about 87% of all residential electricity consumption in India is subsidized. A significant reduction in energy-intensive industries (which includes transport) and in coal power, which is the main benchmark electricity technology, might be contributing to welfare gains. 7 On the contrary, Combined scenario results in higher welfare losses, higher by 7.5 times on a per tCO 2 basis in the base case. Thus, while combined targets may lead to politically feasible carbon prices, the higher welfare loss highlights their lower economic efficiency in reducing emissions. (v) The welfare loss decreases with cheaper wind and solar power in both scenarios.
This follows directly from the availability of cheaper electricity and, consequently, the comparatively lower reduction in electricity demand.
3.2.2. Impact of alternative wind and solar costs on policy outcomes Figure 6 shows the costs in terms of welfare loss per metric ton of CO 2 reduced under different scenarios that vary in the cost of wind and solar power. Owing to low levels of wind and solar penetration in Emissions-Intensity scenario, the welfare loss is small and further decreases at lower wind and solar costs. In the Non-Fossil and Combined scenarios, the cost of emission reduction is significantly higher at expensive wind and solar power but drops sharply with decreasing costs of wind and solar power. These results illustrate that at low renewable energy costs, achieving both economy wide targets as well as sector-specific targets can be similar in cost. Further, as Fig. 7 shows, final emission levels in combined and emissions-intensity scenarios are similaran outcome ensured by the emissions intensity limits in both scenarios. The Non-Fossil scenario by itself cannot achieve the target emissions reduction and in fact leads to higher emissions as wind and solar power become cheaper. This is explained by higher total electricity levels at cheaper wind and solar power under an RPS.
Electricity levels at different costs of wind and solar expansion are plotted in Figs. 8 and 9. In the Emissions-Intensity scenario under a carbon price, cheaper wind and solar power drives down marginal CO 2 abatement cost and lead to higher levels of non-fossil power to achieve emissions targets (panel 3: blue line), accompanied by a decline in fossil power (panel 2: blue line). On the contrary, when non-fossil capacity targets are included under Non-Fossil and Combined scenarios, the availability of cheaper wind and solar power in the electricity mix decreases the average electricity price, resulting in an overall demand pull, and consequently higher levels of fossil electricity as well (panel 2: green and red lines), while maintaining the required non-fossil power Figure 9 . Variation in electricity production with varying costs of solar power. production share of 28%. This is consistent with the lower welfare losses and increased emission levels under the non-fossil and combined scenario observed in Figs. 6 and 7, respectively. Nevertheless, the total electricity levels in Non-Fossil and Combined scenarios continue to be lower than those in the Emissions-Intensity scenario and are comparable only at very low costs of wind expansion.
Conclusion
We have employed a CGE model of the Indian economy with detailed representation of the electricity sector to analyze the impacts of India's climate targets. In particular, we have analyzed the implications of non-fossil electricity targets as a means to achieve India's emissions intensity reduction targets, by assessing their impact on consumer welfare, electricity mix, and sectoral emissions. We have also looked at the interaction of variable wind and solar costs with policy outcomes.
We find that an economy-wide emissions reduction policy simulated through a carbon price results in the lowest decline in consumer welfare to achieve the target emissions intensity. Further, emissions decrease across all fossil energy-consuming sectors and not only in the electricity sector. On the contrary, including non-fossil electricity capacity targets through an RPS increases the cost of emissions reduction by enforcing expensive non-fossil electricity in the mix. Additionally, it leads to leakage of emissions to non-electricity energy-intensive industries, as they may substitute electricity for coal or other cheaper fossil fuels.
Under a pure carbon pricing policy without an RPS, the model predicts a carbon price of $23.38/tCO 2 (in 2011 US$) to achieve the mean of India's NDC target of 33-35% reduction in emissions intensity of the GDP in 2030 over 2005 level. This price is higher than the carbon prices currently observed in most developed nations (Jenkins and Karplus, 2016) , suggesting that it could be politically unacceptable. Enforcing an RPS to achieve India's non-fossil targets brings down the price to US$ 6.17/tCO 2 , which is likely to gain traction. However, consumer welfare loss is higher when an RPS is combined with a carbon price, largely due to more expensive electricity. The implications of lower but concentrated carbon price and higher but dispersed welfare loss need to be considered while comparing the political feasibility of alternative policies.
The global and national decline in wind and solar costs motivates our inquiry into the interaction of above policy outcomes with varying costs of wind and solar power. As expected, welfare losses under the a carbon price plus RPS decrease sharply at lower wind and solar costs and are only slightly higher than those under a pure carbon price at the lowest cost levels that we simulate. This suggests that declining wind and solar costs may pave the way for more aggressive decarbonization policies in the future, without compromising India's economic development objectives.
Certain limitations of our work are noteworthy and suggest directions for future research. First, the current version of the model solves statically in two states -2011 and 2030. The model could be made recursive dynamic to study the pathways of policy impacts from the present to 2030, which would allow for a more careful resolution of path dependence in technology adoption and inter-period dynamics. This would also allow assessment of whether intermediate policy objectives (such as the renewable targets for 2022) would be achieved under proposed policies. Secondly, the electricity demand growth in the model is currently driven by GDP growth and excludes the exogenous increase that will result from expanding electricity access. We intend to simulate expansion of energy access in future work. Thirdly, with one representative household, the model does not capture income and expenditure heterogeneity among households in India. Incorporating household heterogeneity in the model can provide valuable insights into the impact of climate policies across diverse income groups. Fourth, given the high levels of urban air pollution in India, reduction in fossil fuel usage is likely to have associated air quality co-benefits. Demonstrating the air quality cobenefits and their welfare impact will, however, require an atmospheric chemistry model and appropriate exposure-response functions, which are beyond the scope of this work. 8 This paper serves as a strong foundation for expanding our work in these directions. 
