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Abstract
We give new Parseval type identities and inequalities for frames in Hilbert spaces. Our results generalize
the remarkable results obtained recently by R. Balan, P.G. Casazza, D. Edidin, and G. Kutyniok.
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1. Introduction
Frames in Hilbert spaces were introduced by J. Duffin and A.C. Schaeffer in the context of
nonharmonic Fourier series [20]. A frame for a Hilbert space is a redundant set of vectors which
yield, in a stable way, a representation for each vector in the space. In their fundamental paper,
I. Daubechies et al. [18] consider frames for L2(R) based one time-frequently or time-scale
translates of functions.
The theory of frames plays an important role in signal processing because of their resilience
to quantization [28], resilience to additive noise [17], as well their numerical stability of recon-
struction [17] and greater freedom to capture signal characteristics [6,7]. See also [10,23,33].
Frames have been used in sampling theory [5,22], to oversampled perfect reconstruction filter
banks [15], system modelling [19], neural networks [8] and quantum measurements [21]. New
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32], coding and communication [26,34] were given.
We denote by H a Hilbert space, and by L(H) the algebra of all bounded linear operators
on H. IH is the identity operator on H, and I a set which is finite or countable.
A system {fi}i∈I is called a frame for H if there exist the constants A,B > 0 such that
A‖f ‖2 
∑
i∈I
∣∣〈f,fi〉∣∣2  B‖f ‖2
for all f ∈H. The constants A and B are called frame bounds. If A = B we call this frame a
A-tight frame and if A = 1 it is called a Parseval frame.
An orthonormal basis is a Parseval frame. We recall an example of Parseval frame which is
not a basis: the Mercedes-Benz frame in R2:
f1 =
√
2
3
(0,1); f2 =
√
2
3
(√
3
2
,−1
2
)
; f3 =
√
2
3
(
−
√
3
2
,−1
2
)
.
If {fi}i∈I is a frame for H, then the following operators are linear and bounded:
T : l2(I ) →H, T (ci) =
∑
i∈I
cifi (synthesis operator),
T ∗ :H→ l2(I ), T ∗f = {〈f,fi〉}i∈I (analysis operator),
S :H→H, Sf = T T ∗f =
∑
i∈I
〈f,fi〉fi ( frame operator).
Moreover, T ∗ is the adjoint of T and S is a self-adjoint positive invertible operator in H. The
following reconstruction formula holds:
f =
∑
i∈I
〈f,fi〉S−1fi =
∑
i∈I
〈
f,S−1fi
〉
fi
for all f ∈H. Then the family {f˜i}i∈I , where f˜i = S−1fi , i ∈ I , is also a frame forH, called the
canonical dual of {fi}i∈I . It is clear that〈
S−1f,f
〉=∑
i∈I
∣∣〈f, f˜i〉∣∣2.
If F = {fi}i∈I is a frame for H, then the family F◦ = {f ◦i }i∈I , where f ◦i = S−1/2fi, i ∈ I ,
is a Parseval frame for H.
In general, the frame {gi}i∈I forH is called an alternate dual frame of {fi}i∈I if the following
formula holds:
f =
∑
i∈I
〈f,gi〉fi
for all f ∈H [24]. If {fi}i∈I is a frame for H, for every J ⊂ I , we define the operator
SJ f =
∑
i∈J
〈f,fi〉fi,
and denote J c = I \ J .
For basic results on frames, see [9,14,16,17,24,25,35]. Generalizations of frame theory were
given in [1,12,27,30,31].
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the signal recognition can be done without phase or its estimation. While working on algo-
rithms for computing the reconstruction, that authors of [2] discovered a new identity for Parseval
frames. The following form was given in [3].
Theorem 1.1. Let {fi}i∈I be a Parseval frame forH. For every J ⊂ I and every f ∈H, we have
∑
i∈J
∣∣〈f,fi〉∣∣2 −
∥∥∥∥
∑
i∈J
〈f,fi〉fi
∥∥∥∥
2
=
∑
i∈J c
∣∣〈f,fi〉∣∣2 −
∥∥∥∥
∑
i∈J c
〈f,fi〉fi
∥∥∥∥
2
.
(See [4] for a discussion of the origins of this fundamental identity.) Moreover, in [3] the
following result was obtained:
Theorem 1.2. If {fi}i∈I is a Parseval frame for H, then for every J ⊂ I and every f ∈H, we
have
∑
i∈J
∣∣〈f,fi〉∣∣2 +
∥∥∥∥
∑
i∈J c
〈f,fi〉fi
∥∥∥∥
2
 3
4
‖f ‖2.
In fact, the identity from Theorem 1.1 was obtained in [3] as a particular case from the fol-
lowing result for general frames.
Theorem 1.3. Let {fi}i∈I be a frame forH with canonical dual frame {f˜i}i∈I . Then for all J ⊂ I
and all f ∈H, we have
∑
i∈J
∣∣〈f,fi〉∣∣2 −∑
i∈I
∣∣〈SJ f, f˜i〉∣∣2 = ∑
i∈J c
∣∣〈f,fi〉∣∣2 −∑
i∈I
∣∣〈SJcf, f˜i〉∣∣2.
In Section 2 of this paper we give a simplified presentation of these results and give a gener-
alization of the inequality from Theorem 1.2 to general frames. A discussion on the inequality
from Theorem 1.2 is also given.
In Section 3 we generalize Theorems 1.1 and 1.2 to alternate dual frames.
2. New proofs for the fundamental identities. Discussion
We first establish a general result.
Theorem 2.1. If U,V ∈ L(H) are self-adjoint operators satisfying U + V = IH, then for all
f ∈H we have
〈Uf,f 〉 + ‖Vf ‖2 = 〈Vf,f 〉 + ‖Uf ‖2  3
4
‖f ‖2.
Proof. We have
〈Uf,f 〉 + ‖Vf ‖2 = 〈(IH − V )f,f 〉+ 〈V 2f,f 〉= 〈(V 2f − V + IH)f,f 〉
and
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=
〈((
V − 1
2
IH
)2
+ 3
4
IH
)
f,f
〉
 3
4
‖f ‖2. 
The identity was established in [3] as well, but the inequality in this form is a new result.
Let {fi}i∈I be a Parseval frame forH. If in Theorem 2.1 we take U = SJ , V = SJc , we obtain
the identity from Theorem 1.1 and the inequality from Theorem 1.2.
We consider now {fi}i∈I , a frame for H with S its frame operator and {f˜i}i∈I its canonical
dual frame. We have
SJ + SJc = S
hence
S−1/2SJ S−1/2 + S−1/2SJcS−1/2 = IH.
If in Theorem 2.1 we take U = S−1/2SJ S−1/2, V = S−1/2SJcS−1/2 and S1/2f instead f , we get〈
S−1/2SJ f,S1/2f
〉+ ∥∥S−1/2SJcf ∥∥2
= 〈S−1/2SJcf,S1/2f 〉+ ∥∥S−1/2SJ f ∥∥2  34
∥∥S1/2f ∥∥2,
or
〈SJ f,f 〉 +
〈
S−1SJcf,SJ cf
〉= 〈SJcf,f 〉 + 〈S−1SJ f,SJ f 〉 34 〈Sf,f 〉.
Thus we have the following result:
Theorem 2.2. Let {fi}i∈I be a frame forH with canonical dual frame {f˜i}i∈I . Then for all J ⊂ I
and all f ∈H, we have
∑
i∈J
∣∣〈f,fi〉∣∣2 +∑
i∈I
∣∣〈SJcf, f˜i〉∣∣2 = ∑
i∈J c
∣∣〈f,fi〉∣∣2 +∑
i∈I
∣∣〈SJ f, f˜i〉∣∣2  34
∑
i∈I
∣∣〈f,fi〉∣∣2.
The identity in this theorem is the result from Theorem 1.3 but the inequality is a new result.
The inequality in Theorem 1.2 leads us to introduce, for a Parseval frame, the numbers
ν+(F;J ) = sup
f =0
‖∑i∈J 〈f,fi〉fi‖2 +∑i∈J c |〈f,fi〉|2
‖f ‖2 ,
ν−(F;J ) = inf
f =0
‖∑i∈J 〈f,fi〉fi‖2 +∑i∈J c |〈f,fi〉|2
‖f ‖2 .
We call ν+(F;J ) the upper index of F relative to J , and ν−(F;J ) the lower index of F relative
to J .
Basic properties of these indices are given in the following theorem:
Theorem 2.3. The indices ν−(F;J ), ν+(F;J ) have the following properties:
(i) 34  ν−(F;J ) ν+(F;J ) 1;(ii) ν−(F;J c) = ν−(F;J ) and ν+(F;J c) = ν+(F;J );
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(iv) if {fi}i∈I is an orthonormal basis, then for all J ⊂ I we have ν+(F;J ) = ν−(F;J ) = 1.
Proof. (i) The first inequality follows from Theorem 1.2. For the second inequality, we use the
relation∥∥∥∥
∑
i∈J
〈f,fi〉fi
∥∥∥∥
2

∑
i∈J
∣∣〈f,fi〉∣∣2.
Indeed, if
fJc :=
∑
i∈J c
〈f,fi〉fi,
we have
f − fJc =
∑
i∈J
〈f,fi〉fi,
hence
∑
i∈J
∣∣〈f,fi〉∣∣2 ∑
i∈I
∣∣〈f − fJc , fi〉∣∣2 = ‖f − fJc‖2 =
∥∥∥∥
∑
i∈J
〈f,fi〉fi
∥∥∥∥
2
.
(See [4] for another proof of this inequality.) It follows that
∥∥∥∥
∑
i∈J
〈f,fi〉fi
∥∥∥∥
2
+
∑
i∈J c
∣∣〈f,fi〉∣∣2 ∑
i∈J
∣∣〈f,fi〉∣∣2 + ∑
i∈J c
∣∣〈f,fi〉∣∣2 = ‖f ‖2.
(ii) and (iii) follow from Theorem 1.1.
(iv) Since
〈fi, fj 〉 =
{
0, i = j,
1, i = j,
we have∥∥∥∥
∑
i∈J c
〈f,fi〉fi
∥∥∥∥
2
=
∑
i∈J c
∥∥〈f,fi〉fi∥∥2 = ∑
i∈J c
∣∣〈f,fi〉∣∣2,
hence
∑
i∈J
∣∣〈f,fi〉∣∣2 +
∥∥∥∥
∑
i∈J c
〈f,fi〉fi
∥∥∥∥
2
= ‖f ‖2. 
The question is whether there exists a Parseval frame and a J such that ν−(F;J ) = 34 . The
answer is positive.
Proposition 2.4. There exists a Parseval frame F = {fi}i∈I such that for any J  I , J = ∅ we
have
ν−(F;J ) = ν+(F;J ) = 34 .
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If J = {1}, we have
∣∣〈f,f1〉f1∣∣2 + ∣∣〈f,f2〉∣∣2 = 14 |f |2 +
1
2
|f |2 = 3
4
|f |2.
If J = {2}, we get also the same result. 
Now, the question is whether for every Parseval frame F = {fi}i∈I , which is not an orthonor-
mal basis there exists J ⊂ I , such that ν−(F;J ) = 34 . In general, the answer is negative.
Proposition 2.5. If F = {f1, f2, f3} is the Mercedes-Benz frame, then for every J  {1,2,3},
J = ∅ we have
ν−(F;J ) = 79 and ν+(F;J ) = 1.
Proof. If J = {1}, we have for f = (x, y),
∥∥〈f,f1〉f1∥∥2 + ∣∣〈f,f2〉∣∣2 + ∣∣〈f,f3〉∣∣2 = x2 + 79y2 
7
9
(
x2 + y2),
hence ν−(F;J ) = 79 and ν+(F;J ) = 1.
If J = {2}, we have
∥∥〈f,f2〉f2∥∥2 + ∣∣〈f,f1〉∣∣2 + ∣∣〈f,f3〉∣∣2
= 5
6
x2 + 17
18
y2 +
√
3
9
xy = 1
18
(
14x2 + 14y2 + (x + √3y)2) 7
9
(
x2 + y2),
with equality if x = −√3y, and
∥∥〈f,f2〉f2∥∥2 + ∣∣〈f,f1〉∣∣2 + ∣∣〈f,f3〉∣∣2 = 118
(
18x2 + 18y2 − (y − √3x)2) x2 + y2,
with equality if y = √3x.
Hence ν−(F;J ) = 79 and ν+(F;J ) = 1.
If J = {3}, we have
∥∥〈f,f3〉f3∥∥2 + ∣∣〈f,f1〉∣∣2 + ∣∣〈f,f2〉∣∣2
= 5
6
x2 + 17
18
y2 −
√
3
9
xy = 1
18
(
14x2 + 14y2 + (x − √3y)2) 7
9
(
x2 + y2),
with equality if x = √3y and
∥∥〈f,f3〉f3∥∥2 + ∣∣〈f,f1〉∣∣2 + ∣∣〈f,f2〉∣∣2 = 118
(
18x2 + 18y2 − (y + √3x)2) x2 + y2,
with equality if y = −√3x .
Hence ν−(F;J ) = 79 and ν+(F;J ) = 1.
Using the property (ii) from Theorem 2.3, it follows that for every J  I , J = ∅ we have
ν−(F;J ) = 7 and ν+(F;J ) = 1. 9
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H and J ⊂ I :
ν+(F;J ) = sup
f =0
∑
i∈J c |〈f,fi〉|2 +
∑
i∈I |〈SJ f, f˜i〉|2∑
i∈I |〈f,fi〉|2
,
ν−(F;J ) = inf
f =0
∑
i∈J c |〈f,fi〉|2 +
∑
i∈I |〈SJ f, f˜i〉|2∑
i∈I |〈f,fi〉|2
.
Some estimates of these indices for general frames can also be derived from Theorem 2.3.
Proposition 2.6. Let {fi}i∈I be a frame for H. Then for all J ⊂ I , we have
ν+(F;J ) = ν+
(F◦;J ) and ν−(F;J ) = ν−(F◦;J ).
Proof. For f = 0 we have
‖∑i∈J 〈S1/2f,S−1/2fi〉S−1/2fi‖2 +∑i∈J c |〈S1/2f,S−1/2fi〉|2
‖S1/2f ‖2
= ‖S
−1/2∑
i∈J 〈f,fi〉fi‖2 +
∑
i∈J c |〈f,fi〉|2
〈Sf,f 〉
= 〈S
−1SJ f,SJ f 〉 +∑i∈J c |〈f,fi〉|2∑
i∈I |〈f,fi〉|2
.
Hence
ν+
(F◦;J )= ν+(F;J ) and ν−(F◦;J )= ν−(F;J ). 
It follows that the indices of general frames satisfy the properties (i)–(iii) from Theorem 2.3.
3. Parseval type relations for alternate dual frame
In this section we give a generalization of the results from Theorems 1.1 and 1.2 to alternate
dual frames. We begin with a simple result for operators.
Theorem 3.1. If U,V ∈ L(H) satisfy U + V = IH, then
U∗U + 1
2
(
V ∗ + V )= V ∗V + 1
2
(
U∗ + U) 3
4
IH.
Proof. We have
U∗U + 1
2
(
V ∗ + V )= U∗U + 1
2
(
IH − U∗ + IH − U
)= U∗U − 1
2
(
U∗ + U)+ IH
and
V ∗V + 1
2
(
U∗ + U)= (IH − U∗)(IH − U) + 12
(
U∗ + U)= U∗U − 1
2
(
U∗ + U)+ IH
=
(
U − 1
2
IH
)∗(
U − 1
2
IH
)
+ 3
4
IH 
3
4
IH. 
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Then for all J ⊂ I and all f ∈H, we have
Re
∑
i∈J
〈f,gi〉〈f,fi〉 +
∥∥∥∥
∑
i∈J c
〈f,gi〉fi
∥∥∥∥
2
= Re
∑
i∈J c
〈f,gi〉〈f,fi〉 +
∥∥∥∥
∑
i∈J
〈f,gi〉fi
∥∥∥∥
2
 3
4
‖f ‖2.
Proof. For every J ⊂ I we define the operator LJ by
LJf :=
∑
i∈J
〈f,gi〉fi.
By the Cauchy–Schwartz inequality it follows that this series converges unconditionally and
LJ ∈ L(H). Since LJ + LJc = IH, by Theorem 3.1, we have
〈
L∗JLJ f,f
〉+ 1
2
〈(
L∗J c + LJc
)
f,f
〉= 〈L∗J cLJcf, f 〉+ 12
〈(
L∗J + L∗J
)
f,f
〉
 3
4
‖f ‖2,
or ∥∥∥∥
∑
i∈J
〈f,gi〉fi
∥∥∥∥
2
+ 1
2
(〈LJcf,f 〉 + 〈LJcf,f 〉)
=
∥∥∥∥
∑
i∈J c
〈f,gi〉fi
∥∥∥∥
2
+ 1
2
(〈LJf,f 〉 + 〈LJf,f 〉) 34‖f ‖2
that is the relation stated in the theorem. 
In the sequel we give a more general result. Consider a bounded sequence of complex numbers
{wi}i∈I . In Theorem 3.1 we take
Uf =
∑
i∈I
wi〈f,gi〉fi, Vf =
∑
i∈I
(1 − wi)〈f,gi〉fi.
We now have
Theorem 3.3. Let {fi}i∈I be a frame for H and {gi}i∈I be an alternate dual frame of {fi}i∈I .
Then for all bounded sequence {wi}i∈I we have
Re
∑
i∈I
wi〈f,gi〉〈f,fi〉 +
∥∥∥∥
∑
i∈I
(1 − wi)〈f,gi〉fi
∥∥∥∥
2
= Re
∑
i∈I
(1 − wi)〈f,gi〉〈f,fi〉 +
∥∥∥∥
∑
i∈I
wi〈f,gi〉〈f,fi〉
∥∥∥∥
2
 3
4
‖f ‖2.
The result from Theorem 3.2 is obtained if we take J ⊂ I and
wi =
{
1, i ∈ J,
0, i ∈ J c.
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