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SPACELIKE SELF-SIMILAR SHRINKING SOLUTIONS OF THE MEAN
CURVATURE FLOW IN PSEUDO-EUCLIDEAN SPACES
M ´ARCIO ROSTIROLLA ADAMES
ABSTRACT. I classify spacelike self-similar shrinking solutions of the mean curvature
flow in pseudo-euclidean space in arbitrary codimension, if the mean curvature vector is not
a null vector and the principal normal vector is parallel in the normal bundle. Moreover, I
exclude the existence of such self-shrinkers in several cases. The classification is analogous
to the existing classification in the euclidean case [Hui93, Smo05].
1. INTRODUCTION
The Mean Curvature Flow (MCF) of an immersion F : M → N of a smooth mani-
fold M into a Riemannian manifold (N,h) is a natural way to deform this immersion into
something “rounder” or “more regular”. It is a smooth family of isometric immersions
Ft : M → N, t ∈ [0,T ) that satisfies
dFt
dt =
~H, F0(x) = F(x).
The MCF has been studied by many. It not ony regularizes the initial surface but also
produces singularities. Suppose now that the target manifold N is the Euclidean space
E
n
. In an important work on the MCF of convex compact hypersurfaces [Hui84] Huisken
showed, among other results, that the supremum of the norm of the second fundamental
form supM ‖A‖2 explodes as t → T (the maximal existence time) if there is a finite time
(T < ∞) singularity. This happens because an upper bound on the second fundamental
form would imply upper bounds on all the derivatives ∇(k)Ai j and the solution could be
then extended beyond T , which is a contradiction. However, this can be done not only for
hypersurfaces, but for a broader class of manifolds and in any codimension (see [Smo11]
Proposition 3.11 and Remark 3.12 or [Coo11]).
In a subsequent work [Hui90], Huisken showed, with his famous monotonicity formula,
that hypersurfaces satisfying a natural1 growth in the norm of the second fundamental form:
max
M
‖A‖2 ≤ C0
2(T − t) ,
for some constant C0 > 0, deform asymptotically near a singularity to self-similar solu-
tions of the MCF after some blow up process (rescaling the surface and changing the time
variable). This result depends only on the existence of some integrals with respect to the
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1This is the growth rate of some simple hypersurfaces, like spheres and cylinders.
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backwards heat kernel and holds, for example, if M is closed. Later Ilmanen [Ilm97] and
White [Whi94] proved that the all finite time singularities in the generalized sense of the
Brakke flow [Bra78] are self-similar solutions of the MCF.
These self-similar solutions of the MCF are also called self-shrinkers to avoid confusion
with other types of solutions that preserve the “form” of the surface, like self-expanders
and translating solutions. They are homotheties that shrink the initial manifold and are
given by the equation
~H =−F⊥.
Because of the relation between singularities of the MCF and self-shrinkers, there is
interest in classifying and giving examples of these in special cases. Abresch and Langer
[AL86] gave the complete classification of the closed plane curves that shrink homotheti-
cally, they are the circles and the so called Abresch & Langer curves. Huisken proved in
[Hui93] that the self-shrinking hypersurfaces with non-negative mean curvature (compact
or non-compact) are spheres, cylinders and the product of an Abresch & Langer curve
with an affine space. The result of Huisken was later generalized by Smoczyk [Smo05] for
higher codimensional immersions, with the assumption that the principal normal is paral-
lel in the normal bundle and ‖~H‖E 6= 0. A related result was found by Cao and Li [CL11]
in any codimension: the self-shrinkers with ‖A‖2 ≤ 1 are spheres, planes or cylinders.
There are also Bernstein type results for self-shrinkers in higher codimension of Q. Ding
and Z. Wang [DW09], who generalize works of Lu Wang [Wan09] and Huisken & Ecker
[EH89]. Recently, Baker [Bak11] proved that high codimensional self-shrinkers under cer-
tain conditions for the second fundamental tensor and mean curvature vector are spheres
or cylinders.
For hypersurfaces in R3, there are examples of a shrinking doughnut of Angenent
[Ang92] and many numerical examples of Chopp [Cho94] and Ilmanen [Ilm97b], like
“punctured saddles“ made of many handles crushing at the same time, which are highly
unstable, depending on the surface having many symmetries. Colding and Minicozzi
[CMI09] showed that the only stable singularities for smooth closed embedded surfaces
in R3 are cylinders and spheres. For the Lagrangian MCF, Joyce, Lee and Tsui [JLT10],
Anciaux [Anc06] and Wang [Wan08] have examples. There are other results in different
contexts.
The main purpose of this work is to study self-shrinkers of the MCF in higher codi-
mension in the pseudo-euclidean case. By that we mean that the target manifold N is
a pseudo-euclidean space, so that the most interesting new case is the Minkowski space
R1,n. The MCF of spacelike hypersurfaces in the Minkowski space was studied for exam-
ple by Ecker [Eck97] and a related flow was considered by Ecker and Huisken [EH91].
Gerhardt [Ger08] also studies curvature flows in semi-Riemannian manifolds, specially
the inverse mean curvature flow. Beyond this Bergner and Scha¨fer [BS11] considered the
mean curvature flow in the 3-dimensional Minkowski space. Furthermore Li & Salavessa
have some results for the MCF of spacelike graphs [LS09] in product manifolds.
In the first section are given some fundamental equations in order to fix the notation
and in the second one we consider homotheties of the MCF that lie in hyperquadrics,
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and find, similarly to Smoczyk’s result in [Smo05] for spheres in the Euclidean space En,
that the homotheties (with nondegenerate first fundamental form) of the MCF with initial
immersion contained in a hyperquadric are exactly the minimally immersed submanifolds
of the hyperquadric if k > 0 or k < 0, as Theorems 3.7 and 3.8 state. Moreover, given the
initial minimal immersion, the flow can be explicitly calculated. If k = 0 (the light cone),
a homothety with nondegenerate first fundamental form would immediately leave the light
cone and thence could not be a homothety starting at t = 0 because the light cone is star
shaped, as stated in Theorem 3.9. But, as Ecker noted in [Eck97], the upper light-cone
would immediately change to a hyperquadric and the explicit solution of the MCF with the
upper light-cone as initial condition in the Minkowski space (R1,n) would be the graph of
the function δ (x, t) =
√
‖x‖2
E
+ 2(n− 1)t, which is a homothety after t = 0.
There is a big difference between the flow of minimal surfaces of the hyperquadrics
with k > 0 and the ones with k < 0; if k > 0, they shrink to a point (at least the compact
ones) in finite time, but if k < 0, they expand and never produce singularities. Beyond this,
they are given by different equations. The following results are for the shrinking2 case,
which are the isometric immersions F : M → (Rn,〈·, ·〉) satisfying
~H =−F⊥.
Our “domain” manifold M is always assumed to be smooth, path connected, complete
and orientable.
If one considers the self shrinkers and self-expanders that are contained in the hyper-
quadrics as submanifolds in the pseudo-euclidean space (Rn,〈·, ·〉), then one observes that
∇⊥~H ≡ 0 and ∇⊥ν ≡ 0, where ν := ~H/‖‖~H‖ is the principal normal. A natural question
is whether these conditions are also sufficient to guarantee that a spacelike3 self-shrinker
lies in a hyperquadric. The condition ∇⊥~H = 0 implies this immediately if M is compact,
because ‖~H‖2 is then constant and the maximum principle implies, with equation
(1) △‖F‖2 = 2m− 2‖~H‖2,
that ‖F‖2 is constant. So, in this work, we examine the self-shrinkers of the MCF with
‖~H‖2 6= 0 and ∇⊥ν = 0. The condition ∇⊥ν = 0 is natural because it holds for any hyper-
surface.
The third section deals with fundamental equations for self-shrinkers with the principal
normal parallel in the normal bundle and the compact case. The fourth section is about the
non-compact case.
Equation (1) already shows that there are no compact self-shrinkers with ‖~H‖2 < 0.
In this article, the inexistence of self-shrinkers with ‖~H‖2 < 0 is proven, also in the non-
compact case under certain hypothesis, as stated in Theorem 7.14.
As a consequence of this, the Minkowski space does not (in all of our treated cases) have
spacelike self-shrinking hypersurfaces. This could already be seen from Ecker’s longtime
existence result for spacelike hypersurfaces in Minkowsky space [Eck97].
2The expanding case satisfies ~H = F⊥.
3We use elliptic methods to obtain our results (maximum principles, that do not hold for hyperbolic equations).
4 M ´ARCIO ROSTIROLLA ADAMES
If ‖~H‖2 > 0 one finds, just as Smoczyk in [Smo05] for the Euclidean case, that if M is
compact and dim(M) ≥ 2, the only spacelike self-shrinkers of the MCF with ‖~H‖2(p) 6=
0, ∀p ∈ M, and ∇⊥ν ≡ 0 are the minimal4 submanifolds of hyperquadrics, as stated in
Theorem 4.1. This dimensional restriction is in fact optimal because in dimension one
there are the Abresch & Langer curves which are self-shrinkers and do not lie in spheres.
Again following Smoczyk in the non-compact case, one finds that the self-shrinkers
with ‖~H‖2 > 0 are products of affine spaces with minimal submanifolds of hyperquadrics
or with homothetic solutions of the curve shortening flow5 as stated in Theorem 7.15.
The proof of these Theorems is long and internally divided in lemmas to make its several
steps easier to recognize. It was necessary to divide the proof in two cases. In both of them
we split T M into two involutive distributions. Then we use the Theorem of Frobenius
to get foliations on M whose leaves are totally geodesic immersed in M. After this, we
calculate a formula that relates the second fundamental tensor of F with these distributions.
In particular the second fundamental tensor of F is zero when restricted to one of these
distributions, so that the leaves of this distribution are totally geodesic in (Rq,n,〈·, ·〉) and
then, considering parallel transports inside these leaves, one finds that they are parallel
affine subspaces of Rq,n. The other distribution delivers the Hr and Γ parts in the last
Theorem. We get this considering the second fundamental tensor and mean curvature
vectors of the inclusion of the leaves related to this distribution, with some extra effort to
prove that Γ lies on a plane (based on an idea of [Hui93]). In the last step we construct an
explicit map from these second leaves times Rm−r onto F(M).
2. GEOMETRIC BACKGROUND
Let (Rn,〈·, ·〉) be an inner product space. This means that 〈·, ·〉 is a symmetric bilinear
form which is nondegenerate (but not necessarily positive definite).
Definition 2.1. For n ∈ {2,3, . . .} we call the set
H
n−1(k) := {x ∈ Rn : ‖x‖2 = k}
Hyperquadric of dimension n− 1 and parameter k, k ∈ R fixed.
Let F : M → (Rn,〈·, ·〉) an immersion. The identification of TpRn with Rn induces a
semi-Riemannian metric (denoted also by 〈·, ·〉) on TpRn and the immersion F induces a
semi-Riemannian metric g := F∗〈·, ·〉 over M, if it is nondegenerate. We assume that g is
nondegenerate. Let ∇g be the Levi-Civita connection induced by g. Then:
dF(∇gXY ) = (DdF(X)dF(Y ))⊤.
We also use the following connections on several bundles:
• ∇F∗TRn on the pullback bundle defined as ∇F∗TRnX Y :=DdF(X)Y for any X ∈Γ(T M)
and Y ∈ Γ(F∗TRn).
4By minimal we mean the ones satisfying ~H = 0. We use this name because the condition ~H = 0 is then
mnemonic, although this condition does not imply minimality of the volume functional in pseudo-euclidean
spaces, so they are just critical points of the volume functional.
5The curve shortening flow is the MCF for plane curves.
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• ∇⊥ on the normal bundle defined as ∇⊥X Y = (DdF(X)Y )⊥ for any X ∈ Γ(T M) and
Y ∈ Γ(T M⊥).
• ∇∗ on the dual of a bundle E over M defined through (∇∗X ε)(e) := X(ε(e))−
ε(∇X e) for any X ∈ Γ(T M), e ∈ Γ(E) and ε ∈ Γ(E∗).
• ∇E⊗F on the product bundle E ⊗F of two bundles E and F over M defined as
∇E⊗FX (e⊗ f ) := ∇EX e⊗ f + e⊗∇FX f
We usually omit most of the superscript indicating the bundle. We just use ∇ for most of
the cases and ∇⊥ if we project, on the normal bundle, the component of the tensor that lies
in T M⊥. For example, for X ∈ Γ(T M) and Y ⊗Z ∈ Γ(T M⊗TM⊥), it holds
∇X (Y ⊗Z) =(∇XY )⊗Z+Y ⊗ (∇X Z)
∇⊥X (Y ⊗Z) =(∇XY )⊗Z+Y ⊗ (∇⊥X Z).
Remark 2.2. We write A and ~H (sometimes AF or ~HF ) for the second fundamental tensor
and the mean curvature vector of an isometric immersion F .
We use Latin letters for indices of tensors on M and Greek letters for indices of tensors
on the target manifold N, in our case (Rn,〈·, ·〉). We also use the Einstein’s convention for
sums. So that:
Ai j := (∇dF)
( ∂
∂xi ,
∂
∂x j
)
=
(
∇
(∂Fα
∂xk dx
k⊗ ∂∂yα
))( ∂
∂xi ,
∂
∂x j
)
=
∂ 2Fα
∂xi∂x j
∂
∂yα +
∂Fα
∂xk (∇dx
k)
( ∂
∂xi ,
∂
∂x j
)
⊗ ∂∂yα
=
∂ 2Fα
∂xi∂x j
∂
∂yα −
∂Fα
∂xk
(
dxk
(
∇ ∂
∂ xi
∂
∂x j
))
⊗ ∂∂yα
=
∂ 2Fα
∂xi∂x j
∂
∂yα −
∂Fα
∂xk Γ
k
i j
∂
∂yα = ∇i∇ jF,(2)
considering F ∈ Γ(F∗TRn).
We use the (rough) Laplacian△ on sections of several bundles, and write△ := gi j∇i∇ j
and △⊥ := gi j∇⊥i ∇⊥j . Beyond this the second fundamental tensor is written Ai j = ∇i∇ jF
and it follows ~H =△F .
We use following conventions for the Riemannian curvature vector of the tangent bundle
in local coordinates:
Rlki j
∂
∂xl = R
( ∂
∂xi ,
∂
∂x j
) ∂
∂xk ,
and
Rski j = R
( ∂
∂xs ,
∂
∂xk ,
∂
∂xi ,
∂
∂x j
)
= Rlki jgls.
The Codazzi equation in local coordinates as
(3) ∇lAi j −∇iAl j = RkjliFαk
and considering A as a section in the normal bundle, A ∈ Γ(T M⊥⊗TM∗⊗TM∗),
∇⊥l Ai j −∇⊥i Al j = [∇lAi j−∇iAl j]⊥
∇⊥l Ai j −∇⊥i Al j = [RkjliFαk ]⊥ = 0.(4)
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We make use of Gauß equation:
(5) Rkli j = 〈Aik,A jl〉− 〈A jk,Ail〉.
and the Ricci-equation:
(6) R⊥(X ,Y )η = tr(〈η ,A(Y, ·)〉A(X , ·))− tr(〈η ,A(X , ·)〉A(Y, ·)).
The Riemannian curvature tensor of the normal bundle R⊥i j can be seen as the section
〈R⊥
(
∂
∂xi ,
∂
∂x j
)
·, ·〉 ∈ Γ(T ∗M⊥⊗T ∗M⊥). The Ricci equation is then written
(7) R⊥i j = A jk⊗Aki −Aik⊗Akj =: A jk ∧Aki .
Furthermore we need the commutation formula:
Lemma 2.3. Let M be a m-dimensional differentiable manifold, E be a vector bundle of
dimension δ over M and ∇ be a connection on this bundle. If T α1...αφk1...kr ∈ Γ(T ∗M⊗ . . .⊗
T ∗M⊗E⊗ . . .⊗E) then
∇i∇ jT
α1...αφ
k1...kr −∇ j∇iT
α1...αφ
k1...kr =−
r
∑
h=1
m
∑
p=1
Rpkhi jT
α1...αφ
k1...kh−1 pkh+1...kr(8)
+
φ
∑
h=1
δ
∑
β=1
Rαhβ i jT
α1...αh−1β αh+1...αφ
k1...kr .
3. HYPERQUADRIC HOMOTHETIES OF THE MCF
3.1. Hyperquadric Homotheties of the MCF.
Definition 3.1. Let M be a smooth manifold, (N,h) be a semi-Riemannian manifold and
F0 : M →N be an immersion. A smooth a family of isometric immersions F : M× [0,T )→
N, for some T > 0, such that the metric gt := F(·, t)∗h is nondegenerate for all t ∈ [0,T ) is
called a solution of the mean curvature flow with initial immersion F0 if it satisfies
(9) dFdt (p, t) =
~H(p), and F(p,0) = F0(p) ∀p ∈ M, t ∈ [0,T ),
where ~H is the mean curvature vector of the immersion F(·, t) : M → (N,h).
Now we consider properties of homotheties generated by the mean curvature flow. Let
F : M× [0,T )→ (Rn,〈·, ·〉) be a solution of the MCF for some initial immersion, such that
there is a rescaling function c : [0,T )→ (0,∞), with c(0) = 1, so that ˜F := cF satisfies
(10)
〈
d ˜F
dt (p, t), ν˜
〉
= 0 ∀ ν˜ ∈ TpM⊥,
which implies
(11) ~H =− c˙
c
F⊥.
Definition 3.2. Let F : M× [0,T )→ (Rn,〈·, ·〉) be a solution of the MCF for some initial
immersion. If there is a differentiable function c : [0,T )→ (0,∞) with c(0) = 1 such that
(12) ~H =− c˙
c
F⊥,
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we say that F is a homothety of the MCF.
In particular we look now at the hyperquadric homotheties of the MCF in (Rn,〈·, ·〉)
From now on let F : M× [0,T )→ (Rn,〈·, ·〉) be a homothety of the MCF. It could happen
that some solutions of the flow in which the initial immersion lies in a hyperquadric, i. e.
‖F(x,0)‖= k for all x ∈M, cease lying in some hyperquadric during the flow. This cannot
happen for homotheties, as the following result states:
Lemma 3.3. If F(0,x) ⊂ H n−1(k(0)) for all x ∈ M then F(t,x) ⊂ H n−1(k(t)) for all
x ∈ M, for some function k : [0,T )→ R.
As the position vector in a hyperquadric is normal (with respect to the inner product that
generates the hyperquadric) to the hyperquadric, it follows that F is always orthogonal to
H n−1(k(t)).With this, ‖F‖2 can be calculated:
Lemma 3.4. ‖F(t)‖2 = k(0)− 2mt for t ∈ [0,T ).
Proof. For t = 0 it is clear that ‖F(0)‖2 = k(0). And for all t ∈ [0,T ):
d
dt ‖F(t)‖
2 = 2
〈
d
dt F(t),F(t)
〉
= 2
〈
~H(t),F(t)
〉
= 2
〈
∇ j∇ jF(t),F(t)
〉
=−2〈F(t) j ,F(t)l〉g jl =−2m.

We prove now that a hyperquadric homothety of the mean curvature flow is a minimal
immersion in the hyperquadric H n−1(k(0)− 2mt) for all t ∈ [0,T ). We will need the
following Lemma:
Lemma 3.5. Let F : M → N and G : N → P be isometric immersions between semi-
Riemannian manifolds (M,g),(N,h) and (P, l). Denote ~HF , ~HG and ~HG◦F the mean curva-
tures of F, G and G◦F respectively. Then:
(13) (∇d(G◦F))x = (∇dG)F(x)(dF ·,dF ·)+ dGF(x) ◦∇dF
and ~HG◦F = dG(~HF)+ trM(∇dG)(dF ·,dF·).
Theorem 3.6. Let F : M× [0,T )→ (Rn,〈·, ·〉) be a hyperquadric homothety of the mean
curvature flow, then F(M, t) is a minimal surface of the hyperquadric H n−1(‖F(0)‖2 −
2mt) for all t ∈ [0,T ).
Proof. We consider the natural inclusion I(t) of the hyperquadric H n−1(k(0)− 2mt) into
(Rn,〈·, ·〉) and the immersion G : M →H n−1(k) defined as G := I−1◦F , as in the diagram:
H n−1(k(0)− 2mt) I // (Rn,〈·, ·〉)
M
G
OO
F
66
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
Writing ~HF , ~HG ~HI for the respective mean curvature vectors, it holds:
• ~HF ∈ T M⊥,
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• dI(~HG) ∈ (dI(TH n−1)),
• gi j (∇dI)
(
dG
(
∂
∂xi
)
,dG
(
∂
∂x j
))
∈ TH n−1⊥.
But equation (12) implies that ~HF ∈ (TH n−1)⊥. Thus, dI(~HG) is the only term tangential
to the hyperquadric in Lemma 3.5, thence dI(~HG) = 0 and ~HG = 0 (for I is an immersion).

Further, we can calculate − c˙
c
. Let t ∈ [0,T ) be fixed and x ∈ M be any point
− c˙
c
‖F(x, t)‖2 = 〈~HF ,F〉=−〈Fi,Fj〉gi j =−m⇒− c˙
c
=− m‖F(t)‖2 ,
and Lemma 3.4 implies that
(14) ~HF(t) =− m‖F(0)‖2− 2mt F(t).
3.2. Existence and Uniqueness.
3.2.1. Immersion in the Hyperquadric H n−1(k) with k > 0. Let ‖F(x,0)‖2 = k > 0 for
all x ∈ M. The rescaling function c(t) is given, from eq. (12) and (14), by c(t) :=√k(k−
2mt)−1/2.
It follows from equation (14), for any (x, t) ∈ M× [0,T), that
(15) ddt F(x, t) =
~HF(·,t)(x) =−
m
k− 2mt F(x, t) =−
c˙
c
F(x, t) =⇒ ddt (cF(t)) = 0.
Hence cF(x, t) = F(x,0) and
(16) F(x, t) = 1
c
F(x,0).
By construction we proved that if there is a hyperquadric homothety of the MCF, then
it has to be given by eq. (16). So the solution is unique in the class of hyperquadric
homothetic solutions. We still have to deal with the question of existence. As in Theorem
3.6, a hyperquadric homothety of the mean curvature flow has to be a minimal surface of
the hyperquadric. This motivates the following Theorem:
Theorem 3.7. Let F : Mm → (Rn,〈·, ·〉) be an immersion such that g := F∗〈·, ·〉 is nonde-
generate and ‖F‖2 = k ∈R, k > 0, then the solution of the MCF of this initial immersion is
a homothety if, and only if, F : M →H n−1(k) is a minimal immersion in the hyperquadric
H n−1(k). The mean curvature flow of F has a solution F : M× [0,T )→ (Rn,〈·, ·〉) with
T = k2m ; moreover, the solution is F(x, t) := c
−1(t)F(x), with c(t) :=
√
k(k− 2mt)−1/2,
∀(x, t) ∈ M× [0,T).
Proof. We have to prove that the homothety given by eq. (16) is a solution of the mean cur-
vature flow. Let us write F(t) := F(·, t) and I for the inclusion of H n−1(k) into (Rn,〈·, ·〉)
and G := I−1 ◦F . By Lemma 3.5 it follows
~HF(0) = gi j(∇dI)
(
dG
( ∂
∂xi
)
,dG
( ∂
∂x j
))
,
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because F(0) is a minimal immersion on the hyperquadric. Moreover, ~HF(0) is orthogonal
to H n−1(‖F(0)‖2), but so is F(0), such that there is a function ϕ : M → R with ~HF(0) =
ϕF(0). One can calculate ϕ :
ϕ‖F(0)‖2 = 〈~HF(0),F(0)〉=−gi j〈∇ jF(0),∇iF(0)〉=−m
=⇒ ~HF(0) =−
m
‖F(0)‖2 F(0).
Now consider F(t) = c−1(t)F(0) (as in eq. (16)). Then gi j(t) = c2(t)gi j(0) and
~HF(t) = c(t)~HF(0) =−
m
‖F(0)‖2 c(t)F(0).
On the other hand, for the function c =
√
k(k− 2mt)−1/2,
dF(t)
dt =
d
dt
(
1
c(t)
)
F(0) =− m‖F(0)‖2 c(t)F(0) =
~HF(t).
Therefore this is a solution of the mean curvature flow. 
3.2.2. Immersion in the Hyperquadric H n−1(k) with k < 0. Let ‖F(x,0)‖2 = k < 0 for all
x ∈ M. The rescaling function c(t) is given, from eq. (12) and (14), by c(t) :=√−k(−k+
2mt)−1/2.
It follows from equation (14), for any (x, t) ∈ M× [0,T), that
(17) ddt F(x, t) =
~HF(·, t)(x) =− mk− 2mt F(x, t) =−
c˙
c
F(x, t) =⇒ ddt (cF(x, t)) = 0.
Hence is cF(x, t) = F(x,0) and
(18) F(x, t) = 1
c
F(x,0).
By construction we proved that if there is a hyperquadric homothety of the MCF, then it has
to be given by eq. (18). So the solution is unique in the class of hyperquadric homothetic
solutions. We still have to deal with the question of existence. This motivates the following
Theorem:
Theorem 3.8. Let F : Mm → (Rn,〈·, ·〉) be an immersion such that g := F∗〈·, ·〉 is nonde-
generate and ‖F‖2 = k ∈R, k < 0, then the solution of the MCF of this initial immersion is
a homothety if, and only if, F : M →H n−1(k) is a minimal immersion in the hyperquadric
H n−1(k). The mean curvature flow of F has a solution F(t) : M× [0,∞)→ (Rn,〈·, ·〉);
moreover, the solution is F(x, t) := c−1(t)F(x), with c(t) :=
√−k(−k+ 2mt)−1/2, for all
(x, t) ∈ M× [0,∞).
Proof. Analogous to Theorem 3.7. 
3.2.3. Immersion in the Hyperquadric H n−1(0). Let F : M× [0,T ) be a homothety gener-
ated by the MCF with ‖F(x,0)‖2 = 0 for all x ∈M. From Lemma 3.4 it holds ‖F(x, t)‖2 =
−2mt if F∗〈·, ·〉 is nondegenerate, so that
(19) ‖F(x, t)‖2 < 0
for all (x, t) ∈ M× (0,T ).
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On the other hand, c(t)F(x, t) ∈ F(M,0) because F is a homothety, so that
0 = ‖c(t)F(x, t)‖2 = c(t)2‖F(x, t)‖2
But c(t) 6= 0 because F(M, t) = {0} for c(t) = 0, which cannot be an immersion, then
‖F(x, t)‖2 = 0 for all t ∈ [0,T ). Which is a contradiction to eq. (19). So we proved
Theorem 3.9. There are no hyperquadric homotheties of the MCF F : M × [0,T ) →
(Rn,〈·, ·〉) with nondegenerate metric such that F(M,0)⊂H n−1(0).
2
Remark 3.10. One could expect to find at least some stationary solutions in the light cone,
like straight lines, but for such a line the metric is degenerate and thence this case is not
included in Theorem 3.9.
Remark 3.11. But, as Ecker noted in [Eck97], the upper light-cone would immediately
change to a hyperquadric and the explicitly solution to the MCF with the upper light-cone
as initial condition in R1,n is given by the family of graphs δt : Rn−1 →R
δt(x) =
√
‖x‖2
E
+ 2(n− 1)t,
for any t ∈ [0,∞), which is a homothety after t = 0.
Remark 3.12. If k > 0 then F and ~H are pointing in oposite directions and F0(M) shrinks
under the mean curvature flow.
If k < 0 then F and ~H are pointing in the same direction and F0(M) expands under the
mean curvature flow.
Definition 3.13. Let (N,h) be a semi-Riemannian manifold, M a smooth manifold and
F : M → N an immersion such that the mean curvature vector of F satisfies ‖~H(x)‖2 6= 0
for all x ∈ M. The principal normal is the vectorfield
ν :=
~H√
|‖~H‖2|
.
Remark 3.14. It is clear from equation (14) that ~H 6= 0 everywhere for a hyperquadric
homothety of the mean curvature flow and ∇⊥~H = ∇⊥ν = 0.
4. PRINCIPAL NORMAL PARALLEL IN THE NORMAL BUNDLE
The two types of homotheties (self-shrinkers and self-expanders) lead, after rescaling,
to different equations ~H = −F⊥ or ~H = F⊥. We restrict our attention, in this section, to
the self-shrinkers of the MCF that have the principal normal parallel in the normal bundle.
If one considers a complexification of the tangent and normal bundles, ~H|‖~H‖| parallel
in the normal bundle is equivalent6 to the possibly imaginary vector field ν := ~H‖~H‖ being
parallel in the normal bundle.
6assuming ‖H‖2 6= 0∀x ∈M
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In this section we prove that a compact spacelike self-shrinker cannot satisfy ‖~H‖2 < m
(in particular cannot be negative) for all x ∈ M and we also prove that the being parallel
in the normal bundle is enough, if the dimension of M is different from 1, to ensure that a
self-shrinker is hyperquadric, as the following Theorem states:
Theorem 4.1. 7 Let M be a closed smooth manifold and F : M → (Rn,〈·, ·〉) be a smooth
immersion, which is a spacelike self-shrinker of the mean curvature flow, i.e. F satisfies,
(20) ~H =−F⊥.
Besides, assume m := dim(M) 6= 1. Then the mean curvature vector ~H satisfies ‖~H‖2(p) 6=
0 for all p ∈ M and the principal normal ν is parallel in the normal bundle (∇⊥ν ≡ 0) if,
and only if, F is a minimal immersion in the hyperquadric H n−1(m).
4.1. Fundamental Equations. In this subsection we calculate several equations involving
the Laplacian of some tensors like the second fundamental form, the mean curvature vector,
the Riemannian curvature and others. For this purpose we use three auxiliary tensors
Pi j := 〈~H,Ai j〉, Qi j := 〈Aki ,Ak j〉, Si jkl := 〈Ai j,Akl〉.
Using Gauß equation (eq. (5)) we write the Ricci curvature as
(21) Ri j = gklRkil j = gkl〈Alk,A ji〉− gkl〈A jk,Ali〉= Pi j−Qi j.
In this notation the useful Simon’s equation is written as:
Proposition 4.2.
(22) ∇⊥k ∇⊥l ~H =△⊥Akl +Rkil jAi j−RikAil +QilAik− Skil jAi j
If we fix t ∈ [0,T ) the immersion Ft can be constant rescaled to bring eq. (11) into
~H =−F⊥.
Remark 4.3. On the other hand, from Huisken ([Hui90]), if an isometric immersion G0 :
M → (Rn,〈·, ·〉) satisfies ~HG0 =−G⊥0 then the homothetic deformation given by
G(x, t) :=
√
1− 2tG0
is (up to a tangential component) the mean curvature flow, but tangential components do
not change the form of the immersed manifold, so that an immersion shrinks homotheti-
cally under the MCF if8, and only if, it satisfies equation (20).
We make use of the following one-form θ :
(23) θ := 1
2
d‖F‖2 = 〈Fi,F〉dxi
such that θ jFj = θigi jFj is equal to F⊤, with θi = 〈Fi,F〉. Then:
∇iθ j = ∇i〈Fj,F〉= 〈Ai j,F〉+ gi j.
7As ‖~H‖2 > 0 this is a slight generalization of Smoczyk’s result for spacelike minimal immersed manifolds of
the hyperquadrics of positive squared norm.
8Up to rescaling
12 M ´ARCIO ROSTIROLLA ADAMES
Hence it follows
(24) ∇⊥i F⊥ = (∇i(F−θ kFk))⊥ = (Fi−∇iθ kFk−θ kAik)⊥ =−θ kAik
and
(25) ∇⊥i ~H =−∇⊥i F⊥ = θ kAik.
So that
∇⊥i ∇⊥j F⊥ =−∇⊥i (θ kA jk) =−(∇iθ kA jk +θ k∇iA jk)⊥
=− (∇iθ kA jk +θ k∇iA jk)⊥ =−Ai j−〈Aki ,F⊥〉A jk−θ k∇⊥k Ai j
where we used the Codazzi equation (Theorem 3) in the last step. From this follows that
(26) ∇⊥i ∇⊥j ~H =−∇⊥i ∇⊥j F⊥ = Ai j−Pki Ak j +θ k∇⊥i A jk
and
(27) △⊥~H = gi j∇⊥i ∇⊥j ~H = ~H−PikAik +θ k∇⊥k ~H.
Now we are able to calculate △‖~H‖2:
△‖~H‖2 =2gi j(〈∇⊥i ∇⊥j ~H, ~H〉+ 〈∇⊥j ~H,∇⊥i ~H〉)
=2〈△⊥~H, ~H〉+ 2‖∇⊥~H‖2 = 2〈~H−PikAik +θ k∇⊥k ~H, ~H〉+ 2‖∇⊥~H‖2
△‖~H‖2 =2‖~H‖2− 2‖P‖2+ 2‖∇⊥~H‖2 + 〈F⊤,∇‖~H‖2〉,(28)
because
2〈θ k∇⊥k ~H, ~H〉=2〈F,Fl〉glk〈∇k~H, ~H〉= 〈F,Fl〉glk∇k〈~H, ~H〉
=〈〈F,Fl〉gluFu,∇k〈~H, ~H〉gktFt〉= 〈F⊤,∇‖~H‖2〉.
For ‖A‖2, using Simon’s equation (Proposition 4.2), one gets:
2〈A,(∇⊥)2~H〉=gtkgsl2〈Ats,△⊥Akl +Rkil jAi j−RikAil +QilAik− Skil jAi j〉
=△‖A‖2− 2‖∇⊥A‖2 + 2Rkil jSi jkl − 2Ri jQi j + 2‖Q‖2− 2Sik jlSi jkl.
On the other hand, using eq. (7) for the Ricci tensor of the normal bundle, we get
‖R⊥‖2 = 〈A jk,A jl 〉〈Aki ,Ali〉− 〈Aik,A jl 〉〈Akj ,Ali〉− 〈A jk,Ail〉〈Aki ,Al j〉+ 〈Aik,Ail〉〈Akj,Al j〉
‖R⊥‖2 =QklQkl − Sik jlSk jli− S jkilSkil j +QklQkl = 2‖Q‖2− 2Sik jlSi jkl .(29)
So that, using these last two equations, we reach
2〈A,(∇⊥)2~H〉=△‖A‖2− 2‖∇⊥A‖2 + 2Rkil jSi jkl − 2Ri jQi j + ‖R⊥‖2
2〈A,(∇⊥)2~H〉=△‖A‖2− 2‖∇⊥A‖2 + 2‖S‖2− 2〈P,Q〉+ 2‖R⊥‖2,(30)
where we used Gauß equation (eq. (5)), eq. (21) and eq. (29) in the last step.
SELF-SHRINKERS OF THE MCF 13
On the other hand, we can calculate an equation for △‖A‖2 using Simon’s equation
(Proposition 4.2) in the following way: First, with eqs. (26) and (21), we have
△⊥Akl =∇⊥k ∇⊥l ~H−Rkil jAi j +RikAil −QilAik + Skil jAi j
△⊥Akl =Akl −QikAil −QilAik +θ t∇⊥k Alt +(Skil j−Rkil j)Ai j,(31)
which implies
△‖A‖2 =2〈Akl −QikAil −QilAik +θ i∇⊥k Ali +(Skil j−Rkil j)Ai j,Akl〉+ 2‖∇⊥A‖2
=2‖A‖2− 4‖Q‖2+ 〈F⊤,∇‖A‖2〉+ 2(2Skil j− Skli j)Si jkl + 2‖∇⊥A‖2
△‖A‖2 =2‖A‖2− 2‖R⊥‖2 + 〈F⊤,∇‖A‖2〉− 2‖S‖2+ 2‖∇⊥A‖2,(32)
where we used Gauß equation (eq. (5)), equation (29) and
2〈θ i∇⊥k Ali,Akl〉=2〈F,Ft〉gti〈∇iAkl ,Akl〉= 〈F,Ft〉gti∇i〈Akl ,Akl〉
=〈〈F,Ft〉gtuFu,∇i〈Akl ,Akl〉gisFs〉= 〈F⊤,∇‖A‖2〉.
Theorem 4.4. Let M be a closed smooth manifold and F : M → (Rn,〈·, ·〉) be a spacelike
self-shrinker of the mean curvature flow. Then it cannot hold ‖~H‖2 < m := dim(M).
Proof. If ‖~H‖2 < m for all x ∈ M, then
(33) △‖F‖2 = 2gi j〈Fi,Fj〉+ 2〈△F,F〉= 2m− 2‖~H‖2 > 0.
But at a maximum p of ‖F‖2 it holds △‖F‖2 ≤ 0. Which is a contradiction. 
Remark 4.5. In particular there are no spacelike self-shrinkers with ‖~H‖2 < 0 and no space-
like self-shrinkers if the index of (Rn,〈·, ·〉) is n−m.
4.2. The Compact Case. Let us now consider the self-shrinkers of the MCF that satisfy
the following conditions:
• The mean curvature vector is not a null vector
‖~H(x)‖2 6= 0, for all x ∈M.
• The principal normal ν := 1‖~H‖ ~H is parallel in the normal bundle
∇⊥ν ≡ 0,
where we write ‖~H‖ to the complex function
√
‖~H‖2 : M→C. Although Theorem
4.4 implies that ‖~H‖2 ≥ 0 in the compact case, we also consider ‖~H‖2 ≤ 0 as a
possibility for the calculations bellow for they are of use in the non-compact case.
The complex function ‖~H‖ is a pure real or a pure imaginary all over M. So ν may
not to be a real vector, but a vector field in the complexification of the pullback over M of
TRn (F−1TRn
C
). Over this bundle we extend the inner product and the connection linearly.
Additionally for X ∈ Γ(F∗TRn), we use (iX)⊥ := i(X⊥).
Remark 4.6. The equations considered bellow are real or pure imaginary. Thence there
will be not explicit mentions of the complexifications in the calculations.
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A parallel principal normal (in the normal bundle) can simplify some of the previously
calculated equations because of its properties:
(34) ∇⊥k ~H = ∇⊥k (‖~H‖ν) = ∇k‖~H‖ν
and
(35) △⊥~H = gi j∇⊥i ∇⊥j (‖~H‖ν) = gi j∇i∇ j‖~H‖ν =△‖~H‖ν.
From this, using equation (27), we calculate
(36) Pi jAi j = ~H +θ k∇⊥k ~H−△⊥~H = (‖~H‖+θ k∇k‖~H‖−△‖~H‖)ν,
which means that Pi jAi j is in the same direction as ν (or iν , if ν is imaginary).
Lemma 4.7. Let F : M → (Rn,〈·, ·〉) be an immersion such that the principal normal is
parallel in normal bundle, then
1) Pi jAi j = ‖P‖
2
‖~H‖ ν 2) Si jklP
i jPkl = ‖P‖
4
‖~H‖2
3) Pki Ak j = Pkj Aki 4) Sik jlPi jPkl = QilPikPkl
Lemma 4.8. Let F : M → (Rn,〈·, ·〉) be a self-shrinker of the MCF such that the principal
normal is parallel in normal bundle, then
(37) 4‖~H‖4
〈
∇⊥~H,∇⊥Ai j
〉
Pi j =
2
‖~H‖
〈
∇‖~H‖,∇
( ‖P‖2
‖~H‖4
)〉
+ 4 ‖P‖
2
‖~H‖6 ‖∇‖
~H‖‖2.
Proof. We start calculating〈
∇⊥~H,∇⊥Ai j
〉
Pi j =∇k‖~H‖
〈
ν,∇⊥k Ai j
〉
Pi j = ∇k‖~H‖∇k(
〈
ν,Ai j
〉
)Pi j
=
1
2‖~H‖〈∇‖
~H‖,∇‖P‖2〉− ‖P‖
2
‖~H‖2 ‖∇‖
~H‖‖2
and 〈
∇‖~H‖,∇
( ‖P‖2
‖~H‖4
)〉
=
〈
∇‖~H‖, ∇‖P‖
2
‖~H‖4 −
4‖P‖2‖~H‖3∇‖~H‖
‖~H‖8
〉
=
〈
∇‖~H‖,∇‖P‖2
〉
‖~H‖4 − 4
‖P‖2
‖~H‖5 ‖∇‖
~H‖‖2.
These two equations imply that
(38) 4‖~H‖4
〈
∇⊥~H,∇⊥Ai j
〉
Pi j =
2
‖~H‖
〈
∇‖~H‖,∇
( ‖P‖2
‖~H‖4
)〉
+ 4 ‖P‖
2
‖~H‖6 ‖∇‖
~H‖‖2.

We continue by calculating ⋄ := 2‖~H‖4
∥∥∥∇i‖~H‖ Pjk‖~H‖ −‖~H‖∇i
(
Pjk
‖~H‖
)∥∥∥2,
⋄= 2‖~H‖6 ‖∇‖
~H‖‖2‖P‖2 + 2‖~H‖2
∥∥∥∥∇i
(
Pjk
‖~H‖
)∥∥∥∥
2
− 4‖~H‖4 ∇i‖
~H‖∇i
(
Pjk
‖~H‖
)
P jk
=
2
‖~H‖2
∥∥∥∥∇i
(
Pjk
‖~H‖
)∥∥∥∥
2
− 2 ‖P‖
2
‖~H‖6 ‖∇‖
~H‖‖2− 2‖~H‖
〈
∇‖~H‖,∇
( ‖P‖2
‖~H‖4
)〉
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and
2
‖~H‖2
∥∥∥∥∇
(
P
‖~H‖
)∥∥∥∥
2
=
2
‖~H‖2
∥∥∥∥∥∇iPjk‖~H‖ −
∇i‖~H‖Pjk
‖~H‖2
∥∥∥∥∥
2
=2‖∇P‖
2
‖~H‖4 − 6
‖P‖2
‖~H‖6 ‖∇‖
~H‖‖2− 2‖~H‖
〈
∇‖~H‖,∇
( ‖P‖2
‖~H‖4
)〉
.
With this we get equation:
2
‖~H‖4
∥∥∥∥∇i‖~H‖ Pjk‖~H‖ −‖~H‖∇i
(
Pjk
‖~H‖
)∥∥∥∥
2
=2‖∇P‖
2
‖~H‖4 − 8
‖P‖2
‖~H‖6 ‖∇‖
~H‖‖2(39)
− 4‖~H‖
〈
∇‖~H‖,∇
( ‖P‖2
‖~H‖4
)〉
.
Lemma 4.9. Let F : M × [0,T ) → (Rn,〈·, ·〉) be a self-shrinker of the MCF such that
‖~H‖2 6= 0 for all x ∈ M and the principal normal is parallel in the normal bundle. Then
△
( ‖P‖2
‖~H‖4
)
=
2
‖~H‖4
∥∥∥∥∇i‖~H‖ Pjk‖~H‖ −‖~H‖∇i
(
Pjk
‖~H‖
)∥∥∥∥
2
(40)
+
〈
F⊤,∇
( ‖P‖2
‖~H‖4
)〉
− 2‖~H‖
〈
∇‖~H‖,∇
( ‖P‖2
‖~H‖4
)〉
.
Proof. We begin using equations (27) and (31) to calculate
△Pi j =∇k∇k〈~H,Ai j〉= 〈∇k⊥∇⊥k ~H,Ai j〉+ 2〈∇⊥k ~H,∇k
⊥Ai j〉+ 〈~H,∇k⊥∇⊥k Ai j〉
=2Pi j + 2〈∇⊥~H,∇⊥Ai j〉−Qki Pk j−QkjPki + 2(Sik jl − Si jkl)Pkl + 〈F⊤,∇Pi j〉,
where we used Gauß equation (eq. (5)) and θ k∇kPi j = 〈F⊤,∇Pi j〉. From this follows that
△‖P‖2 =△(Pi jPi j) = 2△Pi jPi j + 2〈∇P,∇P〉
=2‖∇P‖2 + 〈F⊤,∇‖P‖2〉+ 4〈∇⊥~H,∇⊥Ai j〉Pi j − 4 ‖P‖
4
‖~H‖2 + 4‖P‖
2,
where we used Lemma 4.7.
On the other side
△
( ‖P‖2
‖~H‖4
)
=
△‖P‖2
‖~H‖4 − 8
∇i‖~H‖
‖~H‖
(
∇i‖P‖2
‖~H‖4 − 4
‖P‖2∇i‖~H‖
‖~H‖5
)
− 2 ‖P‖
2
‖~H‖6
(
2△‖~H‖‖~H‖+ 2‖∇‖~H‖‖2
)
− 8‖P‖
2‖∇‖~H‖‖2
‖~H‖6 ,
which implies that
△
( ‖P‖2
‖~H‖4
)
=
△‖P‖2
‖~H‖4 −
8
‖~H‖
〈
∇‖~H‖,∇ ‖P‖
2
‖~H‖4
〉
− 2 ‖P‖
2
‖~H‖6△‖
~H‖2− 8‖P‖
2‖∇‖~H‖‖2
‖~H‖6 .
Using the equations for △‖P‖2 and △‖~H‖2 (eq. (28)) we get,
△
( ‖P‖2
‖~H‖4
)
=
〈
F⊤,∇
( ‖P‖2
‖~H‖4
)〉
+
2‖∇P‖2+ 4〈∇⊥~H,∇⊥Ai j〉Pi j
‖~H‖4
− 8‖~H‖
〈
∇‖~H‖,∇
( ‖P‖2
‖~H‖4
)〉
− 12 ‖P‖
2
‖~H‖6 ‖∇‖
~H‖‖2,
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then we apply eqs. (39) and (38) together with ∇⊥~H = ∇‖~H‖ν to prove the Lemma. 
Proposition 4.10. Let M be a closed smooth manifold and F : M → (Rn,〈·, ·〉) be a smooth
immersion, which is a spacelike self-shrinker of the mean curvature flow. Besides, assume
that the mean curvature vector ~H satisfies ‖~H‖2 6= 0 and the principal normal ν satisfies
∇⊥ν = 0. Then
(41)
∥∥∥∥∇i‖~H‖ Pjk‖~H‖ −‖~H‖∇i
(
Pjk
‖~H‖
)∥∥∥∥
2
= 0.
Proof. Although the function ‖~H‖ may be imaginary, the 3-tensor in eq. (41) is real. Then∥∥∥∥∇i‖~H‖ Pjk‖~H‖ −‖~H‖∇i
(
Pjk
‖~H‖
)∥∥∥∥
2
≥ 0.
From Lemma 4.9, we can write
△
( ‖P‖2
‖~H‖4
)
≤
〈
F⊤− 2‖~H‖∇‖
~H‖,∇
( ‖P‖2
‖~H‖4
)〉
.
The strong elliptic maximum principle implies that u is constant.Then ∇
( ‖P‖2
‖~H‖4
)
= 0 and
△
( ‖P‖2
‖~H‖4
)
= 0. Hence theorem 4.9 implies that
∥∥∥∥∇i‖~H‖ Pjk‖~H‖ −‖~H‖∇i
(
Pjk
‖~H‖
)∥∥∥∥
2
= 0.

We now rewrite the equality that we just proved in another way:
First, eq. (41) implies
(42) ∇i‖~H‖
Pjk
‖~H‖ −‖
~H‖∇i
(
Pjk
‖~H‖
)
= 0,
as a tensor, because this is a covariant tensor over M and M is spacelike.
Second, using the Codazzi equation (eq. (3)) and ∇⊥ν = 0, we calculate
∇i
(
Pjk
‖~H‖
)
= ∇i〈ν,A jk〉= 〈ν,∇⊥i A jk〉= 〈ν,∇⊥j Aik〉= ∇ j〈ν,Aik〉= ∇ j
(
Pik
‖~H‖
)
.
Third, using equation (42), we write
∇i‖~H‖
Pjk
‖~H‖ −‖
~H‖∇i
(
Pjk
‖~H‖
)
=∇i‖~H‖
Pjk
‖~H‖ −∇ j‖
~H‖ Pik‖~H‖ ,
which implies
0 =
∥∥∥∥∇i‖~H‖ Pjk‖~H‖ −‖~H‖∇i
(
Pjk
‖~H‖
)∥∥∥∥
2
=
∥∥∥∥∇i‖~H‖ Pjk‖~H‖ −∇ j‖~H‖ Pik‖~H‖
∥∥∥∥
2
.
Now, expanding this norm we find
‖∇‖~H‖‖2‖P‖2−‖∇i‖~H‖Pik‖2 =0.(43)
With this formula we can show that F is hyperquadric, i. e. ‖F‖2 = q ∈ R.
What remains to prove of Theorem 4.1 Let M be a closed smooth manifold and F : M →
(Rn,〈·, ·〉) be an immersion, which is a spacelike self-shrinker of the mean curvature flow.
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Besides, assume that the mean curvature vector ~H satisfies ‖~H‖2 6= 0 and the principal
normal ν satisfies ∇⊥ν = 0. If m := dim(M) 6= 1, then
‖F(x)‖2 = m∀x ∈ M.
Proof. We now calculate at a point p ∈ M fixed. As the 2-tensor P is symmetric, it is also
diagonalizable and has only real eigenvalues λ1, . . . ,λm. Let V1, . . . ,Vm be an orthonormal
basis of eigenvectors associated with λ1, . . . ,λm. Then we write ∇‖~H‖ = ∑i αiVi, αi ∈ C
so that by equation (43)
(44) 0 = ‖P‖2‖∇‖~H‖‖2−‖P(∇‖~H‖)‖2 = ∑
i
λ 2i (‖∇‖~H‖‖2−α2i ),
but λ 2i ≥ 0 because λi ∈R, beyond this ‖~H‖ is pure real or pure imaginary everywhere and
all the αi’s have to agree with ‖~H‖ about being real or imaginary, which implies
‖∇‖~H‖‖2−α2i = ∑
j 6=i
α2j
being nonnegative for all i ∈ {1, . . . ,m} if ‖~H‖ is real or nonpositive if ‖~H‖ is imaginary.
This implies, with eq. (44), that
λ 2i (‖∇‖~H‖‖2−α2i ) = 0 ∀i ∈ {1, . . . ,m}.
As tr(P) = Pi jgi j = ‖~H‖2 6= 0, it follows that P 6= 0 and there is at least one j ∈ {1, . . . ,n}
such that λ j 6= 0 and the last equation shows that
0 = ‖∇‖~H‖‖2−α2j = ∑
i
α2i −α2j = ∑
i6= j
α2i =⇒ αi = 0 ∀i 6= j,
because the αi’s are all real or all imaginary. From this follows that ‖∇‖~H‖‖2 = α2j and
∇‖~H‖= α jV j.
Assume that there is an x ∈M such that ∇‖~H‖(x) 6= 0.
Then α j 6= 0 and for all i 6= j
0 = λ 2i (‖∇‖~H‖‖2−α2i ) = λ 2i α2j =⇒ λi = 0,
so Pi j has only one nonzero eigenvalue and the associated eigenvector is ∇‖~H‖/‖∇‖~H‖‖.
At this point we have
‖P‖2 = λ 2j = (trP)2 = ‖~H‖4 =⇒
‖P‖2
‖~H‖4 = 1,
but we have already shown that this quotient is constant, so that the equation ‖P‖
2
‖~H‖4 = 1
holds not only at this point but everywhere in M.
Then, using ‖P‖2 = ‖~H‖4, with equation (28) we calculate
2‖~H‖△‖~H‖=2‖~H‖2− 2‖~H‖4 + 2‖~H‖〈F⊤,∇‖~H‖〉
and it follows
(45) △‖~H‖= ‖~H‖−‖~H‖3 + 〈F⊤,∇‖~H‖〉.
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We integrate both sides of this equation. First integrate the terms of it separately taking
advantage of the fact that M is closed:∫
M
△‖~H‖= 0,
because of the Divergence Theorem, and∫
M
〈F⊤,∇‖~H‖〉=
∫
M
〈F,Fl〉glk∇k‖~H‖=−
∫
M
∇k〈F,Fl〉glk‖~H‖
=−m
∫
M
‖~H‖+
∫
M
‖~H‖3,
such that
0 =
∫
M
△‖~H‖=
∫
M
‖~H‖−‖~H‖3 + 〈F⊥,∇|~H|〉= (1−m)
∫
M
‖~H‖,
which is impossible for m 6= 1.
From this contradiction we know that ∇‖~H‖ = 0 everywhere in M. It follows that
∇⊥~H = ∇‖~H‖ν = 0 and that the norm of ~H is constant.
On the other hand
(46) △‖F‖2 = 2〈Fi,Fj〉gi j + 2〈△F,F〉= 2gi jgi j + 2〈~H,F〉= 2m− 2‖H‖2.
If the constant 2m− 2‖H‖2 is other than zero (for example > 0) it would lead to a
contradiction with the second derivative’s test , so that △‖F‖2 = 0 everywhere in M.
Again using the maximum principle, we find that ‖F‖2 is constant. This norm can be
calculated seeing that 〈Fi,F〉 = 0, which implies that F ∈ Γ(T M⊥), so that ~H = −F and
replacing ‖F‖2 = ‖~H‖2 and △‖F‖2 = 0 in eq. (46) we get ‖F‖2 = ‖~H‖2 = m. 
Note that the condition dim(M) 6= 1 is optimal, because the result does not hold for the
curve shortening flow, then the Abresch & Langer curves are not contained in a circle.
5. THE NON-COMPACT CASE
We now consider non-compact self-shrinkers and need to integrate over M with respect
to a backwards heat kernel. Let us consider in Rn the usual topology. A set B ⊂ Rn is
unbounded if there is no compact set containing B.
Remark 5.1. In the pseudo-euclidean case there are minimal submanifolds of the hyper-
quadrics, which are noncompact and are homotheties of the mean curvature flow with
principal normal parallel in the normal bundle. These hyperquadrics are asymptotic to the
light cone and, in particular, have the norm ‖F‖2 bounded, thence they do not satisfy the
conditions needed to integrate and do not appear in our results.
In the compact case we proved that ‖~H‖2 < m implies that F is not a self-shrinker of
the MCF; in the non-compact case a similar result holds.
Theorem 5.2. The mean curvature vector of a stochastic complete, spacelike, self-shrinker
of the mean curvature flow F : M → (Rn,〈·, ·〉) cannot satisfy, for all p ∈M,
‖~H‖2 < m− ε,
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for some ε > 0 if supM ‖F‖2 <+∞.
Proof. If there is an ε > 0 such that ‖~H‖2 < m− ε for all x ∈ M, then
△‖F‖2 = 2gi j〈Fi,Fj〉+ 2〈△F,F〉= 2m− 2‖~H‖2 > 2ε,
but by the weak Omori-Yau maximum principle there is a sequence {xk} ⊂M with
△‖F‖2(xk)≤
1
k ,
which contradicts △‖F‖2(x)> 2ε for all x ∈ M. 
Remark 5.3. In particular, there are no stochastic complete, spacelike self-shrinkers of the
mean curvature flow with supM ‖F‖2 <+∞ and ‖~H‖2 ≤ 0.
Definition 5.4. Let (Rn,〈·, ·〉) be an inner product space and {e1, . . . ,en} an orthonormal
basis such that 〈eα ,eα〉 = −1 for α ∈ {1, . . . ,q} and 〈eα ,eα〉 = 1 for α ∈ {q+ 1, . . . ,n},
which we denote Rq,n. For a vector X ∈Rq,n we define (X−) and (X+) as the projections of
X in span{e1, . . . ,eq} and in span{eq+1, . . . ,en} respectively.
Definition 5.5. Let M be a smooth manifold and F : M→Rq,n be an immersion with F(M)
unbounded. We say that F (or F(M)) is mainly positive if there is an ε > 0 and k ∈R, such
that ∀x ∈ M
‖F(x)‖2E ≥ k =⇒−
‖F(x)−‖2
‖F(x)+‖2 ≤ 1− ε.
And we say that F (or F(M)) is mainly negative if there is an ε > 0 and k ∈ R, such that
∀x ∈M : ‖F(x)‖2
E
≥ k =⇒− ‖F(x)+‖2‖F(x)−‖2 ≤ 1− ε.
This means that there is an (Euclidean)
angle θ with tan
(
pi
4 −θ
)
< 1− ε between
F(x) and the light cone for any x ∈ M such
that F(x) lies outside some big euclidean
sphere (or tan(pi4 −θ)> 1+ε in the mainly
negative case).
Lemma 5.6. If F(M) is mainly positive and unbounded, then ‖F‖2 ≥ ε2‖F(x)‖2E and ‖F‖2
is unbounded.
Lemma 5.7. If F(M) is mainly negative and unbounded, then −‖F‖2 ≥ ε2‖F(x)‖2E and
‖F‖2 is unbounded.
Now we consider the behavior of ‖F(x)‖2 for x in M satisfying def. 5.5.
Remark 5.8. If F is a spacelike self-shrinker such that F(M) is mainly negative and un-
bounded, then for x ∈ M with ‖F(x)‖2
E
> k, for k as in def. 5.5, it holds that
0 > ‖F(x)‖2 = ‖F⊥(x)‖2 + ‖F⊤(x)‖2 ≥ ‖~H(x)‖2,
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but if M is stochastic complete, then Theorem 5.2 implies that F cannot be a self-shrinker
of the MCF with ‖~H‖2(p) 6= 0 for all p ∈ M.
In order to integrate we need further assumptions on F:
Definition 5.9. Let F : M → Rq,n be a spacelike isometric immersion. We say that F has
bounded geometry if:
(1) There are ck,dk ∈ R for every k ∈ N∪{0} such that
‖(∇)kA+‖2 ≤ ck,
−‖(∇)kA−‖2 ≤ dk.
(2) The function 1‖~H‖ grows polynomially with respect to ‖F‖
2
.
(3) The growth of volume of geodesic balls and their boundaries is polynomial with
respect to the radius.
(4) F is inverse Lipschitz with respect to the euclidean norm in Rn.
Then the bounded geometry assumption excludes the mainly negative case for space-
like self-shrinkers, because −d0 ≤ ‖~H‖2 ≤ c0 and, in this case, ‖F‖2 has no lower bound
(by Lemma 5.7 ), but ‖F‖2 = ‖F⊤‖2 + ‖F⊥‖2 and ‖F⊤‖2 ≥ 0, which implies that ‖F⊥‖2
is not bounded below. This contradicts ‖F⊥‖2 = ‖~H‖2. So that:
Theorem 5.10. There are no unbounded mainly negative spacelike self-shrinkers of the
mean curvature flow with bounded geometry.
Some control on geodesic balls of M is needed.
Lemma 5.11. Let F : M → Rq,n be an inverse Lipschitz immersion with respect to the
euclidean norm in Rn, ΩR := {X ∈ F(M) ⊂ Rq,n : ‖X‖E < R} and p ∈ M be a fixed point
such that F(p) ∈ ΩR. Then there is a geodesic ball BR′(p) of radius R′ = 2R/k, where k is
the constant in the inverse Lipschitz condition, such that F−1(ΩR)⊂ BR′(p).
Corollary 5.12. Let Ω, R, p ∈ F−1(Ω) and R′ be as in the last Lemma and y ∈M. Then
d(p,y)> R′ ⇒ y /∈ Ω,
this means ‖F(y)‖E > R.
We continue by proving results for mainly positive immersions.
Remark 5.13. From Lemma 5.6: ‖F(x)‖2
E
≤ 2ε ‖F(x)‖2.
We get a polynomial control of the radius of big geodesic balls in terms of ‖F‖2:
Lemma 5.14. Let F : M → Rq,n be a mainly positive, inverse Lipschitz immersion and
p ∈ M. Then there are R,k1,k2 ∈ R such that x /∈ Bp(R)⇒ d(p,x)≤ k1‖F(x)‖+ k2.
Although it is necessary that ‖F‖2 →+∞ note that ‖~H‖2 could still be negative.
Lemma 5.15. For any X ,Y ∈ Rq,n it holds
|〈X ,Y 〉| ≤ ‖X+‖‖Y+‖+
√
(−‖X−‖2)
√
(−‖Y−‖2)
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This implies:
Lemma 5.16. If A,B ∈ Γ(F∗TRq,n ⊗TM⊗ . . .⊗TM⊗T ∗M⊗ . . .⊗T ∗M) are such that
‖A+‖,‖A−‖,‖B+‖,‖B−‖ grow polynomially with ‖F‖2, then so does |〈A,B〉|.
Remark 5.17. At any point p ∈M,
(47) ‖F‖2 = ‖~H‖2 + ‖F⊤‖2,
so that, from |‖~H‖2| ≤ c0 + d0, it holds that ‖F⊤‖2 grows polynomially with ‖F‖2.
Lemma 5.18. Let F : M → Rq,n be a spacelike, mainly positive, immersion with bounded
geometry and f : M → R be some kind of polynomial (of inner products) of ~H, A, their
covariant derivatives, F, F⊤ and the function 1‖~H‖ , then f has polynomial growth with
respect to ‖F‖2.
We will integrate over the whole manifold with respect to the following heat kernel:
ρ : M → R defined as
ρ(x) := exp
(
−‖F‖
2
2
)
.
Lemma 5.19. Let F : M → Rq,n be a spacelike, mainly positive, immersion with bounded
geometry and F(M) unbounded, beyond this let f : M → R be some polynomial (of inner
products) of ~H, A, their covariant derivatives, F, F⊤ and the function 1‖~H‖ . Then∣∣∣∣
∫
M
f ρdµ
∣∣∣∣< ∞;
beyond this, one can use partial integration∫
M
ρdiv(∇ f (x))dµ =−
∫
M
〈∇ρ ,∇ f (x)〉dµ .
By this, all integrals in the next Lemma are finite.
Lemma 5.20. Let F : M → Rq,n be a spacelike, mainly positive, self-shrinker of the mean
curvature flow with bounded geometry such that F(M) is unbounded. Beyond this, let F
satisfy ‖~H‖2 6= 0 and ∇⊥ν = 0. Then
∇i‖~H‖
Pjk
‖~H‖ −‖
~H‖∇i
(
Pjk
‖~H‖
)
= 0.
Proof. The expression ∫
M
ρ ‖P‖
2
‖~H‖2△
( ‖P‖2
‖~H‖4
)
dµ
can be calculated using partial integration or Lemma 4.9. Equaling these two one finds
(48)
∫
M
2ρ ‖P‖
2
‖~H‖6
∥∥∥∥∇i‖~H‖ Pjk‖~H‖ −‖~H‖∇i
(
Pjk
‖~H‖
)∥∥∥∥
2
+ρ‖~H‖2
∥∥∥∥∇
( ‖P‖2
‖~H‖4
)∥∥∥∥
2
dµ = 0.
but the two summands inside the integral have the same sign everywhere. This implies in
particular, using ‖P‖2 6= 0 (because P = 0 would imply ‖~H‖= 0), that
∇i‖~H‖
Pjk
‖~H‖ −‖
~H‖∇i
(
Pjk
‖~H‖
)
= 0.
22 M ´ARCIO ROSTIROLLA ADAMES

And we have the same result as eq. 41 in the compact case. Then we follow exactly as
in the previous section (the compact case) to get:
Lemma 5.21. Let M be a smooth manifold and F : M → Rq,n be mainly positive, space-
like, self-shrinker of the mean curvature flow with bounded geometry such that F(M) is
unbounded, beyond that let F satisfy the conditions: ‖~H‖2(p) 6= 0 for all p ∈ M and the
principal normal is parallel in the normal bundle (∇⊥ν ≡ 0). Then one of the two holds
(1) ∇‖~H‖= 0 everywhere on M
(2) There is a point p∈M with ∇‖~H‖(p) 6= 0, at which ∇‖~H‖‖∇‖~H‖‖ is the only eigenvector
associated with a nonzero eigenvalue of P.
We have to treat these two cases separately.
6. THE FIRST CASE
Theorem 6.1. Let M be a smooth manifold and F : M →Rq,n be a mainly positive, space-
like, shrinking self-similar solution of the mean curvature flow with bounded geometry such
that F(M) is unbounded. Beyond that, let F satisfy the conditions: ‖~H‖2(p) 6= 0, ∀p ∈M,
and the principal normal is parallel in the normal bundle (∇⊥ν ≡ 0). If ∇‖~H‖(p) = 0 for
all p ∈M, then
(49) F(M) = Hr ×Rm−r,
where Hr is an r-dimensional minimal surface of the hyperquadric H n−1(r) with ‖~H‖2 =
r > 0 and Rm−r is an m− r dimensional spacelike affine space in Rq,n.
Proof. First we see that ∇‖~H‖= 0 implies ∇⊥~H = ∇‖~H‖ν = 0 and, with eq. (25),
(50) θ iAi j = 0.
On the other hand, ∇‖~H‖ = 0 implies that ‖~H‖2 is constant, so that, with Lemma 5.20, it
holds ∇P = 0 and then equation (26) implies
〈∇⊥i ∇⊥j ~H, ~H〉= 〈Ai j−Pki Ak j +θ k∇⊥i A jk, ~H〉
0 = Pi j−Pki Pk j,(51)
so that P = P2; i. e. P is a projection and can only have 1 and 0 as eigenvalues.
Because of ∇kPi j = 0 we get ∇k‖P‖2(p) = 0, but ‖P‖2(p) is equal to the number of
eigenvalues 1, thus their number is constant and
(52) ‖~H‖2 = trP = r > 0.
We consider the eigenspaces associated with these two eigenvalues, they define the
distributions E M and FM given, at any point p ∈ M, by
(53) E Mp := {V ∈ TpM : P(V ) =V}, FMp := {V ∈ TpM : P(V ) = 0},
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or in local coordinates P ji V i = V j (and P ji V i = 0). As the eigenspaces are orthogonal we
have TpM = E Mp⊕FMp. From equation (50) we have, for all V ∈ EpM, that
(54) θ (V ) = θ jV j = θ jP ji V i = 0,
which means that E Mp ⊂ ker(θ ).
Lemma 6.2. Under the hypothesis of Theorem 6.1 the distributions E M and FM are
involutive.
Proof. For e1,e2 ∈ Γ(E M) and f1, f2 ∈ Γ(FM), from ∇P = 0, we get
P(∇e1e2) =∇e1 P(e2) = ∇e1 e2,(55)
P(∇ f1 f2) =∇ f1P( f2) = ∇ f10 = 0.(56)
i.e. ∇e1 e2 ∈ Γ(E M) and ∇ f1 f2 ∈ Γ(FM). As the Levi-Civita connection is torsion free
we have that E M and FM are involutive. 
By the Theorem of Frobenius, these distributions define two foliations, such that, at
each p ∈ M, there are two leaves Ep and Fp that intersect orthogonally at p. We want to
understand what they are. The inclusions iEp and iFp of these leaves are immersions:
M F // Rn
Ep
iEp
OO
F◦iEp
>>
⑥
⑥
⑥
⑥
⑥
⑥
⑥
⑥
M F // Rn
Fp
iFp
OO
F◦iFp
==
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
We need the symmetric (by Lemma 4.7) tensor
(P∗A)i j := Pki Ak j.
Lemma 6.3. Under the hypothesis of Theorem 6.1, the following equations hold:
θ k∇⊥k Ai j = 0,(57)
Ai j = Pki Ak j.(58)
Proof. First, from (26) (with ∇~H = 0) and (51), we get
(59) θ k∇⊥k (Pli Al j) = Pli Al j−Pli Al j = 0.
To prove (58), it is enough to show
‖A±‖2 = ‖P∗A±‖2.
One sees this using eq. (51) to calculate ‖A±−P∗A±‖2 = ‖A±‖2−‖P∗A±‖2.
Let us then prove that ‖A±‖2 = ‖P∗A±‖2. First of all, using eq. (26) (with ∇i~H = 0),
eq. (51) and θ k∇⊥k (Pli Al j) = 0, it holds that
(60) θ k∇k(‖A±‖2−‖P∗A±‖2) =−2(‖A±‖2−‖P∗A±‖2).
If θ = 0 at some point p∈M, then this equation implies ‖A±‖2 = ‖P∗A±‖2 and Ai j =Pli Al j
at this point. So, without loss of generality, we can consider only the points q ∈ M with
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θ (q) 6= 0. Fix one of these and consider the integral curve γ : (−a,b) → M of θwith
γ(0) = q, for some a,b > 0. Along this curve we define the function
f (s) := ‖θ‖2(γ(s)),
and get
d
ds f = ∇γ˙‖θ‖
2 = θ k∇k‖θ‖2 = 2θ kθ l∇kθl .
but, from ~H =−F⊥,
∇iθ j = ∇i〈F,Fj〉= gi j−〈~H,Ai j〉
and θ i∇iθ j = θ j because of equation (50), so that
(61) dds f = 2 f .
This has a unique solution with f (0) = ‖θ‖2(q):
‖θ‖2(γ(s)) = ‖θ‖2(q)e2s > 0,
in particular ‖θ‖2(γ(s)) 6= 0 for all s ∈ (a,b), then these integral curves do not cross any
singular point and the maximal integral curve is defined for all R and it is not closed
(because of injectivity of e2s). Over this same curve we define functions ˜f± : R→ R,
˜f±(s) := (‖A±‖2−‖P∗A±‖2)(γ(s))
and, using equation (60), get d ˜f±ds = −2 ˜f±. This has a unique solution with ˜f±(0) =
(‖A±‖2−‖P∗A±‖2)(q):
(‖A±‖2−‖P∗A±‖2)(γ(s)) = (‖A±‖2−‖P∗A±‖2)(q)e−2t .
If (‖A±‖2 −‖P∗A±‖2)(q) 6= 0, then (‖A±‖2 −‖P∗A±‖2)(γ(s))→±∞ as s →−∞ and
this contradicts the boundedness of ‖A±‖2. So A = P∗A and (59) implies (57). 
Let us now examine the leaves of the distribution E M.
Lemma 6.4. Under the hypothesis of Theorem 6.1 it holds that Ep is immersed into
H n−1(‖F‖2(p)) through F ◦ iEp . Beyond this, Ep is geodesically complete and there is
q ∈ M so that F ◦ iEq is a minimal immersion into H n−1(‖F‖2(q)).
Proof. Ep is an r-dimensional manifold immersed in M under the natural inclusion iE . Let
AF◦iE and AiE denote the second fundamental tensors of F ◦ iE and iE .
From equation (13) it holds that
(62) AF◦iE = AF + dF(AiE ).
On the other hand one can write, for local vector fields e1,e2 ∈ Γ(TEp),
(63) AiE (e1,e2) = ∇e1 e2−∇′e1e2,
where ∇′ is the Levi-Civita connection of Ep (with respect to the induced metric). But
∇e1 e2 ∈ Γ(E M) by eq. (55) and diE (∇′e1 e2) ∈ Γ(E M), yet AiE (e1,e2) ∈ Γ(TE ⊥), so
(64) AiE = 0.
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Then, in particular, the geodesics of Ep are also geodesics of M and, as M is geodesically
complete, so is Ep.
From equation (54) we get, for any q ∈ Ep and all V ∈ E MiE (q), V =V i ∂∂xi ,
0 = θ jV j = 〈F,Fj〉V j = 〈F,dF(V )〉,
which means that F(iE (q)) ∈ TqE ⊥p (the normal space of F ◦ iE at q) and
(65) V‖F‖2 = 2V j〈Fj,F〉= 2〈dF(V ),F〉= 0,
so that ‖F‖2 is constant on the leaf Ep (but it depends on p), and Ep is immersed, through
F ◦ iE , in the hyperquadric H n−1(‖F‖2(p)).
Let us now take a look at a special leaf of the distribution E M. Because of Remark 5.13
and Lemma 5.11 there is a point q ∈ M, with ‖F(q)‖2 = minx∈M ‖F(x)‖2. Let us consider
the leaf Eq. We are showing that F(M) is some cylinder and figure 1 shows the intersection
of a cylinder with two spheres. The small circle in the middle is a minimal surface of the
smallest sphere but the two other circles are not a minimal surfaces of the bigger sphere.
FIGURE 1. Intersection of a cylinder with spheres
The norm of F must be constant over this leaf by eq. (65), so that all the points of
the leaf minimize the norm of F . But then, 2〈dF(X),F〉 = X‖F‖2 = 0 for any X ∈ Tq′M,
q′ ∈ iE (Eq), this means that F(q′) is orthogonal to Tq′M, i. e.
(66) F⊥(q′) = F(q′).
We claim that F ◦ iE (Eq) is a minimal surface of the hyperquadric H n−1(‖F‖2(q)).
First, the Levi-Civita connection on the hyperquadric is given by the projection (PrH n−1)
of the Levi-Civita connection of Rq,n, which we denote D, over the tangent bundle of the
hyperquadric. Then, using eq. (62) with AiE = 0, it holds
(67) AH n−1(X ,Y ) = Pr
H n−1
(DXY )−∇′XY = Pr
H n−1
(AF◦iE (X ,Y )) = Pr
H n−1
(AF(X ,Y ))
On the other hand, take a vector V ∈ Tq′M⊥, q′ ∈ Eq, then, using that Pi jAi j is in the
same direction as ~H (eq. (36)), one gets 〈Pi jAi j,V 〉= 0.
Take an orthonormal basis {e1, . . . ,er, f1, . . . , fm−r} of Tq′M such that {e1, . . . ,er} is a
basis of E Mq′ and { f1, . . . , fm−r} is a basis of FMq′ , then
trE 〈A,V 〉=
r
∑
i=1
〈V,A(P(ei),ei)+
m−r
∑
i=1
〈V,A(P( fi), fi)〉= trM〈V,P∗A〉= 0,
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where we used that P(ei) = ei and P( fi) = 0. This holds for any q′ ∈ iE (Eq) and means
that trE A = a(x)~H for some continuous function a : Eq → R. By eq. (66), eq. (67) and
denoting ~HH n−1 the mean curvature vector of the immersion of Eq into H n−1(‖F‖2(q)),
we get at q′
~HH n−1 = Pr
H n−1
(trE A) = Pr
H n−1
(a~H) = Pr
H n−1
(−aF⊥) = Pr
H n−1
(−a(x)F) = 0,
because the position vector is orthogonal to the hyperquadric. Then Eq is a minimal surface
of the hyperquadric H n−1(r), because ‖F‖2(q) = ‖~H‖2(q) = r by eq. (52). 
We will now analyse the leaves of the distribution FM.
Lemma 6.5. Under the hypothesis of Theorem 6.1, it holds that F ◦ iF (Fp) is an affine
space in Rq,n for any p ∈M. Beyond that, if q ∈ iE (Ep), then F ◦ iF (Fp) and F ◦ iF (Fq)
are parallel.
Proof. First, we show that they are affine subspaces ofRq,n. Let q∈ iF (Fp) be an arbitrary
point and f ∈FMq and X ∈ TqM be vectors, then eq. (58) implies
(68) A( f ,X) = X j f iAi j = X j f iPki Ak j = 0
because FMq is formed by the vectors in the null space of P.
Let us denote AF◦iF and AiF the second fundamental tensors of the immersions F ◦ iF
and iF respectively. From equation (13):
AF◦iF = AF + dF(AiF ).
Equation (68) implies that AF◦iF = dF(AiF ). Thence
(69) AF◦iF = AiF = 0,
which means that iF is totally geodesic. One has D f1 f2 = AF( f1, f2)+∇ f1 f2 = ∇ f1 f2 so
that the geodesics of Fp are also geodesics of Rq,n (which are straight lines). Furthermore
Fp is geodesically complete, so that each connected component of F ◦ iF (Fp) is an affine
m− r-dimensional subspace of Rq,n by the linearity of d(F ◦ iF ), but F ◦ iF (Fp) is a leaf
and thence a whole affine m− r-dimensional subspace of Rq,n.
Let us fix p and prove that F ◦ iF (Fp′) is parallel to F ◦ iF (Fp) for any p′ ∈ iE (Ep).
For this, let γ : [0,1]→ iE (Ep) be a smooth curve with γ(0) = p and γ(1) = p′ and let
fp ∈ FMp be a vector. Denote by f (t) the parallel transport of fp along γ with respect
to ∇. From ∇P = 0, it holds that ∇γ˙(P f (t)) = P(∇γ˙ f (t)) = 0, which means that P( f (t))
is the parallel translation of P( fp) = 0, so that P( f (t)) = 0 and f (t) ∈ FMiE ◦γ(t) for all
t ∈ [0,1]. By using eq. (68),
Dγ˙ f (t) = ∇γ˙ f (t)+A(γ˙, f (t)) = 0,
where D is the Levi-Civita connection of Rq,n. This means that dF ◦ f (t) is also the parallel
translation of dF ◦ fp in Rq,n, which is dF( fp) for all t ∈ [0,1]. This means that dF ◦
diF (TpFp)⊂ dF ◦diF (Tp′Fp). Analogously, dF ◦diF (Tp′Fp)⊂ dF ◦diF (TpFp). But
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we already know that the leaves of F are affine subspaces, so that they are equal, up to a
translation, to their tangent spaces and thus are parallel. 
All that is left of Theorem 6.1 is to show that F(M) is the product F(Eq)× F(Fq),
where q ∈ M minimizes ‖F‖2.
Let q ∈ M be a minimal point of ‖F‖2 and { f1, . . . , fm−r} be an orthonormal basis of
FMq. We define a function h : Eq×Rm−r → F(M), given by
h(p,X) = F(iE (p))+X idF( fi) ∀X = (X1, . . . ,Xm−r) ∈ Rm−r, p ∈ Eq.
As all the leaves Fq′ , q′ ∈ Eq, are parallel, the image of h is indeed contained in F(M). Let
us consider in Rm−r the canonical metric and in Eq×Rm−r the product metric, so that h is
an isometry because F and iE are isometries.
Eq ×Rm−r is geodesically complete. We claim that h is surjective. To see this, take
(p,X) ∈ Eq×Rm−r, y := h(p,X) ∈ F(M), and z ∈ F(M). Let y′ ∈ M and z′ ∈ M be such
that F(y′) = y and F(z′)= z. From the fact that M is geodesically complete, there is a vector
Y ∈ Ty′M such that exp(Y ) = z′ (by the Theorem of Hopf and Rinow). Then decompose
Y = Y1 +Y2 with Y1 ∈ TpEq and Y2 = Y l2 fl(p) ∈FMp. Now denote Y20 := (Y 12 , . . . ,Y m−r2 ),
then for the exponential in Eq×Rm−r it holds that
h(exp(Y1,Y20)) =exp(dh(Y1,Y20)) = exp(dF ◦ diE (Y1)+ dF(Y2))
=F(exp(diE (Y1)+Y2)) = F(exp(Y )) = z,
where we understand F(M) locally as a manifold (isometric to M and with the same di-
mension) and thence define the exponential there locally, so that, by the compactness of
the domain of the geodesic segment connecting y′ and z′, the exponential is well defined.
This proves that z ∈ h(Eq×Rm−r).
Then F(M) is the product of an affine space with a minimal surface of the hyperquadric
H n−1(r) with ‖~H‖2 = r. 
Remark 6.6. The induced (from Rq,n) inner product on the affine space has to be positive
definite, because F is spacelike.
7. THE SECOND CASE
Theorem 7.1. Let M be a smooth manifold and F : M →Rq,n be a mainly positive, space-
like, shrinking self-similar solution of the mean curvature flow with bounded geometry
such that F(M) is unbounded. Beyond that, let F satisfy the conditions: ‖~H‖2(p) 6= 0
for all p ∈ M and the principal normal is parallel in the normal bundle (∇⊥ν ≡ 0). If
∇‖~H‖(p) 6= 0 for some p ∈ M, then
(70) F(M) = Γ×Rm−1,
where Γ is a rescaling of an Abresch & Langer curve in a spacelike plane and Rm−1 is an
m− 1 dimensional spacelike affine space in Rq,n.
Proof. Let p ∈ M be a point with ∇‖~H‖(p) 6= 0 and {ei}1=1,...,m an orthonormal basis of
TpM made by the eigenvectors of P with e1 = ∇‖
~H‖
‖∇‖~H‖‖(p). From Lemma 5.21 P (in this
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basis) has only one nonzero element. But tr(P) = ∑i〈~H,A(ei,ei)〉= ‖~H‖2, so ‖~H‖2 is the
eigenvalue associated with ∇‖~H‖‖∇‖~H‖‖ :
(71) Pij
∇ j‖~H‖
‖∇‖~H‖‖ = ‖
~H‖2 ∇
i‖~H‖
‖∇‖~H‖‖
and ‖P‖2 = ‖~H‖4 at this point, but this equation holds all over M because equation (48)
together with Lemma 5.20 implies
∇
( ‖P‖2
‖~H‖4
)
= 0.
Remark 7.2. Let us choose Riemannian normal coordinates on a neighborhood of p such
that ∂∂xi (p) = ei, then it holds in p: Pi j = ‖~H‖2δ1iδ1 j and gi j = δi j, thus it follows that
Pki Ak j = 0 if i 6= 1 and, from Lemma 4.7, item (3), that Pki Ak j = 0 if j 6= 1 so that Pk1 A1k =
Pki Aik, which is in the direction of ν/‖~H‖ from Lemma 4.7 (item 1), thence the component
of Pki Ak j in F∗(Rq,n) has the same direction as ν‖~H‖ for i, j ∈ 1, . . . ,m and
(72) Pki Ak j = Pki 〈ν,Ak j〉ν =
1
‖~H‖P
k
i Pk jν = ‖~H‖3δ1iδ k1 δ1kδ1 jν = ‖~H‖Pi jν,
i. e. P∗A = ‖~H‖P⊗ν , but this can be done for any p ∈M with ∇‖~H‖(p) 6= 0, so that this
tensor equality holds in any region of M that satisfies ∇‖~H‖(p) 6= 0.
Let us now define
˚M = {p ∈ M : ∇‖~H‖ 6= 0}.
Which is open, and thus a submanifold of M (possibly incomplete). Let U ⊂ M be a
connected component of ˚M. We take, over U , the distributions EU and FU given by
EUp :={V ∈ TpU : PV = ‖~H‖2V},(73)
FUp : = {V ∈ TpU : PV = 0}.(74)
In order to investigate these distributions we need further information about the second
funcamental tensor. For this purpose we define the tensor ˚A := A− 1‖~H‖P⊗ν .
Lemma 7.3. Under the hypothesis of Theorem 7.1, it holds
(75) Ai j = 1‖~H‖Pi jν.
Proof. From eq. (25) we calculate
(76) ‖~H‖∇i‖~H‖= 〈∇⊥i ~H, ~H〉= θ kPik,
this equation together with eq. (71) implies
(77) θ (∇‖~H‖) = θ
k
‖~H‖2 P
l
k(∇l‖~H‖) =
‖~H‖∇l‖~H‖∇l‖~H‖
‖~H‖2 =
‖∇‖~H‖‖2
‖~H‖ .
In order to attain ˚Ai j = 0 we consider the integral curves of the projection of F in FU :
˚θi = θi− θ (∇
k‖~H‖)
‖∇k‖~H‖‖2
∇i‖~H‖= θi− 1‖~H‖∇i‖
~H‖.
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For ˚A one calculates
˚θ k ˚Aki = θ kAki−∇⊥i ~H = 0
using eqs. (71), (72), (76) and (25). From this
0 = ∇⊥l ( ˚θ k ˚Aki) =
(
δ kl −Pkl +
1
‖~H‖2 ∇l‖
~H‖∇k‖~H‖− 1‖~H‖∇l∇
k‖~H‖
)
˚Aki + ˚θ k∇⊥l ˚Aki
0 = ˚Ali− 1‖~H‖∇l∇
k‖~H‖ ˚Aki + ˚θ k∇⊥l ˚Aki,(78)
because equations (71) and (72) with Pkl Pki = ‖~H‖2Pli imply that Pkl ˚Aki = 0 and equations
(71), (72) and (76) imply
∇k‖~H‖ ˚Aki =∇k‖~H‖Aki−∇k‖~H‖ 1‖~H‖Pkiν =
1
‖~H‖θ
lPkl Aki−‖~H‖∇i‖~H‖ν
=θ lPliν −‖~H‖∇i‖~H‖ν = ‖~H‖∇i‖~H‖ν−‖~H‖∇i‖~H‖ν = 0.
On the other hand, using the Riemannian normal coordinates of Remark 7.2 we calcu-
late for i ∈ 1, . . . ,n and j ∈ 2, . . . ,n,
∇i∇ j‖~H‖= ∂∂xi
〈
∇‖~H‖, ∂∂x j
〉
−
〈
∇‖~H‖,∇ ∂
∂ xi
∂
∂x j
〉
= 0
because ∂∂x j ∈FUp and ∇ ∂∂ xi
∂
∂x j (p) = 0. But ∇i∇ j‖~H‖ is symmetric. So that ∇i∇ j‖~H‖ is
nonzero only if i = j = 1, so that using Pi j = ‖~H‖2δ1iδ1 j we get
(79) ∇i∇ j‖~H‖= △‖
~H‖
‖~H‖2 Pi j,
but this equation is tensorial then holds for any coordinate map. And, as we could do the
same for every point p ∈U , this holds in the whole ˚M. So that, with eq. (72),
∇l∇k‖~H‖ ˚Aki =△‖
~H‖
‖H‖2 P
k
l ˚Aki =
△‖~H‖
‖H‖2
(
‖~H‖Pliν −‖~H‖Pliν
)
= 0
and equation (78) turns out to be
(80) ˚θ k∇⊥l ˚Aki =− ˚Ali.
Finally, we calculate using eq. (76)
∇i‖ ˚θ‖2 = 2∇i ˚θl ˚θ l =2
(
θi−θ lPli +θ l ∇i‖
~H‖∇l‖~H‖
‖~H‖2 −
△‖~H‖
‖~H‖3 Pilθ
l − ∇i‖
~H‖
‖~H‖
+
∇l‖~H‖
‖~H‖ Pli−
‖∇‖~H‖‖2
‖~H‖3 ∇i‖
~H‖+△‖
~H‖
‖~H‖4 Pil∇
l‖~H‖
)
=2
(
θi +θ l
∇i‖~H‖∇l‖~H‖
‖~H‖2 −
∇i‖~H‖
‖~H‖ −
‖∇‖~H‖‖2
‖~H‖3 ∇i‖
~H‖
)
,
but using eq. (76)
˚θ i∇i‖~H‖= 〈F,F i〉∇i‖~H‖−〈F,Fk〉∇k‖~H‖= 0.
which was already expected, so that it holds
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(81) ˚θ (∇‖ ˚θ‖2) = 2 ˚θ iθi = 2 ˚θ i
(
θi− ∇i‖
~H‖
‖~H‖
)
= 2‖ ˚θ‖2.
We follow then as in Lemma 6.3 but still have to check if eq. (81) holds in the whole
M. In open sets of M \ M˚, the equations of the first case hold. P = P2 (eq. (51)) implies
that the only non-zero eigenvalue of P is 1, then ∇P = 0 together with ‖P‖2 = r, where r
is the multiplicity of the eigenvalue 1, implies that r is constant, but M is connected and, in
M˚, the tensor P has only one non-zero eigenvalue and it has multiplicity 1, then P has only
one non-zero eigenvalue and it has multiplicity 1 also in open sets of M \ ˚M. Therefore, as
in Remark 7.2, PikAkj is in the direction of
~H
‖~H‖ and
‖ ˚A±‖2 =
∥∥∥∥A±− 1‖~H‖P⊗ν±
∥∥∥∥
2
= ‖A±‖2− 2‖H‖〈A
i j
±,Pi jν±〉+
1
‖~H‖4 ‖P‖
2‖~H±‖2
=‖A±‖2− 2‖H‖4 〈P
i jPi j~H±, ~H±〉+ 1‖~H‖4 ‖P‖
2‖~H±‖2
‖ ˚A±‖2 =‖A±‖2− 1‖~H‖4 ‖P‖
2‖~H±‖2,(82)
and
‖P∗A±‖2 =〈Pik(A±)kj,Pil Al j±〉=
〈
Pik
〈
Akj,
~H
‖~H‖
〉
~H±
‖~H‖ ,P
i
l
〈
Al j,
~H
‖~H‖
〉
~H±
‖~H‖
〉
=PikPkj P
i
l P
l j 1
‖~H‖4 ‖
~H±‖2 = ‖P‖
2
‖~H‖4 ‖
~H±‖2,
using Pi j = PikPkj (eq. (51)), thence, by eq. (82), it holds
(83) ‖ ˚A±‖2 = ‖A±‖2− 1‖~H‖4 ‖P‖
2‖~H±‖2 = ‖A±‖2−‖P∗A±‖2
and equation (60) implies that d ˜fds =−2 ˜f holds in the whole manifold M. This O.D.E. has
a unique solution ‖ ˚A‖2(γ(s)) = ‖ ˚A‖2(q)e−2s. If ‖ ˚A±‖2(q) 6= 0 then ‖ ˚A±‖2(γ(s))→±∞
as s →−∞ and this contradicts the boundedness of the second fundamental tensor (by the
definition of bounded geometry). So that ‖ ˚A±‖2 = 0 as we wanted to show. 
Lemma 7.4. Under the hypothesis of Theorem 7.1 the distributions EU and FU are
involutive.
Proof. First of all recall that EU is spanned by −→e := ∇‖~H‖/‖∇‖~H‖‖(p) at any p ∈U .
Then let p ∈U be a point and Vp ∈ TpU be normal to ∇‖~H‖/‖∇‖~H‖‖(p); beyond this,
let V ∈ Γ(TU |Ω) be the parallel transport of Vp over all geodesics through p in a small
neighborhood Ω of p. Then, as any X ,Y ∈ Γ(EU) are of the form X = x−→e and Y = y−→e
for some x,y ∈C1(U), it holds at p that
(84) 〈∇x−→e y−→e ,V 〉= x−→e 〈y−→e ,V 〉− 〈y−→e ,∇x−→e V 〉= 0.
But this could be done for any p ∈U , so that, just as in the first case, EU is in particular
involutive. So, by the Theorem of Frobenius, there is a foliation, whose tangent spaces of
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the leaves are given by this distribution. The leaves are immersed in M and, again as in the
first case, they are totally geodesic (analogous to eq. (63) and eq. (64)). This means, in
particular, for any p∈U , that a geodesic of the one dimensional leaf (Ep) that goes through
p is also a geodesic of U .
Let p ∈U be a fixed point and take Riemannian normal coordinates around p such that
∂
∂x1 =
∇‖~H‖
‖∇‖~H‖‖ . This way the tensor P is written, in these coordinates, as Pi j = ‖~H‖
2δ1iδ1 j.
So, for V,W ∈ Γ(FU), using the fact that FUp ⊥ EUp, we get
0 = 〈∇‖~H‖,V 〉= ∇V‖~H‖,
from this, remembering Γki j(p) = 0, follows
∇V P = ∇V‖~H‖2δ1iδ1 j = 0 and P(∇VW ) = ∇V (PW ) = 0.
This means
(85) ∇VW ∈ Γ(FU) ∀V,W ∈ Γ(FU).
As this holds for any p ∈U and the final expressions do not depend on local coordinates
this holds in the whole ˚M and FU is involutive. 
We write Fp and Ep for leaves of FU and EU , and iE and iF for their inclusions in
M. Let us then look at these leaves closely.
Lemma 7.5. Under the hypothesis of Theorem 7.1, it holds that F ◦ iF (Fp) is an affine
space in Rq,n for all p ∈U. Beyond that, if q ∈ iE (Ep), then F ◦ iF (Fp) and F ◦ iF (Fq)
are parallel.
Proof. Let p ∈U be a point and Fp be the leaf of FU containing p. First, we show this
leaf is an affine subspaces of Rq,n. Let q ∈ iF (Fp)⊂U be a point, f ∈FUq and X ∈ TqM
be vectors, then equation (75) implies
(86) A( f ,X) = X j f iAi j = X j f i 1‖~H‖Pi jν = 0
because FM is formed by the vectors in the null space of P.
Let AF◦iF and AiF denote the second fundamental tensors of the immersions F ◦ iF and
iF . From equation (13) we know that
AF◦iF = AF + dF(AiF ).
On the other hand one can write, for vector fields f1, f2 ∈ Γ(TFp),
(87) AiF ( f1, f2) = ∇ f1 f2−∇′f1 f2,
where ∇′ is the Levi-Civita connection of Fp (with respect to iF ). From ∇ f1 f2 ∈ Γ(FU)
(by equation (85)) and AiF ( f1, f2) ∈ Γ(TF⊥p ) it holds
(88) AiF = 0, thus ∇ f1 f2 = ∇′f1 f2,
Which results in AF◦iF = 0, i. e. F ◦ iF is totally geodesic and
(89) D f1 f2 = A( f1, f2)+∇ f1 f2 = ∇ f1 f2 = ∇′f1 f2
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implies that the geodesics of Fp are also geodesics of Rq,n, which are straight lines, but U
is not geodesically complete, so that the geodesics of Fp could only be some intervals of
these straight lines.
We prove now that Fp is geodesically complete. Let δ : (−a,b)→Fp, a,b > 0, be a
maximally extended geodesic of Fp and γ := iF ◦δ , as M is geodesically complete, γ can
be extended γ : R→M, so that δ could be further extended as long as γ(t) ∈U .
We claim that γ(t) ∈U for all t ∈ [−a,b]. To prove this we show that ∇‖~H‖(γ(t)) 6= 0
for t =−a and t = b. By eqs. (79) and (74) it holds, for every t ∈ (−a,b),
∇γ˙∇‖~H‖= 0,
so that ∇‖~H‖(γ(t)) is the parallel transport of ∇‖~H‖(γ(0)). Further, eq. (86) implies
Dγ˙∇‖~H‖= ∇γ˙ ∇‖~H‖
so that dF(∇‖~H‖(γ(t))) is the parallel transport of γ0 := dF(∇‖~H‖(γ(0))) over the line9
in Rq,n defined by dF(γ˙(0)) and F(γ(0)). This means that dF(∇‖~H‖)(γ(t)) = γ0 6= 0 for
all t ∈ [−a,b]. But dF is linear, so that ∇‖~H‖(γ(t)) 6= 0 for all t ∈ [−a,b], thence γ(t) ∈U
for all t ∈ [−a,b], which contradicts the maximality of (−a,b). So, δ (t) is defined for all
t ∈R and F ◦ iF ◦δ is a whole line in Rq,n. Then, analogous to Lemma 6.5, F ◦ iF (Fp) is
an affine m− r-dimensional subspace of Rq,n.
We fix p ∈U and claim that Fp′ is parallel to Fp for any p′ ∈ Ep. As Ep is a smooth
curve, we parametrize it by arc length: ζ : [0,a]→ iE (Ep) with ζ (0) = p and ζ (a) = p′.
Then take fp ∈FMp and f (t) the parallel transport of fp along ζ with respect to the Levi-
Civita connection ∇ of M. From ddt 〈 ˙ζ , f (t)〉 = 〈∇ ˙ζ ˙ζ , f (t)〉+ 〈 ˙ζ ,∇ ˙ζ f (t)〉 = 0 follows that
〈 ˙ζ , f (t)〉= 〈 ˙ζ (0), fp〉= 0 and f (t) ∈FU for all t ∈ [0,a]. Then, using eq. (86),
D
˙ζ f (t) = ∇ ˙ζ f (t)+A( ˙ζ , f (t)) = 0,
where D is the Levi-Civita connection of Rq,n. The claim follows as in the first case. 
Let us now consider the 1-dimensional leaf of Ep, for some p ∈U .
Lemma 7.6. Under the hypothesis of Theorem 7.1, it holds that the image of Ep through
F ◦ iEp on Rq,n lies in a plane for every p ∈U.
Proof. Ep is a smooth curve immersed in U ⊂ ˚M ⊂M through iEp : Ep →U . Let AF◦iE and
AiE denote the second fundamental tensors of F ◦ iE and iE . From equation (13):
(90) AF◦iE = AF + dF(AiE ).
On the other hand, for vector fields e1,e2 ∈ Γ(TEp),
(91) AiE (e1,e2) = ∇e1 e2−∇′e1e2,
where ∇′ is the Levi-Civita connection of Ep (with respect to induced metric). But ∇e1 e2 ∈
Γ(E M) by eq. (84) and AiE (e1,e2) ∈ Γ(TE ⊥), so that equation (91) implies
(92) AiE = 0,
9From eq. (89) F ◦ γ is a geodesic of Rq,n and thence a straight line.
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so that Ep is a geodesic of U ⊂ ˚M ⊂ M. EUp′ is spanned by ∇‖~H‖/‖∇‖~H‖‖(p′) for any
p′ ∈U . Let γ(s) : (−a,b)→ M be the local parametrization by arc lenght of this geodesic
in one of the directions ±∇‖~H‖/‖∇‖~H‖‖ with γ(0) = p.
We claim that this curve lies in a plane. First of all
d
ds (F ◦ γ) =dF ◦ dγ
(
d
ds
)
=±dF
(
∇‖~H‖
‖∇‖~H‖‖
)
,
d2
ds2 (F ◦ γ) =Ai j
∇i‖~H‖∇ j‖~H‖
‖∇‖~H‖‖2 = ‖
~H‖ν,
where we used equation (75) and ∇γ˙ γ˙ = 0. Concerning ν , we get, for any N ∈ TpU⊥,〈
∇± ∇‖~H‖‖∇‖~H‖‖
ν,N
〉
= 0,
because ∇⊥ν = 0. For f ∈ Γ(FU), we get〈
∇± ∇‖~H‖‖∇‖~H‖‖
ν,dF ( f )
〉
=± ∇‖
~H‖
‖∇‖~H‖‖ 〈ν,dF ( f )〉−
〈
ν,±∇ ∇‖~H‖
‖∇‖~H‖‖
dF ( f )
〉
=− 1‖~H‖P
(
±∇‖~H‖
‖∇‖~H‖‖ , f
)
= 0,
where equation (75) and the fact that f is in the kernel of P were used. Finally〈
∇± ∇‖~H‖‖∇‖~H‖‖
ν,
±∇‖~H‖
‖∇‖~H‖‖
〉
=−
〈
ν,A
(
∇‖~H‖
‖∇‖~H‖‖ ,
∇‖~H‖
‖∇‖~H‖‖
)
+∇ ∇‖~H‖
‖∇‖~H‖‖
∇‖~H‖
‖∇‖~H‖‖
〉
=− 1‖~H‖P
(
∇‖~H‖
‖∇‖~H‖‖ ,
∇‖~H‖
‖∇‖~H‖‖
)
=−‖~H‖,
so that
(93) ∇± ∇‖~H‖‖∇‖~H‖‖
ν =−‖~H‖dF
(
± ∇‖
~H‖
‖∇‖~H‖‖
)
.
Let H be an antiderivative (real or pure imaginary) of ‖~H‖ restricted to γ , so that ˙H (t) =
‖~H‖(γ(t)). Then the family of vectorfields Vα ∈ Γ((F ◦γ)−1(Rq,n)), for α ∈R if ‖~H‖2 > 0
or α = iβ with β ∈R if ‖~H‖2 < 0, given by
Vα := cos(H +α)dF
(
± ∇‖
~H‖
‖∇‖~H‖‖
)
− sin(H +α)ν
satisfies ddt (Vα) = 0, this means that any Vα is parallel translated over F ◦ γ : R→ Rq,n
(thence a constant vector). But ±dF
(
∇‖~H‖
‖∇‖~H‖‖
)
can be written as a linear combination of
two vector fields of the family Vα and lies in the constant plane defined by this family of
vector fields and a point of F ◦ γ . Thence F ◦ γ lies in this plane. Plane which is orthogonal
to F ◦ iF (Fp) because ∇‖~H‖‖∇‖~H‖‖ and ~H are orthogonal to any f ∈FU .

We want to get a result over the whole manifold M, not only on a connected component
U of ˚M. For that, we need to take a closer look at the set M \ ˚M = {p∈M : ∇‖~H‖(p) = 0}.
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In ˚M the same equations hold as in ˚M, so that we only need to look at the open sets of
M \ M˚.
As ˚θ = θ and ‖ ˚A‖2 = ‖A‖2−‖P ∗A‖2 (eq. (83)) in any open sets of M \ ˚M, Lemma
6.3 is proven in this case exactly as Lemma 7.3 in any open subset V ⊂ M \ M˚, thence all
equations up to eq. (65) of the first case also hold in V . Let us consider V maximal, such
that ∂V ⊂ ∂ ˚M, this implies, for a point q ∈ ∂V , that the tensor P has only one nonzero
eigenvalue, and it has to be 1, because on the boundary the equations for M˚ and for V hold
(by continuity), but the multiplicity of the eigenvalue 1 in V is constant (because ∇P = 0),
then P also has only one eigenvector associated with a nonzero eigenvalue in V . Beyond
this, in V , ‖~H‖2 = tr(P) = 1 by eq. (52), so that if there is such a nonempty open set V ,
then ‖~H‖2 > 0 on the whole of M, because ‖~H‖2 6= 0.
In V , one also gets two orthogonal distributions, E ′V and F ′V , which are involutive
and totally geodesic; beyond this, the leaves of F ′V are affine spaces with F ′p ‖ F ′q for
any p,q ∈ E ′p ⊂ V . In particular, for any p ∈ V , the equations Ai j = Pki Ak j (eq. (58)) and
∇P = 0 (from Lemma 5.20) hold. We denote the leaves that contain p ∈V by E ′p and F ′p,
and their immersions in M by iE ′ and iF ′ respectively.
We now prove that Lemma 7.6 also holds for leaves for the distribution E ′V .
Lemma 7.7. Under the hypothesis of Theorem 7.1, it holds that the image of E ′p through
F ◦ iE ′p on Rq,n lies in a plane for every p ∈V.
The proof is analogous to the proof of Lemma 7.6.
Now let us see what the whole M looks like. We saw then, that the tensor P has globally
only one non-zero eigenvector and that the eigenspaces of P give globally the distributions
E M := {V ∈ M : P(V ) = ‖~H‖2V}
FM := {V ∈ M : P(V ) = 0},
which are involutive and whose leaves (Ep and Fp) are totally geodesic (by different rea-
sons on M˚ and in M \ M˚). By continuity on the boundary points, all the leaves of FM are
(m− 1)-dimensional affine spaces of Rq,n and Fp||Fq if q ∈ Ep.
Lemma 7.8. Under the hypothesis of Theorem 7.1, let p ∈ M and γ : R→ M be a, by arc
length, parametrization of the leaf Ep, then γ lies in a 2-dimensional plane, beyond this the
plane is normal to the affine space F ◦ iF (Fq), for any q ∈ iE (Ep).
Proof. It follows from Lemas 7.6 and 7.7. 
Let us see what a particular leaf of Ep looks like.
Lemma 7.9. Under the hypothesis of Theorem 7.1, there is a q ∈ M such that Eq is a
self-shrinker in Rq,n, this means that
~HF◦iE (x) =−(F ◦ iE (x))⊥,
for every x ∈ Eq0 .
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Proof. Let q ∈M be a point such that ‖F(q)‖2 = minx∈M ‖F(x)‖2. This implies that
0 = ∇ f ‖F‖2 = 〈∇ f F,F〉= 〈dF( f ),F〉,
at q, for any f ∈FMq.
Let δ : R→ Eq be a, by arc length, parametrization of the leaf Eq with iE (δ (0)) = q and
write γ := iE ◦ δ . It holds, for any q′ ∈ iE (Eq), that F ◦ iF (Fq′)||F ◦ iF (Fq), so that one
identifies f ∈FMq ∼= FMq′ ⊂ Rq,n and calculates
〈F ◦ γ(t),dF( f )〉=
∫ t
0
〈dF ◦ γ˙(s),dF( f )〉ds+ 〈F ◦ γ(0),dF( f )〉 = 0,
because γ˙(s) ∈ E M ⊥FM, in particular this means that
(94) 〈F ◦ iE ◦ δ (t),dF( f )〉 = 0 ∀t ∈R.
Denote TE ⊥p the normal bundle of Ep with respect to F ◦ iE . Then eq. (94) implies
projTE⊥p (F ◦ γ) = (F ◦ γ)⊥.
Otherwise Ai j = 1‖~H‖Pi jν (equation (75)) in open sets of M˚ and Ai j = P
k
i Ak j in M \ M˚,
so that A( f , f ) = 0 for any f ∈FM and
~H = trMAF = trEpAF = trEpAF◦iE = ~HF◦iE ,
where we used equations (64) and (62) in the open sets of M/M˚ and equations (90) and
(92) in ˚M to get AF = AF◦iE .
This implies that
~HF◦iE (δ (t)) = ~H(γ(t)) =−F⊥(δ (t)) =−projTE⊥p γ(t),
so that iE : Ep →Rq,n is a shrinking self-similar solution of the curve shortening flow. 
Analogously to the first case it holds that F(M) is the product F(Eq)×F(Fq), where
q ∈ M minimizes ‖F‖2, i. e. F(M) is the product of an affine space with a shrinking
self-similar solution of the mean curvature flow for plane curves.
Remark 7.10. At the affine space, the induced (from Rq,n) inner product has to be positive
definite, because we assumed that F is a spacelike immersion.
Remark 7.11. It is not hard to see that 〈·, ·〉 restricted to the plane containing Ep is positive
definite. There one can find a basis made of two orthogonal vectors of length 1, and
if one writes the self-shrinking curve in this basis one has just a usual self-shrinker of
the curve shortening flow. This is a well studied subject and a classification of such was
given by [AL86] and can also be found in [Hal10]. The closed self-shrinkers of the curve
shortening flow are called the Abresch & Langer curves, there are also some curves that
”do not close” and are dense in some annulus. These curves are not in our classification
because they would not satisfy the inverse Lipschitz condition. So that, in our case, the
self-shrinking solutions of the mean curvature flow in the plane are just dilatations of the
Abresch & Langer curves in E2.

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Remark 7.12. In particular M is contained in the product of an affine space and a plane,
both spacelike, so that ‖~H‖2 > 0.
Remark 7.13. We found that there are no spacelike self-shrinkers of the mean curvature
flow with timelike mean curvature in any of the treated cases, so that Theorems 4.4, 5.2,
5.10, 6.1 and Remark 7.12 sum up to:
Theorem 7.14. There are no spacelike self-shrinkers F : M → (Rn,〈·, ·〉) of the MCF that
satisfy
• F(M) unbounded and F is mainly negative and has bounded geometry or
• ‖~H‖2 < 0 and one of the following:
(1) M is compact.
(2) F(M) is unbounded, M is stochastic complete and
supM ‖F‖2 ≤ ∞.
(3) F(M) is unbounded, F is mainly positive, has bounded geometry and the
principal normal parallel in the normal bundle.
Beyond this, summing up 6.1 and 7.1, the following classification holds:
Theorem 7.15. Let M be a smooth manifold and F : M→Rq,n be a mainly positive, space-
like, shrinking self-similar solution of the mean curvature flow with bounded geometry such
that F(M) is unbounded. Beyond that, let F satisfy the conditions: ‖~H‖2(p) 6= 0 for all
p ∈ M and the principal normal is parallel in the normal bundle (∇⊥ν ≡ 0). Then one of
the two holds:
F(M) = Hr×Rm−r or
F(M) = Γ×Rm−1,
where Hr is an r-dimensional minimal surface of the hyperquadric H n−1(r) (in addition
‖~H‖2 = r > 0) and Γ is a rescaling of an Abresch & Langer curve in a spacelike plane. By
Rm−r we mean an m− r dimensional spacelike affine space in Rq,n.
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