This research is a continuation of previous research that applied the Naive Bayes classifier algorithm to predict the status of volcanoes in Indonesia based on seismic factors. There are five attributes used in predicting the status of volcanoes, namely the status of the normal, standby and alerts. The results Showed the accuracy of the resulted prediction was only 79.31%, or fell into fair classification. To overcome these weaknesses and in order to increase accuracy, optimization is done by giving criteria or attribute weights using particle swarm optimization. This research compared the optimization of Naive Bayes algorithm to vector machine support using particle swarm optimization. The research found improvement on system after application of PSO-NBC to that of 91.3 % and 92.86% after applying PSO-SVM.
INTRODUCTION
Indoensia is one of the countries in the world with the most volcanoes. The fact makes Indonesia known as the ring of fire. There are at least 127 active volcanoes in Indonesia and only 64 are monitored.
Indonesia experiences volcanic eruptions every year, as it is reported on various mainstream media such as television, newspaper, or electronic media.
Currently, the use of machine learning to solve problems have seen an increasing trends in various fields. The field of natural disasters was no exception. In volcanic disasters data related to volcanic eruptions, in particular, the Indonesian government has a Center for Vulcanology and Geological Hazard Mitigation (PVMBG) whose task is to carry out research, investigation, engineering and provide services in the field of volcanology and geological hazard mitigation. PVMBG publishes recommendations on the status of volcanic activity based on data that is monitored from each volcano.
In determining the status of volcanoes, the Center for Volcanology and Geological Mitigation Mitigation (PVMBG) monitors the volcanic activities in two approaches, namely visual observations and seismic factors. Publications related to volcanic disasters have also been published in several previous researchers (Pratomo, 2006) , (Reath, 2017) .
This research is a continuation of the previous research in which Naive Bayes Classfier algorithm was used. In this study, a different classification algorithm was applied, namely the support vector machine. Diffetent algorithm was used considering the level of accuracy obtained in the previous research was still at the level of fair classification (Gorunescu, 2011) . To improve accuracy on Naive Bayes optimization, more weight to the criteria or attributes (Muhammad H, et al 2017) on the Naive Bayes classification algorithm are given, along with the implementation of support vector machine.
Classification algorithm optimization was conducted to improve system accuracy as done by Kumar, et al in 2017 , where the optimization algorithm performed was particle swarm optimization (PSO). Likewise, Agustina (2018) and Idrus, et al (2018) have conducted the Naive Bayes optimization with Particle Swarm Optimization, resulted in a difference of accuracy between those using only Naive Bayes and Naive Bayes optimization with PSO. When optimized with PSO, the system accuracy increased. This research will optimize the classification algorithm of Naive Bayes and Sortport Vector Machines with particle swarm optimization to help determine the status of volcanoes in Indonesia.
METHODOLOGY
This research is experimental, namely by optimizing the Naive Bayes classifier classification algorithm and support vector machine with particle swarm optimization on volcanic activity data in Indonesia, with the aim to improve system accuracy.
Dataset
Data processed in the classification using Naive Bayes and support vector machines are public data which can be accessed openly by anyone at the official website of Energy and Mineral Resources Ministry's PVMBG. Data as shown in Table 1 , are then processed and tested on a system that has been developed. 
Machine Learning
Machine learning is a part of artificial intelligence that works by requiring data. Without data, no output can be produced (Harrington, 2012) .
In machine learning, several algorithms are grouped.
One of them is the classification algorithm. Applied in this study are the classification algorithm Support vector machine and Naive Bayes classifier.
Naive Bayes Classification Algorithm
Naive Bayesia Classifier (NBC) is one of the methods in machine learning, which is based on the Bayes theorem. NBC is a classification algorithm that is very effective (in acquiring the right results) and efficient (the reasoning process is done by utilizing existing inputs in a relatively fast manner).
Another advantage of NBC is that it can handle both numerical and discrete data. Naive bayes works by calculating the set of probabilities of each attribute by adding up the frequency and combination of values from the given dataset. The general form of the Bayes theorem is shown in Equation 1.
Where : that separates the two dataset using SVM multiclass.
Particle Swarm Optimization
The PSO method was introduced by Doctors Kennedy and Elbert in 1995 based on research conducted on the behavior of flocks of birds and fish and is a global heuristic optimization method. PSO is a population-based iterative algorithm. The population consists of many particles, which are initialized with a population of random solutions and used to solve optimization problems (Abraham, Grosan, & Ramos, 2006) . Each particle represents the candidate's solution and moves toward the optimal position by changing its position according to the speed of the particle flying through the search space with a dynamic speed adjusted for historical behavior. Therefore, particles have a tendency to fly toward better and better search areas during the search process (Abraham et al., 2006) .
PSO algorithm, the search for solutions is carried out by a population consisting of several particles. The population is generated randomly with the smallest and largest value limits. Each particle represents the position or solution of the problem at hand. Each particle searches for an optimal solution by crossing the search space. This is done by adjustments made by each particle to the best position of the particle (local best) and to the best particle position of the whole herd (global best) while crossing the search space. Thus, the spread of experience or information takes place inside the particle itself and between a particle and the best particles of the whole herd during the process of finding a solution. After that, the search process is carried out to find the best position of each particle in a certain number of iterations to obtain a relatively steady position or reach a predetermined iteration limit. At each iteration, each solution is represented by the position of the particle, its performance is evaluated by inserting the solution into the fitness function (Budi Santosa and Pauly Willy, 2011) . The process of the PSO algorithm is as follows:
a. Initialization pBest. the newest pBest that has the highest fitnes value will be the new gBest.
Measurement Performance system
For the measurement of classification performance is by comparing all test data that are classified correctly with the number of test data. Equation 7 is a model used to measure classification performance. 
RESULTS AND DISCUSSION
This study compares two classification algorithms, namely Naive Bayes and support vector machines which are optimized using particle swarm optimazation to help determine the status of volcanoes in Indonesia. Before doing optimization with particle swarm optimization, the initial stage was to divide the dataset into two groups, namely training data and testing data. And then, the test phase was divided into two tests, namely testing with Naive Bayes optimization using PSO (PSO-NBC) and testing with optimizing support vector machine with particle swarm optimizition (PSO-SVM). Each test was calculated to obtain the accuracy of each system and followed by data validation using k-fold cross validation and comparing the results of its accuracy. As the test model is shown in Figure 2 . test with the number of particle at 20, the third test with the number of particle at 30, the fourth test with the number of particle at 40, the fifth test with the number of particle at 50 the system accuracy obtained was 73.91% which is only the final weight of each criterion. Table 2 . Based on the results of system testing conducted using the two methods of system accuracy, acquired system accuracy was above 90% or can be categorized as excelent classification, different from without optimization which was only categorized as fair classfication. In addition, it can also be seen that the PSO-SVM method is still better than the PSO-NBC on volcanic activity data. As shown in Figure 3 As also found in other studies.
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CONCLUSIONS
Based on the results of testing in the comparison of Naive Bayes optimization systems with support vector machines using the particle swarm optimazition it can be concluded, that the use of Naive Bayes optimization with PSO can improve system accuracy. in addition, there are differences in the results of the system accuracy between naive bayes and support vector machines where the results of system accuracy in volcanic activity data when support vector machines was used with PSO optimization algorithms are better than the Naive Bayes classifier.
