Computational models made up of linear combinations of ridge basis functions, widely used in machine learning and artificial intelligence, are considered. For such models, the literature on the so-called "universal approximation property" is surveyed. Different approaches, proof techniques, and tools are examined.
1 then n is the dimension of the subspace that they span, otherwise the subspace generated by the computational units has a dimension less than n. For example, if algebraic polynomials of order at most n − 1 are considered, an n -dimensional subspace is generated by the first n elements of the set {x i−1 : i ∈ N + } . Summing up, linear computational models correspond to linear subspaces A n , i.e., linear combinations of elements of a fixed set of functions.
Hence, the number of parameters in linear computational models with linearly independent computational units is equal to the number n of such functions.
In this survey, we define as nonlinear computational models the linear combinations of functions with a fixed structure, in which there is a certain number of "free" parameters to be adjusted; sometimes we shall call such functions "parametrized computational units." To clarify this point, we give the following example, which, despite its simplicity, contains all the main features of interest.
The approximation of one-variable real-valued functions by sine trigonometric polynomials of degree at most n corresponds to the approximation scheme obtained by linear combinations of the first n elements of the set {sin(2 π i x) : i ∈ N} . The linear combinations of such first n elements represent a linear computational model with n fixed computational units equal to sines with frequencies multiple of 2π .
Instead of considering only frequencies multiple of 2 π, suppose to take all possible frequencies into account, i.e., let us define the set of functions {sin(2 π i x) : i ∈ R + } . For each choice of i ∈ R + , vector 2π i ∈ R d , and denotes transposition.
Taking the hint from the above example, one can easily understand the structure of nonlinear computational models with n computational units ϕ(·, ·) : R d × A → R , a parameter set A ⊆ R k , and a single linear output unit: they generate all functions that can be written as n i=1 c i ϕ(·, κ i ) , where κ i ∈ A ⊆ R k , i.e., all functions belonging to the set
Relationships between the C -and L p -density properties
As, for every compact set K ⊂ R d and every 1 ≤ p < ∞ , C(K) is dense in L p (K) ( [13, pp. 28-31] and [14, p. 151] ), by the following two-step density argument one concludes that the density in C(K) implies the density in L p (K) .
Let A n be the set of functions that can be computed by a model with a given type of computational units, and suppose that A ∞ is dense in C(K) . Since, for every p
for every f ∈ L p (K) and ε > 0 there exists ζ ∈ C(K) such that f − ζ p ≤ ε/2 . For such a ζ, there exist n ∈ N + and a function f n ∈ A n with n computational units such that ζ − f n ∞ ≤ ε/(2 µ(K)) , where µ(K) denotes the Lebesgue measure of the set K , and so ζ − f n p ≤ ζ − f n ∞ µ(K) ≤ ε/2 .
Thus, f − f n p ≤ f − ζ p + ζ − f n p ≤ ε/2 + ε/2 = ε . Hence, A n is dense in L p (K) . So, conditions guaranteeing the C -density property also guarantee the L p one. However, without resorting to the two-step density argument outlined above, proof techniques developed "ad hoc" might guarantee the L p -density property under weaker assumptions on the computational units.
Ridge computational models
Ridge computational models correspond to the case in which the d-variable computational unit ϕ is obtained from a one-variable "mother function" h, composed with the inner product in R d . So, the ridge construction "shrinks" the d -dimensional vector x into a one-dimensional variable by the inner product,
i.e.,
where κ i = col (α i , β i ) ∈ R d+1 and h : R → R is fixed. Each function of the form (2) As noted in [15] , the name "ridge function" is quite recent, having being coined by Logan and Shepp in 1975 [16] . The reason for introducing such functions in [16] , which is a seminal paper in computerized tomography, was the reconstruction of a multivariable function from the values of its integrals along certain planes or lines. If such planes or lines are parallel to one another, then each of the above-mentioned integrals can be regarded as a ridge function in a certain direction. However, ridge functions have been studied for a long time under the name of plane waves ([17] , [18] ), due to problems from physics. It should also be noted that ridge functions are studied in statistics, where they are often called projection pursuit.
2
Among papers on approximation by ridge functions and consequences on neural-network approximation, see [21, 15, 14, 22, 23, 24, 25, 26] .
I denote by
the set of functions computed by linear combinations of computational units based on the ridge construction with a mother function h .
As regards the mother function h used to construct the ridge functions (2), a typical choice is a sigmoid, i.e., a bounded measurable function σ on the real line such that lim
Sigmoidal functions widely used in applications are:
• the Heaviside function (also known as threshold function in the neural-network literature)
• the logistic sigmoid h(t) = 1 1+e −t ;
2 Recall that projection pursuit algorithms investigate the approximation of a d -variable function by functions of the
, where α i ∈ R d and g i : R → R have to be suitably chosen; see, e.g., [19] and [20] ). 3 Here we use perhaps the most widespread definition of sigmoidal function. However, in the literature, there is a certain lack of consistency in the terminology; for example, some authors require also the continuity and/or monotonicity (or even strict monotonicity) of σ on the whole R.
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. . , m , in this paper we consider only single-output models, i.e., m = 1 . To simplify the notation, we also write C(K) and
sometimes we write C -or L p -"density property on compacta," meaning that the corresponding density property holds for real-valued functions defined on any compact subset of R d .
Although the extension to the case m > 1 is formally straightforward, as it simply requires using m computational models in parallel, one for each component of the output, this way of proceeding takes into account only the point of view of density, i.e., of an arbitrarily good approximation. As each component of the output is treated as an independent scalar one, in this way one gives up considering how different computational units can be involved in approximating the same component of a vector function, how a practical learning algorithm for finding the optimal values of the parameters can take advantage of this, and how the minimal number of parameters necessary to guarantee the desired approximation accuracy can be made smaller by taking into account the mutual dependence of the various components of the output.
A look at terminology
Let us discuss the connections between the terminology "ridge computational model" and the neuralnetwork parlance.
Since the representation (1) can be considered as a neural network with d inputs, n computational units in the so-called "hidden layer", and one linear output unit, the parametrized-basis computational models (1) are also called one-hidden-layer networks (OHL networks). So, (3) is a d -variable singleoutput ridge OHL network .
The reason why only one hidden layer is considered is pragmatic: we shall see that one hidden layer is sufficient to achieve C -and L p -densities. Relatively little is known about the approximation properties and the advantages of ridge computational models using more hidden layers. We refer the reader to [14, Section 7] . 
Of course, many generalizations of the multilayer feedforward perceptron are possible. For example, the activation functions might be different in each layer (although the use of the same unit is a common choice) and the architecture might be changed to allow different links between the various units.
Multilayer feedforward perceptrons are usually classified on the basis of the number of hidden neurons.
Unfortunately, in this respect, the neural network terminology sometimes is not consistent. For example, the term "multilayer perceptron" was introduced by Rosenblatt [27] to indicate the "no-hidden-layer model" with the Heaviside activation function, by analogy to biological models. However, sometimes such a model is confusingly called the "single layer feedforward network."
From a mathematical perspective, applying an activation function to the output layer, especially if such an activation function is bounded, might be unnecessarily restrictive. Indeed, a widespread choice in the neural-network literature and applications is to use no activation function at the output layer but just to perform a weighted sum of the outputs of the hidden layer. This choice leads one naturally to ridge OHL networks. Thus, when a ridge construction is used, such networks correspond to multilayer perceptrons with one hidden layer, with which the reader with a neural-network background is familiar.
Ridge computational models are sometimes called "one-hidden-layer feedforward perceptrons with linear output units," as the output is obtained by a linear combination of the outputs of the hidden layer (i.e., the activation functions of the output layer are linear). Further, some authors call them "threelayer feedforward networks with linear output units" [28] or "three-layered perceptrons" [29] , as in the terminology they account also for the input and output layers. Also the term "two-layer feedforward networks with linear output units" can be found, accounting for the hidden layer and the output one.
For other variations of the terminology, see [30, footnote 6, p. 1421] .
In the following, we use the terms "OHL network" and "ridge OHL network" to refer to computational models of the forms (1) and (3), respectively. It was the very lack of density to determine the failure of the so-called "no-hidden-layer perceptron model" (indeed, such a model is no longer used, except when linear separation problems are dealt with).
Following [14] , this can be easily explained as follows. Let us consider the particular case in which a no-hidden-layer perceptron is used for classification, i.e., when the inputs and outputs take on discrete values. If one has a mother function h , d inputs x = (x 1 , . . . , x d ), and m outputs y = (y 1 , . . . , y m ) , then each output is given by
The limitations on the approximation capabilities of the no-hidden-layer perceptron derive from the fact that the functions (4) are constant along certain hyperplanes. For example, let us consider the case in which d = 2 , m = 1 , and h is an increasing function. Then, 
Moreover, for any choice of α and β there must exist one y i such that the difference in the desired output value and the associate one is at least 1/2.
The behavior illustrated by the above example represents a major limitation on the no-hidden-layer model and prevents one from building a network able to classify points on the basis of different criteria or to approximate arbitrarily well "all reasonable" functions encountered in applications. In general, if the Heaviside computational unit is used in a no-hidden-layer architecture, two sets of points in R d can be separated (i.e., classified) if and only if they are linearly separable 4 .
The limitations on the no-hidden-layer perceptron motivated the study of more complex models, having at least one hidden layer. For example, in [31] it was proved that any p points in R d can be arbitrarily separated into two sets by a ridge OHL network with the Heaviside computational unit and one output if at least p/d functions in the hidden layer are used (for every x ∈ R , x denotes the smallest integer larger than or equal to x ).
In 1969, it was proved (see the well-known book [32] by Minsky 
Five phases
The investigation on density properties of ridge OHL networks can be divided into five main phases. As the literature on neural networks' density is extremely wide, for each of such phases we shall shortly review some of the most meaningful papers.
A bunch of seminal papers
The interest in studying the density properties of ridge OHL networks was stimulated by the work [35] , which appeared in 1987 and was based on the so-called "Kolmogorov Superposition Theorem" [36] .
This theorem (later improved by [37] and [38] 
In [ with d variables; moreover, the network is "almost universal," in the sense that everything but the activation functions in the second hidden layer is independent of the function to be represented.
After the seminal work [35] , the importance of the Kolmogorov Superposition Theorem for the theory of representation and approximation of functions by neural networks was argued in both ways. For instance, in [40] it was remarked that the one-dimensional functions involved in Theorem 1 depend on the desired d -dimensional function to be represented and are far from those currently used in applications, where computational units are fixed in advance and have a simple form (e.g., they are sigmoidal functions).
However, in [41] and [42] , it was shown that, by replacing the exact representation guaranteed by the Kolmogorov Superposition Theorem with the search of an arbitrarily good approximation, the difficulties pointed out in [40] can be overcome, and the C -density property can be proved by means on Theorem 1
for networks with two hidden layers. (Also an estimate of the number of hidden units was provided in [41] and [42] .) For further work on the computational aspects of the Kolmogorov Superposition Theorem and its connections with neural networks, we refer the reader to [43] and [44] . An innovative neural-network architecture based on this theorem was later proposed in [45] .
Going back to the seminal work [35] , the author remarked that "no constructive method for developing the" basis "functions is known" ..
. "the direct usefulness of this result is doubtful, at least in the nearest term"
Hence, the work [35] established an existence result that gave a hint into the capabilities of ridge OHL networks but that did not explain the successful performances of such networks in applications. A question naturally arose: is it possible to guarantee, if not an exact representation, at least an arbitrarily good approximation (in a suitable norm; e.g., the C -density property) by using only computational units with the same fixed and simple structure, such as those successfully used in applications? In subsequent years, this question received various answers, many of which will be reviewed in the following.
1988-1989: starting with sigmoidals
A first answer was given in 1988 by the author of [35] himself: in [46] he proved that ridge OHL networks with the so-called logistic sigmoid (i.e., h(t)
In the same year, it was proved in [47] that the density property in L 2 (K) is enjoyed also by ridge OHL networks having, as computational unit, the so-called cosine squasher, i.e., a nondecreasing sigmoidal function defined as
However, the works [46] and [47] still deal with particular computational units, i.e., the logistic sigmoid and the cosine squasher. Hence, they leave open the question whether other computational units enjoy similar density properties.
Another paper that motivated the study of density properties for ridge OHL networks was [29] , published in 1988. It showed the possibility of exactly representing every function in L 2 (R d ) by an integral representation that can be considered as a one-hidden-layer network with a "continuum" of certain hidden units belonging to L 1 (R d ) (note that sigmoidal functions do not satisfy this condition).
Although this result is of almost no practical utility, as it involves a continuum of computational units, it is theoretically important and offered a basis for subsequent developments (e.g., [48] ), which investigated approximations instead of exact representations. Note that most of the subsequent works focused on 
, and h(t) = 1 if t ≥ 1, and the cosine squasher. It was proved in [53] that the C -density property can be achieved by monotone squashing functions and two hidden layers.
The year 1989 is a milestone for the theory of ridge computational models and, more generally, for neurocomputing: for wide classes of sigmoidal functions the C -density property on compacta was proved independently and almost simultaneously in the works [54, 48, 34] , using different proof techniques. In the same year 1989, the L 2 -density property on compacta was proved in [55] for continuous sigmoidals, using different tools. For an extension of the proof technique described in [48] and [34] to networks with the squashing function in the output layer, see [56] .
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The results in [48] and [54] regard continuous sigmoidals and continuous strictly increasing sigmoidals, respectively. In [57, p. 254] , it was noted that the proof technique used in [54] can be easily generalized to the case where the computational unit is not necessarily a continuous sigmoidal but is continuous and has distinct finite limits at ±∞ . The density result in [34] allows a noncontinuous sigmoidal, too: the only requirement is that the sigmoidal be nondecreasing (hence bounded). Moreover, it was noted in [57, p. 253 ] that the methods used in [34] can be easily modified to extend the C -density property whenever the computational unit has distinct finite limits at −∞ and +∞ .
Being sigmoidal is not substantial
After the density proofs for sigmoidals, obtained in [34] , [48] , [54] , and [55] , many papers improved and extended density results to wider classes of computational units. It is obvious that OHL networks with certain non-sigmoidal computational units enjoy suitable density properties: this is the case, for example, with the sine and cosine functions [47] . Let us consider some non-trivial extensions.
In Table 5 .4 and the references cited therein, the reader can find other details on conditions under which the C -and L p -density properties were proved in various papers (in reading the table, one should recall that conditions guaranteeing density in
The first result extending the density property to a class of non-necessarily sigmoidal computational units proved that every h ∈ L 1 (R) such that Subsequently, various authors proved density results for non-necessarily sigmoidal computational units (e.g., the exponential h(t) = e t [59] , piecewise linear functions, etc.). In [57] , the C -density property was proved for any continuous bounded and nonconstant computational unit, and the L p -density property was proved for any bounded and nonconstant computational unit. The C-density property for functions on the whole R d was investigated in [50] and [51] .
In [60] , it was shown that, if h : R → R is a continuous function, bounded by a polynomial of degree Other extensions were described in [52] , [61] , [62] , [63] , [64] , [65] , [66] , [67] , [68] and the references therein. In the papers [69] and [70] , the investigations of the C-and L p -density properties were given an exhaustive answer. In [70] , it was proved that, for a wide class of non-necessarily continuous computational units, the necessary and sufficient condition for the C -and L p -density properties is non-polynomiality.
Similar conclusions were drawn in [69] . 
Approximating also derivatives
A successive step lay in proving that ridge OHL networks are able to approximate up to any degree of accuracy functions together with their derivatives. This can be modeled as a density property in suitable Sobolev spaces 5 . We shall not discuss this density issue here, as our focus is on the density properties in 
Restricting the parameter set
A successive step was to prove density under restriction on the parameter set A ⊂ R k (see (1)). Various authors showed that, for a certain class of computational units, there exists a constant (dependent on certain characteristics of the computational units) such that the C -density property holds also if the values of the weights and thresholds are bounded from above by a value not smaller than such a constant.
In [69] , the results were extended to an arbitrarily small upper bound on the values of the weights and thresholds.
The effects of constraining the sizes of parameters were further investigated in [71] . In [72] , it was noted that inspection of the proofs reveals that some density results in [70] hold also when parameters are bounded by an arbitrarily small upper bound.
In the papers [51] and [61] , various density properties were proved for monotone sigmoidal functions, using only weights with a norm equal to 1. The case of continuous sigmoidal computational units and of weights and thresholds taking only integer values was addressed in [73] .
In [69] , conditions on the computational units were given such that a single threshold in the hidden layer suffices for density (in writing "a single threshold," we mean that all the thresholds of the computational units have the same value). 
. Thus, the necessity for approximating arbitrarily well not only a function but also certain derivatives corresponds to the density property in a suitable Sobolev space.
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Various methods have been used to prove the C -and L p -density properties for ridge OHL networks.
Although all methods yield similar or equivalent results, the proof techniques employed often have important consequences on computational aspects. For example, the proof can be merely existential or constructive; in the latter case, it gives useful information on the implementation of the network (e.g., by
suggesting an algorithm to construct the network). Sometimes the proof can provide, as an important by-product, upper or lower bounds on the number n of computational units necessary to obtain the desired approximation accuracy, etc.
An intuitive way of proving the C -and L 2 -density properties of P d (h) for suitable computational unit functions h is the following, qualitatively described in [74, p. 511] . First, one can decide to approximate any given function in C or L 2 by a classical multivariable finite trigonometric sum, with an arbitrarily small error (in the sup or L 2 norm, respectively). Let us focus on the case d = 2 . In such a case, the terms of the sum are of the form a mn cos mx cos ny . By substituting into the sum the relationship 2 cos mx cos ny = cos(mx + ny) + cos(mx − ny) , one obtains a linear combination of terms of the form cos(z i ) , where each z i is a linear function of x and y . Now, it is easy to show (see, e.g., [75] ) that every function f of a single real variable can be approximated arbitrarily well by a ridge OHL network in the sup norm if f is continuous and in the L 2 norm if it is square-integrable on a compact set. Hence, if one approximates the function cos(z i ) in such a way, also the original trigonometric sum is approximated by a ridge OHL network.
As regards the three works [34] , [48] , and [54] , in which the C -density property on compacta was first proved independently and almost simultaneously for wide classes of sigmoidal functions, it should be noted that three different proof techniques were used. Another technique was used in [55] , where the first proof of the L 2 -density property of ridge OHL networks was given.
In the remaining of this section, we shall first shortly review the techniques used in the four papers cited above, then we shall focus on one of them, namely, the proof technique used in [34] . Then we shall discuss in detail the quite general density results later obtained in [70] by means of an improved application of the same technique.
Proofs based on Fourier Analysis
The proof technique adopted in [48] is based on the integral representation developed in [29] , combined with tools from Fourier Analysis. Such an integral representation is approximated by a finite sum that, in turn, can be expressed as a ridge OHL network with continuous strictly increasing sigmoidals. It is worth noting that, for the case of networks with two hidden layers, in [48] also an alternative proof of the C -density property based on Kolmogorov Superposition Theorem (see Theorem 1) is given.
Proofs based on the Hahn-Banach Theorem
In [54] , the C -density property is proved via the Hahn-Banach Theorem [ Table 5 .4).
Proofs based on the Radon Transform
The proof technique followed by [55] to prove the L 2 -density property is based on the Radon transform.
Without going into details (we refer the reader to [77] and [78] ), here we just recall that the Radon transform and its inverse are basic theoretical tools in medical and geographical imaging and computerized tomography. Loosely speaking, they allow one to represent exactly a function by all its integrals over hyperplanes of R d . Each hyperplane is identified by its unit normal vector and its distance from the origin.
In [55] , the integral formula obtained by the Radon transform and its inverse is approximated by a finite sum of terms, which, in turn, are approximated by a ridge OHL network with continuous sigmoidals.
Proof techniques based on the Radon transform were later exploited also in [50] and [52] .
Proofs based on the Stone-Weierstrass Theorem
Another tool widely used in the study of density properties of ridge OHL networks, and first exploited for this purpose in [34] , is the Stone-Weierstrass Theorem (e.g. [79, p. 190 According to the usual definition of multiplication between two functions, i.e., (f g)( 
Theorem 2 (Stone-Weierstrass). Let K ⊂ R d be compact and A an algebra of real-valued continuous functions defined on K (i.e., let A be a subalgebra of C(K) ). If A separates points of K and vanishes at no point of K , then it is dense in C(K) .
Note that the theorem does not extend to complex-valued functions (see [76, p. 118] and [12, pp. 152-153] for additional conditions guaranteeing the C -density property in the case of algebras of complex-valued functions). Of course, the Weierstrass Theorem on the density of algebraic polynomials in C(K) , for every compact set K ⊂ R d , immediately follows from Theorem 2.
As a first application of the Stone-Weierstrass Theorem to the study of the density properties of ridge OHL networks, we give the following theorem (see [70, Proof of Theorem 1,
Step 2]), which can be considered a "dimension-reduction" result for ridge OHL networks.
Theorem 3 ("Dimension-reduction" for ridge OHL networks).
C(I) for some nonempty compact interval I ⊂ R , then, for every positive integer d and every compact
According to Theorem 3, one can restrict the study of the C -density property for ridge OHL networks to networks with a single input, i.e., to the case in which functions to be approximated depend only for all f, g, h ∈ H and all α ∈ R , the following properties:
H is closed under such a multiplication. Thus, an algebra of functions is closed under addition, multiplication and scalar multiplication. Any subset of an algebra is called a subalgebra if itself is an algebra. 7 Note that a closed interval in R , as the one to which Weierstrass theorem makes reference, is of course a compact set:
according to the Heine-Borel theorem, every bounded and closed subset of R d is compact (see, e,g, [76, p. 92] . 8 Sometimes, instead of requiring that A should vanish at no point of K , the more restrictive condition that the constant function 1 should belong to A is used in the statement of the theorem; e.g. [76, Theorem 3.7.1]).
on one variable. A similar dimension-reduction theorem was proved in [80] . Moreover, using a proof technique based on the Radon transform, a result was proved in [52, Theorems 2 and 3], regarding the
exists} . An analogous dimension-reduction theorem was also proved in [65] and [61] .
To describe the idea behind the proof of Theorem 3, let us investigate the applicability of the StoneWeierstrass Theorem to the sets P d (h) of ridge OHL networks defined on the compact set K ⊂ R d with a ridge computational unit h . Such sets are closed with respect to addition and, for suitable functions h, they vanish at no point of K and separate points on K but generally they are not closed up to multiplication (for example, they are not closed if h is the widespread logistic sigmoidal function or the hyperbolic tangent). However, for every d, the set
by ridge OHL networks with the exponential as a computational unit is an algebra that separate points of K and contains the constant functions, so it vanishes at no point of K . Hence, for all d, the set of functions P d (exp) satisfies the assumptions of the Stone-Weierstrass Theorem, so it is dense in C(K) .
On the other hand, the density of P 1 (h) in C(I) , where I is a nonempty compact interval of R , allows one to approximate up to any desired accuracy all continuous functions on I, in particular, the function exp(·) . Thus one can compose the two approximations, first approximating f ∈ C(K) by an element of P d (exp) and then approximating by an element of P 1 (h) the one-variable function exp[g((x)] , where g(x) = x α + β (once a suitable re-scaling of the variables has been made, so that the range of such a composed function is contained in the interval I). Thus, the density of
In [59] , a variety of computational units were considered, that satisfy the hypotheses of the StoneWeierstrass Theorem. So, the latter can be applied directly to OHL networks with such computational units to prove the C -density property without the two-step approximation argument mentioned above.
Possible advantages of using computational units that satisfy the hypotheses of the Stone-Weierstrass
Theorem are discussed in [81, p. 30] and [59] .
The Stone-Weierstrass Theorem is a widespread tool for verifying the density of sets of continuous functions. After the work [34] , in which it has been used to prove the C -density property of ridge OHL networks with sigmoidal activation functions in C(K) , proof techniques based on the Stone-Weierstrass
Theorem have been applied to prove the same property with more general computational units [70] .
Also [54] , which, as discussed above, exploits an argument based on the Hahn-Banach Theorem to prove the C -density property for sigmoidal computational units, applies the Stone-Weierstrass Theorem to prove the same property for certain nonsigmoidal activation functions. For the relationship between the Stone-Weierstrass Theorem and neural networks, see also [81] and [59] .
As a final remark on the different density-proof techniques mentioned so far, it is worth noting that some of them are simply existential (e.g., those based on the Hahn-Banach Theorem and the Stone- Weierstrass Theorem), whereas others (e.g., those based on the Radon transform) are constructive, i.e., they provide a (typically not easy) way to construct ridge OHL networks with the desired density property and, sometimes, they give upper bounds on the number n of computational units of a certain type that guarantees a given degree of approximation accuracy (see also Table 5 .4). Table 5 .4, which is by no means exhaustive, summarizes a variety of density results, listed in chronological order (in the case of papers that appeared in the same year, the order is alphabetical starting from the first author's name) for many types of computational units.
A case study
In the following, we present and discuss a slightly simplified form of the C -and L p -density theorems in [70] , which improve and generalize the results of [60] . This choice is motivated by the fact that they 
dense in C(K) if and only if h is not a polynomial.
The necessity for nonpolynomiality in Theorem 4 can be easily seen. Indeed, if h is a polynomial of degree k, then h(x α + β) is also a polynomial of degree k for every α and β . Hence, P d (h) is the set of algebraic polynomials of degree at most k, thus it cannot be dense in C(K) . The proof of the "if" part of Theorem 4 is the following.
Step 1. First one proves that, for ridge OHL networks, it is sufficient to prove the density of P 1 (I) in C(I) , where I is a compact interval of R . This is done using Theorem 3.
Step 2. Then one considers the one-dimensional case and proves the density of
Step 2 is subdivided into four substeps, which we are am going to outline in the following. Let C ∞ (R) denote the space of functions f : R → R having derivatives of every order. Recall that the support of a continuous function f : 
Space H Basis function ϕ(·)
Proof technique Constructive Bound on Ref.
(main tool) approach the number of units and not an algebraic polyn.
C(K)
locally Riemann integrable Hahn-Banach Th. No - [69] and not an algebraic polyn.
and not an algebraic polyn. Step 2.1. If h is not a polynomial and h ∈ C ∞ (R) , then P 1 (h) is dense in C(I) for every compact interval I ⊂ R .
From now on, let the function h satisfy the hypotheses of Theorem 4, i.e., let it be locally bounded and piecewise continuous.
Step 2.2. For every ξ ∈ C ∞ c (R) and every compact interval
dy denotes the convolution between h and ξ 11 and cl C(I) P d (h) denotes the closure of P d (h) with respect to the sup norm in the space C(I) .
12
Step 2.3. If there exists ξ ∈ C ∞ c (R) such that h * ξ is not a polynomial, then P 1 (h) is dense in C(I) for every compact interval I ⊂ R . This is shown as follows. By Step 2.2, for every compact interval
for for every compact set I ⊂ R imply cl C(I) P 1 (h) = C(I) .
Step 2.4. If h * ξ is a polynomial for all ξ ∈ C ∞ c (R) , then h itself is a polynomial.
Finally, the density of P 1 (h) in C(I) is obtained by combining as follows the above-summarized substeps: by 2.4, if the function h is locally bounded, piecewise continuous and not a polynomial, then there must exist ξ ∈ C ∞ c (R) such that the function h * ξ is not a polynomial and so, by 2.3 (whose proof exploits 2.2 and 2.1), P 1 (h) is dense in C(I) .
A more detailed inspection of the arguments used in [70] reveals that Theorem 5 extends to the case where all network parameters are bounded by an arbitrarily small upper bound. This is important as, in practice, the values of the parameters are always bounded.
As regards the spaces L p (K) , p ∈ [1, ∞) , the following theorem is a slightly simplified form of [70, [83, Section IV.4] ). 12 I.e., h * ξ ∈ cl C(I) P 1 (h) means that, for every ε > 0 , there exist n ∈ N + and fn ∈ P 1 (h) such that sup x∈I |h * ξ−fn| < ε . First, note that, according to them, the C -and L p -density properties are not restricted to "biologically motivated" sigmoidals but, with the exception of polynomials, they are satisfied by any "reasonable" computational unit.
Second, the computational units need not be continuous or smooth to guarantee C -and L p -density properties: the only requirement is nonpolynomiality. In such a way, the results from [70] , together with those in [69] , answer the basic question raised in [ cannot be approximated by using such a family. Hence, the set of functions {sin(w x), w ∈ R} cannot be dense in C([−1, 1]) . However, density can be recovered by adding to such a set functions with a threshold element (corresponding, in this case, to a phase shift), e.g., sin(x + π/2) = cos(x) . On the other hand, there exist ridge computational units on which the threshold has no influence: for example, this is the case with the exponential function. As previously stated in this section, in [69] conditions on the computational units are given such that a single threshold suffices for C -and L p -density properties (i.e., the density properties can be guaranteed also when all the thresholds of the computational units have the same value).
The price of universality
We have seen that quite mild assumptions on the computational units allow one to prove that ridge computational models enjoy the density properties in C(K) and L p (K) . Various techniques can be used to prove the C -and L p -density properties for ridge and radial networks: the Kolmogorov Theorem and its variations, the Hahn-Banach Theorem, the Stone-Weierstrass Theorem, Fourier Analysis, and the Radon Transform.
Some proof techniques are merely existential: neither provide an algorithm to construct a model nor estimate the number of computational units necessary to guarantee the desired approximation accuracy.
Other proofs, instead, are constructive; among these, some provide an upper bound on the number of computational units. However, typically, these upper bounds grow "very fast" with the number d of variables of the functions to be approximated. This is illustrated in the fifth column of Table 5 .4: either no estimate is given of the rate of growth of the number n of computational units in consequence of the number d of variables or upper bounds on this rate are provided that exhibit an exponential growth with d. Hence, they suffer from the so-called "curse of dimensionality" [84] . Loosely speaking, to achieve density in the whole spaces C(K) and L p (K) , an exponential growth of the number of computational units may occur.
Using the number n of computational units as a measure of model complexity and extending to a general context the expression "universal approximator" employed in neural network-parlance, the abovedescribed behavior can be summarized in the following qualitative but deep and intriguing sentence:
"universality can be obtained for arbitrarily large dimensions at the price of an exponentially growing complexity." So we can say, more shortly: "the price of universality is complexity."
Of course, computational models based on ridge functions are not always the best choice; depending on the application at hand, other approximators (based, e.g., on radial functions or tensor-product construction) may be better suited (see the discussion in [5] , particularly Section 4 therein). For example, when one has to guarantee some directional homogeneity property, radial computational units should be preferred, as ridge functions are constant along certain hyperplanes. However, when ridge computational models have to be used, the recipe to cope with the curse of dimensionality lies in giving up proving density in all the spaces C(K) and L p (K) . In other words, if one confines oneself to using suitable subsets of functions, then one can obtain arbitrarily accurate approximations by ridge computational models with a number of computational units that, for a fixed approximation accuracy, grows "slowly"
with d (see, e.g., [11, 85, 86, 87, 88, 89, 90] and the references therein).
