Abstract: We establish Gröbner-Shirshov bases theory for Gelfand-Dorfman-Novikov algebras over a field of characteristic 0. As applications, a PBW type theorem in Shirshov form is given and we provide an algorithm for solving the word problem of Gelfand- * Supported by the NNSF of China (11171118, 11571121) 1 Dorfman-Novikov algebras with finite homogeneous relations. We also construct a subalgebra of one generated free Gelfand-Dorfman-Novikov algebra which is not free.
This observation leads to a notion of the universal enveloping of a GelfandDorfman-Novikov algebra (see and cf. [16] ) that we use in the present paper. V.T.
Filippov [19] , 2001 proved that any Novikov nil-algebra of nil-index n with characteristic 0 is nilpotent (an analogy of Nagata-Higman theorem). He used essentially the Zelmanov theorem [46] , 1988 that any Engel Lie algebra of index n in characteristic 0 is nilpotent.
By the way, Zelmanov [47] , 1989 also proved the local nilpotency of any Engel Lie algebra of index n in any characteristic. In 2002, A. Dzhumadil'daev and C. Löfwall [16] found structure of a free Gelfand-Dorfman-Novikov algebra using trees and a free differential commutative algebra. We use essentially this result here. Dzhumadil'daev [15] , 2011 found another linear basis of a free Gelfand-Dorfman-Novikov algebra using Young tableaux. This result was essentially used by L. Makar-Limanov and U. Umirbaev [25] in a proof of the Freiheitssatz theorem for Gelfand-Dorfman-Novikov algebras. Also they proved that the basic rank of the variety of Gelfand-Dorfman-Novikov algebras is one.
In the present paper, we introduce Gröbner-Shirshov bases method for Gelfand-DorfmanNovikov algebras, prove a PBW type theorem in Shirshov form for Gelfand-DorfmanNovikov algebras, and provide an algorithm for solving the word problem for GelfandDorfman-Novikov algebras with finite number of homogeneous relations.
Gröbner and Gröbner-Shirshov bases methods were invented by A.I. Shirshov, a student of A.G. Kurosh, for Lie algebras and implicitely for associative algebras [37] , 1962 and non-associative (commutative anti-commutative) algebras [36] , 1954, by H. Hironaka for commutative topological algebras [21] , 1964 and by B. Buchberger [10] , 1965 for commutative algebras. As a prehistory, see A.I. Zhukov [48] , 1950, another Kurosh's student.
Gröbner-Shirshov (Gröbner) bases methods deal with varieties and categories of (differential, integro-differential, PBW, Leavitt, Temperley-Lieb, Iwahori-Hecke, quadratic, free products of two, over a commutative algebra, . . . ) associative algebras, (plactic, Chines, inverse, . . . ) semigroup algebras, (Coxeter, braid, Artin-Tits, Novikov-Boone, . . . ) group algebras, semiring algebras, Lie (restricted, super-, semisimple, Kac-Moody, quantum, Drinfeld-Kohno, over a commutative algebra, metabelian, . . . ) algebras, associative conformal algebras, Loday's (Leibniz, di-, dendriform) algebras, Rota-Baxter algebras, pre-Lie (i.e., right symmetric) algebras, (simplicial, strict monoidal, . . . ) cate-gories, non-associative (commutative, anti-commutative, Akivis, Sabinin, . . . ) algebras, symmetric (non-symmetric) operads, Ω-algebras, modules, and so on. Gröbner-Shirshov bases method is useful in homological algebra (Anick resolutions, (Hochschild) cohomology rings of (Leavitt, plactic, . . . ) algebras), in proofs of PBW type theorems (Lie algebra -associative algebra, Lie algebra -pre-Lie algebra, Leibniz algebra -associative dialgebra, Akivis algebra -non-associative algebra, Sabinin algebra -modules), in algorithmic problems of algebras (solvable and unsolvable algorithmic problems), in the theory of automatic groups and semigroups, in independent constructions of Hall, Hall-Shirshov and Lyndon-Shirshov bases of a free Lie algebra, on embedding theorems and many other applications. For details one may see, for example, new surveys [6] and [34] .
In this paper we prove a PBW type theorem in Shirshov form for Gelfand-DorfmanNovikov algebras. The first of this kind of theorems is the following (see [7, 8, 9] ).
Let L = Lie(X|S) be a Lie algebra, presented by generators X and defining relations
and only if S (−) is an associative Gröbner-Shirshov basis in k X .
As a corollary, let S be a Lie Gröbner-Shirshov basis (in particular, S be a multipli- For Gelfand-Dorfman-Novikov algebras we prove the following PBW type theorem in Shirshov form.
Let GDN(X) be a free Gelfand-Dorfman-Novikov algebra, k{X} be a free commutative differential algebra, S ⊆ GDN(X) and S c a Gröbner-Shirshov basis in k{X}, which is obtained from S by Buchberger-Shirshov algorithm in k{X}. Then
(ii) The set Irr(
] is a linear basis of GDN(X|S). Thus, any Gelfand-DorfmanNovikov algebra GDN(X|S) is embeddable into its universal enveloping commutative differential algebra k{X|S}.
Using Buchberger-Shirshov algorithm, we provide algorithms for solving both the word problem for commutative differential algebras with finite number of D ∪ X-homogeneous defining relations and the word problem for Gelfand-Dorfman-Novikov algebras with finite number of X-homogeneous defining relations. For Lie algebras it was proved by Shirshov in his original paper [37] , see also [38] . In general, word problem for Lie algebras is unsolvable, see [5] . For Gelfand-Dorfman-Novikov algebras it remains unknown.
So far, the word problem (membership problem) for commutative differential algebras is solved mainly for the following cases [23] : radical ideals, isobaric (i.e., homogeneous with respect to derivations) ideals, ideals with a finite or parametrical standard basis, and ideals generated by a composition of two differential polynomials (under some additional assumptions).
Finally, we prove that the variety of Gelfand-Dorfman-Novikov algebras is not a Schreier one, i.e., not each subalgebra of a free Gelfand-Dorfman-Novikov algebra is free. The most famous Schreier variety are the variety of groups [33] , the variety of non-associative algebras [24] , the variety of (non-associative) commutative and anticommutative algebras [36] , the variety of Lie algebras [35, 40] . For more details, see [13, 39] .
Free Gelfand-Dorfman-Novikov algebras
A non-associative algebra A = (A, •) is called a right-Gelfand-Dorfman-Novikov algebra [15] , if A satisfies the identities
In the papers [15, 16] , the authors constructed the free Gelfand-Dorfman-Novikov algebra GDN(X) generated by X as follows: A Young diagram is a set of boxes with non-increasing numbers of boxes in each row. Rows and columns are numbered from top to bottom and from left to right. Let p be the number of rows and r i be the number of boxes in the ith row. To construct Gelfand-Dorfman-Novikov diagram, we need to complement
Young diagram by one box in the first row. To construct Gelfand-Dorfman-Novikov tableaux on a well-ordered set X, we need to fill Gelfand-Dorfman-Novikov diagrams by elements of X. Denote by a i,j an element of X in the box that is the cross of the ith row by the jth column. The filling rule is the following:
Such a Gelfand-Dorfman-Novikov tableau corresponds to the following element of the free Gelfand-Dorfman-Novikov algebra:
, where
(each Y j left-normed bracketing). In this case, we say w has degree r p + r p−1 + · · · + r 1 + 1.
We call such a w as a Gelfand-Dorfman-Novikov tableau as well. Such elements form a linear basis of a free Gelfand-Dorfman-Novikov algebra generated by X and we denote such free Gelfand-Dorfman-Novikov algebra as GDN(X), see [15, 16] . We call such a D a derivation of A.
Given a well-ordered set X = {a, b, c, .
[D ω X] the free commutative monoid generated by D ω X and k a field of characteristic
is a free commutative differential algebra over k, see [22] . From now on
has a k-basis as the set (also denote as [D ω X]) of all words of the form
where a t ∈ X, i t ≥ −1, 1 ≤ t ≤ n, n ∈ N and (i n , a n ) ≥ (i n−1 , a n−1 ) ≥ · · · ≥ (i 1 , a 1 ) lexicographically. For such w = 1, we define the weight of w, denoted by wt(w), to be wt(w) = i 1 +i 2 +· · ·+i n ; the length of w, denoted by |w|, to be |w| = n; and the D ∪X-length of w, denoted by |w| D∪X , to be |w| D∪X = wt(w) + 2n, which is exactly the number of D and generators from X that occur in w. For w = 1, define wt(w) = |w| = |w| D∪X = 0.
Furthermore, if we define • as
then (k{X}, •) becomes a right-Gelfand-Dorfman-Novikov algebra. Its subspace
is a subalgebra of (k{X}, •) (as Gelfand-Dorfman-Novikov algebra), we denote such subalgebra as GDN −1 (X). In [16] , the authors showed that the Gelfand-Dorfman-Novikov
, is an isomorphism. Therefore, GDN −1 (X) is a free Gelfand-Dorfman-Novikov algebra generated by X, which has a k-basis {w ∈ [D ω X] | wt(w) = −1}. From now on, when no ambiguity arises, we denote both GDN(X) and GDN −1 (X) as GDN(X) for convenient.
3 Composition-Diamond lemmas
Monomial order
We order [D ω X] as follows.
For any w = a
It is clear that this is a well order on [D ω X]. We will use this order throughout this paper.
For any f ∈ k{X}, f means the leading word of f . We denote the coefficient of f as
Proof. (i) Noting that · is commutative and associative, it is easy to see that
S-words
For any S ⊆ k{X}, we denote Id[S] the ideal of k{X} generated by S and
the commutative differential algebra generated by X with defining relations S. Since
Id[S] is closed under · and the derivation D, we have
For any u ∈ [D ω X], t ∈ N, s ∈ S, we call uD t s an S-word in k{X}. We call uD t s an S-word in GDN(X) if wt(uD t s) = −1 and S ⊆ GDN(X).
Suppose S ⊆ GDN(X) and denote Id(S) the ideal of GDN(X) generated by S. Then we have the following lemma.
Proof. It is clear that the right part is an ideal that contains S. We just need to show that uD t s ∈ Id(S) whenever wt(uD t s) = −1. Since wt(uD t s) = −1, we have
So the lemma will be clear if we show
To prove (i), we use induction on t. If t = 0, it is clear. Suppose that it holds for all
To prove (ii), we use induction on p. If p = 0, it is clear. Suppose that it holds for all
Let S be a subset of k{X}. We call S homogeneous (weight homogeneous, D ∪ Xhomogeneous, resp.), if for any f = q j=1 β j w j ∈ S, we have |w 1 | = · · · = |w q | (wt(w 1 ) = · · · = wt(w q ), |w 1 | D∪X = · · · = |w q | D∪X , resp.). We have the following lemma immediately.
If f and S are homogeneous (weight homogeneous, D ∪ X-homogeneous, resp.), then we can suppose that
|f | D∪X , resp.) for any i ∈ I.
Composition-Diamond lemma for commutative differential algebras
The idea of this subsection is essentially the same as the construction of standard differential Gröbner bases in [17, 27] , in which the authors deal with more general case with several derivations.
We call lcm(u, v) a non-trivial least common multiple of u and v if |lcm(u, v)| < |uv|.
) is a non-trivial least common multiple of D t 1 f and D t 2 g, then we call (i) S is a Gröbner-Shirshov basis in k{X}.
( 
Let f, g ∈ GDN(X) and w a non-trivial common multiple of
Suppose that S ⊆ GDN(X) and h ∈ GDN(X). Then we say h ≡ 0 mod(S, w) if
be a non-trivial common multiple of
Then we say w to be critical if one of the following holds:
and wt(lcm( 
) w is trivial for every critical common multiple w of D t 1 f and D t 2 g, where f, g ∈ S, t 1 , t 2 ∈ N. Then S is a Gröbner-
Shirshov basis in GDN(X).
Proof. Noting that any common multiple of D t 1 f and D t 2 g in GDN(X) contains some critical common multiple w of D t 1 f and D t 2 g, the result follows.
Lemma 3.5. Suppose that S is a Gröbner-Shirshov basis in GDN(X), f, g ∈ S and
where α 1 = LC(uD t f ) and α 2 = LC(vD t ′ g).
Otherwise, w is a non-trivial common multiple of D t f and D t ′ g in GDN(X). Since S is a Gröbner-Shirshov basis, by definition we have
Lemma 3.6. Let S be a non-empty subset of GDN(X). Denote
Then for all h ∈ GDN(X), we have
where each
Proof. By induction on h, we have the result.
Theorem 2. (Composition-Diamond lemma for Gelfand-Dorfman-Novikov algebras) Let
S be a non-empty subset of GDN(X) and Id(S) be the ideal of GDN(X) generated by S. Then the following statements are equivalent.
(i) S is a Gröbner-Shirshov basis in GDN(X).
(
wt(w) = −1} is a linear basis for GDN(X|S) GDN(X)/Id(S).

Proof. (i) ⇒ (ii). Let S be a Gröbner-Shirshov basis and 0 = h ∈ Id(S). Then h has an expression
. . , n. We may assume without loss of generality that
We show the result by induction on (w 1 , l), where for any l, l ′ ∈ N and w, w
(w, l) < (w ′ , l ′ ) lexicographically. We call (w 1 , l) the height of h.
If h = w 1 or l = 1, then the result is obvious. 
where
which has height < (w 1 , l). Now the result follows by induction.
(ii) ⇒ (iii). By Lemma 3.6, the set Irr(S) generates the algebra GDN(X|S) as a k-vector space. On the other hand, suppose that 1≤i≤n γ i w i = 0 in GDN(X|S), where
So by (ii) we get w 1 / ∈ Irr(S), which contradicts to the choice of w 1 .
(iii) ⇒ (i). For any f, g ∈ S, t 1 , t 2 ∈ N, denote w a non-trivial common multiple of D t 1 f and D t 2 g. Then by Lemma 3.6, we have
) w ∈ Id(S) and by (iii), we have
Therefore, S is a Gröbner-Shirshov basis in GDN(X).
Since for any Gelfand-Dorfman-Novikov tableau
we have
we immediately get the following proposition:
is a Gröbner-Shirshov basis, then the set {w ∈ GDN(X) | w is a Gelfand-Dorfman-Novikov tableau, w ∈ Irr(S)} is a linear basis for
GDN(X|S).
Applications
An example
In the paper [12] , the authors list a lot of left-Gelfand-Dorfman-Novikov algebras in low dimensions. We can get their corresponding right-Gelfand-Dorfman-Novikov algebras using a • op b b • a, see also [15] . Proof. Denote
Before checking the compositions, we prove the following claims.
We show Claim (i) by induction on n. For n = 0 or 1, the result follows immediately.
Suppose t ≥ 2 and the result holds for any n < t. Then
If for any 1 ≤ l ≤ n + 1, i l = 1, then by induction hypothesis, the result follows immediately. Otherwise, say i 1 = 1, then i l = 1 for some 2 ≤ l ≤ n + 1. By induction hypothesis, the result follows immediately.
We show Claim (ii) by induction on n 1 . If n 1 = 0, then
By Claim (i), the result follows immediately. If n 1 > 0, then
By induction hypothesis, the result follows immediately.
then by Claims (i) and (ii), we have
PBW type theorem in Shirshov form
Theorem 3. (PBW type theorem in Shirshov form) Let GDN(X) be a free GelfandDorfman-Novikov algebra, k{X} be a free commutative differential algebra, S ⊆ GDN(X)
and S c a Gröbner-Shirshov basis in k{X}, which is obtained from S by Buchberger-
Proof. (i).
We first show that any h ∈ S c has the form h = i∈I h γ i w i , with each
Then it is obvious that wt(w j ) = wt(w j ′ ), ∀j, j ′ ∈ J. So whenever we add some non-trivial composition to S while doing the Buchberger-Shirshov algorithm, any monomial of such a composition will share the same weight. It follows that S ′ ⊆ GDN(X).
It remains to show that the ideal Id(S) of GDN(X) generated by S is Id(S ′ ). It is clear
The result follows immediately. 
Id(S). It is clear that Id[S]
is a subalgebra of (k{X}, •) as Gelfand-Dorfman-Novikov algebra. Then we have a Gelfand-Dorfman-Novikov algebra isomorphism as follows:
Algorithms for word problems
The general observation shows that for a homogeneous variety the word problem in an algebra with finite number of homogeneous relations is always algorithmically solvable.
In this subsection, we will provide algorithms for solving such word problems.
Let k{X|S} be a commutative differential algebra and
where S is D ∪ X-homogeneous in the sense that for any f = q j=1 β j w j ∈ S, we have
In this subsection, we always assume that S ⊂ k{X} is a non-empty D∪X-homogeneous set. We call S a minimal set, if there are no f, g ∈ S with f = g, such that f = uD t g for any u ∈ [D ω X], t ∈ N. For any f, g ∈ S, if f = uD t g and the composition
, then we delete f from S to reduce the set S in one step to a new set S 0 , i.e., S −→ S 0 = S \ {f }; If f = uD t g and the composition
reduce the set S in one step to a new set S 0 , i.e., S −→ S 0 = (S \ {f }) ∪ {h}, where
In both cases, we say that f is reduced by g. It is clear that S 0 is also a D ∪ X-homogeneous set. 
Proof.
To decide whether g can reduce f or not, we only need to check whether one of g, D 1 g, . . . , D in−jm g is a subword of f or not. Define ord(S) = (p, f p , f p−1 , . . . , f 1 ). Then if one reduce S in one step to S 01 , we have ord(S 01 ) < ord(S) lexicographically. Therefore, S can be reduced into a minimal set S (0) in finitely many steps, say,
Then by induction on l, we easily get each Id[S 0m ] = Id[S] and for any f ∈ S, we have
Suppose that S is a minimal set and
We collect all such h to make a new set H 0 and denote S 1 = S (0) ∪ H 0 . It is clear that each h ∈ H 0 is D ∪ X-homogeneous and we call |h| D∪X the D ∪ X-length of h. Now we reduce S 1 to a minimal set S (1) . Noting that S (0) is a minimal set, if some inclusion composition is not trivial, then it must involve some element that is not in S (0) . Furthermore, each h ∈ H 0 has D ∪ X-length at least 2, so every non-trivial inclusion composition that is added also has D ∪ X-length at least 2. So if we denote
and
by Lemma 4.1. Continue this progress, and suppose 
A subalgebra of GDN (a)
We construct a non-free subalgebra A of the free Gelfand-Dorfman-Novikov algebra GDN(a) over a field of characteristic 0, which implies that the variety of GelfandDorfman-Novikov algebras is not Schreier.
By Proposition 1 in [13] , we immediately get the following lemma. (ii) In a free Gelfand-Dorfman-Novikov algebra of rank n, any set of n generators is a set of free generators.
(iii) A free Gelfand-Dorfman-Novikov algebra of rank n can't be generated by less than n elements.
In this subsection, we consider the free Gelfand-Dorfman-Novikov algebra GDN(a) generated by one element a. Then A is not free.
Proof. Suppose that A is free. Then by Lemma 5.1 (iii), we get rank(A) ≤ 3. If rank(A) = 1 and
is a free generator of A, where each w i has length at least 4, then
where f occurs at least twice in each term of the second summand on the right side and each of them is with some bracketing. We can rewrite this formula to the following form: Therefore, A is not free.
