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Introduction
Over the last twenty years we have been experiencing an explosion of the num-
ber of captured images and videos. Social Web Communities such as Flickr,
Youtube, Facebook and Instagram have collected a huge amount of photos and
videos. Among the majors, Facebook is probably the largest. More than 250
billion photos have been uploaded on the social network site, and more than
350 million photos are uploaded every day on average [48]. At the end of 2011,
the database of the company Instagram included over than 400 million photos
with an upload rate of 60 images per second [78].
The exploitation of this massive amount of data users share requires ad-
vanced algorithms which could help organize and browse efficiently the con-
tents. These problems fall with our domain of expertise. Recent work in this
area concentrates on the link between computer vision and cognitive science.
My research is part of this effort and focuses on the understanding and mod-
elling of human visual attention and its applications in image editing.
This manuscript which constitutes a synthesis document of my research in
preparation for my Habilitation degree (Habilitation a` Diriger des Recherches)
presents the most important outcomes of my research. Since my PhD degree in
September 2005, I have been working on two main research themes which are
the visual attention and saliency-based image editing. Before delving into the
details of my research, a brief presentation of the visual attention and saliency-
based image editing is made.
Visual attention: our visual environment contains much more information
than we are able to perceive at once. To deal with this large amount of data,
human beings have developed biological mechanisms and visual strategies to
optimize the visual treatment. Out of those, the visual attention is probably
the most important one. It allows to concentrate our biological resources over
the most important parts of the visual field. Two kinds of visual attention
have been identified: the covert and the overt visual attention. The former
does not involve eye movements and refers to the act of mentally focusing on
a particular area. The latter, involving eye movements, is used both to ex-
plore complex visual scenes and to direct the gaze towards interesting spatial
locations. A number of studies [50] have shown that, in most circumstances,
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overt shifts of attention are mainly associated with the execution of saccadic
eye movements. Overt attention of attention is often compared to a windows to
the mind. Saccade targeting is indeed influenced by top-down factors (the task
at hand, behavioral goals, motivational state) and bottom-up factors (both the
local and global spatial properties of the visual scene). The bottom-up mech-
anism, also called stimulus-driven selection, is the core of my research dealing
with the visual attention. It occurs when a target item effortlessly attracts the
gaze. My research consists in understanding and modelling this mechanism.
Saliency-based image editing: the high-level definition of image editing
(as stated by Wikipedia) is the following: image editing encompasses the pro-
cesses of altering images. These processes refer to color adjustments, histogram
manipulation, noise reduction, inpainting, just to name a few. My research
focusses on the use of the visual attention into image editing algorithms. As
we will see, computational models of visual attention predict the most visually
important areas within a scene. From an input picture, these models output
a 2D saliency map which is a grey level map where the brighter areas indicate
the highest saliency. Saliency-based image editing consists in altering images
in function of the saliency map. To illustrate this general idea, an example is
the retargeting approach (one of my former work which is not presented in this
manuscript). The idea is to adapt automatically traditional contents to the spe-
cific constraints of small screen devices in order to provide users with the best
possible viewing experience. The saliency map is in this case used to define the
cropping window which should enclose as much as possible the saliency. Rather
than displaying the whole content, only the content enclosed by the bounding
box is displayed (for more details reader could refer to [110, 106]).
This documents is organized into four parts. The first three parts correspond
to a research orientation. These parts are composed of several chapters which
all include a short review of background material and our contributions in the
given field. At the end of each chapter, we give the list of our scientific con-
tributions. The link between these research orientations is made in the fourth
part which presents my research perspectives. Note that, to ease the reading,
parts as well as chapters are self-contained.
The first part is devoted to the theme of visual attention which was at
the core of my Ph.D. work. This part is composed of 3 chapters dealing with
the modelling of visual attention, eye tracking datasets and similarity metrics.
Chapter 1 addresses the computational models of visual attention. A brief re-
view of state-of-the-art models is first given before describing our main contribu-
tions. Chapter 2 presents methodological and practical guidelines for those who
want to conduct an eye-tracking experiment. Parameters such as the cultural
background, age, number of subjects, viewing duration, etc were discussed from
the viewpoint of quality and bias effect for the eye tracking data. In addition,
important points are emphasized such as the estimation of the inter-observers
dispersion and center bias. In Chapter 3 we present a comprehensive review of
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metrics used to evaluate the similarity degree between a ground truth (human
saliency map or eye fixation data) and a prediction. Strength and limitations
were discussed leading to some recommendations.
In the second part we report the research results on saliency-based appli-
cations. This part is composed of three chapters. In Chapter 4 we report the
research results devoted to quality assessment. In fact, we investigated the link
between quality assessment and visual attention. The underlying idea is to
adjust the computation of quality score in function of the degree of interest rep-
resented by a saliency map. Extensive experiments have been done in order to
establish the extent to which visual attention and quality are linked. Chapter 5
deals with a very recent research avenue regarding the prediction of how much
an image is memorable. This research has been initiated by [79]. In [126], we
performed eye tracking experiments to establish a link between visual attention
and memorability. From the experiment outcome, we have proposed a new set
of features to estimate the memorability of pictures. The last chapter 6 presents
a machine learning application which predicts automatically the attractiveness
score of an image. A model is trained by using eye data considering that the
dispersion between observers is low when there is something in the picture that
draws our attention. Thanks to this model, we can sort out a bunch of pictures
according to their degree of attractiveness.
The third part addresses image inpainting. This part is composed of two
chapters. Chapter 7 provides a comprehensive review of methods used to per-
form an examplar-based inpainting. Chapter 8 presents my most recent contri-
bution in this research theme. The proposed method allows to deal with two
limitations of examplar-based methods. The first one is the high sensitivity to
parameters setting whereas the second is related to the fact that most of current
methods are greedy.
At first glance, this research theme likely appears as rather ‘distant’ from
the two previous themes. However methods and algorithms developed in this
theme will be at the design basis of perceptual-based image editing methods
as explained in the last chapter of this manuscript. The last chapter of the
manuscript draws conclusions and provides new avenues for my research. They
are grouped into 3 axes: visual attention, image editing and perceptually-based
image editing.
3
Part I
Computational models of
visual attention
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Chapter 1
Computational models
1.1 Introduction
Computational saliency models are designed to predict where we look within a
visual scene. Most of them are based on the assumption that there exists an
unique saliency map in the brain. This saliency map, also called master map,
aims at indicating where the most visually important areas are located. This
is a comfortable view for computer scientist since the brain is compared to a
computer as illustrated by figure 1.1. The inputs would come from our differ-
ent senses whereas our knowledge would be stored in the memory. The output
would be the saliency map which is used to guide the deployment of attention
over the visual space.
Figure 1.1: The brain as a computer, an unrealistic but convenient hypothesis.
From this assumption which is more than questionable, a number of saliency
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models have been proposed. In section 1.2, we present a taxonomy and briefly
describe the most influential computational models of visual attention. We
will also describe our contributions in this field (section 1.3) which are related
to robustness, the use of prior knowledge and dynamic saliency map for still
pictures. The extension to video sequences is also discussed in section 1.4.
We will conclude this chapter by emphasizing the strengths and limitations of
current models.
1.2 Taxonomy
Since 1998, the year where the first computational and biologically plausible
model of bottom-up visual attention was published by L. Itti, C. Koch and E.
Niebur [84], there has been a growing interest on the subject. Indeed, several
models, more or less biological and based on different mathematical tools, have
been investigated. We proposed in 2009 a first saliency models taxonomy [108]
which has been significantly improved and extended by Borji and Itti [13].
The taxonomy is composed of 8 categories as illustrated by figure 1.2 (extracted
from [13]). A comprehensive description of these categories is given in [13]. Here
we just give the main features of the four most important ones:
• Cognitive models: models belonging to this category rely on two sem-
inal works: the Feature Integration Theory (FIT) [166] and a biological
plausible architecture [97] for the computation of saliency map.
The former relies on the fact that some visual features (called early visual
features) are extracted automatically, unconsciously, effortlessly, and very
early in the perceptual process. These features such as color, orientation,
shape to name a few are automatically separated in parallel throughout
the entire visual field. From the FIT, the first biological conceptual ar-
chitecture has been proposed by Koch and Ullman [97]. This allows the
computation of saliency map based on the assumption that there exists
in the brain a single topographic saliency map. Models of this category
follow a three-step approach: From an input picture, several early visual
features are first extracted in a massively parallel manner, leading to one
feature map per channel. A filtering operation is then applied on these
maps in order to filter out most of the visually irrelevant information.
Then, these maps are mixed together to form a saliency map.
Some of our contributions are framed within this category, as pointed out
by red arrows on figure 1.2.
• Information theoretic models: these models are grounded on a prob-
abilistic approach. The assumption is that a rare event is more salient
than a non rare event. The mathematical tool that can simply simu-
late this behaviour is the self-information. Self-information is a measure
of the information amount carried out by an event. For a discrete ran-
dom variable X, defined by A = {x1, ..., xN} and a probability density
function, the amount of information of the event X = xi is given by
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Figure 1.2: Taxonomy of computational model of visual attention. Courtesy of
Borji and Itti [13].
I(X = xi) = −log2 (p(X = xi)) bit/symbol.
The first model based on this approach has been proposed by Oliva et
al. [137]. Bottom-up saliency is given by
S =
1
p(F |G) (1.1)
where, F denotes a vector of local visual features observed at a given
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location while G represents the same visual features but computed over
the whole image. When the probability to observe F given G is low, the
saliency S tends to infinity. This approach has been re-used and adapted
by a number of authors. The main modification is related to the support
used to compute the probability density function:
– Oliva et al. [137] determine the probability density function over the
whole picture.
– In [20] and [56], the saliency depends on the local neighbourhood
from which the probability density function is estimated. The self-
information [20] or the mutual information [56] between the proba-
bility density functions of the current location and its neighbourhood
are used to deduce the saliency value.
– A probability density function is learnt on a number of natural image
patches. Features extracted at a given location are then compared
to this prior knowledge in order to infer the saliency value [189].
• Bayesian models: the Bayesian framework is an elegant method to com-
bine current sensory information and prior knowledge concerning the en-
vironment. The former is simply the bottom-up saliency which is directly
computed from the low-level visual information whereas the latter is re-
lated to the visual inference, also called prior knowledge. This refers to
the statistic of visual features in natural scene, its layout, the scene’s cat-
egory or its spectral signature to name a few. This prior knowledge which
is shaped by our visual environment is one of the most important factors
influencing our perception. It acts like a visual priming facilitating the
scene perception and steering our gaze to specific parts.
There exist a number of models using prior information, the most well
known being the Theory of Surprise [81], Zhang’s model [189], Oliva et
al. [137].
• Spectral analysis models: This kind of model has been proposed in
2007 by Hou and Zhang [75]. The saliency is derived from the frequency
domain based on the following assumption: the statistical singularities
in the spectrum may be responsible for anomalous regions in the image,
where proto-objects are popped up. From this assumption, they defined the
spectral residual of an image which is the difference on a log amplitude
scale between the amplitude spectrum of the image and its lowpass filtered
version. This residual is considered as being the innovation of the image in
the frequency domain. The saliency map in the spatial domain is obtained
by applying the inverse Fourier transform. The whole process for an image
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I is given below:
A(f) = R (F [I(x)]) (1.2)
P(f) = φ (F [I(x)]) (1.3)
L(f) = log (A(f)) (1.4)
E(f) = L(f)− h(f) ∗ L(f) (1.5)
S(x) = g(x) ∗ F−1 [exp (E(f) + P(f))]2 (1.6)
where, f is the radial frequency. F and F−1 represent the direct and
inverse Fourier transform, respectively. A and P are the amplitude and
phase spectrum obtained through R and φ respectively. h and g are two
low-pass filters. This first approach has been further extended or modi-
fied by taking into account the phase spectrum instead of the amplitude
one [65], quaternion representation and multiresolution approach [66].
1.3 Our cognitive model for still images
In 2006, we proposed a computational model of bottom-up visual attention [110].
The motivations were twofold.
The first one was simply to improve and to deal with the issues of the semi-
nal work of L. Itti [84]. The most important drawback of Itti’s model concerns
the combination and the normalization of the feature maps which come from
different modalities. In other words, the question is how to combine color, lu-
minance and orientation information to get a saliency value. A simple and
efficient method is to normalize all feature maps in the same dynamic range
(e.g. between 0 and 255) and to sum them into the saliency map. Although
efficient, this approach does not take into account the relative importance and
the intrinsic features of one dimension compared to another.
The second motivation was our willingness to incorporate into the model
important properties of the Human Visual System (HVS) which were rather ne-
glected. These properties are related to the limited sensitivity of the HVS (we
do not perceive all information present in the visual field with the same accu-
racy). They are simulated by Contrast Sensitivity Function and visual masking.
In the following sections, the global architecture of the proposed modelling
is described as well as its main components. Its robustness to degraded pictures
is presented. Then we will focus on two important improvements which are on
one hand the use of high-level visual information and in the other hand the
computation of a time-dependent saliency map.
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1.3.1 Global architecture
Figure 1.3 illustrates the global architecture of the proposed model which is
composed of two main parts, the visibility part and the saliency computation
part. They are briefly described below. Readers could find more details in [110].
The visibility part aims to express visual information in terms of visibility
threshold. The R, G and B components of the input picture are first transformed
into an opponent-color space from which three components {A,Cr1, Cr2} rep-
resenting the achromatic, the blue-yellow and the red-green signals respectively
are obtained. Contrast Sensitivity Functions (CSF) and visual masking are then
applied in the frequency domain on the three components of the color space.
The former normalizes the dynamic range of {A,Cr1, Cr2} in terms of visibility
threshold. Visual masking is then applied in order to take into account the
influence of the spatial context on the visibility threshold. The visibility thresh-
old of a given area tends to increase when its local neighbourhood is spatially
complex. The 2D spatial frequency domain is then decomposed into a number
of subbands which may be regarded as the neural image corresponding to a
population of visual cells tuned to both a range of spatial frequency and ori-
entation. These decompositions defined by psychophysics experiments leads to
17 channels for the achromatic component and only 5 channels for chromatic
components.
Once the visual information has been coherently normalized, the second
stage of the model consists in detecting the visually relevant parts of the image.
Three operations are involved: chromatic-based reinforcement of the achromatic
structures, center-surround filtering and perceptual grouping. The objective of
these operations is summarized below:
• The chromatic-based reinforcement increases the magnitude of each site
of the achromatic channels when the current site is surrounded by a high
color contrast.
• The center-surround filter removes redundant information. The center-
surround organization simulates the receptive fields of visual cells. These
two regions provide an opposite response for the same stimulation.This fil-
ter is insensitive to uniform illumination and strongly respond on contrast.
A difference of Gaussian, also called Mexican hat, is used to simulate the
behaviour of visual cells.
• Perceptual grouping refers to the human visual ability to group and bind
visual features to construct a meaningful higher-level structure. Here the
perceptual grouping is a facilitative interaction based on the Gestalt prin-
ciples of colinearity and proximity.
The filtered subbands are then combined into a unique saliency map. There exist
a number of pooling strategies. In [25], seven feature combination strategies have
been presented and evaluated. They are listed and briefly described below:
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Figure 1.3: Architecture of the proposed model of bottom-up visual attention.
• NS, Normalization and Sum: This is the most simple method consisting
in normalizing and summing all subbands into the final saliency map.
• NM, Normalization and Maximum: Compared to NS method, the sum-
mation is replaced by the maximum operator.
• CNS, Coherent Normalization and Sum: To normalize the subbands, the
maximum saliency value for each visual dimension is empirically deter-
mined on a set of test pictures. These values are then used to perform the
normalization.
• CNM, Coherent Normalization and Maximum: Compared to CNS method,
the summation operator is replaced by the maximum operator.
• CNSP, Coherent Normalization, Sum plus Product: The idea here is to
deal with the redundancies between feature maps. In other words, an item
which would generate saliency in several visual dimensions should be more
salient than an item generating saliency in only one dimension.
• CNMC, Coherent Normalization, intra and inter Map Competition: the
CNSP approach is upgraded by using a WTA (Winner-Take-All) algorithm
with localized inhibitory spread. The local maxima are then detected and
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Figure 1.4: Examples of saliency maps predicted by the proposed model. Top:
original images; Bottom: predicted saliency maps.
used to locally favour some parts of the picture. The number of maxi-
mum peaks, their values and the difference value between two consecutive
maximum peaks are required to keep only the most interesting areas.
• GNLNS, Global Non-Linear Normalization followed by Normalization:
This method implemented by L. Itti [83] consists in promoting the maps
having few saliency peaks. This approach removes the maps having an
uniform distribution or a high number of saliency peaks.
Figure 1.4 illustrates saliency maps computed by the proposed method (a simple
fusion (NS) is here used). Saliency models perform well on this kind of images
for which there is salient object on a simple background. Model performance
significantly decreases in presence of high-level information [91] such as faces
(whether they are human or animal, real or cartoon, frontal or sideways, masked
or not, in focus or blurry), text (whether its font, size, quality) and horizon line
which strongly attracts our attention [53]. Model performance is also low when
the dispersion between observers is high (for more details, readers could refer
to Chapter 2).
The natural step for improving the performance of saliency models is to take into
account higher-level information. In the next section, we present an extension
of our cognitive model.
1.3.2 Using prior knowledge: dominant depth and horizon
line
In 2011, we improve the model performance [102] by inferring from low-level vi-
sual features two contextual information: the dominant depth and the position
of the horizon line (if any).
Several studies support the hypothesis that there are separate neural pathways
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for processing information about different visual properties [166]. These prop-
erties would be processed very quickly and unconsciously. The depth feature is
one of them. We are indeed able to perceive the depth effortlessly. The most
striking is that, even when we look at a picture, we are able to extrapolate the
depth. As depth information is quickly available, this prior knowledge might
affect eye movements. For instance, depth might contribute to an early recog-
nition of the scene layout. In addition, from the knowledge of the dominant
depth value, the average size of salient areas might be inferred. This property is
used in the final pooling of the filtered subband. Given a dominant depth value,
some subbands are favoured to get the final saliency map. The assumption is
salient features are more likely to be present in low spatial frequencies for close-
up scenes. For panoramic scenes, it might be more interesting to consider high
frequencies than low spatial ones.
Foulsham et al. [53] provided evidence that the natural horizon line system-
atically attracts our visual attention. The position of the horizon line is then
inferred from the low-level visual features to be used as a contextual prior. We
simply propose to weight the final saliency map according to the spatial position
of the horizon line.
We found [102] that the dominant depth does not bring a significant improve-
ment when compared to a naive model. Regarding the horizon line, the median
gain is of 2% in terms of AUC (Area Under Curve, see Chapter 3 for details).
1.3.3 Time-dependent model for static pictures
As previously mentioned, a number of computational models have been proposed
to predict where we look. They all follow the same idea: a static picture is fed
into the model which outputs a static saliency map. This map is supposed to
represent the most visually salient parts of the scene. Although very easy and
convenient to use, a static saliency map is not able to grasp the variety and
complexity of visual guiding sources. Their influences can indeed increase or
decrease over time. Moreover they are not necessarily concomitant but time-
dependent. Some occurs after the stimulus onset, others appear after several
second of viewing.
In 2012, we have designed a time-dependent saliency model [57] which outputs
a video sequence of saliency maps from a static input picture. The problem is
formalized as follow:
S(x, t) =
K∑
k=1
pk(t)φk(x) (1.7)
where K is the number of visual guiding source, φk is a normalized 2D map
representing the source k and pk(t) is the weight associated to the source k at a
given time t. Compared to a traditional approach such as the naive summation
(NS) presented in section 1.3.1, the difference lies in the presence of the time
variable t.
In [57], five guiding sources have been considered:
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• Bottom-up saliency map: this source represents the influence of low-
level visual features on the gaze deployment. Several models (Itti [84],
Bruce [20] and our model [110]) were used to compute this saliency map.
• Center bias: The strongest bias underlined by laboratory experiments
is the central bias, also called re-centering bias. This is the tendency of
observers to look at the screen’s center whatever its interest (see chapter 2
section 2.3.2 for more information)
• Foreground and background maps: based on the fact that we are
able to segment easily and quickly the figure from the ground, the depth
map is split into two depth maps, one for the foreground and another for
the background. To get these maps, the incoming depth map is thresh-
olded at half the depth value through a sigmoid function, such that pixels
values smaller and higher than 128 rapidly cancel out on background and
foreground, respectively. Background values are modified such that the
farther a point is in the background, the more it contributes to the back-
ground feature. At the opposite end, the closer a pixel is to the foreground,
the more it contributes to foreground feature.
• Uniform map: to account for other guidance sources or top-down in-
fluences which could likely occur over time, an additional feature map,
called uniform map, is used. For this map, all locations have the same
probability to be fixated.
The weights pk(t) of the linear combination presented by equation 1.7 are
inferred by an Expectation-Minimization algorithm. Figure 1.5 (a) gives the
evolution of weights in function of the fixation rank. The most influent factor
is the predicted low-level saliency. The central bias is strong and paramount
on first fixation and decreases to a stable level from the third fixation. The
foreground feature plays a non negligible role up to the 17th fixations. At the
opposite, the background feature is not a major guiding source of the visual
attention. Finally, the contribution of the uniform distribution term remains
low up to the late time of visualization. It models the influence of other high-
level factors possibly due to top-down mechanisms that are not accounted by
our proposed factors.
Once the weights have been estimated, the time-dependent saliency map is
compared to Itti’s model. Figure 1.5 (b) illustrates the results. The proposed
model performs significantly better than Itti’s model over time. The metric used
for the evaluation is the AUC value (hit rate, see section 3.4 for more details).
1.3.4 Robustness
The invariance of saliency models subjected to degradation is important espe-
cially in the context of quality assessment and compression. The robustness of
saliency models has been investigated in 2011 [103].
Different transformations and image processing filtering are applied to degrade
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(a) (b)
Figure 1.5: (a) Temporal contributions (weights) of 5 features as a function
of the fixation rank (SM: Salieny Map; CB: Center Bias: FG: Foreground;
BG: Background; UN: Uniform). The error areas at 95% are computed by a
bootstrap estimate (1,000 replications). (b) Evaluation of the performance with
Itti’s model.
the quality of a set of pictures. Figure 1.6 illustrates some of them applied on
a given picture. The degradation operations are listed below:
• Blur: a Gaussian kernel of size 11× 11 is used. Three values of variance
are used: 1, 3 and 8. Obviously, the bigger the variance value the greater
the smoothing produced.
• Uniform variation of illumination: the RGB components of the pic-
tures are weighted by a fixed coefficient (0.2, 0.6, 1.4, 1.8). Coefficients
greater than 1 tend to lighten the picture whereas a coefficient less than
1 darkens the picture.
• Gaussian noise: an independent Gaussian noise is added to the original
image. The noise is with zero mean and a variance equal to 0.001, 0.01,
0.05 or 0.1. The bigger the variance the more the image is noisy.
• Flip: original pictures are flipped in right/left and up/down directions.
• Rotation: a rotation of the pictures is performed by an angle of 90, 180
and 270 (anti-clockwise) degrees. The rotation center is the picture’s cen-
ter. The invariance of models to rotation is interesting to investigate.
Indeed Foulsham et al. recently provided evidences of a strong system-
atic tendency for saccades to occur along the axis of the natural horizon,
whatever the picture orientation [53].
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(a) Original (b) High blur (c) Under exposure (d) Over exposure
(e) Small noise (f) Strong noise (g) JPEG (Q=10) (h) JPEG (Q=1)
Figure 1.6: Examples of some degradations applied on picture (a).
• JPEG coding: a JPEG coding is applied on the original picture. The
compression is performed by using the software XnView. Three quality
factors (Q) are used: 40, 10 and 1. A small quality factor indicates a
strong compression (or a low quality). For the smallest quality factor,
strong block effects appear on the pictures, as illustrated by figure 1.6 (h).
A total of 2280 pictures (19 kinds of degradations multiplied by 120 pictures) is
obtained. 2280× 5 saliency maps plus those corresponding to original pictures
have been computed, for five state-of-the-art models (Itti [84], Le Meur [110],
Bruce [20], Judd [92], Hou [75]).
To measure the degree of similarity between saliency maps, a ROC (Re-
ceiver Operating Characteristic) analysis is performed (see section 3.3 for more
details). Table 1.1 gives AUC values for each model and for the highest blur,
noise, JPEG and luminance degradations. The average AUC value is very high
for all models. It indicates that the predicted saliency maps are very similar
(almost the same) whatever the visual degradations. It can be concluded that
the repeatability of saliency models is very good. For the highest degradations,
the lowest AUC value is equal to 0.82, that is still a good similarity indicator
between predicted saliency maps (More results can be found in [103]).
1.4 Model for video sequences
To predict where observers look within a video sequence, it is necessary to
consider a new feature which is the motion contrast. In this context, this is
one of the most important visual attractors. With regards to dynamic complex
scenes, previous studies such as [80] have indeed shown that the motion contrast
is a much more reliable predictor of salient areas than other predictors such as
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Table 1.1: Repeatability of saliency models for the highest degradations (aver-
age AUC values between predicted saliency maps (computed from original and
impaired pictures)). Averages over degradations and models are given in the
two last lines.
Model Blur Luminance Noise JPEG
σ2 = 8 Under Over σ2 = 0.1 Q = 1
Itti 0.99 0.94 0.92 0.96 0.94
Le Meur 0.91 – 0.92 0.84 0.91
Bruce 0.97 0.99 0.82 0.95 0.95
Hou 0.99 0.99 0.88 0.88 0.96
Judd 0.97 0.88 0.92 0.86 0.90
Avg/Deg. 0.96 0.95 0.89 0.89 0.93
Avg/Model 0.95 0.89 0.93 0.94 0.90
luminance, orientation, etc. In this section, we present our contribution on this
point. A survey of existing methods could be found in [13].
The basic aim of the temporal saliency map computation relies on the relative
motion occurring in the retina. The relative motion is the difference between
the local and the dominant motion. The local motion
−→
V local at each point s of
an image is the output of a hierarchical block matching. It is computed through
a pyramid composed of a set of levels of different resolutions. For each level,
the block matching is done for a certain neighbourhood size, that increases with
the hierarchy level.
The local motion does not necessary reflect the motion contrast. This is
only the case when the dominant motion is null, meaning that the camera is
fixed. As soon as the camera follows something in the scene, it is necessary to
estimate the global transformation that two successive images undergo. This
global transformation, or the dominant motion, can be effectively estimated
from the estimated local motion.
Assuming that the dominant motion is due to the camera, we estimate the
global transformation between successive images I (I : S ⊂ R2 → R3+) based on
an estimated motion fields. The displacement
−→
V Θ(s), at a pixel site s (s ∈ S)
related to a motion model parametrized by Θ is given by :
−→
V Θ(s) =
(
uΘ(s)
vΘ(s)
)
= B(s)Θ (1.8)
where B(s) is the matrix of the parametric model used. uΘ(s) and vΘ(s)
represent the horizontal and vertical displacement in regard to Θ parameters,
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respectively. We consider the complete 2D affine motion model:
−→
V Θ(s) =
(
1 1 1 0 0 0
0 0 0 1 1 1
)
Θ (1.9)
=
(
a1 + a2x+ a3y
a4 + a5x+ a6y
)
(1.10)
where Θ = [a1, a2, a3, a4, a5, a6]
T are the affine parameters of the model. x and
y represent the spatial coordinates of pixel s = (x, y). The six affine parameters
are estimated with a popular robust technique based on the M-estimators [?].
To deal with the lack of stability of the standard least squares method to plau-
sible outliers present in the data, the M-estimators lessen the outliers effects by
replacing the squared residuals errors by a weighting function. The estimated
affine parameters Θ̂ have to minimize :
Θ̂ = argmin
Θ
∑
s∈S
ρ(r(s)) (1.11)
where r(s) = I(s +
−→
V Θ(s), t+ 1)− I(s, t) represents the displaced frame differ-
ence (DFD). ρ is a symmetric, positive-definite function. We took here for ρ
the Tukey’s bi-weight function.
Once the six parameters have been computed, the relative motion
−→
V relative rep-
resenting the motion singularities is computed locally by subtracting the dom-
inant motion from the local one. If the current location undergoes a dominant
motion, the relative motion is null, otherwise the relative motion is non zero,
indicating the presence of salient displacement. The relevance of the relative
motion also depends on the average amount of the relative displacement over the
picture. For example, a high relative motion is more conspicuous when there are
only few relative displacements. To model such property, a linear quantification
of
−→
V relative is achieved in order to build a histogram. The median value of this
histogram, called Γmedian, is a reliable estimator of the relative motion (note
that this value is normalized according to the maximum velocity in order to be
in the range 0 to 1. The maximum velocity is related to eye’s ability to track
an object). ‖−→V relative‖ is then normalized according to Γmedian. Temporal
saliency map ST is finally given by:
ST (s) =
‖−→V relative(s)‖
+ Γmedian
(1.12)
where  is a small positive value to avoid the division by zero. The closer
Γmedian to 0, the more the relative motion is perceptually important. This
strategy simply reflects that it is easier to find a moving stimulus among sta-
tionary distractors (Γmedian close to 0) than a moving stimulus among moving
distractors (Γmedian close to 1).
The spatial and the temporal saliency maps are then combined together
in order to output the final spatio-temporal saliency maps. As discussed in
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Figure 1.7: ROC curves for a set of video sequences. Four plausible models
are compared (proposed Spatial, Temporal, Spatio-temporal and Itti’s model).
Two naive models which are the center and the flicker are also evaluated.
section 1.3.1, the pooling strategy is a difficult problem. We use the same
strategies as those presented in section 1.3.1 to get the final result.
The performance of the proposed approach has been evaluated on a set
of sequence (see [109] for more details). Figure 1.7 presents the ROC curve
obtained by comparing two sequences of saliency maps. The proposed spatio-
temporal model provides the best results compared to the spatial, temporal
and Itti’s model. Two naive models are also put to the test: the center model
(see section 2.3.2 for more information) which provides the best results and the
flicker model which is based on the frame difference of the input video. This
model performs at the chance level.
1.5 Conclusion
During the last two decades the modelling and understanding of visual atten-
tion involving computer, neuroscience and cognitive scientists have made a lot
of progress. The research is still stimulated by this cross-disciplinary collabora-
tion. However, there are still a number of open issues to tackle. One of the most
important concerns the prior knowledge of observers which is overlooked most
of the time. The question is how can we introduce knowledge into a compu-
tational model of visual attention. Another issue is about the saliency models
validation. There exist now a number of eye-tracking datasets which are more
or less relevant or contaminated by experimental biases (see chapter 2 for a
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review). The validation also requires to define tools to measure the similarity
degree between ground truth and prediction. The ROC analysis is currently
the most used metric although that this metric suffers from some important
limitations.
1.6 Contribution in this field
There are several contributions in this field. The most important publications
are listed below. They address the modelling of bottom-up visual attention on
both still color pictures and video sequences. One dataset of eye-tracking data
has been released to the community for research purposes.
In addition to the listed scientific contributions, I participated to the organi-
zation of four special sessions on viusal attention which took place during in-
ternational conferences (ICIP 2009, SPIE 2012, WIAMIS 2013 and ICME 2014).
Journal:
• O. Le Meur, P. Le Callet, D. Barba and D. Thoreau, A coherent compu-
tational approach to model the bottom-up visual attention, IEEE Trans.
on Pattern Analysis and Machine Intelligence, 28(5), May 2006.
• O. Le Meur, P. Le Callet and D. Barba, Predicting visual fixations on video
based on low-level visual features, Vision Research, 47(19), pp. 2483-2498,
Sept. 2007.
• O. Le Meur and J.C. Chevet, Relevance of a feed-forward model of visual
attention for goal-oriented and free-viewing tasks, IEEE Trans. On Image
Processing, 19(11), pp. 2801-2813, 2010.
• F. Urban, B. Follet, C. Chamaret, O. Le Meur and T. Baccino, Medium
spatial frequencies, a strong predictor of salience, Cognitive Computation:
3(1), pp. 37-47, 2011 (Special issue on Saliency, Attention, Active Visual
Search, and Picture Scanning).
• J. Gautier and O. Le Meur, A time-dependent saliency model mixing
center and depth bias for 2D and 3D viewing conditions, Cognitive Com-
putation, 3(2), pp. 141-156, 2012.
• Z. Liu, O. Le Meur, S. Luo and L. Shen, Saliency detection using regional
histograms, Optics Letters, 38(5), 2013.
• Z. Liu, W. Zou, L. Li, L. Shen and O. Le Meur, Co-saliency detection
based on hierarchical segmentation, IEEE Signal Processing Letters, vol.
21(1), 2014.
Conference:
• O. Le Meur and P. Le Callet, What we see is most likely to be what
matters: visual attention and applications, ICIP, pp. 3085-3088, 2009.
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• O. Le Meur, Robustness and repeatability of saliency models subjected to
visual degradations, ICIP, pp. 3285-3288, 2011.
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Chapter 2
Eye tracking datasets
2.1 Introduction
During the past decades, the rise of accessible commercial eye-tracking system
has fuelled the visual perception research and strongly contributed to the emer-
gence of new results and applications. Eye-tracking system is indeed a valuable
tool to collect easily large amounts of data. These datasets serve different goals
such as modelling, measuring, evaluating and understanding the way we look at
visual scenes. More specifically this kind of datasets constituting a ground truth
is used in the community to evaluate and compare the performance of compu-
tational models of visual attention. There exist more than a dozen datasets of
eye tracking which can be freely downloaded from the Internet. However, there
exist some limitations which are rather overlooked. Datasets are indeed intrin-
sically limited or bounded by different factors such as the number of observers,
the viewing duration, the task at hand. More importantly datasets just provide
a snapshot of the real world and can not grasp the complexity as well as the
variety of our visual world.
The objective pursued here is to provide a comprehensive set of rules for re-
leasing high quality eye tracking datasets. More specifically, these datasets are
intended to serve as a ground truth for the evaluation and comparison of com-
putational models of visual attention. We define the quality of an eye tracking
dataset by two components, one related to the experimental methodology and
the other related to the relevance of the tested materials. The former is simply
about the most important factors which should be taken into account before
starting the experiment. The latter concerns a post-processing phase which
aims at detecting and filtering out images (stimuli) which do not bring any
added values.
This chapter is organized as follows. In section 2.2, the main important method-
ological factors are elaborated. As surprising as it might seem, there is no stan-
dard describing accurately what must be done and what must be avoided to
conduct an eye tracking experiment. In section 2.3, we present and evaluate
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the main features of a set of popular datasets. Central bias, inter-observer dis-
persion, fixation duration and saccade lengths are examined. We will see that,
despite the best efforts of their creators, there exist some strong biases which
can strongly affect the experiment outcome. The aforementioned criteria can
be advantageously used to detect and to discard dataset’s outliers. In the last
section, we will draw some conclusions.
2.2 Protocol
Conducting an eye tracking experiments is rather simple compared to other
behavioural and psychophysics experiments. However, although simple, it is
necessary to take care of some crucial parameters in order to guarantee that
results are reproducible and comparable to existing ones. These parameters are
listed and discussed below. Readers could also refer to [73] for complementary
information.
2.2.1 Pixel Per Degree of visual angle
In vision research it is essential to specify the observation conditions as well as
the stimuli. One important aspect for eye tracking is the visual angle subtended
by stimuli and its angular resolution. The visual angle, expressed in degrees,
represents the size of the stimulus on the retina. It is simply computed from
the viewing distance and the size of the onscreen stimulus, as illustrated by
figure 2.1. For a rectangular stimulus, the visual angle of its height θV (V stands
for vertical) and the visual angle of its width θH (H stands for horizontal) should
be given. They are obtained by
θH = 2× arctan
(
H
2d
)
(2.1)
θW = 2× arctan
(
W
2d
)
(2.2)
where H and V are the width and the height of the onscreen picture, respec-
tively. It is important to mention that these sizes are not necessarily the screen’s
size. It depends on whether the stimulus covers the whole screen or not. d is the
viewing distance, namely the distance between the eyes to the viewing plane.
The angular resolution of the stimulus expressed in pixels per degree (ppd) of
visual angle is then deduced by dividing the stimulus’s resolution by the visual
angle. The angular resolution is used to normalize (or to be invariant to viewing
conditions) indicators such as the saccade amplitudes, the fovea’s size expressed
in pixel, distance between two fixations points. H, V and d should be given in
the same unit.
More importantly the angular resolution is essential to segment the raw eye
tracking data into fixations and saccades. There are three standard measures to
extract fixations from eye tracking data: dispersion, velocity and acceleration
(for more details see [134],[156],[153]). Dispersion-based method relies on the
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Figure 2.1: Visual angle θH subtended by stimuli. d is the viewing distance; H
and W the height and width of the onscreen image, respectively.
distance between two consecutive samples. The distance is expressed in degree
of visual angle. Two consecutive samples separated by a distance inferior to
a user-predefined threshold are considered as belonging to the same visual fix-
ation. Velocity and acceleration-based methods use a velocity or acceleration
threshold, respectively, to identify samples related to saccade. The quality of
these methods has been evaluated indicating that they perform quite well [10].
However, the major drawback of such method is the threshold value which is de-
fined (or not) by the user [10], [156]. In the case of velocity-based method, if the
threshold value is over-estimated, fixation durations might artificially increase.
Under-estimation, in contrast, might cause a decrease of the fixation duration.
In this case, as the mean fixation duration is an indicator of the cognitive load or
the depth of the processing in the brain [172], the conclusion of the study might
be erroneous. To illustrate this point, an eye tracking experiment, involving 18
observers, has been carried out. The picture used for the test is illustrated on
figure 2.2 (a). Its resolution is of 1920× 1080 pixels. The monitor (93× 52cm)
was positioned at a viewing distance of 2.34m. The stimulus covering the whole
screen subtended 22.4◦ horizontally and 16.6◦ vertically. A dispersion-based
algorithm is used to identify fixations from the collected data. Figure 2.2 illus-
trates the protocol and gives the average fixation durations for different values
of the threshold used by the dispersion-based algorithm. We just illustrate the
influence of an under-estimation of the threshold value. The correct threshold
value expressed in pixel per degree of visual angle is given by the horizontal res-
olution divided by the horizontal visual angle (1920/22.4 = 85ppd). When the
threshold value is under-estimated, the average fixation duration decreases as
illustrated by figure 2.2 (b). A low threshold value would suggest that observer
is very close to the screen plane and that only a small portion of the picture falls
within the fovea. This is the reason why the heat map (see section 2.3 to have
more details about continuous saliency and heat maps) is composed of sparse
and focussed points, as illustrated by bottom pictures of figure 2.2 (a).
2.2.2 Visual content
The visual content is at the heart of a vision experiment. In this section, we
review the factors which should be taken into account when preparing the ex-
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(a) (b)
Figure 2.2: (a) Top: visual stimulus and its visual angle. Bottom: heat map
with a very low threshold value, equal to 20 ppd (leftmost value of graph (b))
and with the correct setting, 85 ppd (rightmost value of graph (b)); (b) Influence
of the threshold value on the average fixation duration. Error bars correspond
to the confidence interval. Courtesy of D. Khaustova.
periment.
Quality
Depending on the experiment purpose, the visual quality of the displayed stim-
uli might have a significant role. For instance, if the purpose of the experiment
is to investigate the influence of a given factor on the fixation durations, it is
important to collect stimuli of equivalent visual quality. Indeed Mannan et al.’s
experiment [127] have shown that the fixation durations observed on blurred
pictures are significantly higher than those obtained on unimpaired pictures.
Judd et al. [89] reported observers make significantly fewer fixations on low res-
olution images than on high resolution image. One reason of the increase of
fixation durations could be that, due to the presence of blur, observers need to
dwell more on a particular location to accurately perceive it.
Regarding the localization of visual fixation, the stimulus’s quality seems to have
a low impact. In 1997, Mannan et al. [128] indeed showed that there is a high
degree of similarity between fixations (in term of spatial coordinates) made by
a group of observers to three versions of a given image (low-pass filtered, high-
pass filtered, and unfiltered) (see also [89]). More recently, studies have shown
that the linear correlation coefficient between saliency maps of unimpaired and
impaired pictures is very high [101]. Figure 2.3 illustrates the distribution of fix-
ation points for three levels of degradation of a given image. From the left-hand
side to the right-hand side, the fixations have been collected when observers
look at the unimpaired image, the image encoded by JPEG and by JPEG2000
respectively.
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(a) (b) (c)
Figure 2.3: (a) Distribution of fixations collected when observers look at the
unimpaired picture; (b-c) same as (a) but fixations were collected when observers
look at the picture encoded by JPEG or JPEG2000, respectively. Yellow points
correspond to visual fixations.
Image content
The image content itself may have a strong influence on our visual strategy. In
next section we will see the inter-observer congruency (or the fixation dispersion)
depends on the content. The factors influencing the congruency can stem from
bottom-up (related to the stimulus) and top-down cues. For instances, human
faces (as illustrated by figure 2.3), text, vanishing point, perspective, horizon
line [53] have the capacity to attract our gaze. So, depending on the experiment’s
purpose, the selection of stimulus need to be done carefully.
2.2.3 With or without a task?
Low-level visual stimulus salience and the task at hand determine where people
look in complex scenes [49]. Low-level visual salience refers to the ability of
an area to attract our attention unconsciously and effortlessly. It relies on the
low-level characteristic of visual stimuli, such as the color, the luminance, the
texture, the motion [138, 161, 109] to name a few.
At the opposite, the visual deployment is task-dependent. The famous exper-
iment of Yarbus in 1967 [186] is the perfect illustration of the influence of the
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task on the visual deployment. Yarbus’s contribution was to ask observer to
view a painting seven times. For each viewing, a particular instruction is given
before watching the image. Instructions were diverse such as Estimate the ma-
terial circumstances of the family in the picture, Give the ages of the people, etc.
Yarbus’s conclusion was that the distribution of the points of fixations depends
on the task in which the observer is engaged [186].
Depending on the purpose of the experiment, eye tracking can be carried out
with or without instruction. It can be either a clear specification of a task to
perform or just a simple instruction such as look at the picture. In this case, ob-
servers’ eye movements are monitored while they freely viewed the stimuli. This
is called a free-viewing task. The objective is here to favour the contribution of
low-level visual salience in the eye movement guidance. However, even though
participants were not given a task, it does not mean that top-down contribu-
tions do not exist. Top-down contributions are in fact due to the task at hand
but also to the prior knowledge, motivations, mood and experience of observers.
For the very first eye tracking experiment, task-based top-down contributions
were supposed to be almost null when observers look at the stimuli freely or
when a general instruction such as look around or look at the picture is given.
However, even such simple instructions tell the subject something about what
they are expected to do. In fact, the free viewing condition which is supposed to
be void of top-down influences (except those related to observer’s prior knowl-
edge) is finally a kind of uncontrolled task. Given that observers are free to
interpret the instruction on their own way, the variability of top-down effects
can be high leading to a number of visual strategies, with different observers em-
ploying different strategies and effectively performing different tasks as stated
by Tatler et al. [161]. To deal with this issue, Tatler et al. [161] instructed ob-
servers to perform a memory task. Two questions were asked to observers after
each stimulus. This strategy aims at promoting the use of similar high-level
mechanisms between participants, minimizing inter-observer dispersion. Apart
from this important aspect this memory test is a way to motivate observers to
pay attention and to keep focused on the experiment.
Another important top-down factor affecting eye movements is related to ob-
server’s prior knowledge. This point is addressed in the next section.
2.2.4 Observers
Observer’s prior knowledge significantly influences our visual behavior. Despite
the fact that this kind of contribution can not be ruled out, it seems important to
underline and define the nature of this contribution. Prior knowledge is a general
concept encompassing various aspects such as past experience, education, where
we grow up or even social activities. This knowledge which is built progressively
and continuously shapes our perception [132]. It then helps the visual system to
better interpret the visual image and to resolve visual ambiguities. This prior
knowledge about the scene, our familiarity with it have an influence, called
contextual influence or scene-schema knowledge [69], on our visual deployment.
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Cultural heritage
Regarding the cultural baggage, there is a current debate on whether it influ-
ences our visual strategy or not. In 2005, Chua et al. [28] demonstrated eye
movement patterns differ between Chinese and Caucasian subjects when look-
ing at complex scenes. Chinese participants tend to attend to the background
information more than did American participants. However, in 2009, Evans et
al. [47] cast doubt on previous results. They indeed did not find out difference in
terms of eye movement patterns and recognition memory between American and
Chinese participants, suggesting that both populations use the same strategies
in scene perception. In 2011, Amatya et al. [3] examined the latency of reflex-
ive saccades for a Chineses and Caucasian populations. Reflexive saccades are
made in response to a sudden peripheral stimulus onset contrary to voluntary
saccades which require additional cognitive processing [51]. Amatya et al. [3]
observed that 29% of the Chinese subjects exhibited a high proportion of low
latency saccades compared to those of Caucassian sujbects (only 2%). This
study indicates that the cultural baggage would influence the visual strategy.
Age
Another aspect is related to observers’ age. The older we are the more expert
and familiar with our visual environment we are. So, given that prior knowledge
depends on the age, the question is whether the age has an influence on the visual
deployment or not. This question has been addressed by Acik et al. [1]. In this
study they compared the viewing behaviour of three age groups: (1) 7 to 9 years
old children; (2) 19 to 27 years old young adults; (3) a last group composed of
people above 72 years. Participants have to perform a recognition task while
they viewed natural and complex scenes. Results of this experiments showed
that the low-level visual features are a more important source guidance for young
children than adults. Authors suggest that the pregnancy of bottom-up features
decreases with people’s age. Beside, top-down influences which are related to
prior knowledge might be more important for adults than young children in the
guidance of eye movement. More recently, Musel et al. [129] showed that the
nature of visual information extracted from the scene for a rapid categorization
varies with age. Young participants tend to process a categorization task in
a coarse-to-fine manner with a reaction time smaller than 100ms. For aged
participants, the reaction time is longer indicating the presence of an additional
visual process. Authors suggest that aged participants might use contextual
information to correctly categorize visual scenes.
Number of observers
When the objective of the eye tracking experiment is to test an hypothesis,
the number of subjects involved in the experiments is fundamental. Although
difficult to define, the goal is to get sufficient sensitivity or statistical power in
order to be able to draw significant conclusions. More specifically, the power
analysis allows to calculate the minimum sample size required so that one can
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be reasonably likely to detect an effect of a given size. The description of the
power analysis is out of the scope of this chapter. Readers have to refer to Co-
hen’s publications [29] to get a good overview and to Lenth’s publication [116]
in which some suggestions for successful and meaningful sample size determina-
tion are provided. In this section we propose to illustrate the power analysis by
computing the number of observers required to obtain a statistically significant
result.
Let’s imagine we want to investigate the role of the global luminance of an im-
age on the fixation duration. Two independent groups of observers participated
to the experiment. Eye fixation will be collected when observers look at the
original image and the modified image. How many observers should be involved
in the experiment in order to show a significant effect on the average fixation
duration? A t-test is used in order to evaluate whether the difference is statis-
tically different or not. If one chooses the significance level (α = 0.05) and the
statistical power (1− β = 0.8), the power of the t-test is given by δ = d√N . δ
is associated with the specific degree of power. To determine δ, you just need
to read the power table (Table E.5 (Power as a function of δ and significance
level α) in [76]). From this table δ must equal 2.8 for power equal to 0.8 and
α = 0.05. The d value (called the effect size) is given by d = µ1−µ2σ and is used
to test the hypothesis on the difference between the sample mean of average
fixation durations µ2 for the control and the tested group µ1. σ is the standard
deviation of the control population. N is the sample size of the control group. If
you want to detect a difference of 10 ms between the two groups given a known
standard deviation (here equal to 24), we have d = 10/24 = 0.416. Therefore
the sample size should have a size of
n =
(
δ
d
)2
(2.3)
=
(
2.8
0.416
)2
(2.4)
= 45.3 (2.5)
Finally, if the experimenter wants to have a power of 0.8 to reject the equality
between the two populations presenting a difference of 10 ms in terms of average
duration of fixations, the number of participants involved in the experiment
should be equal to 46.
Basic rules
Keeping in mind the aforementioned factors, it is also necessary to recall the
basic rules used when preparing an experiment. Participants who are involved
in an eye tracking experiment are most of the time naive to the purpose of
the experiment and not familiar with this kind of experiment. They must have
normal or corrected-to-normal vision. Note that there is no study, as far as
we know, dealing with the influence of factors such as the socioeconomic status
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and level of education on the visual strategy. It is however known that video-
game playing enhances the capacity of visual attention [61, 38]. These studies
reveal that video-game players responded more quickly to a stimulation than
non video-game players and that with the same accuracy.
2.2.5 Viewing duration
Choosing the appropriate viewing duration is not so trivial. We provide here-
after some practical guidelines which could help you to take the right choice.
Several studies indicate that bottom-up influences were the highest for visual
fixations that immediately followed the stimulus onset. The congruency be-
tween observers is then maximal (see next section for more details). In other
words the consistency in fixation locations between observers decreases with
prolonged viewing. Parkhurst et al. [138] explained this observation by the fact
that the influence of bottom-up mechanisms decreases with the viewing time
and is progressively overridden after several seconds of viewing by top-down
mechanisms. Tatler et al. [161] revisited this hypothesis and conjectured that
bottom-up mechanisms are not time-dependent and that low-level visual fea-
tures might keep their ability to attract our visual attention throughout the
viewing. They therefore explained that the decrease of consistency in fixation
locations would be due to the growing influence of top-down mechanisms over
time. Even if both studies propose different explanations, they all agree on
the fact that bottom-up (or stimulus-dependent) mechanisms occur first. Based
on the assumption that bottom-up influences vanished over time, studies in-
vestigating the influence of low-level visual salience endeavoured to design eye
tracking experiments with rather short viewing time going most of the time
from 2s to 10s. In Tatler et al. [161], the viewing time varied randomly between
1 and 10s to reduce predictability and training effect.
2.3 Comparative study of existing datasets
In this section we dress a list of existing databases of still images which are
available on the Internet. Most of them are mainly used for evaluation and
comparison of attention models. Table 2.1 gives the main characteristics such
as viewing setup, participants. This table is extracted from [181], updated both
with new links and from the paper [13]. Most important links to download these
datasets can be found on http://stefan.winkler.net/resources.html.
2.3.1 Qualitative analysis
General view
From Table 2.1, some general remarks can be made. Most of datasets contain
less than 200 hundred scenes, involve less than 30 observers and the viewing
duration is smaller than 6 seconds. Some atypical points are noticeable: the
dataset IRISA 2 involves 135 observers which are in fact split into 9 groups.
30
The dataset MIT LowRes is featured by 1544 stimuli which is in fact 8 groups
of the same 193 images (for 8 spatial resolutions).
The number of pixel per degree of visual angle (nppd) is given in Table 2.1. It
goes from 22 to 79 pixel per degree. The ppd value is here computed by dividing
the angle subtended by the image’s diagonal by its resolution. Most of the time
authors specify the screen size but do not explicitly mention whether the stimuli
were stretched to full screen or not. Another problem comes from the fact that
the picture resolution varies. If the picture is not displayed in fullscreen mode,
the nppd varies accordingly. Table 2.1 provides estimated ppd values based on
the information provided by authors. Note that the sampling rate varies from
50 to 1000Hz.
Saliency map
A discrete fixation map noted f i for the ith observer is classically defined as
below:
f i(x) =
M∑
k=1
δ(x− xf(k)) (2.6)
where x is a vector representing the spatial coordinates (x, y) and xf(k) is the
spatial coordinates of the kth visual fixation. The value M is the number of
visual fixations for the ith observer. δ(.) is the Kronecker symbol (δ(t) = 1, if
t = 1, otherwise δ(t) = 0).
For N observers, the final fixation map f is given by:
f(x) =
1
N
N∑
i=1
f i(x) (2.7)
A saliency map S is then deduced by convolving the fixation map by an isotropic
bi-dimensional Gaussian function as described below:
S(x) = f(x) ∗Gσ(x) (2.8)
where σ is the standard deviation of the Gaussian. It is commonly accepted to
use one degree of visual angle for σ. One degree of visual angle represents an
estimate of the fovea’s size. The standard deviation depends on the experimental
setup (size of the screen, viewing distance, etc.). It is also implicitly assumed
that a fixation can be approximated by a Gaussian distribution. An example of
fixation and saliency maps is given on figure 2.4. A heat map (figure 2.4 (d))
which is a simple colored representation of the continuous saliency map (figure
2.4 (c)) is also shown. Red areas pertain for salient areas whereas the blue is
used for the non salient areas. Note that the fixation map illustrated by figure
2.4 (b) is not stricto census the one defined by the formula (2.7).
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(a) Original (b) Fixation map (c) Saliency map (d) Heat map
Figure 2.4: Example of fixation (b), saliency (c) and heat map (d). The red
dots on (b) represent the fixation points.
2.3.2 Quantitative analysis
A quantitative analysis is performed on four datasets which are commonly used
as a ground truth for evaluating the performance of visual attention models.
This analysis is carried out on the basis of two parts: the first one is related
to the main components of the visual scanpath which are the fixation and sac-
cade. The second part is composed of the central bias and the inter-observer
congruency. These two indicators are strongly correlated to the visual scene and
would indicate whether a saliency model would be able to predict the salient
areas easily or not.
Fixation durations
Figure 2.5 gives the average duration of the first, second, third, fourth and all
visual fixations for four state-of-the-art datasets. The average fixation duration
varies between 200 and 600 ms. For IRCCyN 1 and KTH, the average tends
to increase over time. For Toronto and IRISA 1, we do not retrieve this trend.
The duration of visual fixation is in fact dependent on a number of factors.
First let’s start by pointing out that the duration of the visual fixation is often
considered as reflecting the deep and the speed of the visual processing in the
brain. The longer fixation duration is, the deeper the visual processing is [70].
Total fixation time (i.e. cumulative duration of fixations within a region) can be
used to gauge the amount of total cognitive processing engaged with the fixated
information [145].
Overall, it is well admitted that the fixation duration increases over time to
reach an asymptote. Unema et al. [169] proposed a parametric model to predict
the fixation duration in function of the viewing time. This model is given by:
fd(t) = 252× exp
(
−0.22
t
)
(2.9)
where t is the time at a resolution of 0.5s. The value 252 is the asymptotic value
where 0.22 is called the acceleration rate. These values have been estimated in
a particular context. This is illustrated by figure 2.5 (b).
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(a)
(b)
Figure 2.5: (a) Average fixation durations for four state-of-the-art datasets. Er-
ror bars correspond to the confidence interval. (b) Parametric model of fixation
durations in function of the viewing time.
Saccade amplitude
Figure 2.6 (a) illustrates the average amplitude saccades for the four datasets.
The first four average amplitudes of saccades are given. The average saccade
amplitude increases over time to reach an asymptote.
There is a considerable difference in average saccade amplitudes between the
couples IRCCyn 1 / KTH and IRISA / Toronto datasets. One reason may be due
to the visual content. We know that the number of objects in the scene affects
the average saccade amplitude. In [169], the average saccade size was 6.3 degrees
in the scenes containing 8 objects and 5.6 in the scenes containing 16 objects.
Another reason is about the central bias which is more or less pronounced for
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these datasets (see section Central bias for more details). Finally, the viewing
condition and more specifically the ppd value plays an important role. It is
interesting to note that the ppd values for IRCCyN 1 and KTH is equal to
40 and 34 respectively whereas the ppd values for IRISA 1 and Toronto is 25
and 22 respectively. Figure 2.6 (b) gives the saccades distribution of the four
same datasets. Distributions is positively skewed with a mode between one
and two degrees. The mean of saccades amplitudes is given in Figure 2.6 (a).
Saccade amplitude distributions of IRCCyN 1, KTH and IRISA datasets follow
a Gamma distribution [72]. The Gamma distribution starts at the origin and
has a shape which is parametrized by two positive-defined parameters. The
probability density function of the Gamma distribution is given by
y =
1
θkΓ(k)
xk−1exp
(
−x
θ
)
(2.10)
where, y and x represent the probability and the saccade amplitude respectively.
k and θ are the shape and the scale parameters of the distribution, respectively.
Γ(.) is the Gamma function.
Parameters k and θ of the Gamma distribution are estimated by matching mo-
ments (chapter 22 of [52]). The scale and shape parameters are given by θ = s
2
x
and k =
(
x
s
)2
. x and s are the sample mean and the sample variance respec-
tively. There are equals to [1.839, 1.416], [1.996, 3.01], [2.296, 1.293], [2.04, 2.17]
for the IRCCyN 1, Toronta, KTH and IRISA 1 datasets. On figure 2.6, there is
a slight difference between the probability density function of saccade amplitude
and the Gamma distribution due to the quantization applied on raw data (the
bins size of the histogram of Figure 2.6 (b) is equal to one degree). The two
parameters of the Gamma distribution vary from one dataset to another. This
is obviously due to the experiment setup (viewing time, viewing distance). For
instance, the influence of viewing time on the scale and shape parameters is
assessed on IRCCyN’s dataset. Table 2.2 gives the k and θ values in function
of the fixation rank. The observed trend is a decrease of the k value and an in-
crease of θ value. On the right-hand side of table 2.2, the corresponding Gamma
distributions are plotted. Results indicate that the pdf’s mode is equal to 0.35
for the first fixation and decreases to reach 0.28 for the fourth fixation. It would
suggest that the proportion of rather small saccade amplitudes decreased over
the viewing time. One plausible reason is that observers might first focus on the
salient region just after the stimulus onset and then start to explore more inten-
sively the scene. The observed results can also be related to the inter-observer
congruency. As explained in the next section, the inter-observer congruency
decreases with the viewing time.
Inter-observer congruency
The inter-observer congruency allows to evaluate the level of visual agreement
of the visual strategy employed by observers. Two methods scoring the visual
agreement between 0 and 1 can be used: a one-against-all approach (also called
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k θ
1 2.13 1.04
2 2.25 0.98
3 2.18 1.16
4 2.07 1.25
ALL 1.84 1.41
Table 2.2: Shape and scale of the Gamma distribution for IRCCyN’s dataset in
function of fixation rank (the label ALL means that all fixations have been taken
into account). On the right-hand side, the Gamma distributions are plotted (see
color correspondence).
leave one out) [165] and the method proposed by [23].
The first step of the one-against-all approach consists in computing a 2D fixa-
tion distribution from the fixation data of all observers except one for a given
picture. The fixation distributions were then convolved with a two-dimensional
Gaussian. Each pixel of this map represents the probability to be fixated. The
standard deviation of the Gaussian kernel is set at one degree to reflect the
foveal size. This map is then thresholded to select an image area having the
highest probability of being fixated. The threshold is adaptively set in order
to keep 25% of the image. The goal is now to compute the percentage of the
visual fixations of the remaining observer that fall within salient parts of the
thresholded saliency map. This process was iterated for all observers. For a
given picture, the variability between observers is the average of the aforemen-
tioned percentage over all subjects. A value of 1 indicates that observers fixate
the same areas. Conversely, a low value would suggest that the scan patterns
are uncorrelated meaning a strong variability between subjects. This method is
illustrated on figure 2.7.
A second method has been envisioned by Carmi and Itti [23].They assessed the
fixation dispersion by defining the smallest bounding box enclosing all visual
fixations. The ratio between the image surface and the bounding box provides
a measure of fixation dispersion. This non parametric method has the advan-
tage of simplicity. However, only one fixation occurring in the periphery of the
images could have a strong impact on the dispersion estimation.
In the context of the evaluation of computational model of visual attention, the
inter-observer congruency is a good indicator to gauge the complexity of the
dataset. More precisely, if the inter-observer congruency is high, it indicates
that there is something in the visual scenes that pops out, attracting observers’
gaze. A computation model should be able to detect this area. In the other
case, when there is nothing in the scene that stands out from the background, it
becomes difficult or even impossible to predict accurately where observers look
at in the scene.
Figure 2.8 (a) gives for four datasets the average congruency computed with
the method one-against-all. Not surprisingly, the inter-observer congruency
decreases over time. This is likely due to the fact that top-down influences in-
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(a)
(b)
Figure 2.6: (a) Average saccade amplitudes for four state-of-the-art datasets.
Error bars correspond to the confidence interval; (b) Saccade distributions for
four datasets. The red curve is the Gamma distributions fitted to the raw data
(without the quantization requested to build the histogram).
crease with the viewing time, as explained previously. Such influences increase
the variability and the variety of visual strategies employed by observers. It is
noticeable that the inter-observer congruency is different from one dataset to
another. Figure 2.8 (b) illustrates the two top and bottom pictures having the
highest and lowest inter-observer congruency. For a high congruency, there is
something in the scene attracting our attention. For the first picture (top-left),
there is a banner on the gate. Another top-down cue is present in the top-right
picture. This is the horizon line which is a strong attractor of the visual at-
tention [53]. Pictures for which the congruency is the lowest are illustrated on
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Figure 2.7: Inter-observer congruency computation.
the bottom of Figure 2.8 (b). On these pictures there are two reasons which
could explain why the congruency is low. First is about the size or the number
of salient regions as for the bikes or for the bottom-middle picture for which
there are two distinct and distant salient regions (a pedestrian on the right and
the yellow banner on the right). A high number of salient regions increases
the fixation dispersion. The second reason is related to the ”interestingness” of
the scene. For the bottom-left and bottom-right pictures, there is nothing that
really pops out, nothing able to steer our gaze in a particular direction. In this
case, the congruency is also low. A score of inter-observer congruency is actually
related to bottom-up and top-down cues, similarly to the visual salience. As far
as we know, there is not study dealing with the evaluation of the contribution of
bottom-up and top-down congruency. At this point, it is then difficult to con-
clude that the dataset having the lowest score is the most difficult one. As we
explained before, the congruency depends on different low-level and high-level
features.
Beyond this point, if we want to compare two datasets in terms of congruency,
it is important to take into account the experimental protocols. It encompasses
the number of pixel per degree (ppd) of visual angle, the number of observers,
the viewing duration. For instance, the number of observers who participated to
the elaboration of the dataset IRCCyN 1 [110] is twice the number of observers
involved in the dataset Toronto [19]. Considering more observers statistically
reduce the variability in the results.
For the sake of completeness, a third method should be mentioned. This is the
visual clutter proposed by [149]. Contrary to the two other methods, the visual
clutter relies only on the entropy of the low-level visual features and does not
require the visual fixations.
Central bias
It is well known that observers’ gaze is biased toward the screen’s center (or
stimuli). There are a number of causes of this central bias. Among them we
just mention the photographer bias who tends to place the object of interest
near the center’s picture. A good review of central bias factor can be found
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(a) (b)
Figure 2.8: (a) Inter-observer congruency over time for four eye tracking
datasets. (b) the top first and bottom last pictures with the highest and the
lowest congruency, respectively.
Figure 2.9: Illustration of the CBR method on two examples: right, a picture
from the dataset KTH where the central bias is high; right, a picture from the
dataset MIT CVCL. The central bias is low, observers had to look for pedestrian.
On the bottom, the graph gives the distribution of visual points in function of
the distance from the center.
in [167].
The central bias of a given dataset can be evaluated with two approaches: cor-
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relation with a centered 2D Gaussian (called CCG) [110] and the center-bias
ratio (called CBR) [14]. The former method consists in searching for the max-
imum linear correlation between a continuous saliency map and a centered 2D
Gaussian. By varying the standard deviation of the Gaussian function, a more
or less focused Gaussian is obtained. The standard deviation obtained for the
maximum correlation score indicates the amount of center bias in the given im-
age. For a high value of standard deviation, the center bias is small whereas
a small value would indicate that there is a strong center bias. The second
method [14] consists in generating a fixation map from all subjects. A set of 10
concentric circles is used (the radius is 10%, 20%,...,90% of the distance between
the picture center and its top-left corner). The ratio of fixations falling within
each crown (difference between two concentric successive circles) to the overall
number of fixations is calculated. Figure 2.9 illustrates this approach. On the
left-hand picture, the center bias is high (40% of the fixations are centered, en-
closed by a circle having a radius of 20% of the distance between the center and
the top-left corner) whereas the right-hand picture is not center-biased.
We evaluate the center-bias and how it evolves over time for 6 datasets. Fig-
ure 2.10 gives the standard deviation of the Gaussian function which maximizes
the linear correlation coefficient (correlation is computed between the contin-
uous saliency map and the 2D Gaussian function). As expected, results of
the method CCG indicate that the center bias is more pronounced after the
stimulus onset. Its influence decreases over time. There is again a high dis-
crepancy between the datasets. DOVES and IRCCyN 1 present a high central
bias. Toronto and KTH are less centred biased but still important. Indeed, the
standard deviation is close to 6 degrees which is equivalent to 132 and 204 pixels
around the center, respectively. At the opposite, the MIT CVCL dataset for
which a pedestrian search task was given is not centre-biased, even for the first
fixation. Results of the second method, CBR, confirm the previous conclusions.
Figure 2.11 illustrates the CBR score over all visual fixations. Similar trends
can be observed with slight differences. The most noticeable difference is about
Toronto’s dataset for which the center-bias is more pronounced (compared to
those observed in figure 2.10).
2.3.3 Choosing appropriate test images
The evaluation and comparison of saliency models raise a number of issues such
as the metric to use [104], the influence of high-level information and of course
the set of images. This last point is fundamental since the dataset represents
the ground truth from which the model performance is evaluated. We have
mentioned in the first part of this chapter the most important factors (view-
ing duration, task, observers) for designing the experimental protocol. In the
following, some recommendations are made about the images used for the eye
tracking test.
First they should have the same resolution and the same onscreen size in order
to subtend the same visual angle. This constraint is not mandatory but sig-
nificantly eases the data processing. Indeed the use of the same resolution and
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Figure 2.10: Standard deviation of the Gaussian function giving the highest
linear correlation coefficient. The standard deviation is given in function of the
fixation rank.
Figure 2.11: Center-bias analysis over 6 datasets. The percentage of fixations
falling within a crown having a size of 10% of the distance between the top-left
corner and the center is given.
display mode ensures a coherent nppd value for all pictures belonging to the
dataset. If this is not the case, experimenter has to take some precautions:
• the threshold values used to extract the fixation from the raw eye tracking
data should be adjusted per picture according to the visual angle;
• saccade amplitudes have to be normalized with the good nppd value;
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Figure 2.12: Ten pictures from the KTH dataset for which the inter-observer
congruency is very low. In a context of evaluation of saliency models, these
pictures could be considered as being useless.
• the computation of human saliency maps (obtained by equation 2.8) should
take into account the appropriate standard deviation (σ) which reflects the
fovea’s size.
Second, the pictures should produce high inter-observer congruency. This means
that the visual content must have a strong ability to attract our visual gaze on
particular areas of the scene. Images for which the agreement between observers
is low could be compared to noise; there is therefore no benefit to consider such
content for the evaluation and comparison of attention models, given that the
best prediction would be a random one. A method to compute the inter-observer
congruency has been described and can be used to discard pictures having weak
congruency. For instance, if we select the pictures having a congruency higher
than 0.7, we would discard 20% and 69% pictures from Toronto and KTH
dataset, respectively. Figure 2.12 illustrates ten pictures extracted from KTH
datasets for which the agreement between observers is very low. As there is
nothing salient in this kind of scenes, it is useless to predict where people would
look at. Third, as mentioned in [14], the pictures with low-center bias should be
preferred to those having a strong central bias. The fact that we tend to fixate
more the screen’s center than the periphery is a behavioral fact of our visual
system [160]. However, some saliency models tend to favour by implementation
the importance of the center of the picture, inducing a border effect. To deal
with this issue, one solution would be to discard high-center bias pictures. In
this paper, two methods have been described, one based on concentric circles
(CBR) and the other based on the correlation between the saliency map and
a centered 2D Gaussian (CCG). The former method is the simplest one but
depends on the viewing condition (the radius of concentric circles is function of
the picture’s resolution). The latter method, explained in the previous section,
is more appropriate since it relies on the nppd value.
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2.4 Conclusion
Eye tracking dataset turns out to be a fundamental tool for vision research.
This chapter provides some advices guiding researchers who want to create a
new dataset for the evaluation and comparison of salient models. We list the
main features of several existing datasets and examine some of them on the
basis of different criteria. Two important points are underlined throughout this
paper: the central bias and the dispersion between observers. We present and
discuss methods to evaluate these two scene-based factors. A post-processing
filtering could be used to discard pictures which present a strong central bias
and/or a high dispersion between observers.
The software used to compute all information contained in this article is pub-
licly available and can be re-used to reproduce tests. The software is available
on the following link http://people.irisa.fr/Olivier.Le_Meur/publi/2012_BRM/
index2.html.
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Chapter 3
Similarity metrics
3.1 Introduction
Analysis of eye-tracking data has focused on synchronic indicators such as fixation
(duration, number, etc) or saccade (amplitude, velocity, etc) rather than diachronic
indicators (scanpaths or saliency maps). Synchronic means that an event occurs at
a specific point in time, while diachronic means that this event is taken into account
over time. We focus on diachronic measures, and review different ways of analysing
sequences of fixations represented as scanpaths or saliency maps. Visual scanpaths de-
pend on bottom-up and top-down factors such as the task users are asked to perform
[157], the nature of the stimuli [186] and the intrinsic variability of subjects [174].
Being able to measure the difference (or similarity) between two visual behaviours
is fundamental both for differentiating the impact of different factors and for under-
standing what govern our cognitive processes. It also plays a key role in assessing the
performance of computational models on overt visual attention, by, for example, eval-
uating how well saliency-based models predict where observers look. In this chapter,
we survey common methods for evaluating the difference/similarity between scanpaths
and between saliency maps. We describe in Section 3.2 state-of-the-art methods com-
monly used to compare visual scanpaths. Section 3.3 presents the comparison methods
which involve either two saliency maps or one saliency map plus a set of visual fixa-
tions. The strengths and weaknesses of each method are emphasized. The use of some
of these metrics is illustrated in section 3.5. Finally some conclusions are drawn in
section 3.6.
3.2 Methods for comparing scanpaths
Different metrics are available for comparing two scanpaths, using either distance-
based methods (string edit technique or Mannan distance) or vector-based methods.
Distance-based methods compare scanpaths only from their spatial characteristics,
while vector-based approaches perform the comparison across different dimensions
(frequency, time etc). These metrics are more or less complex and relevant depending
on the situation to be analysed. However, there is no consensus in the community on
the use of a given metric. In this section, we present three metrics: the string edit
metric, Mannan’s metric and a vector-based metric.
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Figure 3.1: Computation of a string edit distance to align the sequences ABCDE
and ABAA recorded on a web page. First, AOIs are segmented and coded by
letters (A, B, C, etc). Second, the substitution operations are carried out. The
total cost is equal to 3 (the minimum number of substitutions), and normalized
to the length of the longer string, here 5, yielding an edit distance between the
two strings of d = (1− 35 ) = 0.4.
3.2.1 String edit metric
The idea of the string edit metric is that a sequence of fixations on different Areas
Of Interest (AOIs) can be translated into a sequence of symbols (numbers or letters)
forming strings that are compared. This comparison is carried out by calculating a
string edit distance (often called the Levenshtein distance) that gives a measure of
the similarity of the strings [118]. This technique was originally developed to account
for the edit distance between two words, and the measured distance is the number
of deletions, insertions or substitutions that are necessary for the two words to be
identical (which is also called the alignment procedure). This metric takes as input
two strings (coding AOIs) and computes the minimum number of edits needed to
transform one string into the other. A cost is associated with each transformation and
each character. The goal is to find a serie of transformations that minimizes the cost
of aligning one sequence with the other. The total cost is the edit distance between
the two strings. When the cost is minimal, the similarity between the two strings is
maximal (when the two strings are identical, the distance is equal to 0). Conversely,
the distance increases with the cost and therefore with the dissimilarity between the
two strings. Figure 3.1 illustrates the method. The Levenshtein distance is the most
common way to compare scanpaths [87], [142] and has been widely used for assessing
the usability of web pages [4].
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The string edit distance can be computed using a dynamic programming technique
(the WagFish algorithm [175]) that incrementally computes optimal alignments (min-
imizing the cost). The Levenshtein distance is not the only string edit distance that
can be used for scanpaths. Others are described below:
• LCS is the length of the Longest Common Subsequence, which represents the
score obtained by allowing only addition and deletion, not substitution.
• Damerau-Levenshtein distance allows addition, deletion, substitution and the
transposition of two adjacent characters.
• Hamming distance only allows substitution (and hence, only applies to strings
of the same length).
The advantage of the string edit technique is that it is easily computed and the
order of fixations. It is also possible to compare observed scanpaths to predicted
scanpaths when certain visual profiles are expected from the cognitive model used by
the researcher. However, several drawbacks have to be underlined:
• Since the string edit is based on a comparison of a sequence of fixations occurring
in pre-defined AOIs, the question is how to define these AOIs. There are two
ways: automatically gridded AOIs or content-based AOIs. The former is built
by putting a grid of equally sized areas across the visual material. For the
latter the meaningful regions of the stimulus need to be subjectively chosen.
Whatever AOIs are constructed, the string edit method means that only the
quantized spatial position of the visual fixations are taken into account. Hence,
some small differences in scanpaths may change the string while others produce
the same string.
• The string edit method is limited when certain AOIs have not been fixated so
there is a good deal of missing data.
3.2.2 Mannan’s metrics
The Mannan distance [127],[128] is another metrics comparing scanpaths which are
based on their spatial properties rather than their temporal dimensions, in the sense
that the order of fixations is completely ignored. The Mannan distance compares
the similarity between scanpaths by calculating the distance between each fixation
in one scanpath and its nearest neighbour in the other scanpath. A similarity index
Is represents the average linear distance between two scanpaths D, with randomized
scanpaths having the same size Dr. These randomly generated scanpaths are used
for weighting the sequence of real fixations, taking into account the fact that real
scanpaths may convey a randomized component. The similarity index Is is given by
Is =
[
1− D
Dr
]
× 100 (3.1)
D is a measure of distance given by
D2 =
n1
∑n2
j=1 d
2
2j
2n1n2(a2 + b2)
+
n2
∑n1
i=1 d
2
1i
2n1n2(a2 + b2)
(3.2)
where,
• n1 and n2 are the number of fixations in the two traces.
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• d1i is the distance between the ith fixation in the first trace and its nearest
neighbor in the second trace.
• d2j is the distance between the jth fixation in the second trace and its nearest
neighbor in the second one.
• a and b are the image’s size.
• Dr is the distance between two sets of random locations.
The values returned by the algorithm Is range from 0 (random scanpath) to 100
(identity). The main drawbacks of this technique are:
• The Mannan distance does not take into account the temporal order of fixation
sequence. This means that two sequences of fixation having a reversed order
but with an identical spatial configuration give the same Mannan distance.
• A difficult problem occurs when the two scanpaths have very different size (the
number of fixations between them is very different). The Mannan distance may
show a great similarity while the shapes of the scanpaths are definitely different.
The Mannan distance is not tolerant to high variability between scanpaths.
3.2.3 Vector-based metrics
An interesting method was recently proposed by Jarodzka et al. [85]. Each scanpath
is viewed as a sequence of geometric vectors that corresponds to subsequent saccades
of the scanpath. The vector representation shows the length and the direction of
each saccade. A saccade is defined by a starting position (fixation n) and ending
position (fixation n+ 1). Then a scanpath with n fixations is represented by a set of
n− 1 vectors, and several properties can therefore be preserved, such as the shape of
the scanpath, the scanpath length, and the position and duration of fixations. The
sequences that have to be compared are aligned according to their shapes (although
this alignment can be performed on other dimensions: length, durations, angle, etc).
Each vector of one scanpath corresponds to one or more vectors of another scanpath,
such that the path in the matrix of similarity between the vectors going from (1, 1)
(similarity between the first vectors) to (n,m) (similarity between the last vectors)
is the shortest one. Once the scanpaths are aligned, various measures of similarity
between vectors (or sequences of vectors) can be used, such as average difference in
amplitude, average distance between fixations and average difference in duration.
For example, figure 3.2 shows two scanpaths A and B (the first saccade is going
upward). The alignment procedure attempts to match the five vectors (for the five
consecutive saccades) of the participant scanpath with the four vectors of the model
scanpath. Saccades 1 and 2 of scanpath A are aligned with saccade 1 of scanpath B,
saccade 3A is aligned with saccade 2B, etc. Once the scanpaths are aligned, similarity
measures are computed for each alignment. Jarodzka’s procedure ends up with five
measures of similarity (difference in shape, amplitude and direction between saccade
vectors, distance between fixations and fixation durations).
This vector-based alignment procedure has a number of advantages over the string
edit method. The first is that it does not need to determine pre-defined AOIs (and is
therefore not dependent on the quantization of space). The second one is that it can
align scanpaths not only on spatial dimension but also on any dimension available in
saccade vectors (angle, duration, length, etc). For example, Lemaire et al. [115] used
the spatial distance between saccades, the angle between saccades, and the difference
of amplitude to realize the alignment. Thirdly, this alignment technique provides more
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Figure 3.2: Alignment using saccadic vectors. The alignment procedure at-
tempts to match the 5 vectors of the two scanpaths. The best match is the
following: 1− 2/1; 3/2; 4/3; 5/4− 5.
detailed information on the type of (dis)similarity of two scanpaths according to the
dimensions chosen. Lastly, this matrices deals with temporal issues, not only fixation
durations, but it also successfully deals with shifts in time and variable scanpath
lengths. The major drawbacks are:
• This measure only compares two scanpaths. Sometimes the overall aim is to
compare whole groups of participants with each other.
• Eye movements such as smooth pursuit are not handled. Smooth pursuit move-
ments are important when watching a video. However, the problem may be
solved if it is possible to represent smooth pursuit as a series of short vectors
which are not clustered into one long vector.
• The alignment procedure is independent of the stimulus content. However, the
chosen dimensions may be weighted by some semantic values carefully selected
by the researcher.
3.3 Methods for comparing saliency maps
Comparing two scanpaths requires to take a number of factors, such as the temporal
dimension or the alignment procedure, into account. To overcome these problems,
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another kind of method can be used. In this section, we focus on approaches involv-
ing two bi-dimensional maps. We describe three common methods used to evaluate
the degree of similarity between two saliency maps: a correlation-based measure, the
Kullback-Leibler divergence and ROC analysis.
3.3.1 Correlation-based measures
The Pearson correlation coefficient r between two maps H and P is defined as:
rH,P =
cov(H,P )
σHσP
(3.3)
where cov(H,P ) is the covariance between H and P , and σH and σP represent the
standard deviation of maps H and P , respectively.
The linear correlation coefficient has a value between -1 and 1. A value of 0 indicates
that there is no linear correlation between the two maps. Values close to zero indicate
a poor correlation between the two sets. A value of 1 indicates a perfect correlation.
The sign of r is helpful in determining whether data share the same structure. A
value of -1 also indicates a perfect correlation, but the data vary together in opposite
directions.
This indicator is very simple to compute and is invariant to linear transformation. Sev-
eral studies have used this metric to assess the performance of computational models
of visual attention [88], [110], [143]. Correlations are usually reported with degrees
of freedom (the total population minus 2) in parentheses and the significance level.
Note that the Spearman’s rank correlation can also be used to measure the similarity
between two sets of data [162].
3.3.2 The Kullback-Leibler divergence
The Kullback-Leibler divergence is used to estimate the overall dissimilarity between
two probability density functions. Let us define two discrete distributions R and P
with probability density functions rk and pk. The KL-divergence between R and P is
given by the relative entropy of P with respect to R:
KL(R,P ) =
∑
k
pklog
rk
pk
(3.4)
The KL-divergence is only defined if rk and pk both sum to 1 and if rk > 0 for any k
such that pk > 0.
The KL-divergence is not a distance, since it is not symmetric and does not satisfy the
triangle inequality. The KL-divergence is non-linear. It varies in the range of zero to
infinity. A zero value indicates that the two probability density functions are strictly
equal. The fact that the KL-divergence does not have a well-defined upper bound is
a strong drawback. In our context we have to compare two bi-dimensional saliency
maps (H and P ). We first transform these maps into two bi-dimensional probability
density functions by dividing each location of the map by the sum of all pixel values.
The probability that an observer focuses on position x is given by:
ph(x) =
H(x) + ∑
i(H(i) + )
(3.5)
pp(x) =
P (x) + ∑
i(P (i) + )
(3.6)
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(a) Ground
truth
(b) 2% (c) 5% (d) 10% (e) 20%
Figure 3.3: Thresholded saliency maps to keep the top percentage of salient
areas.
where  is a small constant to avoid division by zero.
3.3.3 Receiver Operating Characteristic Analysis
The Receiver Operating Characteristic (ROC) analysis [62] is probably the most pop-
ular and most widely used method in the community for assessing the degree of sim-
ilarity of two saliency maps. ROC analysis classically involves two sets of data: the
first is from the ground truth (also called the actual values) and the second is the
prediction (also called the outcomes).
Here we perform ROC analysis between two maps. It is also common to encounter a
second method in the literature that involves fixation points and a saliency map. This
method is described in section 4. Continuous saliency maps are processed as a binary
classifier applied on every pixel. It means that the image pixels of the ground truth
as well as those of the prediction are classified as fixated (or salient) or as not fixated
(or not salient). A simple threshold operation is used for this purpose. However, two
different processes are used depending on whether the ground truth or the prediction
is considered:
• Thresholding the ground truth: the continuous saliency map is thresholded with
a constant threshold in order to keep a given percentage of image pixels. For
instance, we can keep the top 2, 5, 10, or 20% salient pixels of the map, as
illustrated by Figure 3.3. This threshold is called T x,G (G for the ground truth
and x indicating the percentage of image considered as being fixated).
• Thresholding the prediction: the threshold is systematically moved between
the minimum and the maximum values of the map. A high threshold value
corresponds to an over-detection whereas a smaller threshold affects the most
salient areas of the map. This threshold is called T x,P (P for the prediction and
x indicating the ith threshold).
For each pair of thresholds, four numbers featuring the quality of the classification
are computed. They represent the true positives (TP), the false positives (FP), the
false negatives (FN) and the true negatives (TN). The true positive number is the
number of fixated pixels in the ground truth that are also labelled as fixated in the
prediction.
Figure 3.3 illustrates the thresholding operation on the Parrot picture. The first
continuous saliency map (b) of Figure 3.3 is thresholded to keep 20% of the image
(T 20,G) and is compared to the second continuous saliency map (b) of Figure 3.4. The
classification result is illustrated by Figure 3.4. The red and uncoloured areas represent
pixels having the same label, i.e. a good classification (True Positive). The green areas
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(a) 20% of ground truth (b) Prediction (c) Classification
Figure 3.4: Classification result (on the right) when considering a 20% thresh-
olded ground truth (left picture) and a prediction (middle picture). Red areas
are True Positives, green areas are False Negatives, and blue areas are False
Positives. Other areas are True Negatives.
represent the pixels that are fixated but are labelled as non-fixated locations (False
Negative). The blue areas represent the pixels that are non-fixated but are labelled
as fixated locations (False Positive). A confusion matrix is often used to visualize
the algorithm’s performance (see Figure 3.5(c)). An ROC curve that plots the false
positive rate as a function of the true positive rate is usually used to display the
classification result for the set of thresholds used. The true positive rate (TPR), also
called sensitivity or recall, is defined as TPR = TP/(TP + FN), whereas the false
positive rate (FPR) is given by FPR = FP/(TP + FN). The ROC area or the
AUC (Area Under Curve) provides a measure indicating the overall performance of
the classification. A value of 1 indicates a perfect classification. The chance level is
0.5. There are different methods to compute the AUC. The simplest ones are based on
the left and right Riemann sums. The left Riemann sum is illustrated by Figure 3.5.
A more efficient approximation can be obtained by a trapezoid approximation: rather
than computing the area of rectangles, the AUC is given by summing the area of
trapezoids. In our example, the AUC value is 0.83.
3.4 Hybrid method
So far we have focused on similarity metrics involving two scanpaths or two saliency
maps. In this section we describe methods based on a saliency map and a set of fixation
points. We call this kind of method hybrid as it mixes two types of information. Four
approaches are presented: ROC analysis, Normalized Scanpath Saliency, percentile
and the Kullback-Leibler divergence.
3.4.1 Receiver Operating Characteristic Analysis
The ROC analysis is performed here between a continuous saliency map and a set of
fixations. The method tests how the saliency at the points of human fixation compares
to the saliency at non-fixated points. As in the previous section, the continuous
saliency map is thresholded to keep a given percentage of pixels of the map. Each
pixel is then labelled as either fixated or not-fixated. For each threshold the observers
fixations are laid down on the thresholded map. The true positive (fixations that fall
on fixated areas) and the false negative (fixations that fall on non-fixated areas) are
determined (as illustrated by Figure 3.6). A curve that shows the TPR (or hit rate)
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Figure 3.5: Pseudo code to perform an ROC analysis between two maps (a),
ROC curve (b) and the confusion matrix (c). The AUC is approximated here
by a left Riemann sum as illustrated in (b).
(a) Perfect Hit (b) 50% of hit
Figure 3.6: Example of ROC analysis. Red and green dots are the fixations of
two observers for the Parrots image. These dots are drawn on a thresholded
saliency map. On the left hand side the hit rate is 100% whereas the rate is
50% for the example on the right hand side.
as a function of the threshold can be plotted. Note that the percentage of the image
considered to be salient is in the range of 0 to 100%. If the fixated and non-fixated
locations cannot be discriminated, the AUC will be 0.5. This first analysis method
is used in papers such as [161] and [165]. Although interesting, this method is not
sensitive to the false alarm rate.
To deal with the previous limitation, a set of control points, corresponding to
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non-fixated points, can be generated. Two methods commonly encountered in the
literature are discussed. The first method is the simplest one and consists in selecting
control points from either a uniform or a random distribution. This solution does not
take into account the fact that fixations are distributed neither evenly nor randomly
throughout the scene. The second method, proposed by [43], [161] defines control
points by choosing locations randomly from a distribution of all fixation locations
that occurred at the same time, but on other images. This way to define the control
point is important for different reasons. First, as the fixations come from the same
observer, so the same bias, systematic tendency or peculiarity of the observer are
taken into account. These factors then have a limited influence on the classification
results. Among them, the most important influence is the central bias. A number
of factors can explain this central tendency (see Chapter 2, section 2.3.2) Secondly,
the set of control points has to stem from the same time interval as the set that is
analysed. Indeed, bottom-up and top-down influences are not similar over time. For
instance, bottom-up influences are maximal just after the stimulus onset. Top-down
influences tend to increase with viewing time, leading to a stronger dispersion between
observers. Although the second method is more robust than the first one, the method
has a serious flaw. It underestimates the salience of areas which are more or less
centred in the image.
In a similar fashion to the method in section 3.4, the control points and the fixation
points are then used to plot a ROC curve. For each threshold the observer’s fixations
and the control ones are laid down on the thresholded map. The true positive rate
(fixations that fall on fixated areas) and the false positive rate are determined. From
this ROC curve the AUC is computed. The confidence interval is computed by using
a non-parametric bootstrap technique [40]. Many samples having the same size as the
original set of human fixations are generated by sampling with replacement. These
samples are called bootstrap samples. In general 1,000 bootstrap samples are created.
Each bootstrap sample is used as a set of control fixations. The ROC area between
the continuous saliency map and the points of human fixation plus the control points
is computed. The bootstrap distribution of each ROC analysis is computed and a
bootstrap percentile confidence interval is determined by percentiles of the bootstrap
distribution, leaving off α/2 × 100 of each tail of the distribution where α is the
confidence level.
Sometimes, the quality of the classification relies on the equal error rate (EER). The
equal error rate is the location on an ROC curve where the false positive rate and the
true positive rate are equal (i.e. the error at which false alarms equal the miss rate
FPR = 1 − TPR). As with the AUC, the EER is used to compare the accuracy of
the prediction. In general, the system with the lowest EER is the most accurate.
3.4.2 Normalized scanpath saliency
The Normalized Scanpath Saliency [140] is a metric involving a saliency map and a
set of fixations. The idea is to measure the saliency values at fixation locations along
a subject’s scanpath.
The first thing to do is to standardize the saliency values in order to have a zero mean
and unit standard deviation. It is simply given by
ZSM (x) =
SM(x)− µ
σ
(3.7)
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where ZSM is the standardized saliency map and
µ =
1
|I|
∑
x∈I
SM(x) (3.8)
σ =
√
1
|I|
∑
x∈I
(SM(x)− µ)2 (3.9)
where |I| indicates the number of pixels of the picture I. For a given coordinate,
the quantity ZSM (x) represents the distance between the saliency value at x and the
average of saliency expressed in units of the standard deviation. This value is negative
when the saliency value at the fixation locations is below the mean, positive when
above. To take account of the fact that we do not focus accurately on a particular
point, the NSS value for a given fixation location is computed on a small neighbourhood
centred on that location:
NSS(xf(k)) =
∑
x∈pi
Kh(xf(k) − x)ZSM (x) (3.10)
where K is a kernel with a bandwidth h and pi is a neighbourhood.
The NSS is the average of NSS(xf(k)) for all fixations M of an observer. It is given
by
NSS =
1
M
M∑
k=1
NSS(xf(k)). (3.11)
Figure 3.7 illustrates the computation of the NSS value for a scanpath composed
of 8 visual fixations. In this example, the average NSS value is 0.3, indicating a
good correspondence between the model-predicted saliency map and the observer’s
scanpath.
3.4.3 Percentile
In 2008, Peters and Itti designed a metric called percentile [139]. A percentile value
P (xf(k)) is computed for each location of fixation points xf(k) . This score is the
ratio between the number of locations in the saliency map with values smaller than
the saliency value at point xf(k) and the set of all locations. The percentile value is
defined as follows:
P (xf(k)) = 100×
|{x ∈ X : SM(x) < SM(xf(k))}|
|SM | (3.12)
where X is the set of locations of the saliency map SM and xf(k) is the location of
the kth fixation. |.| indicates set size.
The final score is the average of P (xf(k)) for all fixations of an observer. By definition,
the percentile metric has a well-defined upper bound (100%) indicating the highest
similarity between fixation points and saliency map. The chance level is 50%.
3.4.4 The Kullback-Leibler divergence
The KL-divergence, defined in section 3.3.2, is used here to compute the dissimilarity
between the histogram of saliency sampled at eye fixations and that sampled at random
locations. Itti and Baldi [82] were the first to use this method. The set of control
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Figure 3.7: Example of NSS computation: the heat map is a normalized ver-
sion of the model-predicted saliency map with a zero mean and unit standard
deviation. A scanpath composed of 8 fixations (grey circles; the black one is the
first fixation) is overlaid upon the standardized map. The normalized salience
is extracted for each location. Values are shown in black next to the fixations.
points (or the set of non-fixated points) are drawn from a uniform spatial distribution.
However, human fixations are not randomly distributed, since they are governed by
various factors such as the central bias explained earlier. To be more agnostic to
this kind of mechanism, Zhang et al. [189] measured the KL-divergence between the
saliency distribution of fixated points of a test image and the saliency distribution at
the same pixel locations but of a randomly chosen image from the test set. To evaluate
the variability of the score, the evaluation was repeated 100 times with 100 different
sets of control points.
Contrary to the previous KL-divergence method of section 3.3.2, a good prediction has
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Model - Dataset IRCCyN 1 Toronto
Itti 0.60±0.10 0.99±0.05
Le Meur 0.77±0.13 0.87±0.03
Bruce 0.60±0.09 0.72±0.04
Judd 0.82±0.11 0.87±0.05
Table 3.1: NSS scores for four state-of-the-art saliency models on the Le Meur
and Bruce datasets (AV G ± SEM). SEM is the Standard Error of the Mean.
A high average NSS value indicates a good prediction. Itti’s model performs
much better on Bruce’s dataset than on Le Meur’s dataset. Judd’s model gives
similar results for both datasets.
a high KL-divergence score. Indeed, as the reference distribution represents chance, the
saliency computed at human-fixated locations should be higher than that computed
at random locations.
3.5 Benchmarking computational models
Performance of the most prominent saliency models is here examined. The quality of
the predicted saliency maps is given here by two metrics: the hit rate and the NSS.
These metrics are hybrid metrics, since they involve a set of visual fixations and a map.
We believe that these metrics are the best way to assess the relevance of a predicted
saliency map. Compared to saliency map-based methods, hybrid methods are non-
parametric. Human saliency maps are obtained by convolving a fixation map by a 2D
Gaussian function, which is parametrized by its mean and its standard deviation. Note
that instead of using the hit rate, we could have used an ROC analysis. To perform
the analysis, we use two eye-tracking datasets that are available on the Internet (called
IRCCyN1 and TORONTO, see Table 2.1 for more details).
We compare the performance of four state-of-the-art models: Itti’s model [84], Le
Meur’s model [110], Bruce’s model [19] and Judd’s model [92].
Figure 3.8 gives the ROC curve indicating the performance of different saliency models
averaged over all testing images. The method used here is the method described at the
beginning of section 3.4.1. The upper-bound, i.e. the inter-observer variability, was
computed by the method proposed by [165] and described in section 2.3.2. Table 3.1
gives the average NSS value over the two tested datasets.
Under the ROC metric, Judd’s model has the highest performance, as illustrated by
Figure 3.8. This result was expected, since this model uses specific detectors (face
detection for instance) that improve the ability to detect salient areas. In addition,
this model uses a function to favour the centre of the picture in order to take the
central bias into account. However, the results are more contrasted under the NSS
metric shown in Table 3.1. On average across both databases, Judd’s model is still
the highest performing. On Bruce’s dataset, Itti’s model performs the best, with a
value of 0.99, whereas Judd’s model performs at 0.87. The model ranking is therefore
dependent on the metric used. It is therefore fundamental to use more than one metric
when assessing the performance of computational models of visual attention.
Remark: a more extensive benchmark has been independently performed and re-
leased in 2012 [14]. The model we proposed in 2006 is ranked according to three metrics
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(a) (b)
Figure 3.8: Models performance tested on (a) IRCCyN1 dataset; (b)
TORONTO dataset. All models perform better than chance and worse than
humans. Judd’s model gives the best performance on average.
Metric - Dataset TORONTO KTH MIT CSAIL
CC 11 7 8
NSS 10 9 9
AUC 10 15 17
Table 3.2: Ranking of our visual attention model over three datasets
(TORONTO, KTH, MIT CSAIL) and 28 visual attention models. Deduced
from figure 7 of [14].
(CC, NSS and AUC). Twenty-height models have been considered. Our model is in
the top third of the ranking, as given by table 3.2. This is a good score considering
the fact that the model has been designed in 2005-2006.
3.6 Conclusion
This chapter provides an extensive overview of the different ways of analysing di-
achronic variables from eye-tracking data, because they are generally under-used by
researchers. These diachronic indicators are scanpaths or saliency maps generated
to represent the sequence of fixations over time. They are usually provided by eye-
tracking software for illustrative purposes, but no real means to compare them are
given. This chapter aims to fill that gap by providing different methods of comparing
diachronic variables and calculating relevant indices that might be used in experi-
mental and applied environments. These diachronic variables give a more complete
description of the visual attention time course than synchronic variables, and may
inform us about the underlying cognitive processes. The ultimate step would be to
relate the visual behaviour recorded with eye-trackers accurately to the concurrent
thoughts of the user.
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3.7 Contribution in this field
The main contribution in this field consists of a survey of methods used to assess the
degree of similarity between eye tracking data and a prediction. Our contribution is
an article published in the journal Behavior Research Methods [Impact Factor=1.907].
It covers different aspects of cognitive science and includes a particular focus on use
of computer technology in psychological research. Along this publication, we release
a software which implements most of the methods described in the article. At this
moment, the software has been downloaded more than fifty times.
Journal:
• O. Le Meur and T. Baccino, Methods for comparing scanpaths and saliency
maps: strengths and weaknesses, Behavior Research Method, 2012.
Software:
• VisualFixationAnalysis software: user-interface released to the community.
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Chapter 4
Quality assessment
4.1 Introduction
A great deal of interest and research has been devoted to the design and develop-
ment of visual quality metrics, leading to the definition of three types of quality
metrics: no-reference, reduced-reference and full-reference video quality metrics. A
full-reference video quality metrics requires to have the original and the impaired
video sequences. This is obviously a strong limitation in practice. To overcome this
limitation, a reduced-reference quality metrics can be used. It requires to get a re-
duced description of the reference video. This reduced description is compared to a
similar description extracted from the impaired video to infer a quality score. The
more the descriptions are close, the higher the quality is. For some application such
as monitoring the quality in a transmission chain, this kind of approach is much more
convenient than a full-reference video quality. However, one drawback is that the de-
scription extracted from the original video sequence must be encoded without loss.
The last solution is to use a no-reference quality metrics for which only the impaired
video sequence is available. No-reference quality metrics are less complex but less
powerful.
The most relevant quality metrics (IQM (Image Quality Metric) or VQM (Video Qual-
ity Metric)) use human visual system properties to predict accurately the quality score
that an observer would have given. Hierarchical perceptual decomposition, contrast
sensitivity functions, visual masking, etc are the common components of a perceptual
metric. These operations simulate different levels of human perception and are now
well mastered. In this chapter, we present quality metrics using visual attention. Sec-
tion 4.2 presents the link that might exist between visual attention and quality score.
In Sections 4.3 and 4.4, we examine the influence of video coding artefacts as well as
the task of subjective quality assessment on the visual deployment, respectively. Sec-
tion 4.5 describes saliency-based pooling methods used to combine distortion values
into an unique quality score. Finally we conclude in Section 4.6.
4.2 Visual attention and quality assessment
Assessing the quality of an image or video sequence is a complex process, involving the
visual perception as well as the visual attention. It is wrong to think that all areas of
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the picture or video sequence are accurately inspected during a quality assessment task.
People preferentially and unconsciously focus on regions of interest. For these types
of regions, our sensitivity to distortions might be significantly increased compared
to non-salient regions. Even though we are aware of this, very few IQM or VQM
approaches take this property into account. To go one step further on this topic, we
performed several experiments in order to understand how people perceive the quality
of a video and how they adapt their visual strategies to judge the quality of an image
or video sequence. For continuous quality evaluation, we know that humans are quick
to criticize and slow to forgive. This experimental property can be used to improve the
pooling stage of video quality metrics. However, there is almost no study related to the
visual strategy of an observer during a quality assessment task. It is intuitively obvious
that the areas of the video sequence do not have the same visual importance and the
same capacity to draw our visual attention. The hypothesis is that an impairment
appearing on a region of interest is probably more annoying than an impairment on a
non visually interesting area. Is this intuition relevant and does the use of the visual
importance of an area bring a significant improvement? Previous studies dealing with
the quality assessment of still color pictures [130] showed that the relationship between
visual importance and the quality assessment is not as simple as one would expect.
4.3 Do video coding artifacts influence our vi-
sual attention?
In [111], we investigated whether the presence of strong visual coding degradations
disturbed the deployment of visual attention in a free-viewing task. To reach this ob-
jective, eye-tracking experiments were performed on video sequences with and without
video coding artefacts. Observers were asked to watch the video clips without specific
instruction.
We found out that the saliency sequences for the impaired sequences are not sig-
nificantly different from the original ones. Although that the degradations of the video
clips were at least estimated as annoying by a panel of observers, the visual attention is
almost invariant to video coding artefacts (impairments affect attention but the effect
is rather small). Considering that the deployment of the visual attention is signifi-
cantly influenced by the low-level visual properties (especially under free viewing) and
that the quality of the video was significantly reduced (to be at least annoying when a
specific task of quality was given), it was not absurd to presume that observers would
watch the video clips in a different way than those watching the same unimpaired
clips. This is not the case, even though great care was taken on the way the quality
of the video sequences was degraded. Indeed the amount of impairment was not at
all uniformly distributed spatially as well as temporally. It was expected that these
variations of quality disturb the attention of the observer. How could we explain that
there is only few modifications of the overt visual attention?
This result would indicate that the oculomotor behaviour is also influenced by
factors others than the low-level visual features, under free viewing task. It is not
surprising since the transformation of visual precepts is the result of a series of com-
plex biological and mental processes. As stated by Lester [117], visual perception
is a function of the meaning we associate -through learned behaviour or intelligent
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assumptions- with the object we see.
In addition the fact that there is no explicit task does not mean that top-down in-
fluences are ruled out. To catch a total comprehension and understanding of visual
images, observers use their own knowledge (memory, shape recognition...) to under-
stand, to recognize and to interpret the scene. No one can dispute the importance of
early vision (see section 2.2.3 for more details). Human fixations (or saliency maps)
can be predicted by mathematical models. As described in Chapter 1, several models,
purely based on the low-level visual features, exist in the literature. They perform
quite well but could be greatly improved when a combination of contextual informa-
tion and low-level visual features is used [165]. This simply demonstrates that the
source guidance of our visual attention is related to low-level visual features but not
exclusively.
Finally, the fact that there is no significant modification in the deployment of visual
attention in presence of distortion would suggest again that the fixation points are
closely linked with the semantic and the context of the scene semantic, as suggested
by [70]. However, it could be argued object’s shape are not sufficiently degraded both
to impair the shape/pattern recognition and to disturb the scene understanding. Con-
versely to fidelity metric, Rouse and Hemami [152] introduced the concept of similarity
metric. This kind of metrics assesses the quality of edges of the shapes in order to
score the visual equivalence between two images. This score also indicates the useful-
ness or utility of the content. An extension of our study could consist in impairing the
set of video sequences to dramatically reduce their utility scores. A new eye tracking
experiment would be required to evaluate the visual influence of coding artefacts.
4.4 Free-viewing vs quality-task?
In [112], we investigated the influence of quality assessment task on the visual deploy-
ment. To understand how people watch a video sequence during quality assessment
and free-viewing tasks, two eye tracking experiments were carried out.
The comparison between gaze allocations indicates the quality task has a moderate
impact on the visual attention deployment. A first test performed on the fixation
durations does not reveal a significant difference between the two conditions (free-task
vs quality-task). A second test consisted in comparing the human saliency maps. The
degree of similarity between these maps were evaluated by using a ROC analysis and
by computing the area under curve (AUC) (see section 3.3.3 for ore details). The
AUC computed for each frame were then averaged over the video sequence to get
the final similarity score. The similarity degree between the human priority maps
(free-task vs quality-task) is high (greater than 0.85 in average). This would indicate
eye movements are significantly influenced by neither the level of impairment nor
the quality task. However, when the number of presentation increases, the similarity
decreases indicating the presence of a memory or learning effect.
4.5 Saliency-based quality metric
The two experiments described in previous sections suggest the visual deployment for
a free-viewing and quality tasks is not significantly different. This indicates that the
saliency areas can be predicted in both conditions by a purely bottom-up computa-
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tional model of visual attention. From the predicted saliency map, we can now check
the assumption that degradations on salient areas are more annoying than other dis-
tortions.
We adapted an objective full-reference video quality metric we previously designed
(see [131] for details of the WQA metrics (Wavelet-based QuAlity metrics)). The
modification consists in taking into account the visual importance of the video sequence
areas in the pooling function:
Dt =
(∑K
k=1
∑L
l=1 wi(x, y, t) ·
(
d(x, y, t)
)βs
∑K
k=1
∑L
l=1 wi(x, y, t)
) 1
βs
, (4.1)
Where Dt is the perceptual distortion value for the frame at time t weighted by the
visual saliency. K and L are the height and the width of the image, respectively.
wi(x, y, t) is the weighting factor i applied at pixel (x, y) of the frame at time t.
d(x, y, t) is the spatio-temporal map of the visual distortion at t. For more details
readers could refer to [131]. Two βs values were tested: 1 and 2. A higher βs value
will favour the strongest distortions into the frame to the detriment of others. Seven
different weighting functions wi have been defined and tested:∣∣∣∣∣∣∣∣∣∣∣∣∣∣
w0(x, y, t) = 1
w1(x, y, t) = SMn(x, y, t)
w2(x, y, t) = 1 + SMn(x, y, t)
w3(x, y, t) = SM(x, y, t)
w4(x, y, t) = 1 + SM(x, y, t)
w5(x, y, t) = SMb(x, y, t)
w6(x, y, t) = 1 + SMb(x, y, t)
(4.2)
where SM(x, y, t) is the unnormalized human saliency map, SMn(x, y, t) is the hu-
man saliency map normalized in the range [0, 1] and SMb(x, y, t) is a binarized human
saliency map. We remind the saliency maps are computed from eye data collected
during the experiment involving the impaired video sequence in quality task. The
weighting functions w1, w3 and w5 give more importance to the salient areas than
the others. Indeed, the offset value of 1 in the weighting functions w2, w4 and w6
allows us to take into account distortions appearing also on the non salient areas.
w0 is the baseline quality metrics in which the pooling is not modified. The final dis-
tortion value D, pooled over the sequence, is obtained by the formula (7) given in [131].
The impact of each weighting function was evaluated using the linear correlation
coefficient (CC), the Spearman rank ordered correlation coefficient (SROCC) and the
Root Means Squared Error (RMSE) between the MOS (Mean Opinion Score) and its
prediction MOSp (Predicted MOS). All the results are given in Table 4.1. Whatever
the weighting functions used, there is no significant performance improvement. The
best results are obtained with a constant weighting w0, meaning that all the areas
of the video sequences are considered as having the same visual importance. These
results suggest that a simple saliency-based pooling function is not a good solution to
improve the visual quality prediction. Our initial assumption is here not verified.
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Weighting Metrics
Saliency wi βs CC SROCC RMSE
w0 1 0.889 0.904 0.526
w1 1 0.875 0.903 0.554
w2 1 0.889 0.904 0.525
IMP(QT) w3 1 0.875 0.903 0.554
w4 1 0.883 0.908 0.538
w5 1 0.876 0.904 0.553
w6 1 0.89 0.906 0.524
w0 2 0.892 0.9 0.519
w1 2 0.878 0.904 0.548
w2 2 0.892 0.901 0.519
IMP(QT) w3 2 0.878 0.904 0.548
w4 2 0.886 0.912 0.532
w5 2 0.88 0.905 0.546
w6 2 0.893 0.902 0.517
Table 4.1: Impact of the human saliency on the performances of a video quality
metric. Different weighting functions are used.
4.6 Conclusion
In this chapter, we had studied and analysed the visual deployment in a context of
quality assessment. The first experiment evaluates whether or not visual coding arte-
facts modify the way we look within a scene. The second experiment aims at comparing
the visual deployment between a free-viewing and a quality assessment task. These
two experiments were designed to support the idea of using a purely bottom-up model
of visual attention in order to weight the visual distortion in function of their visual
importance.
The comparison between eye movements collected during these experiments indicates
that the degree of similarity between human priority maps (original vs impaired; free-
viewing vs quality-task) is very high. Two conclusions can be drawn from these ex-
periments:
• the gaze allocation is not disturbed by the level of distortion in a free-viewing
task.
• when observers were instructed to score the quality of the video sequences, their
gaze deployments were not significantly different from the gaze deployments
observed without task (free-viewing).
The previous conclusions give support to the use of a bottom-up computational model
of visual attention to steer the pooling method of quality metrics.
The video quality metric of [131] has been modified in order to take into account
the visual importance of the areas of the impaired video sequence. Different weighting
functions based on the human saliency maps have been proposed. Neither of them
succeeds in improving the performance of the quality metric. The hypothesis postu-
lating that impairments contribute more to the elaboration of the quality score when
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it occurs on a region of interest is likely true, but the proposed strategy is probably
not appropriate. What is certain is that observers have to inspect some areas more
or less accurately in order to assess the video quality. Among all the visual fixations,
some of these fixations contribute to the quality assessment whereas others have low
or no impact. A new avenue of investigation would be to examine the relationship
between the duration of the visual fixations and the amount of distortion. The idea is
that observers do not require to focus a long time on strong distortions whereas, when
the amount of the distortion of an area is small, observers need more time to inspect
and to judge the quality. This new hypothesis could be of strong importance since the
definition of the saliency would be drastically modified.
4.7 Contributions in this field
Journal:
• O. Le Meur, A. Ninassi, P. Le Callet and D. Barba, Do video coding impairments
disturb the visual attention deployment?, Elsevier, Signal Processing: Image
Communication, vol. 25, Issue 8, pp. 597-609, September 2010.
• O. Le Meur, A. Ninassi, P. Le Callet and D. Barba, Overt visual attention for
free-viewing and quality assessment tasks. Impact of the regions of interest on
a video quality metric, Elsevier, Signal Processing: Image Communication, vol.
25, Issue 7, pp. 547-558, August 2010.
• A. Ninassi, O. Le Meur, P. Le Callet and D. Barba, Considering temporal vari-
ations of spatial visual distortions in video quality assessment, IEEE Journal
of Selected Topics in Signal Processing, Special Issue On Visual Media Quality
Assessment, vol. 3, Issue 2, pp. 253-265, 2009.
Conferences:
• A. Ninassi, O. Le Meur, P. Le Callet, D. Barba, Which Semi-Local Visual Mask-
ing Model For Wavelet Based Image Quality Metric?, ICIP, 2008.
• A. Ninassi, O. Le Meur, P. Le Callet, D. Barba, Does where you gaze on an
image affect your perception of quality? Applying visual attention to image
quality metric, ICIP, 2007.
• A. Ninassi, O. Le Meur, P. Le Callet, D. Barba, Task impact on the visual
attention in subjective image quality assessment, EUSIPCO, 2006.
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Chapter 5
Memorability
5.1 Introduction
The study of images memorability in computer science is a recent topic [79, 95]. From
those first attempts it appears that it is possible to predict the degree of image’s
memorability quite well. Learning algorithms have been used to infer from a set of
low-level visual features the extent to which an image is memorable. Although Isola
et al. [79] expressed the intuition that memorability and visual attention might be
linked, they did not study further this relationship. Khosla et al. [95] proposed a local
descriptor based on Itti’s model [84]. The performance of this descriptor alone is low.
In this chapter we intend to show that attention-based cues and features might have
high importance in memorability both from a experimental and predictive point of
views. In the next sections we will focus on an eye-tracking experiment using images
from Isola’s database and the cues which can be extracted from gaze behaviour and
which might be related to the memorability score of the images. In section 5.3, we
evaluate the relevance of two attention-related features and show that by using the
same classifier we obtain comparable and even better memorability results than [79].
Finally, we discuss and conclude about the role of attention in memorability.
5.2 Memorability and eye-movement
To shed light on the relationship between images memorability and visual attention,
we conducted an eye-tracking experiment on images from the memorability database
proposed by [79].
5.2.1 Method
Participants and stimuli
Seventeen student volunteers (10 males, 7 females) with normal or corrected-to-normal
vision took part to the eye tracking experiment. All were na¨ıve to the purpose of the
experiment and gave their full, informed consent to participate.
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Class Avg ± STD t-test
C1 0.82± 0.05 C1 vs C2, p << 0.001
C2 0.68± 0.04 C2 vs C3, p << 0.001
C3 0.51± 0.08 –
Table 5.1: Average memorability per class. The three classes are statistically
different (t-test). STD represents the standard deviation.
Stimuli
We used 135 pictures extracted from [79] composed of 2222 images. We grouped them
into three classes of memorability (statistically significantly different), each composed
of 45 pictures. The first class consists of the most memorable pictures (C1, score
0.82± 0.05), the second of typical memorability (C2, score 0.68± 0.04) and the third
of the least memorable images (C3, score 0.51 ± 0.08). Table 5.1 gives the main
features of these classes and figure 5.1 illustrates a sample of images per class. The
native resolution of the picture is 256× 256. They have been resized to 384× 384 to
have an appropriate onscreen dimension.
Protocol
Images were displayed on a 19 inch monitor. The square images were centered on
a white background, which filled the screen resolution of 800 × 600 pixels. At a
viewing distance of 65 cm the stimuli subtended 17 degrees of visual angle. The eyes
were tracked using the Face Lab 5 eye tracking apparatus1 with a sampling rate of
60Hz. Raw eye data were segmented into fixations and saccades by the Face Lab’s
system. The eye tracker is calibrated using a 9-dot grid for each participant. Three
sessions, each composed of 45 pictures randomly chosen were designed. Participants
were instructed to look at the pictures given that they were required to answer a
question at the end of each session to ensure that they were well involved in the
exercise. Each picture was displayed for 5 seconds which is enough to catch the
first impression involved in memorability. Pictures were separated by a blank image
displayed for 2 seconds. The participants viewed the three classes in random order to
avoid any bias in the final results.
5.2.2 Results
The analysis described below aims at proving that the visual behaviour of participants
depends on the picture’s memorability. We believe that attention is a step towards
memory and therefore, this should influence the intrinsic parameters of eye movements
such as the duration of visual fixations, the congruency between observers and the
saccade lengths. Figure 5.1 illustrates this point. Four pictures are depicted; the first
two pictures have a low memorability score whereas this score is high for the last
two pictures. The first one has a memorability score of 0.81 whereas the second has
a memorability score of 0.4. The average fixation durations for these two pictures
are 391 and 278 ms, respectively. The average lengths of saccades are 2.39 and 2.99
1http://www.seeingmachines.com/product/facelab/
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(a) (b) (c) (d)
Figure 5.1: (a) original pictures; (b) fixation map (a green circle represents the
first fixation of observers); (c) Saliency map and (d) heat map. From top to
bottom, the memorability score is 0.346, 0.346, 0.897 and 0.903, respectively
(from a low to high memorability).
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(a) (b)
Figure 5.2: (a) Fixation durations (AV G ± SEM (standard error of mean))
for the 3 classes function of the first 2, 4, 6 and all the fixations; (b) Fixation
durations for the most and less memorable pictures. A star ∗ indicates the
difference is statistically significant.
degree of visual angle, respectively. In addition, if there is something in the picture
that stands out from the background, the inter-observer congruency should be higher
for memorable pictures. Results are presented in the following sections. This is the
case for instance for the example presented on figure 5.1.
Fixation duration
Figure 5.2 illustrates the fixation durations for the three considered classes as a function
of the viewing time. The fixation durations decrease with the degree of memorability
of pictures, especially just after the stimuli onset. Fixations are the longest one when
observers watch memorable pictures. A statistically significant difference is found
between fixation durations when the top 20 most memorable and the bottom 20 less
memorable are considered. This difference is confirmed for different viewing times.
These results are important since the duration of fixations reflects the deepness of the
visual processing in the brain [70].
Inter-observer congruency
The congruency between observers watching the same stimulus indicates the degree of
similarity between observers’ fixations. A high congruency would mean that observers
look at the same regions of the stimuli. Otherwise, the congruency is low. Generally
the consistency between visual fixations of different participants is high just after the
stimulus onset but progressively decreases over time [161]. To quantify inter-observer
congruency, two metrics can be used: ROC [104] or a bounding box approach [23] (see
chapter 2 section 2.3.2). The former is a parametric approach contrary to the latter.
The main drawback of the bounding box approach is its high sensitivity of outliers.
A value of 1 indicates a perfect similarity between observers whereas the value 0 cor-
responds to the minimal congruency. We used these two approaches in order to test
whether memorable pictures lead to maximal inter-observer similarity (or a minimal
variability). Figure 5.3 shows the congruency as a function of viewing time (only the
values obtained by the ROC-based metric are given but similar results are obtained
by the second method). As expected the congruency decreases over time. Results also
indicate that the congruency is highest on the class C1 (especially after the stimuli on-
set (first two fixations)). The difference between congruency of class C1 and C2 is not
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statistically significant. However, there is a significant difference between congruency
of pictures belonging to C1 and C3. This indicates that pictures of classes C1 and C2
are composed of more salient areas which would attract more observer’s attention.
These results show that memorability and attention are linked. It would then be rea-
sonable to use attention-based visual features to predict the memorability of pictures.
Figure 5.3: Congruency as a function of viewing time. The symbol ∗ indicates
that there is a significant difference. Error bars correspond to the SEM .
5.3 Memorability prediction
Isola et al. showed that the best memorability prediction results are based on human
labels containing information about the objects in the images. Nevertheless, these
features are not available for any image and need time-consuming human annotations.
Authors used then a mixture of several automatically extracted low-level features
to approach the annotation-based results. The best result was achieved by mixing
together GIST [136], SIFT [100], HOG [32], SSIM [155] and pixel histograms (PH).
In this section we show that two other features of significantly smaller size which are
related to attention can advantageously complement and replace some of the features
proposed in [79]. For that purpose we use the SVR (Support Vector Regression)
classifier and parameters from the code provided by [79].
(a) Original (b) AIM (c) AWS (d) GBVS (e) RARE (f) Seo (g) LeMeur
Figure 5.4: (a) original pictures; (b) to (g) predicted saliency map from saliency
models.
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5.3.1 Saliency map coverage
(a)
(b)
Figure 5.5: Example of average coverage using RARE algorithm: (a) for classes
C1, C2 and C3 (from left to right) on a random collection of 45 images out of
the total of 2222 images; (b) from the less to the most memorable one on the
whole database. Left: unfiltered data. Right: median filtered data.
We extracted several times three classes of memorability composed of 45 images
each randomly selected from a third of the most memorable images, a third of typical
memorability and a third of low memorability images from the database proposed
in [79]. Six state-of-the-art models of visual attention have been computed on those
classes. Some saliency maps are displayed on Figure 5.4. From the saliency maps,
the average saliency density is computed by accumulating the saliency maps of all the
images within each class. The coverage which describes the spatial saliency density
distribution is here approximated by the mean of the normalized saliency maps. A low
coverage would indicate that there is at least one salient region in the image. A high
coverage may indicate that there is nothing in the scene visually important as most of
the pixels are attended. However, it might also indicate that there are several regions
of interest which are randomly located on the images. Figure 5.5 shows the saliency
coverage of the RARE [148] model. This model provides saliency maps which are the
most discriminant respected to the memorability scores. We computed this saliency
coverage on several randomly generated classes (and show one of them on Figure 5.5)
to be sure about the result reproducibility (this result is stable independently of the
chosen images). While the difference in terms of coverage between classes C2 and C3
is not obvious, this one is noticeable between the class C1 (the most memorable) and
the two others. The class C1 coverage is lower which tends to show that there are
mainly unique localized regions of interest while less memorable classes like C2 and
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Figure 5.6: Low-pass filtering of images. From left to right: I1, I3, I5, I7 and
I9. RGB components are taken into account.
C3 either do not have precise regions of interest or have several of those regions.
The coverage of the RARE model saliency maps is thus used as a first feature in
memorability prediction. Figure 5.5 (b) shows the result of the coverage for the whole
database [79] from the less memorable to the most memorable image. The raw data
(left plot of Figure 5.5(b)) is too noisy to be used alone (which is confirmed by the
results in Table 5.2), but one can see on the median filtered version (right plot) that
there is a negative correlation between the average coverage and memorability.
5.3.2 Structures (visibility)
A second feature used for memorability prediction is the contrast of the image struc-
tures. It is known [84] that object contrast is a strong attention feature. The most
memorable images in Isola’s database contain objects but also simpler backgrounds.
This is especially true as the memorability score is established on the basis of a short
observation time where complex backgrounds act like distractors and increase the vi-
sual masking phenomena.
To extract objects or at least structures contrast or ’visibility’ two approaches are used
together (called V1 and V2). Both are based on low-pass filtering applied several times
on images with kernels of increasing sizes like in Gaussian pyramids. The kernel sizes
go from 3 × 3 kernels which eliminate some details to 80× 80 which mainly result in
very fuzzy images only providing a rough idea about their context or a gist. A set of 9
images Ii with i ∈ {1, 9} where the first one (i = 1) is the original image and the last
one (i = 9) is the most low-pass filtered. Figure 5.6 illustrates this approach on a given
picture. To quantify the impact of low-pass filtering on the images, we measure their
correlation (corr) after filtering. In the first approach (V1) the correlations between
the initial image and all the others are computed:
V 1i = |corr(I1, Ii)| ∀i ∈ {2, 9} (5.1)
In the second approach (V2) the correlation between the successively filtered images
are computed:
V 2j = |corr(Ij , Ij+1)| ∀j ∈ {1, 8} (5.2)
The correlation is the mean of the correlation of the RGB components. The main
idea here is to see how an image reacts to multiple low pass filtering (which might
be close to the forgetting process). Contrasted strong structures will be more resis-
tant to low-pass filtering (higher correlation) while small details and structure with
cluttered background will be much less resistant and achieve lower correlation scores.
Figure 5.7 shows visibility feature vectors V1 and V2 computed for the whole 2222
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Figure 5.7: Left: raw data for the 2222 images from the less memorable to the
most memorable. Right: median-filtered data. First row: V1 data, second row:
V2 data.
images database. As in the previous section, the raw data both for V1 and V2 (left col-
umn of Figure 5.7) does not exhibit obvious differences. After median filtering (right
column in Figure 5.7) differences between memorable and less memorable images are
noticeable.
5.4 Results
The classifier and parameters are the ones from the code provided by [79]. Results
shown in Table 5.2 are then perfectly comparable with the ones given in [79]. As
already stated in sections 5.3.1, the proposed features are too noisy to provide good
results if taken alone (see second and third column of Table 5.2). When combined to
Isola et al.’s features (without the GIST which is partially redundant with the visibility
low-pass filtering of our V1 and V2 features), the result is comparable and even slightly
better than the one of Isola et al. (Table 5.2). The proposed attention-related features
are effective when taken together with other low-level features. It should also be
noted that our features perform 2% better by using 17 dimensions instead of the 512
dimensions of the GIST feature which means 86% of the total features used by Isola
et al.
Table 5.3 shows the results where additional features from [79] were discarded. One
by one, GIST and Pixels histograms, GIST and SIFT, GIST and HOG and GIST
and SSIM were discarded from the features set. Still the results remain higher than
the best combination of features in Isola et al. which shows the effectiveness of the
proposed attention-related features even by replacing 1512 feature dimensions by 17
which means 58% only from the number of features in [79].
5.5 Conclusion
Isola et al. introduced an interesting approach for the prediction of image’s memora-
bility. However no relationship between attention and memorability was done. This
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Cov. Vis. Best (No GIST) Best Isola
ρ 0.100 0.274 0.479 0.462
Table 5.2: Correlation results between the predicted memorability and labelled
memorability. Column 2 and 3: proposed features alone (coverage, visibility).
Column 4: proposed features and the SIFT, HOG, SSIM and Pixel histograms
from [79], Column 5: Best feature-based combination from [79] (GIST, SIFT,
HOG, SSIM, Pixel histograms).
No Pixels No SIFT No HOG No SSIM
ρ 0.476 0.474 0.470 0.468
Table 5.3: Correlation results obtained using the proposed features and com-
bination of features excluding some features of [79] (no GIST and no Pixels
histogram, no GIST and no SIFT, no GIST and no HOG, no GIST and no
SSIM).
chapter shows that attention might play an important role in memorability both from
an experimental and predictive perspectives when taken together with other features.
The eye-tracking experiments made on a subset of the images dataset proposed by Isola
et al. show that fixation duration and inter-observer congruency are well correlated
with the images memorability. The prediction experiments made on the whole Isola et
al. image database by using the same classifier, method and parameters showed that
two attention-related features (RARE saliency map coverage and structures visibility)
can advantageously replace some of the low-level features proposed in [79] and reduce
in the same time the dimensionality of the feature set.
5.6 Contributions in this field
As this topic is relatively new in the community, there is only one contribution. It
consists in investigating the features of eye movements when observers watch a more
or less memorable pictures. Results indicate that that memorability and visual atten-
tion are linked together. An adaptation of the state-of-the-art memorability model
has been done based on our behavioral conclusion.
Conference:
• M. Mancas and O. Le Meur, Memorability of natural scenes: the role of atten-
tion, ICIP, 2013.
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Chapter 6
Inter-Observer Visual
Congruency (IOVC)-based
attractiveness. Application
to image ranking
6.1 Introduction
Idiosyncrasy is defined as an individualizing quality or characteristic of a person or
group, and is often used to express peculiarity (from Wikipedia). Therefore idiosyn-
cratic eye movements refer to as the difference between the visual scanpaths of ob-
servers viewing the same stimulus. More precisely, these differences concern the in-
trinsic features of visual fixations. For instance, there is a strong variability of fixation
durations between and within observers as shown by [145]. The causes explaining the
visual dispersion are usually classified into either stimulus-dependent (or bottom-up)
or observer-dependent features (or top down). Readers could find more information
in Chapter 2.
In this Chapter, we present a computational model to predict the inter-observer
visual congruency (IOVC). For a given picture, a score indicating the degree of visual
congruence is computed. The computational model we propose, combines stimulus-
dependent features which are solely inferred from the low-level visual features of the
incoming picture and high-level features which are related to artistic effects for in-
stance. We train the model by using a large eye-tracking database. In this database,
we consider ee data collected during the first seconds of a picture observation.
There are very few studies dealing with the computational modeling of the inter-
observer visual congruency. The closest work concerns a method to measure visual
clutter which has been proposed by Rosenholtz et al. [149]. The idea is to measure
the visual clutter of a scene in order to avoid confusion and to speed up the visual
processing of information. For instance, a possible application is to help people to find
important information on a web site or simply on a screen. Rosenholtz et al.’s solution
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is based on a set of low-level visual features. The visual clutter predictor performance
is assessed by comparing the amount of clutter for a scene to the reaction time required
to find a target in the same scene. The proposed approach is here different since we not
only use low-level visual features but also eye tracking measurements. More precisely,
we use the visual scanpaths of observers in order to train a model. Our approach is
supported by a number of studies suggesting that the degree of clutter present in the
scene affects the deployment of our visual attention [71]. It is important to emphasize
that the proposed method do not predict where people look at. It just predicts the dis-
persion between observers indicating whether observers look at similar locations or not.
This chapter is composed as follows. Section 6.2 gives an overview of the proposed
approach. Section 6.3 describes how the IOVC is measured. A large database of
eye tracking data is used for this purpose. Section 6.4 is related to the extraction of
visual features that are supposed to influence the attentional allocation. Section 6.5
concerns the learning and its performance. Section 6.6 presents an application for
ranking personalized pictures based on their attractiveness. Finally, we conclude the
paper.
6.2 System overview
Figure 6.1 illustrates the proposed approach. First, an image database with its cor-
responding eye tracking data is set up. The feature extraction step extracts different
visual attributes for each picture of the training dataset. Once the feature extrac-
tion is completed, the training set along with eye tracking data is used to train a
cluster-weighted model. The trained model is then used to predict the inter-observer
congruency of a picture taken from a new data set. Once the estimation of model’s
parameters has been performed, personalized photograph can be ranked according to
their attractiveness. The attractiveness of an image is related to its ability to attract
and to hold our attention and we assume that the attractiveness is related to the
inter-observer congruency.
6.3 Measuring the inter-observer congruency
One of the key aspects of the proposed approach is to get a reliable measure of the
congruency between observers. To measure this congruency, we use the method pro-
posed by Torralba et al. [165] and described previously in Chapter 2, section 2.3.2.
Just to recall, a congruency value of 1 indicates that observers fixate the same areas.
Conversely, a low value would suggest that the scan patterns are uncorrelated meaning
a strong variability between subjects.
To build our training data, we use Judd et al.’s dataset [92] (see Table 2.1 in Chapter 2
for more details). Figure 6.2 shows for different pictures the experimental congruency
between observers. Results suggest that the congruency is small when there is nothing
in the scene that catches our attention. In this case, areas that stand out the back-
ground are rare and the scene consistency is strong. When there is an object that
pops out, the congruency is much higher. In addition, not surprisingly, the presence
of human faces tends to increase the inter-observer congruency. It is indeed known
that human faces attract in an effortlessly manner our attention. Figure 6.3 shows
the distribution of the inter-observer congruency over the whole Judd’s dataset. The
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Figure 6.1: System overview.
average dispersion is of 72%, the median dispersion is of 76%. It is interesting to
notice that, for a number of pictures, the congruency is maximal. This is due to the
fact that a fixation point is defined by its spatial coordinates and by its neighborhood,
representing one degree of visual angle (representing fovea’s size).
6.4 Visual features used to predict attractivenes
In this section, the visual features used to predict the inter-observer congruency are
presented. Four visual features are used. They are briefly described hereafter:
• Face detection: As the human faces significantly impact our visual deployment,
it is of importance to detect human faces. The face detector we use is the one
proposed by OpenCV library. The face detector is based on Haar feature-based
cascade classifier for object detection. This kind of detection has been initially
proposed by [173] and improved by [122].
• Color Harmony: Several studies showed that scene incongruency or inconsis-
tency are factors influencing the inspection of an image [59, 168]. Among the
scene inconsistency factors (objects, size, etc), the color might be an important
factor. For instance, Frey et al. [55] showed that overt attention is significantly
influenced by the presence of color. The basic assumption was that the color
presence might systematically increase the congruency. The conclusion of [55] is
not so straightforward. Indeed, the influence of the color might depend on the
picture’s category.
The color inconsistency refers to the color harmony of the scene. We speculate
that a scene with a strong consistent color harmony would be less visually dis-
ruptive than a scene with a poor color harmony. To measure the color harmony,
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Figure 6.2: Examples of pictures associated with their corresponding inter-
observer congruency. IOVC is in the range of 0 (strongest) to 1 (lowest).
we propose to follow the process of [30].
• The Depth of Field (DoF) is defined as the distance between the nearest and
farthest objects in a scene that appear acceptably sharp in an image. A shallow
DoF is often used to emphasize the region of interest in a picture. It is for
instance used for portraiture photography. All background details are blurred
whereas the nearest person (or object) is sharp, attracting our attention. An
example is given figure 6.4 (a). When a large DoF is used, the opposite effect
is achieved. The entire picture is sharp so that all the details of the scene are
preserved. Picture of figure 6.4 (c) was taken with a large DoF.
Estimating the DoF is then of importance. As photographers can steer our visual
attention towards a particular areas by controlling the DoF, the inter-observer
variability might be depend on this artistic effect.
To determine the depth of field, the proposed algorithm relies on the fact that
the shape of the horizontal/vertical derivatives histogram is modified after a
blurring operation [119, 125]. The proposed scheme to compute the DoF of a
picture is described below.
Let I (I : Ω ⊂ R2 → R3) the input picture and fk the bluring kernel of size
k × k (k = {3, 5, 7}). The blurring kernels are first applied on the luminance
channel of I. then the vertical and horizontal derivatives are computed. The
distributions of vertical and horizontal derivatives are given by:
pxk α hist(I ∗ fk ∗ dx) (6.1)
pyk α hist(I ∗ fk ∗ dy) (6.2)
where dx = [1 − 1] and dy = [1 − 1]T .
For a pixel (i, j) and for a kernel k, we compute the KL-divergence between the
distributions pxk and pyk and the original distributions px1 and py1:
Dk(i, j) =
∑
(n,m)∈Wij
{KL(pxk|px1)(n,m) +KL(pyk|py1)(n,m)} (6.3)
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Figure 6.3: Distribution of the inter-observer congruency over Judd et al.’s
dataset [92]. IOVC is in the range of 0 (strongest) to 1 (lowest).
(a) Original (b) DoF=0.12 (c) Original (d) DoF=0.75
Figure 6.4: (a) and (c) two original pictures. (b) and (d) indicates areas sensitive
to blur in dark. The brigth areas correspond to unfocuss areas. DoF, standing
for Depth of Field, indicates whether the picture is sensitive to blur (deep DoF)
or not (shallow DoF).
where, Wij is a window centered on the pixel (i, j). In this study, all the exper-
iments were performed using an uniform kernel. The KL-divergence for a given
pixel located at (i, j) is given by the following formula:
KL(p|q)(i, j) = pij log(pij
qij
) (6.4)
The KL-divergence involves two probability density functions p and q. They
both sum to 1. The KL-divergence is only defined when pij and qij are greater
than zero. The quantity 0log0 is considered as zero.
The use of the KL-divergence is especially interesting in the equation 6.3 be-
cause of its similarity with the DoF values. Indeed, Dk tends to zero when the
distributions pxk and pyk are close to px1 and py1, respectively. In this case,
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it means that the incoming picture is not sensitive to blur indicating that the
picture is already blurred. The DoF is then low. When the value Dk increases,
it suggests that the areas under analysis is rather sharp (DoF is probably high).
The DoF value is finally computed as follows:
DoF =
∑
(i,j)∈I
∑
k
Dk(i, j) (6.5)
Figure 6.4 (b) and (d) give the value of DoF for two examples. For the first one,
the DoF is of 0.12 suggesting that the picture is composed of large blurred areas.
As the DoF is greater than zero the picture probably presents a sharp areas,
sensitive to a blurring operation. For the second picture, the DoF is of 0.75.
Unlike the previous one, this picture is more sensitive to blurring operations,
suggesting that the picture is sharp. Figure 6.4 (b) and (d) illustrate in bright
areas regions that are sensitive to blur. For the sake of visibility, the two pictures
have been normalized in the range of 0 to 255 by using their own global maximum
(3.56 and 4.68, respectively). This kind of map might be used to extract the
region of interest when the DoF value is rather low, as proposed by [125].
• Visual complexity: the amount of visual information as well as the visual clutter
in a picture might contribute to explain the observers’ variability [149]. Oliva
et al. [135] determined a list of factors that correlates with our representation
of the visual complexity of a scene. Among them, the most important would be
the quantity and the variety of objects, detail and color. To assess the visual
complexity, three computational measures are used: the entropy, the number of
regions and the amount of contours. More details are given in [105].
6.5 Learning: description and performance
6.5.1 Learning
Each image is then represented by a features vector, having a dimension of 6. The
dimensionality of the features vector is not reduced as the number of dimension is low.
The estimation of the inter-observer congruency is equivalent to the estimation of
the joint probability density function p(IOV C,v). The random variable IOV C repre-
sents the inter-observer visual congruency whereas v is the feature vector containing
the six indicators. To infer the relationship between these two random variables, a
learning algorithm is used. We follow the same procedure described in [163, 150] and
use the software kindly provided by [150]. We just remind the main aspects of this
learning procedure.
The learning consists in estimating the relationship between a measure of congru-
ency and the extracted visual features described in the previous section. A cluster-
weighted model (CWM) initially proposed by [58] is used. This is a generalization of
Gaussian mixture, in which each Gaussian function expressed a part of the relation-
ship between the input and the output distributions. The joint PDF p(IOV C,v) is
given by:
pθ(IOV C,v) =
N∑
i=1
p(ci)p(v|ci)p(IOV C|v, ci) (6.6)
where IOV C is the inter-observer congruency and v refers to the image features. N
is the number of clusters. Each cluster is decomposed in three factors:
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• p(ci) is the weight of the cluster ci;
• p(v|ci) is a multivariate Gaussian with mean µi and covariance matrix ∑i:
p(v|ci) = exp
[− 1
2
(v − µi)T (∑i)−1(v − µi)]
(2pi)L/2
∣∣∑
i
∣∣1/2 (6.7)
• p(IOV C|v, ci) is the probability of the inter-observer congruency IOV C given
the input data in the cluster i:
p(IOV C|v, ci) = exp
[− 1
2
(IOV C − wTi v∗)2
]
√
2piσi
(6.8)
This is a Gaussian function with a variance equal to σ2i and a mean dependent
on the input feature v∗ (same as v with a value 1 concatenated to its end) and
a weight vector wi. This vector indicates the weight of each input data.
The parameters θ, (p(ci), µi,
∑
i, σ
2
i , wi, with i = 1...N) of the model are estimated
using the Expectation-Maximization algorithm [86].
As explained in [67], in data-rich situation, it would be possible to split the data
into three parts (a training set, a validation set and a test set). As this is not the case
here (1000 pictures), we use the Bayesian Information Criterion (BIC) to define the
model complexity. The BIC is given by:
BIC = −2× loglik + d× logS (6.9)
where d is the number of free parameters depending on the number of clusters, S is
the size of the dataset and loglik is the maximized log-likelihood:
loglik =
S∑
n=1
log pθ̂(IOV C,v) (6.10)
where pθ̂(IOV C,v) is defined in equation 6.6. θ̂ are the estimated parameters of the
model.
Figure 6.5 presents the BIC values in function of N (the number of clusters). N = 9
is a good trade-off between complexity and quality of prediction. This value allows to
predict quite efficiently the inter-observer congruency without over fitting the training
data. Indeed, over fitting the data would lead to an almost perfect prediction but
the risk is to loss the generalization property. As mentioned by [44], it is important
to accept error to make less error. By using N = 9, we respect this first point.
Concerning the quality of prediction, the ground truth and the predicted values of
IOV C are correlated r(2004) = .34, p < .001 (Pearson coefficient) and r(2004) = .28,
p < .001 (Spearman coefficient).
Remark: during the learning phase, we did not use the face detector in order to
limit the impact of false alarms on the estimated parameters. Instead, hand-label data
are used indicating for each picture of the dataset the number of faces present.
6.5.2 Performance
A qualitative and quantitative evaluation of the proposed approach has been per-
formed. Figure 6.6 presents some qualitative results. Ten pictures per row are given:
on the top row, the first five pictures have a high IOVC whereas the last five pictures
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Figure 6.5: BIC in function of the model complexity. Several trials have been
performed (light red curves). The dark red curve gives the median BIC values.
present a small IOVC. These results are consistent with our own subjective evaluation.
The first five pictures of figure 6.6 are more attractive than the last five pictures. For
these last pictures, it would be difficult to predict where an observer would look at. To
illustrate this point, saliency maps of these pictures are computed using [110] (bright
areas correspond to salient areas). These maps are more or less focused irrespective
of the degree of attractiveness. That’s why IOVC scores could be used to estimate
saliency maps relevance. A high IOVC score would suggest that the saliency map has
to be very focussed as for the fourth picture on the top row (Figure 6.6).
A quantitative evaluation is also performed by using another eye tracking database.
This database is composed of 27 pictures. We compute the Pearson correlation coeffi-
cient between IOVC stemming from this new ground truth and our prediction. Both
are correlated r(54) = .27, p < .17. The correlation is not significant due to the small
number of pictures in this database. In addition, the face detector fails to detect the
human faces on 5 pictures due to the varying face poses. This lack of accuracy in the
detection lowers the correlation coefficient.
The proposed method is compared to the Feature Congestion measure of Rosen-
holtz et al. [149]. This measure aims to evaluate the visual clutter of a scene. The
software available on Rosenholtz’s web page is used. We run the Feature Conges-
tion measure on the aforementioned dataset. The correlation coefficient between the
Feature Congestion measure and IOVC of this dataset is r(54) = −0.15, p < .43.
The correlation is negative since a high visual clutter might be interpreted as a weak
congruency.
6.5.3 Limitations
The proposed model is relevant in order to predict the dispersion of observers only in
free-viewing task. In the introduction, we have dressed a list of factors influencing the
dispersion between observers. One factor that was not mention is the task to perform.
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Figure 6.6: Top: pictures having high IOVC (first five) and pictures having low
IOVC (last five). Bottom: saliency maps of pictures. Bright areas correspond
to the most salient parts.
For instance, if we measure the inter-observer congruency when the task is to de-
tect pedestrians, the inter-observer congruency is very high, indicating that observers
share the same strategy to perform the task. To illustrate this point, we compute
the inter-observer congruency over the whole eye tracking database of Ehinger [42].
The average dispersion is of 82%, the median dispersion is of 88%. Compared to the
dispersion measured on Judd’s database, there is a significant difference (unpaired
t-test,F (1, 1356) = 8.28, p < .001).
Another limitation concerns the influence of the viewing time on the dispersion. It has
been shown that the dispersion is time-dependent and increases with the time viewing.
This feature is here not taken into account. For the targeted application, this feature
was not judged as fundamental.
The last limitation concerns the limited accuracy of the detector we use. More specif-
ically, as the presence of face plays an important role, the face detector has to be as
efficient as possible.
6.6 Image ranking based on attractiveness
The attractiveness of an image is related to its ability to attract and to hold our atten-
tion. For instance, to give a score of attractiveness, Flickr (http://www.flickr.com)
uses a combination of several parameters such as comments, annotations, favourites,
etc. This is an excellent indicator but it requires a feedback or an effort of the users.
An indicator based on the content analysis, such as the proposed method, might help
evaluating the immediate interest of an image.
The proposed method can then be used in a context of photos browsing and au-
tomatic photograph organization. As in [151, 125, 158, 188], we propose to organize
a large set of photograph. The proposed ranking is based on the picture attractive-
ness. This is different from state-of-the-art methods. For instance, Luo and Tang [125]
ranked images according to their quality. This score is based on composition, lighting,
focus controlling and color. Although there are some similarities among the extracted
features (such as the DoF), better photo quality does not mean more relevant or
attractiveness, as mentioned in [125]. For instance, Judd et al. [89] show that the
dispersion between observers depends on image complexity and that fixations from
lower-resolution images (low quality) can predict fixations on higher-resolution images
(high quality).
To illustrate the proposed method, we propose to sort out forty nine images. We
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Figure 6.7: 49 pictures of various contents sorted out in function of their inter-
estingness (from top-left (highest congruency) to bottom-right (lowest congru-
ency)).
run the proposed model on these pictures in order to estimate their attractiveness.
Figure 6.7 illustrates the results by showing the pictures ranked according to their
interestingness. The first picture (top-left) has the most important IOVC whereas the
picture having the lowest IOVC appears at bottom-right. On the last pictures, we can
notice that there is nothing that stands from the background. In other words, it would
be very difficult to predict for this kind of picture where an observer would focus on.
6.7 Conclusion
In this chapter we proposed a new criterion to automatically estimate the visual con-
gruence between observers. We have evaluated our method qualitatively and quan-
titatively. We showed that our IOVC criteria outperforms the Feature Congestion
measure of [149]. The predicted IOVC can be used in image processing applications
where the visual perception of a picture matters such as website design, advertisement.
For instance, we considered ranking personalized photograph: pictures are sorted out
in function of their predicted IOVC.
However, the proposed method is still an approximation of the ‘true’ IOVC. It
can best estimate short-term IOVC, that is the IOVC experienced in the first instant
of a picture observation. In order to improve this method, it would be necessary to
consider higher level factors such as those proposed by [164]. Taking into account
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these factors is difficult because of their complexity.
6.8 Contribution in this field
The main contribution is the use of oculomotor data in order to carry out a learning .
To the best of our knowledge, there is very few scientific contributions dealing with this
point in the image processing community. This opens new avenues and perspectives
for the design and improvement of image processing algorithms.
Conference:
• O. Le Meur, T. Baccino and A. Roumy, Prediction of the Inter-Observer Visual
Congruency (IOVC) and application to image ranking, ACM Multimedia (long
paper), 2011.
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Part III
Examplar-based inpainting
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Chapter 7
Examplar-based Inpainting
and its variants
7.1 Introduction
Inpainting corresponds to filling holes (i.e. missing areas) in images [8]. Mathemati-
cally the problem could be formulated as described below. Let be an image I defined
as
I :
∣∣∣∣ Ω ⊂ Rn 7−→ Rmx 7−→ I(x) (7.1)
where Ω is an open set of Rn. n ∈ N and m ∈ N are fixed integers: n = 2 for a
2D image and where x = (x, y) represents a vector indicating spatial coordinates of
a pixel px. In the case of a color image, each pixel carries three color components
(m = 3) usually defined in the (R,G,B) color space (Ii : Ω → R represents the ith
image channel of I, i ∈ {1, . . . ,m}). In the inpainting problem, the input image I is
assumed to have gone through a degradation operator, denoted M, which has removed
samples from the image. As a result, the generic definition domain Ω of images can
be seen as composed of two parts: Ω = S ∪U, S being the known part of I (source
region) and U the unknown part of I which we search to estimate. The degradation
operator is a function M : Ω 7−→ {0, 1} defined as
M(x) =
{
0, if x ∈ U
1, otherwise
(7.2)
The observed degraded version F (F : Ω 7−→ Rm) of the image can also be ex-
pressed as F = M ◦ I, where the ◦ symbol corresponds to the standard notation
for the Hadamard product (pointwise multiplication). Figure 7.1 illustrates different
configurations which can be encountered.
The goal of inpainting is to estimate the color components of the pixels px located
at each position x in the unknown region U. This is an ill-posed inverse problem
which has no well-defined unique solution. To make this problem better defined, it is
necessary to introduce image priors. The pixel values of the missing image areas are
assumed to follow the same statistical or geometric structures as those in the known
part of the image. These assumptions translate into different priors such as smoothness
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(a) (b) (c) (d)
Figure 7.1: (a) original image; (b) the image for which 80% of the pixels have
been removed; (c) the image with damaged portions in black. The purpose of
inpainting is here to restore damaged portions; (d) the image where the region
U (the inpainting mask) is defined by the user. We are in a context of object
removal.
in a local neighborhood or sparsity. There exist a number of methods to deal with
this problem. The two most important categories are briefly described below. A first
class of methods encompasses variational methods, through a minimization process
and diffusion-based methods using partial differential equations (PDE). This class of
methods assumes some smoothness and dependence between the unknown pixels and
the known part of the image in a local neighborhood. Based on this assumption, these
methods smoothly propagate local image structures from the exterior to the interior
of the hole. They perform well for inpainting thin (see figure 7.1 (c)) or sparsely
distributed (see figure 7.1 (b)) degradations. However they are not so well adapted for
texture recovery, especially when the missing region is large (see figure 7.1 (d)).
Another family of algorithms has been introduced to deal with the aforementioned
limitations. These algorithms inspired by the seminal work of Efros and Leung [41] on
texture synthesis rely on the assumption that statistics or structures of the textures
of an image are stationary (in the case of random textures) or homogeneous (in the
case of regular patterns). In other words, the known part of the image provides a good
dictionary which could be used efficiently to restore the unknown part. The recovered
texture is therefore learned from similar regions in a texture sample or in the known
part of the image. The learning can be done simply by sampling, copying or combining
pixels or patches (called examplars) from the known part of the image which are then
stitched together to fill in the missing area.
A recent review [63] presents these categories in details. In this chapter we will
focus specifically on the last one, also called examplar-based inpainting. This chapter
is organized as follow. The seminal work of Criminisi, Pe´rez and Toyama [31] is first
presented in section 7.2. Variants of this algorithm and our contributions regarding
priority computation and hole filling, are presented in sections 7.3 and 7.4, respectively.
The following notations are used throughout this chapter:
• an image patch ψpx is a discretized N × N neighborhood of I centered on the
pixel px (N is a positive odd number). This patch can be vectorized in a raster-
88
Figure 7.2: Notations used in this chapter.
scan order as a mN2-dimensional vector (as illustrated in figure 7.2);
• ψukpx denotes the unknown pixels of the patch;
• ψkpx denotes its known pixels;
• ψpx(i) denotes the ith nearest neighbour of ψpx .
7.2 Criminisi et al.’s algorithm [31]
In 2004, Criminisi et al. [31] has brought a new momentum to inpainting applications
and methods. They proposed a new method based on two sequential stages which are
named here filling order and texture synthesis. The first one, which is in fact the heart
of the paper, is the computation of a filling order. Rather than filling the missing areas
in a specific order (for instance in a raster-scan order), a priority value is computed for
every pixels belonging to the front line δU ; the front line is the frontier between the
known and unknown areas as illustrated in figure 7.2. The priority of a given pixel px
is noted P (px). Once the priority has been computed for all pixels of the line front,
the second stage, namely texture synthesis, begins at the spatial location having the
highest priority.
7.2.1 Filling order computation
The filling order computation defines a measure of priority for each pixel of the front
line. The goal is twofold: first the priority is used to distinguish areas which are
easy to fill in from those which are difficult to inpaint. The idea is obviously to
begin the inpainting with the simplest areas to fill. Second we would like to start the
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inpainting process with the most important structures in order to propagate them into
the unknown part.
The priority of a patch centered on px (px ∈ δU) is composed of two terms: a
confidence term C and a data term D. The priority for a pixel px is then given by:
P (px) = C(px)×D(px) (7.3)
The terms C and D are described below.
Confidence term
The confidence term is the ratio of the number of known pixels divided by the total
number of pixels in the patch; it then varies in the range 0 to 1 (all pixels in the patch
are known). The confidence term aims to favor patches having the highest number of
known pixels. This term is given by
C(px) =
∑
q∈ψkpx
C(q)
]ψpx
(7.4)
where ] is the number of pixels in a patch (N2 in our case). At the first iteration,
C(q) = 1 ∀q ∈ S and 0 otherwise.
Data term
The data term is given by the absolute value of the inner product between the vector
orthogonal to the gradient direction at the pixel px, noted ∇I⊥(px) and the vector
npx which is the unit vector orthogonal to the front line δU . The data term is then
given by
D(px) =
|∇I⊥(px) · npx |
α
(7.5)
where α is a normalization constant in order to ensure that D(px) is in the range 0 to 1.
Once the patch centered on px has been filled, the confidence of filled pixels is
updated as follows:
C(py) = C(px) ∀py ∈ ψpx
⋂
U (7.6)
This update rule implies that the confidence decreases as we move away from the front
line.
7.2.2 Texture synthesis.
The filling process starts with the location px∗ having the highest priority:
px∗ = arg max
q∈δU
P (q) (7.7)
A template matching is then performed on a window search W ⊆ S in order to look
for the nearest neighbor ψkpy of ψ
k
px∗ (the known pixels of the patch ψpx∗ with the
highest priority):
py = arg min
q∈W
d(ψkpq , ψ
k
px∗ ) (7.8)
where d(a, b) is the sum of squared differences between patches a and b.
The pixels of the patch ψukpy are then copied into the unknown pixels of the patch ψpx∗ .
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7.2.3 Some results
Figure 7.3 illustrates two inpainted pictures obtained by Criminisi’s method. Results
are here convincing.
(a) (b)
Figure 7.3: Inpainted pictures with Criminisi et al. method [31]: (a) input
picture with a hole to be filled; (b) inpainted picture (Courtesy of P. Pe´rez).
7.3 Variants of filling order computation
In this section, we present two variants for computing the filling order. The first one
is based on sparsity [184] whereas the second uses the structure tensor. This latter
method is one of our contributions in this field [105].
7.3.1 Sparsity-based priority computation
The sparsity-based priority has been proposed recently by Xu et al. [184]. In a search
window Ws, a template matching is performed between the current patch ψpx and
neighboring patches ψpj that belong to the known part of the image. By using a non-
local means approach [180] (see section 7.4 for more details), a similarity weight wpx,pj
(i.e. proportional to the similarity between the two patches centered on px and pj)
is computed for all patches in Ws. These weights form the vector wpx . The sparsity
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term is defined as:
D(px) = ‖wpx‖2 ×
√
|Ns(px)|
|N(px)| (7.9)
=
√√√√ |Ns(px)||N(px)| × ∑
pj∈Ws
w2px,pj (7.10)
where Ns and N represent the number of valid patches (having all its pixels known)
and the total number of candidates in the search window Ws.
Given that the weights are in the range 0 to 1 and that they sum to 1, the data term
is then maximal when there is only one weight equal to one. The minimal value is
obtained when wpx,pj =
1
|Ns(px)| ∀pj ∈ Ws.
7.3.2 Structure tensor-based priority computation
As explained in section 7.2.1, Criminisi et al. [31] use the gradient operator in the
computation of the data term. The gradient computation is relatively computational
inexpensive and easy to use. However it suffers from a number of limitations. For
instance, we can mention its sensitivity to noise and its limited capacity to reflect the
local geometry of a scene.
To deal with such problems, we proposed to compute the structure tensor of rank
2 [178]. For a color input image (I : Ω → Rm) the structure tensor of I is the matrix
function J : Ω→ Rn×n (also called Di Zenzo matrix [34]) defined by
J =
m∑
i=1
∇Ii∇ITi (7.11)
The structure tensor is a symmetric, positive semi-definite matrix. This tensor can be
smoothed without cancellation effects [178]:
Jρ,σ [I] = Kρ ∗
(
m∑
i=1
∇(Ii ∗Kσ)∇(Ii ∗Kσ)T
)
(7.12)
whereKa is a Gaussian kernel with a standard deviation a. The parameters ρ and σ are
called integration scale and noise scale, respectively. The Gaussian filtering Kρ serves
to regularize the structure tensor field. This operation is necessary to get a smooth and
regular field. However, the Gaussian kernel is isotropic and therefore might introduce
severe artifacts near edges. A better solution would be to use a bilateral filtering or a
non-local filter [36].
As the tensor matrix is symmetric with real coefficients, the spectral theorem
indicates that there exists an orthonormal basis consisting of eigenvectors of Jρ,σ.
An eigendecomposition is then applied to the structure tensor Jρ,σ to get a precise
description of the local geometry of the scene1. The eigenvectors v1, v2 (vi ∈ Rn)
define an oriented orthonormal basis and its eigenvalues λ1,2 define the amount of
structure variation. The tensor can then be written as Jρ,σ = λ1v1v
T
1 + λ2v2v
T
2 .
From the discrepancy of the eigenvalues, the degree of anisotropy of a local region can
be evaluated. Three cases can be considered:
1Let T =
[
g11 g12
g12 g22
]
, then λ1,2 =
g11+g22±
√
∆
2
and v1,2 =
[
2g12
g22 − g11 ±
√
∆
]
with
∆ = (g11 − g22)2 + 4g212.
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(a) (b)
(c) (d)
Figure 7.4: (a) original image Ω = (0, 1024) × (0, 768); (b) corresponds to the
data term D. (c) and (d) illustrate the vectors v1 (the normal) and v2 (the
isophote) for the central part of (a), respectively).
• if both eigenvalues are small, there is almost no variation in any direction. This
is a flat region;
• if λ1 >> λ2, there is strong variation indicating the presence of an edge;
• if both eigenvalues are large, then there are variations in both directions. We
are in the presence of a corner.
Concerning the two eigenvectors, the vector v1 indicates the orientation with the high-
est fluctuations (orthogonal to the image contours), whereas v2 gives the preferred local
orientation. This eigenvector (having the smallest eigenvalue) indicates the isophote
orientation. Note that when n = 1, λ1 = ‖∇I‖ and v1 = ∇I‖∇I‖ .
Similarly to [178], the data termD can then be defined according to the discrepancy
of the eigenvalues as follows:
D(px) = α+ (1− α)exp
(
− η
(λ1 − λ2)2
)
(7.13)
where η is a positive value and α ∈ [0, 1]. When λ1 ' λ2, the data term tends to α.
It tends to 1 when λ1 >> λ2. Figure 7.4 illustrates the data term, the vector field for
the normal and isophote vectors for a given picture.
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Figure 7.5: Illustration on the use of the 4 nearest neighbors. Weights are
computed from the known parts of patches. They are then used to estimate the
unknown parts of the patch to be filled (see formula 7.14).
7.4 Variants of texture synthesis
In Criminisi’s approach, only one candidate was used to fill in the hole. A trivial
extension of this work is to consider more than one candidate and to combine them.
The goal is then to search for K patches ψpx(i) where i = 1...K (ψpx(i) ∈ S). These
patches are the most similar to the known part ψkpx of the input patch. The unknown
part of the patch to be filled ψ̂ukpx is then obtained by a linear combination of the
sub-patches ψukpx(i) located at the same position as the unknown part ψ
uk
px . Formally
this is defined as
ψ̂ukpx =
K∑
i=1
wiψ
uk
px(i)
(7.14)
where wi is the weight associated to i
th nearest neighbor. These weights are inferred
from the known parts of the patches as illustrated by figure 7.5. Methods to infer the
weights are described in section 7.4.2.
The fact that we consider more than one candidate to fill in the input patch raises
two main issues: the first issue is related to the number and the determination of the
nearest neighbors whereas the second issue concerns the computation of weights wi.
The two next sections tackle these two points.
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7.4.1 Finding the K nearest neighbours (K-NNs)
Methods and determination of K
To fill in the hole, examplar-based inpainting methods search for K nearest neighbors
within the known part of the image. A na¨ıve solution to the NN search problem
is to compute the distance from the query patch to all possible candidate patches,
considering each patch as a point in a high-dimensional space. Faster and approximate
NN search methods exist that organize the candidates in specific space-partitioning
data structures, such as the k-dimensional trees (kd-trees) [7] or the vantage point
trees (vp-trees) [185]. Another solution is the generalized PatchMatch [5] which is a
fast algorithm for computing dense approximate NN correspondences between patches
of two images.
The number of K-NN to find is an issue. The simplest approach is to set up
the K value to a fixed number of neighbours. However, a better solution is to adapt
locally this number so that the similarity of chosen neighbours lies within a range
(1 + α) × dmin, where dmin is the distance between the current patch and its closest
neighbour and α is a positive value. A maximum value is also used in order to limit
the number of neighbours.
Similarity metrics used for generalized template matching
The similarity between two patches can be classically obtained by using a Gaussian
weighted Euclidean distance:
dL2(ψpx , ψpy ) = ‖ψpx − ψpy )‖22,a (7.15)
where a controls the decay of the Gaussian function (g(k) = e
− |k|
2a2 , a ∈ R+). The
Gaussian weighting gives more importance to values close to the center of the patch.
For a N × N patch, a reasonable choice for a is a = N−1
4
. The Gaussian weights
vary in
[
e−4, e−2
] ' [0.018, 0.05] [124]. This metric provides a good trade-off between
matching quality and complexity. We can however improve its relevancy by considering
two complementary terms such as those introduced in [22, 104]:
d(ψpx , ψpy ) = dL2(ψpx , ψpy )× (1 + dH(ψpx , ψpy )) (7.16)
where dH(ψpx , ψpy ) is the Hellinger distance distance given by
dH(ψpx , ψpy ) =
√
1−
∑
k
√
p1(k)p2(k) (7.17)
where p1 and p2 represent the histograms of patches ψpx , ψpy , respectively.
∑
k
√
p1(k)p2(k)
is the Bhattacharyya coefficient which measures the similarity of two discrete probabil-
ity distributions. dH is null when the two distributions are strictly equal and positive
otherwise. dH is rotation and shift invariant which is not the case for dL2 . This metric
performs well as demonstrated in [39].
7.4.2 Inferring the weights of the linear combination
Figure 7.5 illustrates the general principles underlying the computation of the unknown
part of the input patch from a set of K-NNs. The weights are first estimated from the
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known parts of the K-NN. Once these weights have been determined, the same weights
are applied for linearly combining the samples (see equation 7.14) corresponding to
the unknown parts2 of the K-NN.
The matrix formulation of the problem can be defined as follows
ψkpx = A×w (7.18)
where ψkpx is the vectorized patch composed of the M pixels of the known part
of the patch to be filled. A is an M -by-K matrix in which the ith column rep-
resents the patch ψkpx(i) . For the example of figure 7.5, the matrix A is equal to
A =
[
ψkpx(1) |ψkpx(2) |ψkpx(3) |ψkpx(4)
]
.
Average template matching
The simplest approach is to considered an uniform weighting for which all the weights
are equal to 1
K
. This method introduces blur in the final patch. The blurry effect
increases with the number of K-NNs.
Non local means
In 2006, Wong and Orchard [182] used a non local means (NLM) approach [21] to infer
the weights of the linear combination. The weights are defined as
wi = exp
(
−
d(ψpkx , ψpkx(i)
)
h2
)
(7.19)
where h acts as a filtering parameter. The weights wi (i = 1..K) depends on the
similarity between the patch to be filled ψkpx and its i
th NN patch ψpk
x(i)
. The weights
are in the range 0 to 1 and their sum is equal to 1. The setting of the parameter h is
difficult. Wexler et al. [180] define h empirically to reflect image noise.
Note that, in a denoising context, some methods have been designed to set the
parameter h: some authors use a χ2 test [93] or the Steins unbiased risk estimate
(SURE) which provides the means for unbiased estimation of the true MSE (Mean
Squares Error) [170].
Least squares estimation
The two previous methods do not try to minimize the approximation error which is
the difference between the actual and the predicted known pixel of patches. Here, we
want to solve ψkpx = A×w, i.e. we are looking for w∗ which minimizes
E : RK −→ R
w 7−→ E(w) = ‖ψkpx −Aw‖2 (7.20)
We suppose that the system is overdetermined, K << M . If the matrix A is full rank
(rank(A) = K), there is a unique solution w∗ which is the solution of the normal
equations:
w∗ = (ATA)−1ATψkpx = A
†ψkpx (7.21)
2It is perhaps a misnomer to call that samples unknown since they are actually known.
They indeed refer to samples which are collocated at the position of the unknown part of the
patch to be filled.
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where A† is the pseudoinverse of A.
The weights obtained by the least squares method do not sum to 1 and can be
positive or negative. This makes the result interpretation difficult and not invariant
to translation [154].
Constrained least squares estimation, wT1K = 1
The sum-to-one constraint of the weight vector w moves the LS problem onto the
locally linear embedding (LLE)3. The optimal weights w∗ are determined by solving
the constrained LS problem given by
w∗ = arg min
w
E(w) s.t. wT1K = 1 (7.22)
where 1K denotes the K-dimensional column vector of all ones.
The problem (7.22) can be reformulated as
w∗ = arg min
w
wTBTBw s.t. wT1K = 1 (7.23)
where B is a M×K neighborhood matrix. We remind that M is the number of known
pixels ψkpx of the patch to be filled. The i
th column of B is equal to ψkpx−ψkpx(i) , where
ψkpx(i) is the i
th NN of ψkpx . Let G = B
TB the local K ×K co-variance matrix. To
minimize E(w), we can write the Lagrangian:
L(w, λ) = wTGw + λ
(
1TKw − 1
)
(7.24)
By taking derivatives of L(w, λ) with respect to w and λ and by setting them to 0,
the optimal weights are the solution of
Gw∗ =
λ
2
1K (7.25)
If the matrix G is invertible, the optimal weights are
w∗ =
λ
2
G−11K (7.26)
where λ is adjusted to ensure that everything sum to 1. In practice, we use w∗ =
G−11K
1T
K
G−11K
.
Note that when K > M , (when there are more unknowns than equations), the
optimization problem becomes ill-posed. A penalty term is required to stabilize the
optimization. The optimal weights are in this case given by
w∗ =
(G+ αIK)
−11K
1TK(G+ αIK)
−11K
(7.27)
where IK is the identity matrix of size K ×K and α is a small constant.
This method is unfortunately sensitive to noise due to the least squares optimiza-
tion. In addition, when there more unknowns than equations, a regularization is
required. It involves a regularization parameter, called previously α which needs to
3To be more accurate, we focus on the computation of the weights w, which is performed
in the second step of the LLE algorithm.
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be tuned carefully.
To solve these problems, the weights can be computed on a low-dimensional neigh-
bourhood representation rather than using the high dimensional input space. This
method is called LLE-LDNR (Low Dimensional Neighbourhood Representation). An
eigendecomposition of the neighbourhood matrix B is given by B = U
∑
VT where
U = [U1|U2] and V = [V1|V2] are orthogonal matrices of size K ×K and M ×M ,
respectively.
∑
is a diagonal matrix of size K ×M with the eigenvalues of B on its
diagonal. The matrices U1 and U2 contain the first r and last K − r columns of U.
V1 and V2 contain the first r and M − r columns of V respectively. The parameter
r is the rank of the approximation.
The best rank-r representation of B is given by Br = U1
∑
1 V
T
1 where
∑
1 is a
diagonal matrix of size r×r having in its diagonal the top r eigenvalues corresponding
to the leftmost eigenvectors of U1. The weight vector w for this r-dimensional neigh-
bourhood of the known samples of the input patch is searched in order to minimize
E(w) = wTBrB
T
r w. The solution is not unique and is taken as the vector in the span
of Ur+1, ...,UK such that w has the smallest norm L2. The optimal weights are then
given by
w∗ =
U2U
T
2 1K
1TKU2U
T
2 1K
(7.28)
The reader could find more details in [74, 26, 64].
Constrained least squares estimation, wi ≥ 0,∀i
Given that the input texture patches are non-negative, the predicted patch should
also be non-negative. However the weights obtained by the previous least squares
estimation can be either positive or negative weights. A natural new constraint is to
impose the positivity of the weights.
The problem (7.20) becomes
w∗ = arg min
w
E(w) s.t. wi ≥ 0 (7.29)
This problem is finally very close to a non-negative matrix factorization [114]. Two
differences can be noticed:
1. we want to approximate the vector M × 1 of the known samples of the patch
to be filled ψkpx as the multiplication of a non-negative matrix M ×K (which is
here noted A) by a vector K × 1 composed of non-negative values (here noted
w): ψkpx ' A×w.
2. the second difference with a NMF framework is that the matrix A is known
since its columns are the K-NN ψkpx(i) of the current patch to fill in.
Many algorithms exist to solve the non-negative matrix factorization, the most
widely used being the multiplicative update approach [113]. The weights w are first
initialized as a random dense vector with positive values. They are iteratively refined
by using the following update rule:
wt = wt−1 ◦ A
Tψkpx
ATAwt−1 + 
(7.30)
where the division is a point wise division and  is a small positive value to avoid the
division by zero and ◦ is the Hadamard product.
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Comparison
Table 7.1 gives a comparison test between methods previously described. The com-
parison aims at estimating a given patch from four neighbors. The weights are given
for the different methods. The best PSNR score is given, in this example, by the
constraint least squares in which the weights have to be positive or null. The average
template matching performs worst. It is not surprising since this method does not
optimize the approximation error.
Patch to estimate Its first four K-NN
Method Weights Estimated patch PSNR (dB)
ATM w =
[
1
4
, 1
4
, 1
4
, 1
4
]T
28.45
LS w = [−0.15, 0.79, 0.23, 0.12]T 30.87
LS (LLE) w = [−0.14, 0.79, 0.23, 0.12]T 30.89
LS (LLE-LDNR) w = [−0.23, 1.49,−0.19,−0.07]T 30.98
LS (NMF) w = [0.00, 0.734, 0.18, 0.09]T 31.06
Table 7.1: Combination example: the patch to estimate is shown top-left. Its
first four K-NN are given on the top row. Weights of the linear combination
are estimated by five methods (ATM: Average Template Matching; LS: Least
Squares; LS(LLE): Least Squares with the constraint
∑
i wi = 1; LS (LLE-
LDNR): Least Squares with the constraint
∑
i wi = 1 and by using a low rank
representation; LS (NMF)): Least Squares with the constraint wi ≥ 0,∀i). The
estimated patches are given as well as their quality score in terms of PSNR.
However, all these methods are sensitive to noise and outliers. It is indeed of
importance to find the K-NN patches having the highest quality (i.e. the highest
similarity with the patch to be filled) as possible. Unfortunately the similarity between
patches is a scalar score (MSE, SAD, etc) which does not necessarily reflect the local
quality of the patches. It might be an issue since the estimated weights are uniformly
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applied to the whole samples belonging to patches.
7.5 Conclusion
Over the past 5 years, there has been renewed interest in the examplar-based appli-
cations and particularly in inpainting. A number of methods has then been proposed
and we have just described in this chapter the most important ones (in the context
of examplar-based inpainting). A more comprehensive review has recently been pub-
lished in [63].
7.6 Contributions in this field
We have several contributions in this field. One of them is described in the next
chapter (this contribution is not listed below). The contributions are related to the
filling order computation and the combination of patches. A comprehensive survey of
inpainting methods has been recently published.
Journal:
• C. Guillemot and O. Le Meur, Image inpainting: overview and recent advances,
IEEE Signal Processing Magazine, 2014.
• C. Guillemot, M. Turkan, O. Le Meur and M. Ebdelli, Object removal and loss
concealment using neighbor embedding methods, Elsevier Signal Processing:
Image Communication, 2013.
Conference:
• O. Le Meur, J. Gautier and C. Guillemot, Examplar-based inpainting based on
local geometry, ICIP, 2011.
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Chapter 8
Hierarchical
super-resolution-based
inpainting
8.1 Introduction
The previous chapter aimed at introducing the examplar-based inpainting and its vari-
ants. Although a number of progress has been made, there are two main issues which
are often overlooked. The first issue is related to the parameter settings such as the
filling order and the patch size. As illustrated in figure 8.1, different settings provide
different results. This is not surprising since the inpainting is an ill-posed problem.
However, this sensitivity to parameters raises the question of the parameters selection:
how should we define these parameters and is-it possible to find automatically a good
setting? The examplar-based methods as described previously are a one-pass greedy
algorithm. This is the second issue we would like to emphasize. Indeed once a patch
is filled in, its value will remain unchanged until the end of the process. If an error is
then performed, there is a risk to propagate it inward the hole to fill.
These two problems are addressed in this chapter by considering the combination
of multiple inpainted versions of the input image. The inpainting algorithm is prefer-
ably applied on a coarse version of the input image which is particularly interesting
when the hole to be filled in is large. This provides the advantage to be less demand-
ing of computational resources and less sensitive to noise and local singularities. In
this case the final full resolution inpainted image (after the combination process) is
recovered by using a hierarchical Super-Resolution (SR) method. SR methods refer
to the process of creating one enhanced resolution image from one or multiple input
low resolution images. These problems are then referred to as single or multiple im-
ages SR, respectively. In both cases, the problem is the estimation of high frequency
details which are missing in the input image(s). The proposed SR-aided inpainting
method falls within the context of single-image SR. Figure 8.2 illustrates the general
framework of the SR-aided inpainting.
This chapter is organized as follows. In Section 8.2, the details of the combi-
101
(a) Mask (b) S1 (c) S2 (d) S3 (e) S4
Figure 8.1: Inpainted pictures with different settings Sx (see [107] for the setting
details). (a) original picture with the hole to be filled in. Pictures S1 up to S4
(from (b) to (e)) are the inpainting results (note the setting sensibility of the
inpainting algorithm).
Figure 8.2: The framework of the proposed method.
nation of the inpainted pictures are given. Section 8.3 presents the super-resolution
method. Experiments and comparisons with state-of-the-art algorithms are performed
in Section 8.4. Finally we conclude this work in Section 8.5.
8.2 Combination of multiple examplar-based in-
painting
The goal of this section is twofold: first we present the generation of multiple inpainted
images. Second is related to the combination of the inpainted images.
8.2.1 Inpainting method
The proposed examplar-based method follows the two classical steps as described in
the previous chapter: the filling order computation and the texture synthesis.
From the input image and a given set of parameters, we generate M inpainted
image; in practise, M = 13. The settings we use to inpaint the image are described
in [107]. A subset of them is presented in Table 8.1. Inpainted images are illustrated
in figure 8.4 when these settings are used.
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Table 8.1: Four settings used to fill in the unknown parts of the pictures.
Setting Parameters
S1
Patch’s size 5× 5
Decimation factor n = 3
Search window 80× 80
Sparsity-based filling order
(default)
S2 default + rotation by 180 degrees
S3 default + patch’s size 7× 7
S4
default + rotation by 180 degrees
+ patch’s size 7× 7
To reduce the computational complexity, the inpainting process is not applied on
the full resolution images but rather on a low-resolution version of the input image.
8.2.2 Combination methods
The combination aims at producing a final inpainted image from the M inpainted im-
ages. Before delving into this subject in details, Figure 8.1 illustrates some inpainted
results obtained for a given setting. We notice again that the setting plays an impor-
tant role. To obtain the final inpainted picture, three kinds of combination have been
considered. The first two methods are very simple since every pixel value in the final
picture is achieved by either the average or the median operator as given below:
Î(∗)(px) =
1
M
M∑
i=1
Î(i)(px) (8.1)
Î(∗)(px) = MED
M
i=1{Î(i)(px)} (8.2)
where Î(i) is the inpainted picture with the ith setting and Î(∗) is the result of the
combination of the inpainted pictures.
The advantage of these operators is their simplicity. However they suffer from at least
two main drawbacks. The average operator as well as the median one do not consider
the neighbours of the current pixel to take a decision. Results might be more spatially
coherent by considering the local neighbourhood. In addition, the average operator
inevitably introduces blur as illustrated by Figure 8.4.
To cope with these problems, namely blur and spatial consistency of the final
result, the combination is achieved by minimizing an objective function. Rather than
using a global minimization that would solve exactly the problem, we use a Loopy
Belief Propagation which in practice provides a good approximation of the problem
to be solved. This approach is described in the next section.
8.2.3 Loopy Belief Propagation
As in [98], the problem is to assign a label to each pixel px of the unknown regions
U of the picture Î(∗). The major drawback of the belief propagation is that it is
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(a) (b)
Figure 8.3: Illustration of the energy minimization. (a) illustrates the influence
of the smoothness term for three values of λ (see equation (8.5)); (b) the conver-
gence process of the LBP is given for the very iterations. The labelling obtained
for the first and the tenth iterations are also shown.
slow especially when the number of labels is high. Komodakis and Tziritas [98] have
designed a priority Belief Propagation in order to deal with this complexity bottleneck
(in [98], the number of labels is equal to the number of patches in the source region).
Here the approach is simpler since the number of labels is rather small; a label is
simply the index of the inpainted picture from which the patch is extracted. The
finite set of labels L is then composed of M values (M = 13 here), going from 1 to
M . This problem can be formalized with a Markov Random Field (MRF) G = (ν, )
defined over the target region U . The MRF nodes ν are the lattice composed of pixels
inside T . Edges  are the four-connected image grid graph centered around each node.
We denote N4 this neighborhood system. The labelling assigns a label l (l ∈ L) to
each node/pixel px (px ∈ U) so that the total energy E of the MRF is minimized (we
denote by lp the label of pixel px) [17, 16]. We consider the following energy:
E(l) =
∑
p∈ν
Vd(lp) +
∑
(n,m)∈N4
Vs(ln, lm) (8.3)
where,
• Vd(lp) is called the label cost (or the data cost) [98]. This represents the cost of
assigning a label lp to a pixel px. This is given by:
Vd(lp) =
∑
n∈L
∑
u∈υ
{
Î(l)(x+ u)− Î(n)(x+ u)
}2
(8.4)
where υ is a square neighbourhood (3 × 3) centered on the current pixel. The
cost increases when the dissimilarity between the current patch and colocated
patches in other inpainted pictures is high.
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(a) (b) (c) (d)
Figure 8.4: Comparison of combination methods. (a) Input picture; (b) results
obtained by averaging all inpainted pictures, (c) by taking the median pixel
values and (d) by using a Loopy Belief Propagation.
• The pairwise potential or the discontinuity cost Vs(ln, lm) is a quadratic cost
function given by:
Vs(ln, lm) = λ× (ln − lm)2 (8.5)
where λ is a weighting factor and is set to 100. The discontinuity cost is here
based on a difference between labels rather than the difference between pixel
values.
The minimization of the energy E over the target region U can be achieved using
loopy belief propagation (LBP) [187] and corresponds to the maximum a posteriori
(MAP) estimation problem for an appropriately defined MRF [9]. Figure 8.3 illustrates
the minimization of the total energy as well as the influence of the smoothness term.
When λ = 0, there is no smoothness term. Some artefacts indicated by arrows are
visible. When λ = 500, artefacts are visible. A good trade-off is obtained by setting
the value λ to 100. On the same figure 8.3, the labelling convergence is given for four
iterations (pictures on top of this figure represent label values, not pixel values). This
illustrates the fact that the label choice is not greedy.
8.2.4 Comparison of the combination methods
Figure 8.4 illustrates the performance of the combination methods. As expected, when
the different inpainted pictures are averaged, the reconstructed areas are blurred. The
blur is less striking when the median operator is used to combine pictures. The LBP
method provides the best result. The texture is well retrieved and thanks to the global
energy minimization results are spatially consistent. In the following, we use the LBP
method to combine low-resolution inpainted pictures.
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Figure 8.5: Flowchart of the super-resolution algorithm. The missing parts
of the red block are filled in by the best candidate stemming either from the
dictionary or from the local neighbourhood. The top image represents the orig-
inal image with the missing areas whereas the bottom one is the result of the
low-resolution inpainting.
8.3 Super-resolution algorithm
Once the combination of the low-resolution inpainted pictures is completed, a hierar-
chical single-image super-resolution approach is used to reconstruct the high resolution
details of the image. We stress the point that the single-image SR method is applied
only when the input picture has been downsampled for the inpainting purpose. Oth-
erwise the SR method is not required. As in [54, 104], the problem is to find a patch of
higher-resolution from a database of examples. The main steps, illustrated in figure 8.5
are described below:
1. Dictionary building: it consists of the correspondences between low and high
resolution image patches. The unique constraint is that the high-resolution
patches have to be valid, i.e. entirely composed of known pixels. In the proposed
approach, high-resolution and valid patches are evenly extracted from the known
parts of the image. The size of the dictionary is a user-parameter which might
influence the overall speed/quality trade-off. Two dictionaries DHR and DLR
are built. Their columns are the vectorized patches ψHRpx and ψ
LR
px , respectively;
2. Filling order of the HR picture: The computation of the filling order is computed
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on the HR picture with the sparsity-based method. The filling process starts
with the patch ψHRpx having the highest priority and which is composed of known
and unknown parts. Compared to a raster-scan filling order, it allows us to start
with the linear structures and then to recover them first;
3. In the inpainted images of lower resolution, we look for the K-NN of the LR
patch ψLRpx corresponding to the HR patch having the highest priority. This
search is performed in the dictionary and within a local neighbourhood:
w∗ = arg min
w
‖DLR+w − ψLRpx ‖22 s.t.‖w‖00 ≤ L (8.6)
where DLR+ is the dictionary DLR extended with vectorized patches belonging
to the local neighbourhood. ‖w‖00 is the ’norm’ L0 which counts the number
of non-zeros in w. In the proposed approach, we choose a cardinality of 1,
i.e. L = 1. Only the best K-NN is then chosen. We avoid the use of a linear
combination of K patches which, in the context of high-resolution pictures, would
introduce a blurry effect. The pixel values of the best candidate taken in DHR
are then copied into the unknown parts of the current HR patch ψHRpx .
After the filling of the current patch, the priority value is propagated and the afore-
mentioned steps are iterated while there exist unknown areas. A Poisson and alpha-
blending are used to hide seams between known and unknown parts and to improve
robustness.
The SR method is applied in a hierarchical manner. For instance, if the input
picture of resolution (X,Y ) has been down-sampled by four in both directions, the SR
algorithm is applied twice: a first time to recover the resolution (X
2
, Y
2
) and a second
time to recover the native resolution.
8.4 Experimental results
Some results are given in this section and illustrated by figure 8.6. A more exhaustive
comparison has been performed in [107].
Figure 8.6 illustrates the results of our proposed approach compared to He [68], Shift-
map results [141] and priority Belief Propagation [98] (when state-of-the-art results are
available). The tested pictures are extracted from [68]. Concerning the comparison
between our method and He’s method, results are quite similar except for the first and
last pictures for which He’s approach gives more visually pleasing results, although
there is no obvious artefacts in our results. Regarding shift-map and BP methods (the
three last rows of figure 8.6), artefacts are visible such as on the stone wall (fourth
row) and on the waterfall (BP method on the fifth row). On these pictures, our
method is more robust than shift-map and Belief Propagation methods. More results
are available on the following web page:
http://people.irisa.fr/Olivier.Le_Meur/publi/2013_TIP/index.html.
8.5 Conclusion
A novel inpainting approach has been proposed in 2012/2013. The input picture is first
down sampled and several inpaintings are performed. The low-resolution inpainted
pictures are combined by globally minimizing an energy term. Once the combination
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(a) Original (b) He [68] (c) Ours
(a) Original (b) He [68] (c) Shift-Map [141] (d) BP [98] (e) Ours
Figure 8.6: Comparison with state-of-the-art results. On the three first rows:
(a) original image; (b) He’s results (extracted from [68]), (c) proposed approach.
On the three last rows: (a) original image; (b) He’s results; (c) Shift-map re-
sults [141]; (d) BP results [98] and (d) proposed approach.
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is completed, a hierarchical single image-based super-resolution method is applied to
recover details at the native resolution. Experimental results on a wide variety of
images have demonstrated the effectiveness of the proposed method.
One interesting avenue of future work would be to extend this approach to the temporal
dimension. However the main important improvement is likely the use of geometric
constraint and higher-level information such as scene semantics.
8.6 Contribution in this field
The proposed method deals with two important problems of the examplar-based in-
painting methods: the parameter setting and the one-pass greedy method. For that,
several inpainting have been performed. Results are then combined by minimizing
a global energy. The use of a super-resolution algorithm allows to work with a low-
resolution version of the input picture. After the combination process, we retrieve the
high-frequency by a single-image-based SR methods. Scientific publications are listed
below.
Journal:
• C. Guillemot and O. Le Meur, Overview of inpainting methods, Signal Magazine
Processing, 2013.
• O. Le Meur, M. Ebdelli and C. Guillemot, Hierarchical super-resolution-based
inpainting and applications, IEEE Trans. On Image Processing, 2013.
Conference:
• O. Le Meur and C. Guillemot, Super-resolution-based inpainting, ECCV, pp.554-
567, 2012.
• O. Le Meur, J. Gautier and C. Guillemot, Examplar-based inpainting based on
local geometry, ICIP, 2011.
109
Part IV
Conclusion
110
Chapter 9
General conclusions and
perspectives
This manuscript resumes my main research results since the achievement of the PhD
degree. My research is cross-disciplinary spanning visual perception/cognition and
image processing/editing. I focus on research questions at the intersections of these
two domains. Figure 9.1 illustrates these two scientific areas where I am involved. The
small bubbles indicate past and present research topics. The name of my collaborators
is also indicated.
We are more and more interested in designing advanced image/video editing which
would be built upon Human Visual Properties such as the visual attention. To reach
this objective, it requires a deep understanding of the visual perception mechanisms,
powerful models of our visual perception and advanced image editing algorithms. My
perspectives on research are composed of the three following axes which are described
in the following sections:
• Visual attention: the goal is to strengthen and improve my skills and knowledge
in the modelling of visual attention.
• Image editing: the goal it to design and improve editing methods. Examplar-
based methods are currently my main interest.
• Making the link between image editing and perceptual models.
9.1 Perspectives in the modelling of visual at-
tention
To date, our contributions in the visual attention field cover the computational mod-
elling of visual attention (see for instance [110], [109]), the robustness of the saliency
map and methods to evaluate the similarity degree between a prediction and a ground
truth [104].
As mentioned in Chapter 1, there exist a number of models which are more or less
biologically plausible. These models use different mathematical tools coming from
information theory, image processing or probabilistic framework. The common de-
nominator between these models of visual attention is that they all output a 2D static
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Figure 9.1: My two research areas and some contributions.
saliency map. Although that this representation is a convenient way to indicate where
we look within a scene, some important aspects of our visual system are clearly over-
looked. When viewing a scene, our eyes alternate between fixations and saccades,
jumping from one specific location to another. This visual exploration within a visual
scene is a highly dynamic process in which the time plays an important role. However
most computational implementations of human visual attention could be boiled down
to a simple non-dynamic map of interest. The next generation of visual attention
models should be able at least to consider the temporal dimension in order to account
for the complexity of our visual system and should output predicted visual scanpaths.
There are few models dealing with the generation of visual scanpaths. The first
approach has been proposed by Itti et al. [84]. From a static saliency map, a scanpath
is generated by using a winner-take-all (WTA) algorithm and an inhibition-of-return
(IoR). Brockmann and Geisel [18] used a Le´vy flight to simulate the scanpath and
later Boccignone and Ferraro [11] extended Brockmann’s work. Recently Wang et
al. [177] used the principle of information maximization to generate scanpaths on
natural images. All these previous studies suffer from the biologically plausibility and
the validation of the scanpath. First the generated scanpaths should be biologically
plausible and should present the same peculiarities as those of our saccadic behavior
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Figure 9.2: Distribution of proportion of saccades in each of the 16 orientations
for 3 eye tracking data sets. All possible saccade orientations are divided into
16 bins each of 22.5 degrees. These bins are numbered in an anti-clockwise
direction. The value 0 on the polar plot groups together saccades having an
orientation between±11.25 degrees. As expected, we observe a strong horizontal
bias and a proportion of oblique saccades which is much smaller than vertical
and horizontal ones.
such as orientation and spatial biases. In others words, we should consider oculomotor
constraints such as the geometric constraint on the length and directions of saccades
to get more relevant visual scanpaths. The lack of experimental results is the second
limitation of previous studies. For instance Wang et al. [177] only used 20 pictures
and 3 generated scanpaths to validate their models. Finally, as these algorithms build
their prediction from a saliency map, this map needs to be as accurate as possible.
We will address these problems by generating scanpaths from which static as well
as dynamic saliency maps can be easily computed. To get plausible scanpaths, at least
three attentional biases should be considered (some of them are presented in subsec-
tion 2.3.2 in Chapter 2): first, saccades of small amplitudes are far more numerous
than long saccades. A second oculomotor bias is related to the direction of saccades:
horizontal saccades are more frequent than vertical ones as illustrated by figure 9.2.
Third, saccade planning is not memoryless. Several studies have shown the influence
of gaze history on saccade selection [6]. Our objective is to propose a new framework
for predicting visual scanpaths which present similar characteristics to those of hu-
man scanpaths. As suggested by Ellis and Smith [45], the saccade generation can be
efficiently simulated by a Markov process of order T . Let I an input image and xt a
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(a) Our prototype (b) WTA+IoR (c) Boccignone [11]
Figure 9.3: Comparison of simulated scanpaths obtained by (a) our first proto-
type, (b) the WTA+IoR method (WTA=Winner Take All; IoR=Inhibition of
Return) and (c) Boccignone’s method [11].
fixation point at time t. To determine the next optimal fixation point, we have to con-
sider each possible next fixation and select the location that maximizes a conditional
probability given the knowledge of previous fixation locations, bottom-up saliency and
oculomotor constraints. Specifically the transition between two consecutive fixation
points according to the past T fixations could be defined by
x∗t = arg max
x∈I
p (x|xt−1, · · · , xt−T ) (9.1)
where x∗t is the optimal position according to the conditional probability
p (x|xt−1, · · · , xt−T ) given by
p (x|xt−1, . . . , xt−T ) ∝ pBU (x)pM (x, t)
× pG(d)pα(φ)pC(dsc) (9.2)
where pBU (x) represents the saliency value at location x. pG(d) and pα(φ) represent
oculomotor biases with respect to the amplitude d (expressed in degree of visual angle
and orientation of saccades φ (expressed in degree) between two fixation points xt and
xt−1, respectively. pC(dsc) is the central bias, where dsc is the distance of the current
location x to the screen center. pM (x, t) represents the memory state of the location
x at time t. Figure 9.3 presents simulated scanpaths obtained by three methods:
our first implementation of formula 9.1, a simple approach based on a winner-take-all
and inhibition of return and Boccignone’s method [11]. We generate 20 scanpaths,
each composed of 10 fixations. This represents on one hand the common number of
observers involved in an eye tracking experiment and on the other hand the common
viewing time used in eye tracking experiments. The first fixation is represented by a
green circle whereas the subsequent ones are represented by red circles.
Obviously, this first proposition is still very far from the reality. Indeed, we already
know that there exist a number of factors, other than bottom-up ones, influencing the
way we look within a scene. We can mention:
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• the horizon line which unconsciously draws our attention [53].
• the contextual inferences [165] which come from the very early recognition of
the scene.
• the depth cues which might play an important role. For instance, for urban
scenes, the perspective depth cues, vanishing lines and points tend to attract
our gaze. For synthetic stimuli, the orientation of the surfaces in depth might
also hypothetically direct the saccades, as observed by Wexler et al. [179].
In addition, most of existing methods predict where fixations are directed but
they do not account for fixation durations. The average fixation duration during scene
viewing is about 300 ms. However, as discussed in Chapter 2 (see section 2.3), there
exist a substantial variability around this mean both within an individual and across
individual [145]. The fixation durations depend in fact on a number of visual and
cognitive factors associated with the currently fixated region. Nuthmann et al. [133]
termed this kind of fixation as being under direct control. A future investigation will
be to predict how long fixations remain in a given location.
To conclude, this research theme aims to design new computational models of
visual attention taken into accounting attentional biases and variations in fixation
durations. To complete successfully these tasks, we will have to consider several open
issues which are more and more discussed in the community [147, 15]. The most
important ones are briefly detailed below:
• Data set: the first data sets which were used to evaluate the prediction quality of
saliency models are unfortunately limited and contaminated by different biases.
Therefore there is a need to revisit eye tracking protocol in order to build the
best representative data set. For that, we need to identify and to understand the
weaknesses of current ground truths. The current trends consist in evaluating
the influence of large, medium and small salient regions on the prediction quality
of saliency models, in measuring the dispersion between observers, etc. Another
aspect is to provide a data set which is composed of both manually segmented
salient regions (human labelled) and eye fixation ground truth (collected with
an eye tracker). The first one has been proposed by [120]. This data set contains
235 color images and can be divided into six different groups of images.
• Center-Bias: people working on the modelling of visual attention have to deal
with this critical issue. This tendency to look towards the center of an image
(see chapter 2 for more details) needs to be considered carefully. Indeed, sev-
eral studies have shown that a trivial model which predicts salience areas near
the center outperforms much more complex saliency models. The most simple
model is a simple Gaussian function centered on the screen. For this reason,
experimenters have to envision new solutions and protocols to lessen it as much
as possible.
• Metrics: as described in Chapter 3, there exist a number of similarity metrics.
They compare either saliency maps, fixation points or both. These scores have
serious disadvantages which unfortunately outweigh their benefits and can result
sometimes in misinterpretation. For instance, the AUC can be extremely high
regardless of the false alarm rate [190]. A high AUC can be observed as soon
as the hit rate is high. Other issues of existing metrics are their sensitivity to
transformation (for instance peak-to-peak normalization) or to smoothing (for
instance when a Gaussian weighting is applied). There is still a need to define
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a new metric which would be invariant to transformation, to center-bias and
would have well defined bounds.
• Top-down influences: to improve upon the quality of the saliency prediction, we
have to consider the use of high-level information. Some models already embed
simple top-down features such as faces [92], people [92], cars [92], text [24] and
horizon line [102]. However, the ideal would be to infer quickly the type of the
scene and then to benefit from this prior knowledge to adapt and modulate the
computation of saliency map.
9.2 Perspectives in image editing
In this manuscript, we presented examplar-based inpainting for still color pictures.
In the future we will pursue our research on this topic. Two particular points are
targeted: video inpainting and quality assessment of inpainted images.
The extension of inpainting to video sequences is the main target. M. Ebdelli
(PhD student under the supervision of C. Guillemot and myself) is currently working
on this task. The goal is to remove an object from a complex dynamic scene. In the
preliminary version of our video inpainting algorithm, the first step is to perform the
alignment of a set of frames with respect to the current frame. This registration is
achieved by a new region-based homography computation. Once the frames have been
aligned, they form a stack of images from which the best candidate pixels are searched
in order to replace the missing ones. The best candidate pixel is found by minimizing
globally a cost function. The first results are promising.
There are however various avenues of improvement. Indeed most of video inpainting
algorithms make several assumptions which are difficult to remove. For instance, two
binary masks are required to perform the video inpainting in the method proposed
by Granados et al. [60]. One mask classically indicates the object we want to remove
from the scene. This mask needs to be as accurate as possible especially on the region
boundaries. A second mask is used to indicate the spatial positions of foreground
objects. The goal is here twofold. First is to protect these areas from the inpainting
process. Second is to avoid the propagation of foreground textures into the back-
ground. The building of these masks on a frame basis is difficult and time-consuming,
making it hard for people to use it. Another issue is the spatio-temporal consistency
over the video sequence. To deal with this point, one solution is to perform the inpaint-
ing on the whole video sequence as in [60]. However, this solution is time-consuming
and very limited in term of applications. The challenge, therefore, is to develop an
inpainting method that is both flexible and realistic, and for which the user interaction
is as small as possible.
A second avenue related to inpainting is about the definition of an objective quality
metric. As the inpainting problem is an inverse problem, there exist more than one
solution. Estimating the quality of the reconstruction is then not easy. First there is
no reference that can be used to make a comparison. Second the quality term is of spe-
cial significance when we are talking about inpainting. We have to assess not only the
signal quality (such as in conventional quality metric) but also and more importantly
the structure and the coherency of the inpainted areas with respect to the known part
of the scene. The former should take into account for instance the blur introduced
by inpainting method, the modification of the contrast and the color coherency of the
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(a) Original image (b) Style to use (c) Result
Figure 9.4: Our preliminary results on color grading inspired by [12]. (a) original
image; (b) style to transfer into the original image; (c) result. Courtesy of H.
Hristova.
inpainted area. The latter point is related to the structure continuity as well as its
relevance. This aspect may be more difficult to evaluate faithfully. To the best of our
knowledge there is only one recent paper dealing with this problem. Dang et al. [33]
evaluate the similarity degree of structure and hue which exists between inpainted and
known parts of the scene. In addition they propose to detect salient structure; they
assume that the contours and other relevant structures in the inpainted regions attract
more human gaze than the other components. This method is the first proposition for
the quality assessment of inpainted areas. Although based on relevant principles, this
method suffers from several issues. First the assumption that edges are more salient
than other areas is questionable. Second the proposed metric is a parametric method
but the parameters sensitivity has not been evaluated. Third the evaluation of the
metric’s relevance has been performed with a small data set (only 6 pictures). Last
but not the least the structure similarity used by [33] is performed at a unique scale
which does not allow to detect a large variety of inpainting artefacts.
In addition to the two aforementioned points, we have already started the ex-
ploration of new and different avenues regarding examplar-based applications. They
encompass a number of methods whether they be colorization, color transfer/grading,
aesthetic style transfer or super-resolution. Figure 9.4 illustrates our first result in
color grading. The idea is to modify an input image/video sequence according to a
color grading style specified by an user. Regarding single-image super-resolution, fig-
ure 9.5 illustrates a new method based on the use of structure tensor. Structure tensor
is used to define a streamline orthogonal to salient edges. By filtering the pixel values
along the streamline, it is possible to sharpen edges.
Our objective is to design image editing algorithms which could be easily modified
and upgraded by using perceptual properties of the human visual system.
9.3 Perceptual-based editing
Turn on your TV set, open a magazine or walk around in a street, our visual system
has to deal with a large amount of visual data. To reduce visual information to process,
we select the most important visually information according to either a bottom-up or
top-down mechanisms. However, have you paid attention to the print, TV broadcast
or billboard advertising space? Even if you skim a newspaper without paying too
117
(a)
Original
image
(b) Nearest inter-
polation
(c) Dong’s
method [35]
(d) Proposed (e) Zoom
in (c)
(f) Zoom
in (d)
Figure 9.5: Our preliminary result on super-resolution. (a) original image; (b)
Nearest interpolation with a magnification factor of 4; (c) Dong’s method [35];
(d) proposed method based on structure tensor. Courtesy of J.C. Ferreira.
much attention, it appears fundamental for an advertiser that his advertisement at-
tracts your attention effortlessly and unconsciously. For that, the bottom-up saliency
should be maximal over areas connected to the advertisement message.
The final goal of our research is to combine the modelling of visual attention
with image/video editing methods. More specifically it aims at altering images/video
sequences in order to attract viewers attention over specific areas of the visual scene.
More specifically, the goal of perceptual-based editing methods we intend to design is to
provide a computational editing model which emphasizes and optimizes the importance
of pre-defined areas of the input image/video sequence. There exist only few attempts
in the literature dealing with this problem [183], [159]. These methods simply alter
the content by using a blurring operation or by recoloring the image so that the focus
of attention falls within the pre-defined areas of interest. We intend to go further
by minimizing a distance computed between a user’s defined visual scanpath and
predicted visual scanpath. Iteratively the content is edited (i.e. recoloring, region
rescaling, local contrast/resolution adjustment, removing disturbing object, etc) in
order to move the focus of attention towards those selected by the user.
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