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Abstract
It is proved that the resolvent norm of an operator with a compact
resolvent on a Banach space X cannot be constant on an open set
if the underlying space or its dual is complex strictly convex. It is
also shown that this is not the case for an arbitrary Banach space:
there exists a separable, reflexive space X and an unbounded, densely
defined operator acting in X with a compact resolvent whose norm
is constant in a neighbourhood of zero; moreover X is isometric to
a Hilbert space on a subspace of co-dimension 2. There is also a
bounded linear operator acting on the same space whose resolvent
norm is constant in a neighbourhood of zero. It is shown that similar
examples cannot exist in the co-dimension 1 case.
1 Introduction
The ε–pseudospectrum of a closed densely defined linear operator A on a
Banach space X is usually defined as
σε(A) = {λ ∈ C : ‖(A− λI)−1‖ > 1/ε} (1)
or as
Σε(A) = {λ ∈ C : ‖(A− λI)−1‖ ≥ 1/ε}, (2)
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where ε > 0 and ‖(A−λI)−1‖ is assumed to be infinite if λ ∈ σ(A) (see, e.g.,
[5, 7, 8, 13, 37, 38] and [6, 17]). The difference between Σε(A) and σε(A) is
the (closed) level set
{λ ∈ C : ‖(A− λI)−1‖ = 1/ε} (3)
and it is natural to ask whether this set may have an open subset, in which
case Σε(A) is strictly larger than the closure of σε(A). If this happens at a
point ε = ε0, then the ε–pseudospectrum of A jumps as ε passes through ε0.
The question on whether or not the level set (3) may have an open subset
goes back to J. Globevnik (see [19]) who showed that the resolvent norm
of a bounded linear operator on a Banach space cannot be constant on an
open set if the underlying space is complex uniformly convex (see Definition
A.1 below). An easy duality argument shows that this remains true if the
dual of the underlying Banach space, rather than the space itself, is complex
uniformly convex. Hence the class of spaces to which Globevnik’s result
applies includes Hilbert spaces and Lp(S,Σ, µ) with 1 ≤ p ≤ ∞, where
(S,Σ, µ) is an arbitrary measure space (see [33] or Appendix A below).
An example of a bounded linear operator on a Banach space for which the
resolvent norm is constant in a neighbourhood of zero was constructed in [33]
and then modified in [35] to make the underlying space separable, reflexive
and strictly convex.
According to the above, the resolvent norm of a bounded linear operator on a
Hilbert space cannot be constant on an open set, and there have been several
claims in the literature that the same is true for a closed densely defined op-
erator on a Hilbert space. A counterexample to those claims was constructed
in [33], where it was shown that there exists a block diagonal closed densely
defined operator on ℓ2(N) with 2 × 2 blocks, such that its resolvent norm
is constant in a neighbourhood of zero. It is natural to ask whether this
phenomenon can occur for “non-pathological” unbounded operators arising
in “real” applications.
It was shown in [34] that the answer to this question is negative for semi-
group generators: the resolvent norm of the infinitesimal generator of a C0
semigroup on a Banach space cannot be constant on an open set if the un-
derlying space is complex uniformly convex. This result can also be easily
derived with the help of the Hille-Yosida theorem from a recent result by S.
Bo¨gli and P. Siegl ([3]) about closed operators acting on a complex uniformly
convex Banach space, which says that if the resolvent norm is constant on
an open set, then this constant is the global minimum. The examples from
[33] and [35] show that one cannot drop the requirement of complex uniform
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convexity in these results, relax it to complex strict convexity or even replace
it with strict convexity.
Here, we consider another important class of unbounded operators, namely
operators with compact resolvents. In Theorem 2.2 we show that the re-
solvent norm of such an operator cannot be constant on an open set if the
underlying Banach space is complex strictly convex. So, the situation here
is slightly different from what one has for bounded operators. Unlike previous
results, Theorem 2.2 is applicable to small perturbations of operators such
as (Af)(m,n) = (m+ in)f(m,n) acting in l2(N× N); see the case a = 0 of
[13, Theorem 11.1.3]. This operator has compact resolvent and the resolvent
norm is uniformly bounded away from 0 for λ /∈ σ(A). In Theorem 2.3 we
show that the example in [33] can be modified to produce an operator on a
suitable Banach space X for which the resolvent is compact and the resolvent
norm is constant in a neighbourhood of zero. Perhaps the most interesting
part of this result is that X is isometric to a Hilbert space on a subspace of
co-dimension 2, and we show in Theorem 2.4 that the same formula as in
the example in [33] defines a bounded linear operator on X whose resolvent
norm is constant in a neighbourhood of zero. Theorems 3.2 and 3.3 show
that similar examples cannot exist in the co-dimension 1 case.
We use A to denote a closed densely defined operator with a compact resol-
vent and B to denote a bounded linear operator or the infinitesimal generator
of a C0 semigroup. We denote by X and Y Banach spaces satisfying certain
convexity hypothesis, while the calligraphic letters X and Y are used to de-
note the spaces ℓ2(Z) ⊕ C2 and Y ⊕ C equipped with suitable norms. We
devote Appendix A to presenting some known results on convexity properties
and absolute norms that are used in the paper.
We conclude this introduction by listing the theorems in the order that they
appear below and make brief comments about each one; these comments
do not pretend to give full descriptions of the conditions in the theorems.
The symbol ∃ denotes that the theorem proves the existence of an operator
in some stated class whose resolvent norm has at least one level set with
non-empty interior, while N denotes that no operator in some stated class
possesses a resolvent whose norm has such a level set.
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Theorem Banach space ∃/N Comments
2.2 X N A has a compact resolvent;
2.3 ℓ2(Z)⊕ C2 ∃ A has a compact resolvent;
2.4 ℓ2(Z)⊕ C2 ∃ B is bounded;
3.1 Y ⊕∞ C ∃ A has a compact resolvent,
B is bounded;
3.2 Y ⊕ C N A has a compact resolvent;
3.3 Y ⊕ C N B generates a C0 semigroup.
2 Main results
Some of our results depend on the following classical theorem; see [21, The-
orem 2.16.5] or [25, Ch. III, Theorems 5.30 and 6.22].
Theorem 2.1. Let H be a closed densely defined operator acting in the
Banach space X. Then its dual H∗ has a weak* dense domain in X∗ and its
graph is weak* closed. Moreover Spec(H) = Spec(H∗) and
{(H − λI)−1}∗ = (H∗ − λI)−1 (4)
for all λ /∈ Spec(H). In particular
‖(H − λI)−1‖ = ‖(H∗ − λI)−1‖
for all λ /∈ Spec(H).
Our next theorem holds when X is a Hilbert space, and appears to be new
even in that case.
Theorem 2.2. Suppose a Banach space X or its dual X∗ is complex strictly
convex in the sense of Definition A.1, and A : X → X is a closed densely
defined operator with a compact resolvent R(λ) := (A − λI)−1. Let Ω be an
open subset of the resolvent set of A. If ‖R(λ)‖ ≤ M for all λ ∈ Ω, then
‖R(λ)‖ < M for all λ ∈ Ω.
Proof. The proof is similar to that of [33, Theorem 2.6]. One can assume
without loss of generality that Ω is connected. Indeed, it is sufficient to
consider each connected component of Ω separately.
Part 1. We consider first the case in which X is complex strictly convex.
Suppose that there exists λ0 ∈ Ω such that ‖R(λ0)‖ = M . Then [33, Theorem
2.1] or the maximum principle (see, e.g., [21, Theorem 3.13.1] or [16, Ch. III,
4
Sect. 14]) imply that ‖R(λ)‖ = M , ∀λ ∈ Ω. Shifting the independent
variable if necessary, we can assume that 0 ∈ Ω.
According to [20, Lemma 1.1], there exists r > 0 such that∥∥R(0) + λR2(0)∥∥ = ‖R(0) + λR′(0)‖ ≤M, |λ| ≤ r.
Since ‖R(0)‖ = M , there exist un ∈ X , n ∈ N such that ‖un‖ = 1M and
‖R(0)un‖ → 1 as n→∞. Since R(0) is compact, one can assume, after going
to a subsequence, that R(0)un converges to a vector x ∈ X and ‖x‖ = 1.
Then y := rR(0)x 6= 0 and
‖x+ ζy‖ = lim
n→∞
∥∥R(0)un + ζrR2(0)un∥∥ ≤ ∥∥R(0) + ζrR2(0)∥∥ ‖un‖
≤M 1
M
= 1, |ζ | ≤ 1.
The contradiction implies that there does not exist λ0 ∈ Ω such that ‖R(λ0)‖ =
M .
Part 2. Let us now consider the case where X∗ is complex strictly convex.
If X is reflexive, then A∗ is a closed, densely defined operator (see, e.g., [21,
Theorems 2.11.8 and 2.11.9] or [25, Ch. III, Theorem 5.29]) with a compact
resolvent, and our claim follows by duality from what has been proved in Part
1 above. If X is not reflexive, A∗ might not be densely defined, but one can
repeat the argument by using Theorem 2.1. This implies that the resolvent
R∗(λ) of A∗ is compact and one-one on X∗, and that its range is weak* dense
in X∗ and independent of λ. One can now proceed as in Part 1.
Let us consider the following norm on l2(Z):
‖x‖∗ = max {‖x′‖2, |x1|}+ |x0|, x = (xk)k∈Z, x′ = (xk)k∈Z\{0,1}. (5)
It is easy to see that
‖x‖∗ ≤ ‖x˜‖2 + |x0| ≤
√
2 ‖x‖2, x˜ = (xk)k∈Z\{0},
‖x‖∗ ≥ 1√
2
‖x˜‖2 + |x0| ≥ 1√
2
‖x‖2.
Hence
1√
2
‖x‖2 ≤ ‖x‖∗ ≤
√
2 ‖x‖2, ∀x ∈ l2(Z). (6)
Moreover ‖x‖2 = ‖x‖∗ if x0 = x1 = 0. Letting X denote the space l2(Z)
equipped with the norm ‖ · ‖∗, it follows that X is reflexive and separable.
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Note that X = H⊕ C2 where
H = {x ∈ l2(Z) : x0 = x1 = 0}
is a Hilbert space with the norm induced by ‖ · ‖∗.
Theorem 2.3. There exists a closed, densely defined operator A : X → X
with a compact resolvent such that ‖(A− λI)−1‖ is constant in a neighbour-
hood of λ = 0.
Proof. The proof is similar to that of Theorem 3.1 in [33]. We suppose
throughout that δ = 1
4
and that λ ∈ C is arbitrary subject to
|λ| ≤ δ. (7)
The same calculations are applicable for any smaller positive value of δ.
Part 1. Let A be the weighted shift operator defined by
(Ay)k = δ
−|k|yk+1, k ∈ Z,
where Dom(A) is the set of all y ∈ X for which Ay ∈ X . Since Dom(A)
contains all sequences with finite support, it is dense in X . It is clear that
A : Dom(A)→ X is invertible and
(A−1x)k = βkxk−1, k ∈ Z, (8)
for all x ∈ X , where
βk = δ
|k−1|, k ∈ Z. (9)
The formula limk→±∞ βk = 0 implies that A
−1 : X → X is a compact
operator.
Part 2. If one considers A−1 as an operator on l2(Z) equipped with the
standard norm, then it is clear that ‖A−1‖ = 1 (see (8), (9)), and hence
(A− λI)−1 =
∞∑
j=0
λjA−(j+1), |λ| < 1. (10)
Since X coincides with l2(Z) as a set and is equipped with a norm equivalent
to that of l2(Z), we conclude that A− λI : Dom(A)→ X is invertible when
|λ| < 1, and hence when λ satisfies (7), and that (10) remains valid in this
setting. (Actually, it is not difficult to show that the equality ‖A−1‖ = 1
holds for the operator A−1 : X → X . Equality (14) below, which is the main
claim of the theorem, is a considerably stronger statement.)
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Part 3. Take an arbitrary x ∈ X such that ‖x‖∗ ≤ 1, and note that this
implies |xk| ≤ 1 − |x0| for all k 6= 0. Assume that λ ∈ C satisfies (7). Let
y = (A− λI)−1x. Since
(A−(j+1)x)k = βkβk−1 · · ·βk−j xk−1−j
for all k ∈ Z and all j ∈ N ∪ {0}, one has
|y0| = |β0x−1 + λβ0β−1x−2 + λ2β0β−1β−2x−3 + · · · |
≤ δ(1− |x0|)(1 + |λ|+ |λ|2 + · · · )
= δ
1− |x0|
1− |λ| ,
and
|y1| = |β1x0 + λβ1β0x−1 + λ2β1β0β−1x−2 + · · · |
≤ |x0|+ δ(1− |x0|)(|λ|+ |λ|2 + · · · )
= |x0|+ δ|λ|1− |x0|
1− |λ| .
Combining these bounds yields
|y1|+ |y0| ≤ |x0|+ δ|λ|1− |x0|
1− |λ| + δ
1− |x0|
1− |λ|
= |x0|+ δ 1 + |λ|
1− |λ|(1− |x0|)
≤ |x0|+ (1− |x0|)
= 1. (11)
Part 4. We use the fact that ‖x‖∗ ≤ 1 implies |xk| ≤ 1 for all k ∈ Z. Then
|yk| = |βkxk−1 + λβkβk−1xk−2 + λ2βkβk−1βk−2xk−3 + · · · |
≤ δ|k−1|(1 + |λ|+ |λ|2 + · · · )
=
δ|k−1|
1− |λ| ≤
4
3
δ|k−1|.
In particular |y0| ≤ 13 . Hence(∑
k 6=0,1
|yk|2
)1/2
+ |y0| ≤
((
4
3
)2 ∑
k≤−1
δ2(1−k) +
(
4
3
)2∑
k≥2
δ2(k−1)
)1/2
+
1
3
≤ 4
3
(
δ4
1− δ2 +
δ2
1− δ2
)1/2
+
1
3
=
4δ
3
(
1 + δ2
1− δ2
)1/2
+
1
3
< 1. (12)
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Part 5. By combining the bounds (11) and (12) we obtain ‖y‖∗ ≤ 1 and
hence
‖(A− λI)−1‖ ≤ 1. (13)
On the other hand, let z = (A − λI)−1e0, where e0 := (. . . , 0, 0, 1, 0, 0, . . . )
with 1 at the 0th place. Then ‖e0‖∗ = 1,
zk =


0, k ≤ 0,
β1, k = 1,
β1β2 · · ·βkλk−1, k ≥ 2,
and ∥∥(A− λI)−1e0∥∥∗ = ‖z‖∗ ≥ β1 = 1.
By combining this with (13), we finally deduce that
‖(A− λI)−1‖ = 1 (14)
under the condition (7).
Theorem 2.4. Let X denote the space l2(Z) equipped with the norm ‖ · ‖∗
defined in (5). Then there exists an invertible bounded linear operator B :
X → X such that ‖(B − λI)−1‖ is constant in a neighbourhood of λ = 0.
Proof. Part 1. Let M > 3 and let B be the weighted shift operator
(Bx)k = αkxk+1, k ∈ Z,
where
αk =
{
1
M
, k = 0,
1, k 6= 0.
It is clear that B is invertible on X and that
(B−1y)k = βkyk−1, k ∈ Z,
where
βk =
1
αk−1
=
{
M, k = 1,
1, k 6= 1.
As in Part 2 of the proof of Theorem 2.3, one can consider B−1 as an operator
on l2(Z) equipped with the standard norm. Then it is clear that ‖B−1‖ =M ,
and hence
(B − λI)−1 =
∞∑
j=0
λjB−(j+1), |λ| < 1
M
. (15)
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Again, since X coincides with l2(Z) as a set and is equipped with a norm
equivalent to that of l2(Z), we conclude that B − λI : X → X is invertible
when |λ| < 1
M
, and that (15) remains valid in this setting. (It is not difficult
to show that the equality ‖B−1‖ = 1
M
holds for the operator B−1 : X → X .)
Part 2. Take an arbitrary x ∈ X such that ‖x‖∗ ≤ 1 and an arbitrary
λ ∈ C such that |λ| < 1
M
. Let y = (B − λI)−1x. Since (B−(j+1)x)k =
βk · · ·βk−j xk−1−j , j ∈ N ∪ {0}, we get
yk =


∑∞
j=0 λ
jxk−1−j , k ≤ 0,
Mx0 +M
∑∞
j=1 λ
jx−j, k = 1,∑k−2
j=0 λ
jxk−1−j +Mλ
k−1x0 +M
∑∞
j=k λ
jxk−1−j , k ≥ 2.
(16)
In this part we obtain upper bounds on y by using the decomposition y′ =
v′ + w′, where y′ is defined as in (5) and
vk =
∞∑
j=0
λjxk−1−j =
∞∑
l=1
λl−1xk−l, k ∈ Z \ {0, 1},
wk =
{
0, k < 0,
(M − 1)∑∞j=k−1 λjxk−1−j , k ≥ 2.
Using the notation
ν = (νl)l∈Z , νl =
{
0, l < 1,
λl−1, l ≥ 1,
we get
‖v′‖2 ≤ ‖ν ∗ x‖2 ≤ ‖ν‖1‖x‖2 = 1
1− |λ| ‖x‖2 ≤
√
2
1− |λ| ‖x‖∗ =
√
2
1− |λ|
(see (6)). Further,
|wk| ≤ (M − 1)
(
∞∑
j=k−1
|λ|2j
)1/2
‖x‖2 = (M − 1)|λ|
k−1
(1− |λ|2)1/2 ‖x‖2
≤
√
2 (M − 1)|λ|k−1
(1− |λ|2)1/2 , k ≥ 2,
‖w′‖2 ≤
√
2 (M − 1)
(1− |λ|2)1/2
(
∞∑
k=2
|λ|2(k−1)
)1/2
=
√
2 (M − 1)|λ|
(1− |λ|2) .
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Hence,
‖y′‖2 ≤ ‖v′‖2 + ‖w′‖2 ≤
√
2
1− |λ| +
√
2 (M − 1)|λ|
(1− |λ|2)
=
√
2 (M |λ| + 1)
(1− |λ|2) . (17)
Since ‖x‖∗ ≤ 1 implies |xk| ≤ 1 − |x0|, k 6= 0, we may use (16) directly to
obtain
|y0| ≤ (1− |x0|)
∞∑
j=0
|λ|j = 1− |x0|
1− |λ| , (18)
|y1| ≤M |x0|+M(1− |x0|)
∞∑
j=1
|λ|j =M |x0|+M |λ| 1− |x0|
1− |λ| . (19)
Part 3. Suppose additionally that |λ| < 1
3
− 1
M
. By using (17),(18) and (19)
we obtain
‖y′‖2 + |y0| ≤
√
2 (M |λ|+ 1)
(1− |λ|2) +
1− |x0|
1− |λ| <
2(M |λ|+ 1)
1− |λ| +
1
1− |λ|
=
2(M |λ|+ 1) + 1
1− |λ| <
2 M
3
+ 1
2
3
+ 1
M
=
2M + 3
2M + 3
M =M
and
|y1|+ |y0| ≤M |x0|+ (1− |x0|) 1 +M |λ|
1− |λ| ≤M |x0|+
M
3
2
3
+ 1
M
(1− |x0|)
= M |x0|+ M
2M + 3
M(1 − |x0|) ≤M.
Therefore ‖y‖∗ ≤M and
‖(B − λI)−1‖ ≤M, |λ| < min
{
1
M
,
1
3
− 1
M
}
. (20)
Part 4. The proof is completed by combining (20) with a corresponding, but
simpler, lower bound. If z = (B − λI)−1e0, where e0 is the same as in Part
5 of the proof of Theorem 2.3, then
zk =


0, k ≤ 0,
M, k = 1,
Mλk−1, k ≥ 2,
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and ‖z‖∗ = ‖(B − λI)−1e0‖∗ ≥M , |λ| < 1M . Therefore
‖(B − λI)−1‖ ≥M, |λ| < min
{
1
M
,
1
3
− 1
M
}
.
3 Co-dimension one
We have shown above that there exist a bounded operator and a closed
densely defined operator with a compact resolvent on X = (l2(Z)⊕∞ C)⊕1C
whose resolvent norms are constant in a neighbourhood of 0. The norm in
X coincides with the l2 norm on a subspace of co-dimension two, and it is
natural to ask whether similar examples exist in co-dimension one.
Theorem 3.1. There exist a separable, complex uniformly convex Banach
space Y , a bounded linear operator B and a closed densely defined operator
A with a compact resolvent on Y := Y ⊕∞ C whose resolvent norms are
constant in a neighbourhood of 0.
Proof. Let c0(Z) denote as usual the subspace of l∞(Z) consisting of all ele-
ments (xk)k∈Z such that lim|k|→∞ xk = 0, and let B1 be the operator obtained
from the one in [33, Theorem 3.1] if one replaces l∞(Z) by Y1 := c0(Z). The
proof of that theorem carries over to B1 without change. Therefore the re-
solvent norm of B1 : Y1⊕1 C→ Y1⊕1 C is constant in a neighbourhood of 0.
The dual space Y := l1(Z) of c0(Z) is complex uniformly convex (see [18]),
and the resolvent norm of the adjoint operator B := B∗1 : Y ⊕∞C→ Y ⊕∞C
is constant in a neighbourhood of 0.
Similarly, one can define an operator A1 by the same formula as in the proof
of Theorem 2.3, but replacing l2(Z) by Y1 := c0(Z) there. Then an argument
similar to, but easier than, the proof of that theorem shows that A1 : Y1 ⊕1
C → Y1 ⊕1 C is a closed densely defined operator with a compact resolvent
whose norm is constant in a neighbourhood of 0. It is follows that A := A∗1 :
Y ⊕∞ C→ Y ⊕∞ C has the desired properties.
Our next task is to show that one cannot take Y to be a Hilbert space in the
above theorem: the resolvent norm of a bounded linear operator or of a closed
densely defined operator with a compact resolvent on l2 ⊕p C, 1 ≤ p ≤ ∞
cannot be constant on an open set. In fact, we prove a more general result
which uses absolute norms on C2. Readers not familiar with such norms and
with the definitions of Ψ and ⊕ψ where ψ ∈ Ψ should refer to Appendix A.
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Theorem 3.2. Let Ω be an open subset of C and let Y be a complex strictly
convex Banach space with a complex strictly convex dual Y ∗. Given ψ ∈ Ψ,
let ‖ · ‖ be the (ψ-dependent) norm on the Banach space Y := Y ⊕ψ C.
Suppose A : Y → Y is a closed densely defined operator with a compact
resolvent (A − λI)−1 defined for all λ ∈ Ω. If ‖(A − λI)−1‖ ≤ M for all
λ ∈ Ω, then ‖(A− λI)−1‖ < M for all λ ∈ Ω.
Proof. One can assume as in the proof of Theorem 2.2 that Ω is connected.
Part 1. If ψ satisfies (32), then Y is complex strictly convex and our claim
follows from Theorem 2.2.
Part 2. Suppose there exist t0 ∈ (0, 1/2] and t1 ∈ [1/2, 1) such that ψ(t0) =
1 − t0 and ψ(t1) = t1. Then ψ∗ satisfies (32) (see (33)–(34)), and Y ∗ ⊕ψ∗ C
is complex strictly convex. Since Y∗ = Y ∗ ⊕ψ∗ C (see [27]), our claim again
follows from Theorem 2.2.
Part 3. Suppose ψ(t) > t for all t ∈ [1/2, 1) and ψ(t) = 1− t for sufficiently
small t > 0. Then there exists t0 ∈ (0, 1/2) such that ψ(t) = 1 − t for all
t ∈ [0, t0] and ψ(t) > 1− t for all t ∈ (t0, 1/2].
Suppose there exists λ0 ∈ Ω such that ‖R(λ0)‖ = M , where R(λ) := (A −
λI)−1. Then, exactly as in the proof of Theorem 2.2, one can assume that
0 ∈ Ω and derive from [20, Lemma 1.1] the existence of r > 0 such that
‖R(0) + λR′(0)‖ ≤ M and ‖R(0) + λR′′(0)‖ ≤M when |λ| ≤ r. Hence
‖R(0) + λR2(0)‖ ≤M, ‖R(0) + λR3(0)‖ ≤M, |λ| ≤ r. (21)
Suppose M0 := ‖P0R(0)‖ < M (see (28)). By continuity, there exists δ2 > 0
such that
ψ(t) ≥ M
M0
(1− t) =⇒ t ≥ t0 + δ2. (22)
There clearly exists ψ1 ∈ Ψ that satisfies (32) and the following condition
ψ1(t) = ψ(t), ∀t ∈
[
t0 +
δ2
2
, 1
]
.
Let ‖ · ‖′ denote the norm on Y1 := Y ⊕ψ1 C. Note that Y and Y1 coincide
as vector spaces but are equipped with different norms ‖ · ‖ and ‖ · ‖′, which
are equivalent to each other (see (27)).
Since ‖R(0)‖ = M , there exist un ∈ Y , n ∈ N such that ‖un‖ = 1M and
‖R(0)un‖ → 1 as n→∞. Since R(0) is compact, one can assume, after going
to a subsequence, that R(0)un converges to a vector x ∈ Y and ‖x‖ = 1.
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Denoting for brevity z = ‖P0x‖, v = |P1x|, we get
z = lim
n→∞
‖P0R(0)un‖ ≤ ‖P0R(0)‖‖un‖ =M0/M
and
(z + v)ψ
(
v
z + v
)
= ‖x‖ = 1 =⇒
ψ
(
v
z + v
)
=
1
z + v
=
1
z
(
1− v
z + v
)
≥ M
M0
(
1− v
z + v
)
=⇒
v
z + v
≥ t0 + δ2 =⇒ ψ1
(
v
z + v
)
= ψ
(
v
z + v
)
=⇒
‖x‖′ = ‖x‖ = 1
(see (26) and (22)). Also, by continuity, there exists r0 ∈ (0, r] such that
|P1x+ λP1R(0)x|
‖P0x+ λP0R(0)x‖+ |P1x+ λP1R(0)x| ≥
v
z + v
− δ2
2
≥ t0 + δ2
2
, |λ| ≤ r0,
and hence ‖x+ λR(0)x‖′ = ‖x+ λR(0)x‖ when |λ| ≤ r0.
Since ψ1 satisfies (32), Y1 is complex strictly convex. Let y := r0R(0)x. Then
y 6= 0. On the other hand, the first inequality in (21) implies
‖x+ ζy‖′ = ‖x+ ζr0R(0)x‖′ = ‖x+ ζr0R(0)x‖
= lim
n→∞
‖R(0)un + ζr0R2(0)un‖ ≤ ‖R(0) + ζr0R2(0)‖ ‖un‖
≤M 1
M
= 1, |ζ | ≤ 1.
Since ‖x‖′ = ‖x‖ = 1, we get a contradiction with the complex strict con-
vexity of Y1. Hence ‖P0R(0)‖ < M cannot hold.
Part 4. Since ‖P0R(0)‖ = M , we can prove as in Part 3 that there exist
un ∈ Y , n ∈ N such that ‖un‖ = 1M and R(0)un converges to a vector
x ∈ Y with ‖P0x‖ = 1. Suppose P0R(0)x = 0 and P0R2(0)x = 0. Then
R(0)x,R2(0)x ∈ C and there exist µ, η ∈ C such that |µ| + |η| = 1 and
µR(0)x+ ηR2(0)x = 0. Further,
R(0)(µx+ ηR(0)x) = 0 =⇒ µx+ ηR(0)x = 0 =⇒
µP0x = 0 =⇒ µ = 0 =⇒ R2(0)x = 0 =⇒ x = 0.
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This contradiction shows that at least one of P0R(0)x and P0R
2(0)x is
nonzero.
Part 5. Suppose P0R
2(0)x 6= 0 and let y0 := rP0R2(0)x. Then the second
inequality in (21) implies
‖P0x+ ζy0‖ = lim
n→∞
‖P0R(0)un + ζrP0R3(0)un‖
≤ ‖R(0) + ζr0R3(0)‖ ‖un‖ ≤M 1
M
= 1, |ζ | ≤ 1.
The complex strict convexity of Y implies that y0 = 0. This contradiction
shows that P0R
2(0)x 6= 0 cannot hold.
Part 6. Similarly, one shows that P0R(0)x 6= 0 cannot hold either. Since this
exhausts our list of possibilities, we conclude that there cannot exist λ0 ∈ Ω
such that ‖R(λ0)‖ = M . This proves our claim in the case of ψ satisfying
the conditions stated at the beginning of Part 3 above.
Part 7. Finally, suppose ψ(t) > 1 − t for all t ∈ (0, 1/2] and ψ(t) = t for t
sufficiently close to 1. Then ψ∗(t) > t for all t ∈ [1/2, 1) (see (34)). Hence
ψ∗ satisfies either the conditions in Part 1 or those in Part 3, and our claim
follows by duality from what has already been proved (cf. Part 2 above and
Part 2 of the proof of Theorem 2.2).
Theorem 3.3. Let Ω be an open subset of C, ψ ∈ Ψ, Y be a complex
uniformly convex Banach space with a complex uniformly convex dual Y ∗,
and let Y := Y ⊕ψ C. Suppose B is the infinitesimal generator of a C0
semigroup on Y and B−λI is invertible for all λ ∈ Ω. If ‖(B−λI)−1‖ ≤M
for all λ ∈ Ω, then ‖(B − λI)−1‖ < M for all λ ∈ Ω.
Proof. The proof follows the same lines as that of Theorem 3.2 but it is
somewhat more technical. We can assume as above that Ω is connected.
Part 1. If ψ satisfies (32), then Y is complex uniformly convex and our claim
follows from [34].
Part 2. Suppose there exist t0 ∈ (0, 1/2] and t1 ∈ [1/2, 1) such that ψ(t0) =
1−t0 and ψ(t1) = t1. Then ψ∗ satisfies (32)(see (33)–(34)), and Y∗ = Y ∗⊕ψ∗C
(see [27]) is complex uniformly convex. If Y is reflexive, B∗ is the infinitesimal
generator of a C0 semigroup on Y∗ (see, e.g., [1, Corollary 3.3.9]), and our
claim follows by duality from the main result in [34] applied to B∗. If Y is
not reflexive, one can use the result in Remark B.4 instead of the latter (see
also Theorem 2.1).
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Part 3. Suppose ψ(t) > t for all t ∈ [1/2, 1) and ψ(t) = 1− t for sufficiently
small t > 0. Then there exists t0 ∈ (0, 1/2) such that ψ(t) = 1 − t for all
t ∈ [0, t0] and ψ(t) > 1− t for all t ∈ (t0, 1/2].
Suppose there exists λ0 ∈ Ω such that ‖R(λ0)‖ = M , where R(λ) := (B −
λI)−1. Then, exactly as in Part 3 of the proof of Theorem 3.2, one arrives
at the same estimates as in (21):
‖R(0) + λR2(0)‖ ≤M, ‖R(0) + λR3(0)‖ ≤M, |λ| ≤ r. (23)
Suppose M0 := ‖P0R(0)‖ < M . Take δ1 > 0 such that
̺ :=
M(1 − δ1)
M0
> 1.
By continuity, there exists δ2 > 0 such that
ψ(t) ≥ ̺(1− t) =⇒ t ≥ t0 + δ2. (24)
There exists ψ1 ∈ Ψ that satisfies (32) and the condition
ψ1(t) = ψ(t), ∀t ∈
[
t0 +
δ2
2
, 1
]
.
Let ‖ · ‖′ denote the norm on Y1 := Y ⊕ψ1 C.
For any δ ∈ (0, δ1], there exists u ∈ Y such that ‖u‖ = 1/M and ‖R(0)u‖ >
1−δ. Denoting for brevity z = ‖P0R(0)u‖, v = |P1R(0)u|, we get z ≤M0/M
and
(z + v)ψ
(
v
z + v
)
> 1− δ =⇒
ψ
(
v
z + v
)
>
1− δ
z + v
=
1− δ
z
(
1− v
z + v
)
≥ M(1 − δ)
M0
(
1− v
z + v
)
≥ ̺
(
1− v
z + v
)
=⇒
v
z + v
≥ t0 + δ2 =⇒ ψ
(
v
z + v
)
= ψ1
(
v
z + v
)
=⇒ ‖R(0)u‖ = ‖R(0)u‖′.
Also, by continuity, there exists r0 ∈ (0, r] such that
|P1R(0)u+ λP1R2(0)u|
‖P0R(0)u+ λP0R2(0)u‖+ |P1R(0)u+ λP1R2(0)u| ≥
v
z + v
− δ2
2
≥ t0 + δ2
2
, |λ| ≤ r0,
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and hence ‖R(0)u+ λR2(0)u‖′ = ‖R(0)u+ λR2(0)u‖.
Since ψ1 satisfies (32), Y1 is complex uniformly convex. Take an arbitrary
τ > 0 and consider δ corresponding to ε := r0τ/2 in the definition of
complex uniform convexity. Decreasing δ if necessary, we can assume that
δ ≤ max{1/2, δ1}. Let x := R(0)u and y := r0R2(0)u. Then the first
inequality in (23) implies
‖x+ ζy‖′ = ‖R(0)u+ ζr0R2(0)u‖′ = ‖R(0)u+ ζr0R2(0)u‖
≤ ‖R(0) + ζr0R2(0)‖ ‖u‖ ≤M 1
M
= 1, |ζ | ≤ 1.
Since ‖x‖′ = ‖x‖ > 1− δ, the complex uniform convexity of Y1 implies that
‖y‖′ < ε. Now it follows from (27) that ‖R2(0)u‖ ≤ 2‖R2(0)u‖′ < τ , i.e
‖B−2u‖ < τ .
Applying (37) with w := B−2u ∈ Dom(B2) and taking into account that
‖w‖ < τ and
‖Bw‖ = ‖B−1u‖ = ‖R(0)u‖ > 1− δ ≥ 1/2 , ‖B2w‖ = ‖u‖ = 1
M
,
we obtain
1
4
≤ C
(
1
M
+ τ
)
τ,
where τ > 0 can be taken arbitrarily small. This contradiction shows that
‖P0R(0)‖ < M cannot hold, i.e. that ‖P0R(0)‖ =M .
Part 4. Since ‖P0R(0)‖ = M , for any δ ∈ (0, 1/2] there exists u ∈ Y such
that ‖u‖ = 1/M and ‖P0R(0)u‖ > 1 − δ. Suppose θ (R2(0)u) < ρ and
θ (R3(0)u) < ρ (see (29)), where ρ > 0 is a sufficiently small number to be
chosen later. Since P1R
2(0)u, P1R
3(0)u ∈ C, there exist µ, η ∈ C such that
|µ|+ |η| = 1 and µP1R2(0)u+ ηP1R3(0)u = 0. Then (31) implies
‖µR2(0)u+ ηR3(0)u‖ = ‖µP0R2(0)u+ ηP0R3(0)u‖
≤ 2ρ(|µ|‖R2(0)u‖+ |η|‖R3(0)u‖)
≤ 2ρ(|µ|M + |η|M2) ≤ 2M(M + 1)ρ.
Applying (37) with w := µR2(0)u+ ηR3(0)u ∈ Dom(B2), we get
‖µR(0)u+ ηR2(0)u‖2 ≤ C (‖µu+ ηR(0)u‖+ 2M(M + 1)ρ) 2M(M + 1)ρ
≤ C
(
1
M
+ 1 + 2M(M + 1)ρ
)
2M(M + 1)ρ.
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LetM1(ρ) denote the square root of the right-hand side of the last inequality.
Then
‖µP0R(0)u+ ηP0R2(0)u‖ ≤ ‖µR(0)u+ ηR2(0)u‖
≤ M1(ρ) = O (√ρ) as ρ→ 0.
Hence
|µ|
2
≤ |µ|(1− δ) ≤ ‖µP0R(0)u‖ ≤ M1(ρ) + ‖P0R2(0)u‖
≤ M1(ρ) + 2ρ‖R2(0)u‖ ≤ M1(ρ) + 2ρM =:M2(ρ)
= O (
√
ρ) as ρ→ 0
(see (31)), and |η| = 1− |µ| ≥ 1− 2M2(ρ). Hence
(1− 2M2(ρ)) ‖R2(0)u‖ ≤ ‖ηR2(0)u‖ ≤ M1(ρ) + ‖µR(0)u‖
≤ M1(ρ) + 2M2(ρ)
and
‖R2(0)u‖ ≤ M1(ρ) + 2M2(ρ)
1− 2M2(ρ) =:M3(ρ) = O (
√
ρ) as ρ→ 0.
Applying (37) with w := R2(0)u ∈ Dom(B2), we get
1
4
≤ C
(
1
M
+M3(ρ)
)
M3(ρ).
There exists ρ0 depending only on M and on C in (37) such that the above
inequality fails for all ρ ∈ (0, ρ0]. This contradiction shows that at least one
of the inequalities θ (R2(0)u) ≥ ρ0 and θ (R3(0)u) ≥ ρ0 has to hold.
Part 5. Suppose θ (R3(0)u) ≥ ρ0, Here, u is such that ‖u‖ = 1/M and
‖P0R(0)u‖ > 1 − δ with a sufficiently small δ ∈ (0, 1/2]. Take an arbitrary
τ > 0 and consider δ corresponding to ε := rτ in the definition of complex
uniform convexity applied to the space Y . Let x := P0R(0)u and y :=
rP0R
3(0)u. Then the second inequality in (23) implies
‖x+ ζy‖ = ‖P0R(0)u+ ζrP0R3(0)u‖ = ‖P0(R(0)u+ ζrR3(0)u)‖
≤ ‖R(0)u+ ζrR3(0)u‖ ≤ ‖R(0) + ζrR3(0)‖ ‖u‖
≤M 1
M
= 1, |ζ | ≤ 1.
Since ‖x‖ > 1− δ, the complex uniform convexity of Y implies that ‖y‖ < ε.
Hence ‖P0R3(0)u‖ < τ . Since θ (R3(0)u) ≥ ρ0, it follows from (30) that
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‖R3(0)u‖ < τ/ρ0. Applying Theorem B.2 with k = 2, n = 3, and w :=
R3(0)u ∈ Dom(B3), we obtain
1
8
≤ L3,2
(
1
M
+
τ
ρ0
)2
τ
ρ0
,
where τ > 0 can be taken arbitrarily small. This contradiction shows that
θ (R3(0)u) ≥ ρ0 cannot hold.
Part 6. Similarly, one shows that θ (R2(0)u) ≥ ρ0 cannot hold either. Since
this exhausts our list of possibilities, we conclude that there cannot exist
λ0 ∈ Ω such that ‖R(λ0)‖ = M . This proves our claim in the case of ψ
satisfying the conditions stated at the beginning of Part 3 above.
Part 7. Finally, suppose ψ(t) > 1 − t for all t ∈ (0, 1/2] and ψ(t) = t for t
sufficiently close to 1. Then ψ∗(t) > t for all t ∈ [1/2, 1) (see (34)). Hence
ψ∗ satisfies either the conditions in Part 1 or those in Part 3, and one can
repeat the above arguments using (43) instead of (37) and (42) (cf. Part 2).
A Auxiliary results on geometry of Banach
spaces
In this first appendix we summarize some well known concepts and theorems
that are used in the paper.
Definition A.1. A Banach space Y is called
(i) complex strictly convex (strictly convex) if
x, y ∈ Y, ‖x‖ = 1 and ‖x+ ζy‖ ≤ 1, ∀ζ ∈ C (∀ζ ∈ R) with |ζ | ≤ 1
implies y = 0;
(ii) complex uniformly convex (uniformly convex) if for every ε > 0 there
exists δ > 0 such that
x, y ∈ Y, ‖y‖ ≥ ε and ‖x+ ζy‖ ≤ 1, ∀ζ ∈ C (∀ζ ∈ R) with |ζ | ≤ 1
implies ‖x‖ ≤ 1− δ.
It is clear that uniform convexity implies both complex uniform convexity
and strict convexity, while each of these two properties implies complex strict
convexity. Hilbert spaces and the Lp spaces with 1 < p < ∞ are uniformly
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convex ([12], see also [14, Ch. III, §1] or [10, Theorem 11.10]). L1 is complex
uniformly convex (see [18]) but not strictly convex. L∞ does not have any of
the above properties, but (L∞)
∗ is complex uniformly convex. Indeed, this
space is isometrically isomorphic to a space of bounded finitely additive set
functions (see [16, Ch. IV, §8, Theorem 16 and Ch. III, §1, Lemma 5]) which
is complex uniformly convex (see [29]). Hence the class of spaces to which
Theorem 2.2 applies includes Hilbert spaces and Lp(S,Σ, µ) with 1 ≤ p ≤ ∞,
where (S,Σ, µ) is an arbitrary measure space.
If 1 ≤ p < ∞, then the p-direct sum X ⊕p Y of Banach spaces X and Y is
the algebraic direct sum X ⊕ Y endowed with the norm
‖(x, y)‖p = (‖x‖pX + ‖y‖pY )1/p .
Similarly the ∞-direct sum X ⊕∞ Y is X ⊕ Y with the norm
‖(x, y)‖∞ = max {‖x‖X , ‖y‖Y } .
These definitions are special cases of the absolute norms that we describe
next. Following [2], [4, §21] we say that a norm ‖ · ‖ on C2 is absolute if
‖(z, w)‖ = ‖(|z|, |w|)‖, ∀(z, w) ∈ C2
and normalized if
‖(1, 0)‖ = ‖(0, 1)‖ = 1.
Let Na denote the set of all absolute normalized norms on C
2.
Let Ψ denote the set of all continuous, convex functions ψ on [0, 1] such that
ψ(0) = ψ(1) = 1 and
max{1− t, t} ≤ ψ(t) ≤ 1, 0 ≤ t ≤ 1. (25)
Theorem A.2. (see [4, §21]).
The formula ‖ · ‖ → ψ(t) ≡ ‖(1− t, t)‖ defines a one-one map from Na onto
Ψ with inverse ψ → ‖ · ‖ψ given by
‖(z, v)‖ψ :=
{
(|z|+ |v|)ψ
(
|v|
|z|+|v|
)
, (z, v) 6= (0, 0),
0, (z, v) = (0, 0).
(26)
If ψ(t) ≡ max{1 − t, t}, then ‖ · ‖ψ coincides with the l∞ norm, while if
ψ(t) ≡ 1, then ‖ · ‖ψ coincides with the l1 norm. Moreover
1
2
‖x‖1 ≤ ‖x‖∞ ≤ ‖x‖ψ ≤ ‖x‖1 ≤ 2‖x‖∞ (27)
for all ψ ∈ Ψ and all x ∈ C2.
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Let ψ ∈ Ψ. Then the ψ-direct sum X ⊕ψ Y of the Banach spaces X and Y
is the space X ⊕ Y equipped with the norm
‖(x, y)‖ = ‖(‖x‖X , ‖y‖Y )‖ψ .
Let
P0 : X ⊕ψ Y → X, P1 : X ⊕ψ Y → Y (28)
be the canonical projections, and let
θ(u) :=
‖P0u‖X
‖P0u‖X + ‖P1u‖Y =
‖x‖X
‖x‖X + ‖y‖Y , u = (x, y) ∈ X ⊕ψ Y. (29)
Then
‖u‖ = (‖P0u‖X + ‖P1u‖Y )ψ
( ‖P1u‖Y
‖P0u‖X + ‖P1u‖Y
)
=
1
θ(u)
‖P0u‖Xψ
( ‖P1u‖Y
‖P0u‖X + ‖P1u‖Y
)
≤ 1
θ(u)
‖P0u‖X, (30)
‖P0u‖X = θ(u) (‖P0u‖X + ‖P1u‖Y ) ≤ 2θ(u)‖u‖ (31)
(see (27)).
The space X ⊕ψ Y is complex uniformly (strictly) convex if and only if X
and Y are complex uniformly (strictly) convex and
ψ(t) > max{1− t, t}, ∀t ∈ (0, 1) (32)
(see [15]). It is interesting to compare this result to its real valued counter-
part: the space X ⊕ψ Y is uniformly (strictly) convex if and only if X and
Y are uniformly (strictly) convex and ψ is strictly convex, i.e.
s, t ∈ [0, 1], s 6= t, 0 < c < 1 =⇒ ψ((1− c)s+ ct) < (1− c)ψ(s) + cψ(t)
(see [24, 31, 36]).
Suppose ψ(t0) = 1 − t0 for some t0 ∈ (0, 1/2]. Then the equality ψ(0) = 1,
(25) and the definition of a convex function imply that ψ(t) = 1 − t for all
t ∈ [0, t0]. Similarly, if ψ(t1) = t1 for some t1 ∈ [1/2, 1), then ψ(t) = t for all
t ∈ [t1, 1].
The dual of ‖ · ‖ψ is the absolute normalized norm ‖ · ‖ψ∗ with
ψ∗(t) := max
0≤s≤1
(1− t)(1− s) + ts
ψ(s)
(33)
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(see [2], [27] or [22, Theorem 5.4.19]). If ψ(s0) = 1−s0 for some s0 ∈ (0, 1/2],
then
ψ∗(t) ≥ (1− t)(1− s0) + ts0
1− s0 = (1− t) +
s0
1− s0 t > 1− t, ∀t ∈ (0, 1].
Similarly, if ψ(s1) = s1 for some s1 ∈ [1/2, 1), then
ψ∗(t) > t, ∀t ∈ [0, 1). (34)
B Kolmogorov-Kallman-Rota type inequali-
ties
The main result in this Appendix, Theorem B.2, is used in Part 5 of the proof
of Theorem 3.3. It is an extension to generators of arbitrary C0 semigroups
of a well known estimate for generators of contraction semigroups (see [11]).
Considering B−µI with a sufficiently large µ ≥ 0 instead of the original oper-
ator B, one can reduce the more general case to an estimate for the generator
of a bounded semigroup (see (36)). In order to derive (42) from the latter,
one needs estimates for intermediate powers of B, and these are provided by
Lemma B.1. Theorem B.3, which extends Theorem B.2 to the adjoints of
semigroup generators, is used in Part 7 of the proof of Theorem 3.3, while
the result in Remark B.4 is used in Part 2 of the proof.
We start with the following Landau-Kolmogorov type inequality for n times
continuously differentiable functions f : [0,∞)→ C:
∥∥f (k)∥∥n
∞
≤ Mn,k‖f‖n−k∞
∥∥f (n)∥∥k
∞
, (35)
where n ≥ 2, k = 1, . . . , n− 1, the constant Mn,k < +∞ does not depend on
f , and ‖ · ‖∞ denotes the sup norm (see [26, 32]).
Let B0 be the infinitesimal generator of a C0 semigroup (T (t))t≥0 on a Banach
space X such that ‖T (t)‖ ≤ K, ∀t ≥ 0. Suppose w ∈ Dom(Bn0 ). Then for
any g ∈ X∗ with ‖g‖X∗ = 1, the function f(t) := g(T (t)w) is n times
continuously differentiable and
f (m)(t) = g(T (t)Bm0 w), t ≥ 0, m = 1, . . . , n
(see, e.g., [13, Lemmata 6.1.11 and 6.1.13]). Take g such that g(Bk0w) =
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‖Bk0w‖. Then (35) implies
‖Bk0w‖n =
(
g(Bk0w)
)n ≤ (sup
t≥0
∣∣g(T (t)Bk0w)∣∣
)n
=
∥∥f (k)∥∥n
∞
≤ Mn,k‖f‖n−k∞
∥∥f (n)∥∥k
∞
= Mn,k
(
sup
t≥0
|g(T (t)w)|
)n−k (
sup
t≥0
|g(T (t)Bn0w)|
)k
(36)
≤ Mn,k
(
sup
t≥0
‖T (t)w‖
)n−k (
sup
t≥0
‖T (t)Bn0w‖
)k
≤ Mn,kKn‖w‖n−k‖Bn0w‖k, n ≥ 2, k = 1, . . . , n− 1
(cf. [11]). The optimal values of the constants Mn,k are discussed in [32] and
[11]. In particular, if n = 2, k = 1, then Mn,k =M2,1 = 4, (35) is the Landau
inequality ([28])
‖f ′‖2∞ ≤ 4‖f‖∞‖f ′′‖∞,
and (36) is the Kallman-Rota inequality
‖B0w‖2 ≤ 4K2‖w‖‖B20w‖
(see [23] or [30, Chapter 1, Lemma 2.8]).
Using the Kallman-Rota inequality one can easily show that if B is the
infinitesimal generator of a (possibly unbounded) C0 semigroup on a Banach
space X , then there exists a constant C > 0 such that
‖Bw‖2 ≤ C(‖B2w‖+ ‖w‖)‖w‖, ∀w ∈ Dom(B2) (37)
(see [34]). The proof is an almost trivial special case of the arguments given
below.
It follows from (37) that for any ε > 0 there exists C(ε) > 0 such that
‖Bw‖ ≤ ε‖B2w‖+ C(ε)‖w‖, ∀w ∈ Dom(B2). (38)
Lemma B.1. For any n ∈ N, n ≥ 2, any k = 1, . . . , n − 1, and any ε > 0
there exists Cn,k(ε) > 0 such that
‖Bkw‖ ≤ ε‖Bnw‖+ Cn,k(ε)‖w‖, ∀w ∈ Dom(Bn). (39)
Proof. The proof is by induction in n. The statement holds for n = 2 (see
(38)). Suppose it holds for n. Substituting w = Bu into (39) with k = 1 and
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using (38), we get
‖B2u‖ ≤ ε
2
‖Bn+1u‖+ Cn,1
(ε
2
)
‖Bu‖
≤ ε
2
‖Bn+1u‖+ Cn,1
(ε
2
) (
ρ‖B2u‖+ C(ρ)‖u‖) , ∀u ∈ Dom(Bn+1).
Taking ρ = 1
2
Cn,1
(
ε
2
)−1
, we get
‖B2u‖ ≤ ε‖Bn+1u‖+ Cn+1,2(ε)‖u‖, ∀u ∈ Dom(Bn+1) (40)
with Cn+1,2(ε) = 2Cn,1
(
ε
2
)
C
(
1
2
Cn,1
(
ε
2
)−1)
. Using (38) again, and then
applying (40) with ε = 1, we obtain
‖Bu‖ ≤ ε‖B2u‖+ C(ε)‖u‖ ≤ ε‖Bn+1u‖+ Cn+1,1(ε)‖u‖, (41)
∀u ∈ Dom(Bn+1),
where Cn+1,1(ε) = εCn+1,2(1) + C(ε).
Substituting w = Bu into (39) again and using (41), we get
‖Bk+1u‖ ≤ ε
2
‖Bn+1u‖+ Cn,k
(ε
2
)
‖Bu‖
≤ ε
2
‖Bn+1u‖+ Cn,k
(ε
2
) (
ρ‖Bn+1u‖+ Cn+1,1(ρ)‖u‖
)
.
Taking ρ = ε
2
Cn,k
(
ε
2
)−1
and denoting k + 1 = m, we obtain
‖Bmu‖ ≤ ε‖Bn+1u‖+ Cn+1,m(ε)‖u‖, ∀u ∈ Dom(Bn+1), m = 3, . . . , n
with Cn+1,m(ε) = Cn,m−1
(
ε
2
)
Cn+1,1
(
ε
2
Cn,m−1
(
ε
2
)−1)
. Together with (40),
(41) this completes the proof.
Theorem B.2. Let B be the infinitesimal generator of a C0 semigroup on
a Banach space X. Then for any n ∈ N, n ≥ 2, and any k = 1, . . . , n − 1,
there exists Ln,k > 0 such that
‖Bkw‖n ≤ Ln,k (‖Bnw‖+ ‖w‖)k ‖w‖n−k, ∀w ∈ Dom(Bn). (42)
Proof. There exist constants µ ≥ 0 and K ≥ 1 such that the C0 semigroup
T (t) generated by B − µI satisfies the inequality ‖T (t)‖ ≤ K, ∀t ≥ 0 (see,
e.g., [30, Chapter 1, Theorem 2.2]). Increasing µ if necessary, we can assume
that ‖(B − µI)−1‖ ≤ 1 (see, e.g., [21, Theorem 12.3.1]).
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Applying (39) with ε = 1 in the penultimate inequality below, we get the
following from (36) with B0 = B − µI
‖Bkw‖n =
∥∥∥∥∥
k∑
j=0
(
k
j
)
(B − µI)k−jµjw
∥∥∥∥∥
n
≤
(
k∑
j=0
(
k
j
)
µj
∥∥(B − µI)k−jw∥∥
)n
≤ (k + 1)n−1
k∑
j=0
(
k
j
)n
µjn
∥∥(B − µI)k−jw∥∥n
≤ (k + 1)n−1Kn
k∑
j=0
(
k
j
)n
µjnMn,k−j‖(B − µI)nw‖k−j‖w‖n−k+j
≤ (k + 1)n−1Kn
(
k∑
j=0
(
k
j
)n
µjnMn,k−j
)
‖(B − µI)nw‖k‖w‖n−k
=: Dn,k‖(B − µI)nw‖k‖w‖n−k = Dn,k
∥∥∥∥∥
n∑
l=0
(
n
l
)
(−µ)lBn−lw
∥∥∥∥∥
k
‖w‖n−k
≤ Dn,k(n+ 1)k−1
n∑
l=0
(
n
l
)k
µlk‖Bn−lw‖k‖w‖n−k
≤ Dn,k(n+ 1)k−1
n∑
l=0
(
n
l
)k
µlk (‖Bnw‖+ Cn,n−l(1)‖w‖)k ‖w‖n−k
≤ Ln,k (‖Bnw‖+ ‖w‖)k ‖w‖n−k, ∀w ∈ Dom(Bn)
with a suitable constant Ln,k.
If X is reflexive, B∗ is the infinitesimal generator of a C0 semigroup on X
∗
(see, e.g., [1, Corollary 3.3.9]), and (42) holds with B∗ in place of B. The
latter is true even if X is not reflexive, although B∗ might not be densely
defined and the adjoint semigroup might not be strongly continuous in this
case.
Theorem B.3. Let B be the infinitesimal generator of a C0 semigroup on
a Banach space X. Then for any n ∈ N, n ≥ 2, and any k = 1, . . . , n − 1,
there exists Ln,k > 0 such that
‖(B∗)kg‖n ≤ Ln,k (‖(B∗)ng‖+ ‖g‖)k ‖g‖n−k, ∀g ∈ Dom((B∗)n). (43)
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Proof. We start by proving an analogue of (36) for the adjoint B∗0 of the in-
finitesimal generator B0 of a C0 semigroup (T (t))t≥0 onX such that ‖T (t)‖ ≤
K, ∀t ≥ 0. The adjoint semigroup (T ∗(t))t≥0 is weak* continuous, B∗ is its
weak* infinitesimal generator, ‖T ∗(t)‖ ≤ K, ∀t ≥ 0, the function fx(t) :=
(T ∗(t)g)x is n times continuously differentiable for any g ∈ Dom((B∗0)n) and
any x ∈ X with ‖x‖ = 1, and
f (m)x (t) = (T
∗(t)(B∗0)
mg)x, t ≥ 0, m = 1, . . . , n
(see [9, Proposition 1.4.4 and Corollary 1.4.5]). Then, as for (36), one derives
from (35)
‖(B∗0)kg‖n =
(
sup
‖x‖=1
∣∣((B∗0)kg)x∣∣
)n
≤
(
sup
‖x‖=1
sup
t≥0
∣∣(T ∗(t)(B∗0)kg)x∣∣
)n
= sup
‖x‖=1
∥∥f (k)x ∥∥n∞ ≤Mn,k sup
‖x‖=1
‖fx‖n−k∞
∥∥f (n)x ∥∥k∞
=Mn,k sup
‖x‖=1
(
sup
t≥0
|(T ∗(t)g)x|
)n−k (
sup
t≥0
|(T ∗(t)(B∗0)ng)x|
)k
(44)
≤Mn,k
(
sup
t≥0
‖T ∗(t)g‖
)n−k (
sup
t≥0
‖T ∗(t)(B∗0)ng‖
)k
≤Mn,kKn‖g‖n−k‖(B∗0)ng‖k, n ≥ 2, k = 1, . . . , n− 1.
The proof is completed by using (44) instead of (36) and repeating the proof
of Theorem B.2.
Remark B.4. It was shown in [34] that the resolvent norm of the infinites-
imal generator of a C0 semigroup on a Banach space cannot be constant on
an open set if the underlying space is complex uniformly convex. The proof
relied on estimate (37). Theorem B.3 allows one to extend the main result of
[34] to the case where the dual of the underlying Banach space, rather than
the space itself, is complex uniformly convex. The theorem by S. Bo¨gli and P.
Siegl ([3]) mentioned in the Introduction provides an easier way of proving
this ‘dual’ result.
Acknowledgements. We are grateful to the anonymous referee for helpful
comments.
25
References
[1] W. Arendt, C.J.K. Batty, M. Hieber, and F. Neubrander, Vector-valued
Laplace transforms and Cauchy problems ( Birkha¨user, Basel, 2011).
[2] F.L. Bauer, J. Stoer, and C. Witzgall, ‘Absolute and monotonic norms’,
Numer. Math. 3 (1961) 257–264.
[3] S. Bo¨gli and P. Siegl, ‘Remarks on the convergence of pseudospectra’,
Integral Equations Oper. Theory 80 (2014) 303–321.
[4] F.F. Bonsall and J. Duncan, Numerical ranges II (Cambridge University
Press, Cambridge, 1973).
[5] A. Bo¨ttcher, ‘Pseudospectra and singular values of large convolution op-
erators’, J. Integral Equations Appl. 6 (1994) 267–301.
[6] A. Bo¨ttcher and S.M. Grudsky, ‘Can spectral value sets of Toeplitz band
matrices jump?’, Linear Algebra Appl. 351/352 (2002) 99–116.
[7] A. Bo¨ttcher and S.M. Grudsky, Spectral properties of banded Toeplitz
matrices (SIAM, Philadelphia, 2005).
[8] A. Bo¨ttcher, S. Grudsky and B. Silbermann, ‘Norms of inverses, spectra,
and pseudospectra of large truncated Wiener-Hopf operators and Toeplitz
matrices’, New York J. Math. 3 (1997) 1–31.
[9] P.L. Butzer and H. Berens, Semi-groups of operators and approximation
(Springer-Verlag, Berlin – Heidelberg – New York, 1967).
[10] N.L. Carothers, A short course on Banach space theory (Cambridge
University Press, Cambridge, 2005).
[11] M.W. Certain and T.G. Kurtz, ‘Landau-Kolmogorov inequalities for
semigroups and groups’, Proc. Am. Math. Soc. 63 (1977) 226–230.
[12] J. Clarkson, ‘Uniformly convex spaces’, Trans. Am. Math. Soc. 40 (1936)
396–414.
[13] E.B. Davies, Linear operators and their spectra (Cambridge University
Press, Cambridge, 2007).
[14] J. Diestel, Geometry of Banach spaces. Selected topics. (Springer-Verlag,
Berlin – Heidelberg – New York, 1975).
26
[15] P.N. Dowling and B. Turett, ‘Complex strict convexity of absolute norms
on Cn and direct sums of Banach spaces’, J. Math. Anal. Appl. 323 (2006)
930–937.
[16] N. Dunford and J.T. Schwartz, Linear operators. I. General theory (In-
terscience Publishers, New York and London, 1958).
[17] E. Gallestey, D. Hinrichsen and A.J. Pritchard, ‘Spectral value sets of
closed linear operators’, Proc. R. Soc. Lond., Ser. A, Math. Phys. Eng.
Sci. 456 (2000) 1397–1418.
[18] J. Globevnik, ‘On complex strict and uniform convexity’, Proc. Am.
Math. Soc. 47 (1975) 175–178.
[19] J. Globevnik, ‘Norm-constant analytic functions and equivalent norms’,
Ill. J. Math. 20 (1976) 503–506.
[20] J. Globevnik and I. Vidav, ‘On operator-valued analytic functions with
constant norm’, J. Funct. Anal. 15 (1974) 394–403.
[21] E. Hille and R.S. Phillips, Functional analysis and semigroups (Ameri-
can Mathematical Society, Providence, R. I., 1957).
[22] R.A. Horn and C.R. Johnson, Matrix analysis (Cambridge University
Press, Cambridge, 2013).
[23] R.R. Kallman and G.-C. Rota, ‘On the inequality ‖f ′‖2 ≤ 4‖f‖ · ‖f ′′‖’,
Inequalities 2, Proc. 2nd Sympos. Inequalities, U.S. Air Force Acad., Col-
orado 1967, (1970) 187–192.
[24] M. Kato, K.-S. Saito, and T. Tamura, ‘On ψ-direct sums of Banach
spaces and convexity’, J. Aust. Math. Soc. 75 (2003) 413–422.
[25] T. Kato, Perturbation theory for linear operators (Springer-Verlag, New
York etc., 1966).
[26] A.N. Kolmogorov, ‘On inequalities between the upper bounds of the
successive derivatives of an arbitrary function on an infinite interval’,
Ucˇen. Zap. Moskov. Gos. Univ. Mat. 30 (1939), 3–13 ; English transl.,
Amer. Math. Soc. Transl. (1) 2 (1962), 233–243.
[27] P. Lancaster and H.K. Farahat, ‘Norms on direct sums and tensor prod-
ucts’, Math. Comput. 26 (1972), 401–414.
27
[28] E. Landau, ‘Einige Ungleichungen fu¨r zweimal differenzierbare Funktio-
nen’, Proc. LMS (2) 13 (1913), 43–49.
[29] G. Lesˇnjak, ‘Complex convexity and finitely additive vector measures’,
Proc. Am. Math. Soc. 102 (1988) 867–873.
[30] A. Pazy, Semigroups of linear operators and applications to partial dif-
ferential equations (Springer-Verlag, New York etc., 1983).
[31] K.-S. Saito and M. Kato, ‘Uniform convexity of ψ-direct sums of Banach
spaces’, J. Math. Anal. Appl. 277 (2003) 1–11.
[32] I.J. Schoenberg and A. Cavaretta, Solution of Landau’s problem con-
cerning higher derivatives on the halfiine (MRC T.S.R. 1060, Madison,
Wis., 1970).
[33] E. Shargorodsky, ‘On the level sets of the resolvent norm of a linear
operator’, Bull. Lond. Math. Soc. 40 (2008) 493–504.
[34] E. Shargorodsky, ‘Pseudospectra of semigroup generators’, Bull. Lond.
Math. Soc., 42 (2010) 1031–1034.
[35] E. Shargorodsky and S. Shkarin, ‘The level sets of the resolvent norm
and convexity properties of Banach spaces’, Archiv der Mathematik 93
(2009) 59–66.
[36] Y. Takahashi, M. Kato, and K.-S. Saito, ‘Strict convexity of absolute
norms on C2 and direct sums of Banach spaces’, J. Inequal. Appl. 7 (2002)
179–186.
[37] L.N. Trefethen, ‘Pseudospectra of linear operators’, SIAM Rev. 39
(1997) 383–406.
[38] L.N. Trefethen and M. Embree, Spectra and pseudospectra: the behav-
ior of nonnormal matrices and operators (Princeton University Press,
Princeton, NJ, 2005).
28
