Stochastic dynamic programming techniques are used to formulate and solve the problem of tracking two independent and stationary targets with one sensor in order to maximize a certain measure of performance. At any point in time, the sensor, usually a passive sonar array, can be allocated to only one of the two targets. Assuming the fluctuation process in the ocean to be governed by a phase-random multipath law, the sensor "holds" the target whenp, the root-meansquare pressure at the receiver, is above a user-specified threshold. Using discrete time roodels for the ocean acoustic detection process formulated in earlier papers, we solve the problem for a finite horizon of observations using several alternative objective and reward/penalty functions. Delays of user-specified magnitude in "switching" from one target to the other are also incorporated in our algorithms. Examples using both real and simulated data are presented and discussed. Finally, future research directions are suggested.
generally assumed to be a desirable outcome. However, due to the randomness of the fluctuation process, holding will not always occur. Assuming that the process is governed by a phase-random multipath law, there will be periods of time when the signal will be above the threshold and periods when it will be below it. At those times when the signal due to one target is below the threshold, it may make little or no sense keeping the sensor allocated to that target, especially if there is a certain chance of being able to hold the other target instead. The problem we will be trying to analyze and solve in this paper can be roughly phrased as follows: if we have some probabilistic information about when each target is likely to be above or below its detection threshold, is there an "optimal" allocation (or switching) schedule of the sensor between the two targets through time?
The above rather sketchy description classifies the problem at hand in the general category of "resource allocation" problems, which is of particular importance in target tracking and passive underwater acoustic surveillance. Resource allocation generally calls for simultaneously tracking a number of targets with a limited number of sensors already deployed in a geographical area of interest. Limitations may be due to a number of constraints, such as number of available sensors, number of available communication channels, information processing capacity, bandwidth, etc. There is an abundance of literature in this area, each paper tackling a particular version of the problem, and each using different methods that can be grouped into broad categories. For instance, Alspach • uses a Gaussian-sum approach to the multitarget identification-tracking problem, under the somewhat unrealistic assumptions of no missing measurements and no false measurements. Bar Shalom, in cooperation with various authors, has produced various papers in the area, using stochastic dynamic programming for resource alloeafio.n under uncertainty 2 and presenting target tracking algorithms with uncertain detection origins and random "interdetection" times. 3 In the latter paper, suboptimal versions are presented and probabilistic data association filters (PDAF) are employed to associate the measurements to the corresponding target. Noise is assumed zero mean, white, and Gaussian and the problem is in the Kalman filtering mold (linear state and observation equations}. A 1978 survey paper by Bar Shalom n presents a comprehensive discussion of existing tracking methods in a multitarget environment, dividing them into two broad groups: Bayesian (using a posterJori probabilities) and non-Bayesian (using likelihood functions} and extensively presenting their pros and cons. A qualitative paper on problems in multitarget sonar tracking s is concerned with the shortcomings of the extended Kalman filter (EKF) and probabilistic decision making in adaptive tracking for ocean surveillance, also outlining several avenues for future research. A group from Bolt Beranek and Newman (BBN) has carried out some research on the approximate evaluation of the eovariance matrices associated with target state estimates. 6'7 In Friedlander, a observations are modeled as a multichannel auto regressive moving average (ARMA) process. Hypothesis testing involving pruning and merging of hypotheses is employed in and unrealistic {stationary targets, sensor can be allocated only to one target). Rather, the rationale behind this approach is to take advantage of recent results in the modeling of the ocean acoustic detection process. •"•2 These results have shed some light into the timing of detection events in the ocean. Specifically, it has been shown for the case of a phase random multipath acoustic process--adequately describing long range acoustic signal propagation--that the detection process has memory, and that information about the frequency of occurrence of detections and the duration of the "interarrival" and "holding" intervals can be readily obtained. This paper investigates how one can take advantage of the dynamics of the detebtion process for a more efficient allocation of resourceg, beginning by the examination of the {least complicated) two target-one sensor problem. The algorithm developed for this problem is subsequently readily extended to take into account possible delays in tracking of a target to which the sensor has just been allocated. The original version of the problem assumes that if switching between targets occurs, the sensor has the capability of instantaneously "tuning" to the new target and hence determining whether or not that target is held. However, this may not be realistic. The "statistic"p which is tested against the detection thresholdpo is usually the output of some integration processing of the actual real-time fluctuations received by the sensor. The fact that this integration process takes time implies that there may be in general an interval after each switching during which we will have no information on whether we hold the target or n9t.
In the remainder of this paper, Sec. I formulates the original version of the problem and solves it using dynamic programming. Several alternative objective functions concerning rewards/penalties for detecting/holding/losing a target are considered and discussed. Section II extends the above formulation by incorporating delays into the problem. Section III presents some examples so as to illustrate the algorithms developed. Finally, Sec. IV discusses the results of this work and suggests directions for further research. on how the transition probabilities can be calculated from the detection threshold and other parameters, as well as on how A Tcan be calibrated. For the purposes of this paper the above parameters will be assumed known and constant through time.
Our sensor can be tuned to either one of the two targets {but not to both) at any point in time. If it is tuned to, say, target 1, the state of that target is known { U1 or D,}. Of course during that time, the state of target 2 is not known with certainty. We assume that every A T units of time the sensor has the opportunity to switch to the other target, or continue being tuned to the original one.
At any discrete point in time the state of the system can be described by the triplet (i,j,p) with i being the target at which the sensor is tuned to {i = 1,2),jbeing the state of that target {j = I for Uandj = 2 for D }, andp being the probability that at that point in time the state of the other target is U. Assuming that the state of the system at some discrete point in time, say, nAT, is {i,j,p), then, depending on TABLE I. Three possible forms of (f, fX!,l) (1,2} 2,1) (2,2) (f,f)(l,l) (1,2) (2,1) (2'2) (f,f)(l,l) (1,2} ( Table I: in (a), we are rewarded by one unit each time we hold either one of the targets independently of whether we were holding a target at the previous stage or not. In (b), we are rewarded by one unit each time we record an upcrossing or a downcrossing. The rationale here is that we consider any information about when those events occur to be very important, without rewarding our being in state "U" more than being in "D." Matrix (b) also assumes that we are rewarded with one unit when we do not hold a target at stage n but hold a target if we switch at the next stage, hence without necessarily having a crossing. In (c), we have the same structure as in (b), yet we are penalized (with a negative unit) if we do not hold a target at stage n + 1 while we were holding one (not necessarily the same one} at stage n.
The spectrum of all possible state transitions (i,j, p) to (i',f, p') along with their associated probabilities is displayed in Fig. 2 We are now in a position to develop a recursire relationship to solve our problem. Let l/,(i,j,p) be the maximum expected total net reward from stage n to the end N of the process, given at stage n the state of the system is (i,j,p). Taking In Table II does not penalize losing a target but instead rewards both up and down crossings, having zero reward for being in the "up" state. In the case of delays, however, unless our factor is nonzero, adopting reward matrix (b) will not produce a switching pattern; the decision will always be to listen to the same target instead.
It is also seen that adoption of the algorithms shown in this paper gives better results than listerring to any one of the targets alone for the entire duration of the observations, in that the expected "reward-to-go" at each stage is always greater than or equal to the expected "reward-to-go" of the "nonswitching" policy for all cases examined. For example, for reward matrix {a}, KD = 1 and factor = 0, the expected reward-to-go using our algorithms is 6.8910 at the beginning {stage one}, whereas if we always listen to the same target our expected reward-to-go will be 5.446 and 5.194 for targets 1 and 2, respectively. Likewise, for the case of reward matrix {b} and factor = 0, KD = 1 we have an expected reward-togo of 5.746 using the algorithm versus 5.58 and 3.304 if we listen to targets 1 and 2 {respectively} for the entire duration of the observations.
IV. CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH
We have presented the formulation and solution of a simple resource allocation problem. The decision rules produced by the algorithms are heavily dependent on our choice of the reward and penalty terms as well as by the existence (or not) of delays in switching.
There are three basic limitations in the algorithms presented in this paper. First, only the computationally simplest case of one sensor and two targets is examined--usually we have several sensors and even more targets. Second, we assume stationarity of the detection process: the targets are or are not there for the whole duration of the observations. Third, noise is not treated here; in the real ocean, we can never be sure that P>Po implies that we indeed hold a target or that we just have excessive ambient noise. Hence, several directions of future research seem to be open at this point.
A. Extension to more sensors and/or targets
The problem of one sensor and several targets is a straightforward extension of the algorithms developed in this paper. The stage space will increase exponentially with the number of targets, and the available decisions will be equal in number to the number of targets. Consequently, for a large number of targets we should expect computational difficulties, which can be partially remedied by using heuristics to either approximate the decision regions or the objective function at each stage, or by grouping the targets appropriately and solve many smaller problems, getting in all cases suboptimal results. Before we proceed with such heuristics, however, it might be beneficial to obtain some exact results and see how they will be changed by our approximations.
The problem of two sensors and three targets can be considerably more complicated. In the simplest case, the sensors arc all located in the sarnc sonar array (i.e., they are individual sonar beams that can be steered in the direction of any target we choose to listen to}; hence when two such sensors are tuned to the same target they receive the same signal.
We have formulated dynamic programming algorithms for this case, with or without delays. The state space is three times as large as the one of this paper. The problem of NS = 2 sensors and NT = NS + 1 targets can be handled similarly. We have NT decisions (i.e., which target to leave out at each stage) and an N X NPR X 2NS state space. Clearly, for many sensors we will have serious computational problems, and we will probably have to resort to heuristics. The incorporation of delays in the above extensions is expected to be somewhat more complicated than in the problems formulated and solved in this paper. The case of sensors located in different parts of the ocean, i.e., each receiving a different signal from the same target, requires a doubling of the state space over the identical sens9rs case, but otherwise is not a conceptually more difficult problem.
The problem of NS>2 sensors and NT>NS + 1 targets is the most general one. The number of available decisions increases significantly. Severe implementation problems are expected.
B. Extensions to nonstationary processes
Our models for the detection process hold, in the strict sense, for a stationary phase random multii•ath process. Clearly, if our targets appear and disappear relatively frequently, this stationarity is riot preserved arid our models cannot be used. However, under the assumption of infrequent changes (quasi-stationarity), we can accept that the process is characterized by one set of Markov models during the (long} interval before a change in the state of nature, and by another after the change (piecewise stationary processes). Such approaches have been already used in Ref. 14 in sequential hypothesis tests (failure detection}. Their implementation within our target tracking framework is far from obvious at this point.
C. The treatment of noise
A straightforward way to take into account the "corruption" of our observations by noise would be to reformulate the modeling of our targets as partially observable Markov processes. This will significantly complicate both the formulation and the implementation of the problem, particularly for more than two targets. However, our present formulation might be interpreted in a way that satisfies this requirement, as follows: the detection threshold can be thought of as assigning our observations not to either the "up" or the "down" states presented in this and previous papers, but to either a "certain" {P>Po} or an "uncertain" ( P <Po} state. This can be extended further by developilag a three-state Markov model involving two thresholds and that will assign the observations in one of the following states: (aj target is there, p>p6(b} target is not there, p <Po, and uncertain state, Po<P <P/•-Developing this model is not expected to present serious problems. Note added in proof.' While this paper was with the printer, the authors have developed heuristic procedures for approximately solving the general multisensor, multitarget version of this problem. Details can be found in Ref. 17.
