ABSTRACT Channel state information (CSI) is required for both precoding at the transmitter and detection at the receiver in millimeter-wave (mmWave) massive multiple-input multiple-output (MIMO) systems. Accurate channel estimation poses significant technique challenges for designing the mmWave MIMO systems. Considering the channel sparsity in mmWave massive MIMO systems with hybrid precoding, this paper proposes an 1/2 -regularization-based sparse channel estimation method. The basic idea of the proposed method is to formulate the sparse channel estimation problem as a compressed sensing problem. Specifically, the method firstly constructs an objective function, which is a weighted sum of the 1/2 -regularization and error constraint term. It is then optimized via the gradient descent method iteratively and the weight parameter in the function is also updated in each iteration. In contrast to conventional algorithms, our proposed method can avoid the quantization error and finally realize super-resolution performance. The simulation experiments verified that the proposed method can achieve better performance than traditional ones.
I. INTRODUCTION
Due to the advantage of using high frequency as well as enjoying high energy efficiency (EE) and spectral efficiency (SE), the millimeter-wave (mmWave) massive multiple-input multiple-output (MIMO) system has been recognized as an effective technology for the fifth generation (5G) wireless communications [1] , [2] . In addition, along with the development of mobile internet and internet of things (IoT) technology, channel capacity is expected to increase rapidly [3] - [5] . Hence, physical-layer signal processing problems (e.g., precoding and detection) in mmWave massive MIMO systems are becoing more important. Among these techniques, channel estimation is a fundamental technique for realizing the precoding and detection [6] , [7] .
The associate editor coordinating the review of this manuscript and approving it for publication was Ning Zhang. According to different communication modes, i.e. time division duplexing (TDD) and frequency division duplexing (FDD), the current researches on channel estimation for massive MIMO systems can be classified into two categories. The downlink channel state information (CSI) of the TDD system can be easily obtained through channel reciprocity while the pilot overhead is only related to the number of users. Nevertheless, with the number of users increasing, the reuse of uplink pilots will lead to pilot contamination [8] . Furthermore, complex system calibration often leads to inaccurate channel estimation. However, these defects may not happen in the FDD system. In addition, it can perform better in symmetrical service and delay-sensitive scenarios [9] , and is more convenient to upgrade from existing mobile communication networks. Given that the FDD system has no channel reciprocity, in order to estimate the downlink CSI, it should firstly transmit the pilots to users from the base station (BS). Users then estimate the CSI and feed it back to the BS [10] . The pilot overhead and the feedback overhead are both in proportion to the number of antennas mounted on the BS, which will become overwhelming in massive MIMO systems. Therefore, it is necessary to apply hybrid precoding to the FDD system, which can reduce the number of radio frequency (RF) required in the system, thereby decreasing the hardware cost and energy consumption. However, this will also cause the number of RF chains to be much smaller than the number of transmitting antennas, making channel estimation become difficult.
In recent studies, some innovative methods for channel estimation of mmWave massive MIMO systems have been put forward. For instance, a channel estimation method based on support detection (SD) has been proposed in paper [11] . By using a lens antenna array, the channel can be converted into a beamspace channel which is sparse. Then the beamspace channel estimation problem can be formulated as a compressed sensing (CS) based recovery problem. With CS technology, sparse signals can be recovered from undersampled and highly incomplete measurements, which results in less pilot overhead [12] . Paper [13] studied the multiuser massive MIMO system, and found that the user channel matrix has a joint sparsity structure, which is due to the sharing of local scatterers in the natural propagation environment. Using the sparsity, a distributed CS-based channel estimation algorithm has been proposed. The compressed measurements are observed and fed back by the users. The joint orthogonal matching pursuit (OMP) recovery algorithm is then used to obtain the CSI at the BS. Paper [14] considered the channel estimation of mmWave massive MIMO systems with a transmitter impairments model. This is similar to the case with hybrid precoding, which reduces the number of pilots. By exploiting the sparsity of the angle domain, a Bayesian Compressive Sensing (BCS) and Least Square Estimation (LSE) based channel estimation method has been proposed, which firstly uses the expectation maximization algorithm to solve the BCS problem, and then uses LSE to estimate channel gain coefficients. Paper [15] put forward a weighted block 1 -minimization method. The method first represent the channel of mmWave massive MIMO system in the angular domain, and then formulate the CS problem by utilizing the block sparsity of channel. Finally, recovery the signal through an 1 -regularization-based algorithm as an equivalent replacement for the 0 -regularization.
Nonetheless, the continuous channel parameters need to be quantized into a set of grid points in the conventional CS-based method. The resulting quantization error will deteriorate the channel estimation performance. Also, solutions obtained by using 1 -regularization are often not the sparsest. Thus, if a regularization can result in less computational complexity than using 0 -regularization, and can capture sparser solution than 1 -regularization, it is likely to improve the performance of channel estimation algorithm [16] . Studies have shown that p (0 < p < 1/2)-norm has almost the same excellent sparse representation ability as the 1/2 -norm, whereas the ability of p (1/2 < p < 1)-norm will gradually weaken with the increase of p [17] . In addition, l 1/2 -regularization has been used in computed tomography (CT) reconstruction [18] and signal recovery [19] , showing better anti-noise performance than 1 -regularization. Considering the balance between effectiveness and efficiency, we choose 1/2 -regularization in this paper for channel estimation study.
Driven by the above researches, the present paper proposes an 1/2 -regularization-based channel estimation method in order to obtain more accurate CSI. The basic idea involves taking advantage of the channel sparsity of the mmWave massive MIMO system, as well as analogizing the sparse channel estimation problem with the sparse signal recovery problem, and then solving it through the CS theory. Moreover, the iteratively reweighted operation can avoid the quantization error and finally realize super-resolution estimation results. To be specific, the objective function, which is a weighted sum of the 1/2 -regularization and the error constraint term, is optimized via the gradient descent method iteratively. In addition, in order to avoid under-fitting or overfitting, the weight parameter used to control the trade-off between the sparsity and the fitting error is updated at each iteration. The estimated parameters can be refined through the iterative process, and finally realize the super-resolution channel estimation. Simulation experiments verify that the proposed method can perform better than traditional ones. This paper is based on our previous work [20] . In this paper, we further demonstrate the research significance of the study on 1/2 -regularization-based channel estimation. Moreover, we update the derivation process of the problem formulation, making it more reliable. And the comparative experiments on the stability and reliability of proposed algorithm are carried out from more aspects. The rest parts of this paper are presented as follows. Section II introduces the channel model and some basic assumptions used in our study. The formulation of the optimization problem is described in Section III, and the optimization algorithm is proposed in Section IV. Section V presents and analyzes the simulation results. Finally, the conclusions of this paper are given in Section VI. The notations used in the paper and their meanings are summarized in Table 1 . 
II. SYSTEM MODEL
The downlink channel of mmWave massive MIMO systems with uniform linear arrays (ULAs) is considered in our study. The BS is equipped with N T transmitting antennas and N RF transmitter RF chains, and can serve K users with single antenna at the same instant. Owing to the hybrid precoding, we only need a much smaller number of RF chains than the number of antennas at BS (i.e., N RF < N T ). For the narrowband flat-fading channel, we can usually represent the system model [21] as
where r ∈ C K ×1 means the receipt signal of
is the downlink channel matrix, in which the vector h k ∈ C 1×N T represents the channel between the k-th user and the BS, P ∈ C N T ×N RF is the precoding matrix, s ∈ C N RF ×1 is the transmitted signal vector satisfying power constraint Tr s H s = P, where P is the transmit power, and n ∼ CN 0, σ 2 I K is the additive white Gaussian noise (AWGN), where σ 2 is the noise power.
Without loss of generality, this paper mainly studies the estimation of the k-th user's channel h k , and the other channel vectors in the matrix H can be estimated in the same way. In order to estimate the downlink channel, we consider the following CSI estimation and feedback protocol. It is assumed that during the channel estimation process, the BS broadcasts the pilot signal matrix X to all the users being served. For the users, the k-th user can estimate the channel matrix h k through the 1/2 -regularization-based channel estimation algorithm discussed below and feed it back to the BS via an error-free feedback channel. At the same time, a conflict-free protocol is adopted between users, so the BS can receive the feedback CSI separately.
Denote the pilot sequence transmitted by the BS as x = Ps ∈ C N T ×1 , and the transmission signal of the i-th transmitting antenna corresponds to the i-th element in x. The N X (N X ≤ N T ) pilot sequences transmitted from the BS will form a pilot matrix, i.e. X = x 1 , x 2 , · · · , x N X . It takes Q instants to transmit each pilot sequence x p (1 ≤ p ≤ N X ), and then a sequence y p ∈ C Q×1 will be received at the k-th user. The formed received matrix Y = y 1 , y 2 , · · · , y N X ∈ C Q×N X of the k-th user can be represented as
where w ∈ C 1×Q is the combing vector, and N = n 1 , n 2 , · · · , n N X ∈ C Q×N X is the noise matrix. We adopt the Saleh-Valenzuela channel model which is widely used for mmWave massive MIMO systems [11] . Then the h k can be given by
where β k represent the composite path gain and the spatial direction of the i-th path, respectively. L k is the number of NLoS paths. a (θ k ) ∈ C N T ×1 is a steering vector, which in a typical ULAs scenario can be expressed as
where
is the quantized antenna indices, λ stands for the wavelength of the carrier wave, and d means the antenna spacing at BS which is set to λ/2. Thus the h k can be rewritten as
where (5), as long as we obtain the estimation of composite gains β (i) k and spatial angles θ
we get the estimation of channel vector h k . As for the fact that in practice the number of L k is not known beforehand, we will discuss the solution when introducing the proposed algorithm later. Since the channel is sparse in the angle-domain, the estimation problem of h k can be formulated as [22] 
where the 0 -norm z k 0 means the number of non-zero elements in z k , that is the estimated number of transmission paths L k + 1, h k represents the estimated value of the channel vector, and ε denotes the threshold to control the estimation error.
III. PROPOSED 1/2 -REGULARIZATION-BASED CHANNEL ESTIMATION ALGORITHM
In this section, we firstly replace the 0 -regularization with the 1/2 -regularization, which can allow the algorithm to compute more efficiently, and then establish the objective function. Furthermore, an iterative reweighted scheme has been put forward to optimize the parameters so as to realize the super-resolution channel estimation. Finally, a pruning procedure has been introduced to make the time complexity of the method decrease.
A. OPTIMIZATION FORMULATION
Since the optimization of the 0 -norm is an NP-hard problem, it is necessary to replace it with other equivalent alternatives in order to reduce the high computation cost. In this paper, we choose the 1/2 -norm as the equivalent replacement instead of the commonly used 1 -norm in order to improve the anti-noise performance and obtain a more sparse solution.
Replacing the 0 -norm in (6) with an 1/2 -norm function, we can get:
where h k is determined by the composite path gain z k and the spatial direction θ k , as shown in (4). Then, connected by a weight parameter λ , the problem (7) can be restructured to an unconstrained form:
where the parameter λ > 0 is used to control the trade-off between the two parts of function G, namely, the sparsity constraint term and the error constraint term. The selection method of λ will be introduced in detail in the part on algorithm implementation. In addition, since the optimization of the p (0 < p < 1)-norm is a non-convex optimization problem, it needs to be replaced equivalently by an iteratively weighted 2 -norm optimization process [23] as
where the weight w ki is related to the current iteration of z k and can be expressed as
Since the weight w ki will be undefined when z (t) ki = 0, we need to add a small parameter δ > 0 to avoid this problem. In this case, the weight w ki can be shown as:
Thus, according to the above statement, in this paper, we construct an iterative surrogate function for (8) . Then the solving process of G (z k , θ k ) can be transformed into the iterative optimization of the surrogate function [24] ,
where D (t) is a diagonal matrix, which can be given by
where z (t) k is the estimated value of z k at the t-th iteration. Moreover, gradually decreasing the parameter δ can make the estimation more rapid and accurate than keeping it unchanged [25] . To be specific, δ can be initially set as a relatively large value, such as 1. Then, the parameter can be gradually reduced until a sufficiently small value (e.g., 10 −8 ) during the iteration. This gradual refinement operation of the parameter δ can increase the probability of finding the correct solution.
We will then prove the equivalence between the minimization of the objective function G (z k , θ k ) and the minimization of the surrogate function S (t) (z k , θ k ) [25] . In the t-th iteration, new estimates z (t+1) k and θ (t+1) k will be found to make S (t) (z k , θ k ) satisfy the following inequality.
And, we have
The inequality in (15) comes from the maximization of
k . Combining (14) and (15), we can get
This proves that we can minimize the objective function G (z k , θ k ) by optimizing the surrogate function S (t) (z k , θ k ). In addition, it has been indicated that as the iterative optimization process proceeds, the objective function will not increase and in the end converge to the stationary point, rather than fall into the local minimum.
Then, we can iteratively optimize (9) in two steps. First find the optimal value of parameter z (t) k , and then substitute it back to the formula to get the corresponding optimized S (t) [22] . Here we only give the final expression. For the detailed derivation process, please see Appendix.
Firstly, by calculating the partial derivative of S (t) (z k , θ k ) with regard to z k and setting it equal to zero, we can get the expression of the optimal point of z k , which is a function of θ k .
Then, substituting (17) back to (12) , the function S (t) (z k , θ k ) can be transformed to a function only related to θ k .
In this way, the channel estimation problem is further simplified to the estimation of parameter θ k . The specific solving process will be described in the next section. Calculate λ according to (19) ; 4: Construct the function S Set z
B. THE PROPOSED SPARSE CHANNEL ESTIMATION ALGORITHM
In the above discussion, the channel estimation problem has been simplified and reformulated to the optimization of angle parameters. To solve it, our study put forward an 1/2 -regularization-based channel estimation method. And the specific flow of the algorithm is described in Algorithm 1.
In (12), the objective function
The former part can constraint the sparsity of the estimation result, whereas the latter part constraint the fitting error. In order to control the trade-off between the two parts, a weight parameter λ has been introduced. To be specific, a large λ can make the solution fitting well, whereas a small λ leads to a sparser but badly-fitting solution. Hence, the value of λ will greatly affect the algorithm convergence rate and the final channel estimation performance.
Therefore, in each iteration, λ will be updated to control the fitting precision. When the previous iteration fits poorly, λ will be updated to a little larger to help the estimation fit better. On the contrary, when the previous iteration fits well, λ a slightly smaller to make the estimation result sparser. In this paper, we use a scheme to adaptively update λ, which has low computational complexity and does not require noise variance as a priori knowledge. λ is updated by λ = min dN X /r (t) , λ max (19) where d is determined by factors such as signal-to-noise ratio (SNR) and frequency spacing, and remains constant during the iteration. λ max is a value of λ chosen to limit the range of λ and ensure that the algorithm is workable, and r (t) is the square residue of the t-th iteration [26] :
To avoid quantitative errors, the proposed algorithm iteratively optimizes θ k on the angle domain grid, which is the quantized value, to the finer actual value. In the t-th iteration, the gradient descent method will be utilized to find the parameter θ (t+1) k which can make the objective function
where stands for the gradient calculation operation. η is the step-length selected to ensure S
During the iterative process, the estimates z (t) k and θ (t) k will gradually approach the true values. The iteration will stop when the difference between the current estimate and the previous one is less than a threshold. Through this operation, we will obtain the precise estimation of channel parameters, that is, the super-resolution channel estimation result. This will be verified by several experiments in the next section.
Among the process of Algorithm 1, the matrix inversion operation in step 4 and step 6 (i.e., K p = w H A H x p ) and the gradient calculation in step 5 are the main factors related to the total computational complexity of algorithm. That is to say, setting an appropriate number of paths, i.e. the sparsity level L k in each iteration will effectively control the computational complexity.
Nevertheless, in practice the sparsity is not known beforehand, so in the proposed method, the L k needs to start at a value larger than the actual channel sparsity. Then it will be appropriately reduced by a pruning operation so as to decrease the computational complexity as much as possible [25] . To be specific, in the iteration process, if the gain z (t) kl of path l is less than a preset threshold z th , the parameters of path l, including the composite path gain z (t) kl and the spatial direction θ (t) kl , will be set to zero because this path may be noise rather than real channel path. As the false path is gradually deleted, the parameter L k will be reduced and the computational complexity of the algorithm will decrease.In addition, since N T is much larger than L k , the initial angles are located on a fine grid. This will make the process VOLUME 7, 2019 of finding the actual value simpler, faster, and less likely to fall into local minima.
IV. SIMULATION RESULTS
In order to verify the reliability and stability of the 1/2 -regularization-based channel estimation algorithm proposed in this paper, in this section, we conduct some simulation experiments and give the analysis of the experimental results. Considering the influence of different parameter variations on the performance of channel estimation, we designed three experiments. In these experiments, the ULAs-based mmWave massive MIMO system with low energy consumption has been considered. In the system, hybrid precoding is used to reduce the RF chains, which are the most energyconsuming components. The system parameters involved in these experiments mainly include the SNR, number of BS antennas N T , number of user antennas N R , number of users K , number of RF chains at BS N RF , number of NLoS paths L k , antenna spacing at BS d, wavelength λ, number of transmitted pilot sequences N X , and transmission instants Q. The parameter settings for each experiment are shown in Table 2 . For performance comparison, the OMP-based channel estimation algorithm [27] , 1 -regularization-based fast iterative shrinkage-thresholding algorithm (FISTA) [28] , and the recently proposed SD-based channel estimation algorithm [11] are selected to be carried out under the same conditions. Experiment 1 tests the normalized mean square error (NMSE) of four different channel estimation methods against different SNRs, and plots the results in Fig.1 . The SNR is defined as SNR P/σ 2 . Obviously, the proposed method performs better and can obtain a much lower NMSE. This is because the parameters are discretized in the process of SD-based channel estimation method, which leads to the quantization error. However, the iteratively reweighted operation in the proposed method can avoid the quantization error and ultimately realize super-resolution channel estimation. Moreover, the 1/2 -regularization used in this paper is more able to obtain a sparse solution than the 1 -regularization used in FISTA. Also, as depicted in Fig. 1 , performance of the regularization constraints-based sparse signal recovery schemes is better than the greedy-based OMP scheme. Experiment 2 examined the influence of the number of transmit antennas N T at BS on the channel estimation performance of several algorithms. As shown in Fig. 2 , the accuracy of all the algorithms decrease with the increase of N T . This is because as the number of antennas increases, the channel matrix becomes larger, and the channel coefficients to be estimated by the algorithms increase. However, it can still be seen from the results that the proposed algorithm in this paper has better channel estimation performance, which shows that the 1/2 -regularization-based channel estimation method has strong reliability. In Experiment 3, we tested the influence of different numbers of pilot sequences N X on the performance of different algorithms and depicted the results in Fig 3. As can be observed from the figure, the accuracy of all the algorithms improved as the number of N X increasing. Moreover, even when the N X is very small, the algorithm we proposed is still more reliable and stable than other methods. Especially when N X is less than 30, the SD-based algorithm can no longer complete the channel estimation process, and a large estimation error is obtained. Therefore, the proposed 1/2 -regularization-based channel estimation method can obtain reliable CSI with less pilot overhead.
V. CONCLUSIONS
In this paper, we studied the super-resolution channel estimation problem of mmWave massive MIMO systems and proposed an 1/2 -regularization-based channel estimation algorithm. Specifically, we transformed the sparse channel estimation problem to the sparse signal recovery problem based on CS. The method firstly constructed an objective function which was a weighted sum of the 1/2 -regularization and the error constraint term. It was then optimized via the gradient descent method iteratively and finally realized super-resolution channel estimation. A pruning operation has also been introduced to reduce the computational complexity. Simulation experiments verified that the proposed method can perform better than traditional ones. 
