We investigate the performance of one stretched-grid atmospheric global model, five different regional climate models and a statistical downscaling technique in simulating 3 months (January 1971, November 1986, July 1996 characterized by anomalous climate conditions in the southern La Plata Basin. Models were driven by reanalysis (ERA-40). The analysis has emphasized on the simulation of the precipitation over land and has provided a quantification of the biases of and scatter between the different regional simulations. Most but not all dynamical models underpredict precipitation amounts in south eastern South America during the three periods. Results suggest that models have regime dependence, performing better for some conditions than others. The models' ensemble and the statistical technique succeed in reproducing the overall observed frequency of daily precipitation for all periods. But most models tend to underestimate the frequency of dry days and overestimate the amount of light rainfall days. The number of events with strong or heavy precipitation tends to be under simulated by the models.
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Introduction
Global climate models (GCMs) cannot provide information at scales finer than their grid (nowadays typically in the range from 125 to 400 km). However, as the needs of the impact community are a local-and regional-scale problem and, at the same time, the physical processes at the scales unresolved by GCMs are important, there is a growing motivation for downscaling the simulations provided by global models. Downscaling can be carried out through different techniques. Refining part of the grid of a GCM (variable-resolution global models) or using high resolution Regional Climate Models (RCMs) nested in GCMs improves the spatial details of the simulated climate. Similarly, statistical downscaling of GCM simulations provides enhanced performance for many applications.
CLARIS has promoted the coordinated participation of European and South American research teams in the use, development and application of downscaling (dynamical and statistical) methods. Different kinds of activities were executed including coordinated experiments for dynamical downscaling and complementary research activities performed by individual partners (e.g. statistical downscaling studies). Dynamical downscaling can generate realistic regional climate information that is consistent with the driving large-scale atmospheric circulation. Nevertheless, there are uncertainties, such as systematic biases in the RCMs and the propagation of errors from the driving data to the inner regional domain.
At the starting point of the project (year 2005) there was little experience in the use and development of RCMs and downscaling techniques for most of the South American regions. Even at present much of the work on this issue in South America remains at the level of methodological development and preliminary testing. Nevertheless, downscaled multi-year simulations and climate change projections are starting to become available for this region and a great part of the effort is being channelled within the CLARIS framework. Multi-year simulations were recently accomplished and first results are being independently analysed by the different groups within the project (e.g. Solman et al. 2007; Menéndez et al. 2007) . A collaborative research for studying the regional climate as simulated by the ensemble of CLARIS models is in progress. Concurrently, RCMs are being applied to study regional effects of global climate change in South America (Núñez et al. 2006; Marengo 2007; Fuenzalida 2007; Sörensson et al. 2007 ) and other regions. A comprehensive recent review on regional climate modelling and downscaling techniques can be found in the Fourth Assessment Report of the International Panel on Climate Change (Christensen et al. 2007 ). Other recent articles on South American regional simulation include Rauscher et al. (2006 Rauscher et al. ( , 2007 and Seth et al. (2007) .
Many impacts of climate change are related to changes in frequency or intensity of extremes. The understanding of downscaling skill for extreme periods is currently uncertain, yet presumably of greater importance than downscaling small changes in the mean. In particular, downscaling extreme episodes in the monthly to seasonal scale is a challenging issue. Nonetheless, relatively little has been done for downscaling the intraseasonal scale in South America (e.g. Misra et al. 2003) .
The aim of this paper is to provide preliminary insight on some of the downscaling issues relevant to CLARIS scientific objectives. We describe the results of the first coordinated exercise performed in the CLARIS framework: a series of regional simulations performed with six models driven by reanalysis (ERA-40) as an endeavour to assess models' behaviour in particular month-long extreme cases. The analysis concentrates mainly on precipitation in the southern La Plata Basin. A statistical downscaling system (SDS; D 'Onofrio et al. 2009 ) is also tested for downscaling precipitation over eastern Argentina from ERA40. Descriptions of the experimental design and of the three anomalous selected periods are given in Sections 2 and 3, while the analysis of ensemble performances and statistical downscaling is presented in Section 4 and final remarks are presented in Section 5.
Models and techniques
We carried out three multi-model ensembles of simulations of particularly anomalous months in terms of precipitation in the southern La Plata Basin (January 1971 , November 1986 and July 1996 . RCMs participating in this coordinated dynamical downscaling experiment include the following: MM5 (CIMA and UCH), RCA3 (CIMA and Rossby Centre/SMHI), REMO (MPI-M), PROMES (UCLM) and WRF (CIMA). LMDZ (LMD), an atmospheric GCM with stretched grid, also participates in these experiments. A short description of participating models is given in Table 1 . In order to reduce the spread in the multi-model ensemble, a coordinated approach in terms of model domain and resolution, time periods and models' forcing for all simulations was established. This experiment design allows the identification of features that are common or vary across the ensemble of models. The selection of the periods is based on in situ observational data studies for central and north-eastern Argentina (Bettolli et al. 2005; Barrucand and Rusticucci 2001) .
The SDS method used in the present study was based on the classification of weather patterns (see D'Onofrio et al. 2009 for a detailed description of the method). Briefly, daily weather patterns (based on 17 variables) are classified to a reduced space of 196 clusters. Ensembles of 100 stochastic simulations are then realized to evaluate the statistical model skills. This method has been tested and applied to stations covering a variety of Argentinean climates. In the present paper it is focused on the regions of major amplitude of the observed extreme events.
All dynamical regional simulations were initialized and forced every 6 h by largescale atmospheric boundary conditions from the European Centre for MediumRange Weather Forecasts (ECMWF) 40-year Reanalysis (ERA-40, Uppala et al. 2005) . The stretched-grid global model LMDZ was used in a nudged mode, where forcing variables are relaxed towards the driving data (ERA-40) in the global grid (Hsie et al. 1984) scheme Radiation Morcrette (1991) Stephens (1978) , Savijärvi (1990) , Morcrette et al. (1986) , Stephens (1978) , Mlawer et al. (1997) , Garand (1983) S a s se ta l .( 1994), Giorgetta and Wild Garand (1983) Dudhia ( Each simulation considers a spin up period of about 30 days, i.e. length of simulations is 2 months, but only the last simulated months-January 1971, November 1986 and July 1996-were analyzed. A spin up period of 1 month may be sufficient for the atmospheric and upper soil layer, but it is not enough for deep soil layer variables (Christensen 1999) . Therefore, a word of caution should be given regarding our results as the simulations may be influenced by this lack of equilibrium (however, the shortness of our simulations may substantially reduce the influence of the slowly evolving deeper soil layers). Several studies have investigated the time it takes a model to achieve thermal and hydrologic equilibrium with the atmospheric forcing. According to Giorgi and Mearns (1999) the top soil layer (∼10 cm depth) equilibrates with the overlying climate relatively quickly (order of a few weeks), while for a root zone of 1 m depth the equilibration time may be of several seasons and for a deeper soil, it may be of several years. A great disparity in spin up time between models, variables and regions is often reported. Important reductions in spin up time are expected in humid regions (Rodell et al. 2005) and, in particular, subtropical South America is a region where a quick equilibrium is expected (Silva and Berbery 2006) . In addition, the soil moisture initialization from reanalysis data is more effective than Fig. 1 Regional domain showing the topographic field, the three subregions used to compute statistical measures, and the location of meteorological stations used for comparison with models results a dry or wet initialization, significantly reducing the spin up period (Cosgrove et al. 2003) .
Simulations were evaluated against both station data and high-resolution (0.5 • ) precipitation data compiled, respectively, by the CLARIS Work Package 3.2 and the Climatic Research Unit (CRU) of the University of East Anglia (New et al. 1999 (New et al. , 2000 . Fig. 1 . Note that all considered stations are located over relatively flat and low terrain.
Periods description
Composites of observed circulation anomalies during the 3 months are presented in Figs. 2, 3 and 4, including patterns of geopotential height at 500 hPa, wind at 850 hPa, surface air temperature and precipitation. The pattern of circulation anomalies during January 1971 ( Fig. 2) is very similar to that discussed by Diaz and Aceituno (2003) during episodes of enhanced convection over Uruguay in summer. In particular, the dipolar structure in the precipitation anomaly pattern, with aboveaverage precipitation over southern and central La Plata Basin and a weakened South Atlantic Convergence Zone (SACZ, Kodama 1993) is connected with a large warm-core anticyclonic circulation anomaly centred between both regions. This anticyclonic circulation anomaly favours an intensified advection of warm and humid air toward south-eastern South America from the Amazon basin. Consistently, the low-level jet (LLJ, a regional intensification of a continental-scale gyre channelled along the eastern foothills of the Andes into northern Argentina and Paraguay, e.g. Marengo et al. 2004 ) was particularly strong during this month. At midlatitudes, a negative height anomaly centred eastward of Patagonia is coherent with the wavelike quasi-barotropic structure described by Diaz and Aceituno (2003) . The temperature anomaly field with large cold anomalies southward of 30
• S suggests an enhanced subtropical-extratropical baroclinicity over the continent. This negative anomaly of temperature in southern South America is associated with anomalously strong southwesterlies over Patagonia and southerlies in central Argentina.
November 1986 was another month of enhanced precipitation in the Rio de la Plata area (Fig. 3) . The low-level flow is a key feature in the development of precipitation in this region (Silva and Berbery 2006) . In this respect, the anomalous circulation patterns relative to January 1971 and November 1986 roughly show some similar features. A positive quasi-barotropic geopotential height anomaly eastward from Uruguay goes along with an anticyclonic circulation anomaly over the eastern portion of subtropical South America throughout the troposphere. In contrast, negative height anomalies centred near 50
• S sustain a cyclonic vortex in the anomaly wind field around this region. This pattern of circulation anomalies also resembles the wavelike quasi-barotropic structure discussed by Diaz and Aceituno (2003) for episodes of enhanced convection in the Rio de la Plata region during spring, but the wave-train depicted in that paper is located about 5
• to 10 • further to the north. Near the surface, the relatively warm conditions over southern Brazil favoured by the intensified north easterly flow, and the cold anomalies over a large portion of central Argentina and northern Patagonia, suggest an enhanced baroclinicity over the region. Notice that the anomalous winds toward north-eastern Argentina and Uruguay are not limited to the LLJ, but rather inflow is also apparent directly from southern Brazil. July 1996 was anomalously dry and cold in the southern La Plata Basin (Fig. 4 ). According to Hoskins and Hodges (2005) , who discuss SH storm-tracks diagnostics derived from the whole ERA-40 period, the middle-and upper-tropospheric cyclonic features on the subtropical jet impinging on the Andes lead to the generation of lower-tropospheric cyclones in its lee near central and northern Argentina. A contributing factor to the genesis and growth of storms in this region is the moisture convergence associated with the northerly transport by the LLJ. However, during July 1996 anticyclone conditions prevail in the mid-latitudes and anomalous southerlies in the region of the LLJ and southern Brazil characterized the subtropical area. Consistently, this period was drier than usual over both south eastern South America and southern Andes. Positive height anomalies suggesting ridging and blocking centred in southern Patagonia and a cyclonic circulation anomaly over the Atlantic centred at 33
• S induce strong southerlies over south eastern South America and consequently relatively severe cold conditions. On the contrary, over Patagonia temperature anomalies are positive since the westerlies are relatively weak.
Results

Monthly mean temperature
Spatial patterns of the biases of surface air temperature for each of the 3 months as simulated by the models' ensemble with respect to the reference dataset (CRU) are shown in Fig. 5 . Additionally, uncertainty ranges were derived based on the found differences between the highest value of the ensemble minus the lowest value at each grid point (intermodel range of monthly mean 2 m temperature). January 1971 and November 1986 show a quite similar behaviour. During both periods, the ensemble Intermodel range of monthly mean air temperature (right panels). Units: degree Celsius mean overestimates temperature over large areas in the central and northern part of the domain with a maximum bias of about +3
• C. The span between models' results is largest over some areas of Brazil (approx. 8
• C). The large intermodel spread is mainly caused by too high simulated temperatures in some models during the warm season which are likely connected to a pronounced drying phenomenon (see below).
This could be a manifestation of an unrealistic partitioning of surface energy into latent and sensible heat fluxes (dry soils limit the energy used to convert water from liquid to gas (i.e., evaporative cooling), so that the ground and then the adjacent air become warmer). Over the southern La Plata basin the ensemble errors and the uncertainty range are relatively smaller. However, a too large intermodel spread (of up to 6-8
• C) is still found along the coasts of the Rio de la Plata. For the sake of comparison, the intermodel spread in the southern La Plata Basin monthly mean temperature tends to be similar or larger than the observed interannual spread for each single month. The warm bias diminishes towards the South, being reversed over Patagonia where temperatures tend to be underestimated. The ensemble mean exhibits a quite good behaviour in July 1996, with a negative bias in most areas (the ensemble bias does not in general exceed 2
• C). Interestingly, the spread between models results is larger during this wintertime case over most parts of northern Argentina, Paraguay and Bolivia, exceeding 8
• C. Consequently, the relatively good performance of the ensemble-mean in that region results from the averaging of models with quite high biases of opposite sign. A warm bias in Northern Chile and a cold bias along the eastern slope of the Andes Cordillera are systematically found in the 3 months.
Monthly mean precipitation
In January 1971, CRU data shows a precipitation maximum over Uruguay (not shown), which the ensemble locates over southeast Brazil (see the ensemble mean precipitation and the per cent biases in Fig. 6 ). Most individual models underestimate the mean precipitation over large areas of south eastern South America, with substantial errors in amplitude and location. In November 1986, models capture the maximum over Uruguay and south eastern Brazil, although with different strength, but tend to underestimate precipitation amounts over central and eastern Brazil. In both months, rainfall along the Andes and over Patagonia seems excessive in the ensemble mean. The underestimation of the precipitation amounts in the subtropical plains is also present during July 1996. Even though this winter month was anomalously dry according to the reference observational data set, CRU data shows rainfall of 1-4 mm/day over parts of Uruguay and around the NEA region that are underestimated by all models.
In general, models with positive bias over the Brazilian Altiplano and enhanced SACZ over the Atlantic Ocean during the warm season tend to exacerbate the negative bias over parts of La Plata Basin, and vice versa. This dipole structure in the errors of the simulated precipitation, already hypothesized in Menéndez et al. (2004) , is reminiscent of the observed out-of-phase relationship between the precipitation over La Plata Basin and the SACZ region (i.e. the errors of the simulated precipitation may be associated with an incorrect simulation of the amplitude or phase of the dipole variation). This is the main mode of variability for La Plata Basin's summer precipitation and has been found in several studies at intraseasonal to interannual time scales (e.g. Nogués-Paegle and Mo 1997; Liebmann et al. 2004; Boulanger et al. 2005) . By experimental design, models use comparable resolution as well as the same forcing lateral boundary conditions. Thus the models' spread is influenced by factors specific to the internal model physics and dynamics (i.e. intermodel differences may come from different model formulation and internal variability). In order to assess the uncertainty in simulating precipitation, we calculated the intermodel spread of monthly mean precipitation (Fig. 7 , similarly than for temperature results, for each grid point we evaluate the highest value of the ensemble minus the lowest value). For January 1971 and November 1986 the intermodel range of monthly mean precipitation is very large over large areas of south-eastern South America. The area with large intermodel spread is more extended in January 1971 than in November 1986. The location of the intermodel range maxima coincides approximately with the ensemble monthly mean maxima. Not surprisingly, the agreement between models is better in July 1996 than in the spring and summer months (wintertime weather is dominated by resolved circulation). For comparison, the intermodel spread of monthly precipitation tends to be smaller than the observed interannual spread for each single month in the southern La Plata Basin. In regions of large precipitation (e.g. NEA) both measures are similar.
Frequency distribution of the daily rainfall rates
Despite the biases in precipitation and the large inter model spread in the monthly time-scale, the day-to-day variability tends to be relatively well represented. In general, the models approximately coincide in the timing of dry days and main precipitation events, but they do not coincide in magnitude. The intermodel agreement in the daily variation of wet and dry days is more evident during periods when precipitation is mainly controlled by the large-scale tropospheric forcing (e.g. during winter, see Fig. 8 ). This suggests that the models are producing the correct simulation of precipitation-generating circulation, but not the correct conversion of water vapour into rain reaching the ground.
A remaining question is the comparison of models' results with daily station data and with the statistical downscaling technique. The targets are twofold: to explore the extent to which using a statistical downscaling technique improves the downscaling of the distribution of precipitation in intensity classes, and to explore how both techniques (dynamical and statistical downscaling) capture the heaviest rainfall days. In order to answer the first issue, we made frequency diagrams of daily precipitation for each model, for the SDS and for the available observational data. For each individual model we count for each grid point in each sub-region (NEA, SME, CEA), the total number of days within each precipitation interval representing dry days or "drizzle" precipitation (0-1 mm/day) and light (1-5 mm/day), moderate (5- Fig. 8 Time series of area mean daily precipitation for all dynamical models for the region CEA. Units: millimeter per day 15 mm/day), strong (15-30 mm/day) and heavy (>30 mm/day) precipitation days. Then we evaluate the mean frequency (in percentage) for the considered region during each analyzed period. The results are shown in Figs. 9, 10 and 11, after averaging over models. The frequency distributions for the models are described by the median, the 25% and 75%, or quartile, values (half of the models lie between these two values) and the maximum and minimum values in the model ensemble. For the SDS and for the in situ data, the methodology is similar but we count for each station the number of days in each precipitation regime (we show the mean frequency for the considered region during each analyzed period).
In general, the frequency distribution of daily rainfall rates according to the SDS follows the overall features of those observed over the three regions and during the three periods (Figs. 9-11) . The dynamical models' ensemble also seems to succeed in reproducing the overall observed frequency of daily precipitation for all regions and periods. At least, the observed frequency is often found within the min-max range of the ensemble and is at times found within the inter-quartile range. But we notice that most dynamical models tend to underestimate the frequency of dry days over NEA and overestimate the amount of light rainfall days in the three regions. As expected, the number of events in the higher intensity regimes tends to be under simulated by the models. During the first period (Fig. 9) , the SDS always gives a better estimate of the frequency of rainfall in each range of amounts than the models or the mean of the models. However, the differences between observations and SDS estimates in the frequency of heavy precipitation days are quite noticeable. During the second period (Fig. 10) , it is striking in NEA that the SDS simulates much better the observation probability of dry days. During the third period (Fig. 11) , which was not characterized by heavy rainfalls, the differences between the dynamical and statistical results are low. Overall, and especially during the first and second periods, the statistical model overcomes the dynamical ensemble in representing all ranges of precipitation amounts. 
Heavy rainfall
The rainfall in La Plata Basin has been related in large part to mesoscale convective systems (Velasco and Fritsch 1987; Nesbitt and Zipser 2003) . In order to address the simulation of high rainfall extremes associated with intense storms, Fig. 12 shows the 1-day maximum precipitation of the models ensemble at each grid-point for January 1971 and November 1986. This figure helps visualizing how intense a short storm could be in this ensemble. Areas registering intense precipitation in the models ensemble differ between both periods. Peaks of simulated intense rainfall are distributed throughout the SACZ area, southern Brazil and northern Argentina in January 1971, but are more confined in the southern La Plata Basin in November 1986. Heaviest rainfall intensities and locations of maxima also vary substantially between models (not shown). In January 1971, LMDZ, MM5, REMO and PROMES produce peak rainfall exceeding 100 mm in 24 hours, but only LMDZ and PROMES locate any of such peaks over the southern La Plata Basin, the region of enhanced monthly mean precipitation according to the observed climatology. In November 1986, only REMO produces heavy precipitation with maxima exceeding 100 mm/day In order to provide a better quantification, Tables 2, 3 and 4. compares the simulated heavy rainfall, as defined by the 1-day monthly maximum precipitation, with corresponding values from the statistical downscaling technique and with station observations. For each sub-region (NEA, CME, CEA), we consider the 1-day monthly maximum precipitation at each station, and then we found the minimum Range of 1-day monthly maximum precipitation for each sub-region (NEA, SME, CEA) as simulated by each model and from the statistical downscaling method (SDS) and station observations. SDS1 represents the results of the statistical model when computing first the maximum of each simulation of the ensemble at each station, second, the maximum and minimum of these maxima at each station and finally the minimum and maximum among all the stations. SDS2 represents the results of the statistical model when computing first the maximum of each simulation of the ensemble at each station, second, the 90% and 10% percentiles of these maxima at each station and finally the minimum and maximum among all the stations. Units: millimeter per day and maximum of these quantities. Each min-max interval represents the range of rainfall amounts corresponding to the heaviest rainfall day in the stations of each sub-region for the observations, the models and the statistical downscaling. Given that the SDS simulation is actually an ensemble of 100 simulations, the methodology to compare SDS and individual dynamical models require some adjustments. Thus, the SDS results are computed in two different ways. For both ways, first the maximum value of each simulation of the ensemble at each station is computed. Second, in the first case, we compute the maximum and minimum values of these maxima at each station, while, in the second case, we compute the 90% and 10% percentiles of these maxima at each station. Finally, the minimum and maximum values among all stations are computed and displayed in Tables 2-4. The second case (selection of 90% and 10% percentiles) is considered as the stochastic nature of the SDS ensemble implying that for a large number of simulations, the SDS will simulate all values of the precipitation distribution, although with a probability influenced by the weather patterns observed during the simulated period. Thus, as noted in Tables 2-4, the range of values computed in the first case always include the observations although these extreme values may have a very low probability of occurrence. When computing the 90% and 10% percentiles, the range of values is much similar to the observations although the maximum values are systematically larger than observations. As described in D' Onofrio et al. (2009, this issue) , the stochastic nature of the SDS ensembles may require other types of statistical tests in order to evaluate the skill of the SDS to simulate/predict heavy rainfalls. Anyway, given the objective of comparison between individual dynamical models, SDS and observations, it can be concluded that the SDS reproduces fairly well the observations. It is worth noting important remaining methodological issues related to comparing precipitation extremes from station observations with model grid-point values. In particular, care will have to be taken to assess the simulated precipitation extremes against station data because the level of variability in spatially averaged rainfall is not comparable to that of point rain-gauge observations. For example, a model that produces 24-h precipitation events that are as large as found in station data would be somewhat suspect since local intensities measured by rain gauges should be greater than grid box mean intensities simulated by models (even in RCMs running at 50 km resolution).
Moisture transport
The reasons for the mean biases and errors in the simulation of spatial and temporal variability and extremes in south eastern South America in these particular anomalous months are difficult to assess. To address this problem requires one to understand the consequences of different model formulations at a detailed level. In general, main sources of errors are related to model representation of clouds and cloud feedback, feedbacks between model components, and three-dimensional response to the distribution of atmospheric moisture (Leung et al. 2003) . Related possible error sources include a likely excessive decline in soil moisture (and an associated positive feedback of soil moisture drying) and a defective simulation of the regional circulation (particularly the humidity advection from the north).
January 1971 and November 1986 are particularly interesting since these are two cases of monthly extreme precipitation in the region focused by CLARIS. The ensemble and most individual models reproduce the location of the maximum in precipitation near the Rio de la Plata in November 1986 (although with different strength) but not in January 1971. Models tend to be more skilful in that region at simulating November 1986 precipitation likely because the January 1971 climate is more controlled by mesoscale vortices and mesoscale convective complexes, which are harder to simulate. This suggests that models skill is dependent on the strength of the large-and synoptic-scale signature of each period.
Accompanying this anomalous precipitation, an enhanced LLJ transports warm, moist air from the north toward the region, contributing to an increase in the thermal contrast over south eastern South America. The observed and simulated meridional thermal contrast is particularly strong in November 1986. According to Silva and Berbery (2006) this combined patterns of thermal and dynamical variables suggest that large-scale systems, like frontal systems, are important in producing intense rainfall events.
Anomalous high precipitation in south eastern South America is linked with a stronger-than-normal influx of moisture carried by the low level winds. Many recent articles agree on the importance of the low-level flow on the regional precipitation regime (see a recent review in Silva and Berbery 2006) . There are two main sources of moisture for the Argentinean plains and La Plata Basin. One of them is related with the LLJ (particularly enhanced during January 1971) while the other is associated with the western branch of the Atlantic anticyclone (predominant during November 1986). This meridional transport of moisture and heat was crucial for the occurrence of anomalously high precipitation in southern La Plata Basin during these both periods.
The 850 hPa meridional moisture fluxes at 20
• S (Fig. 13) , is systematically underestimated by all models in January 1971 as compared with the reanalysis, being the spread between models considerably smaller than the difference between the ERA-40 estimate and the ensemble mean around the longitude of the maximum southward flux (around 62
• W). In the eastern part of the continent, the scatter grows but the ERA-40 values tend to be within or near the simulated range (i.e. inside the envelope). In November 1986, as expected, the meridional moisture fluxes are better captured by the models. The ensemble mean still underestimates the meridional fluxes of moisture, but the observational estimate is contained by the band of simulated values over a large part of the continent (including the region of the maximum flux). However, the scatter among the individual models is larger than in January 1971 in the LLJ region. It is worth noting that the LLJ extends over some of the largest data voids in South America and reanalyzes are perhaps not adequate to describe its structure.
Final remarks
The need for the development of downscaling techniques for South America is increasing in the context of regional integrated assessments and socio-economic applications. This fact motivates a regional modelling intercomparison exercise performed by most of the research centres involved in CLARIS Work Package 3.1. The goal was to assess the capabilities of various RCMs and one stretchedgrid GCM driven by reanalyzes (ERA-40) to simulate particular month-long cases characterized by extreme precipitation conditions in the southern La Plata Basin (January 1971 , November 1986 and July 1996 . A statistical downscaling method based on weather pattern classification was also tested for downscaling precipitation over that region from ERA-40 (D'Onofrio et al. 2009 , this issue) in order to evaluate its performance for specific extreme month-long cases. Overall, and especially during the first and second periods, the statistical model is closer to observations than the dynamical models in representing all ranges of precipitation amounts.
The analysis has emphasized on the simulation of the precipitation over land and has provided a quantification of the biases of and scatter between the different regional simulations. Relatively large biases and intermodel spread are noticed in the simulated rainfall. Most but not all models underpredict precipitation amounts in south eastern South America during the three periods. Results suggest that models have regime dependence, performing better for some conditions than others. In effect, they tend to be more skilful at simulating November 1986 precipitation because the January 1971 climate is more controlled by mesoscale and convective-scale precipitation events. Thermal instability, moist convective activity and the strength of local processes are maximum during summer. These factors add a strong element of randomness and nonlinearity to the models, thereby maximizing the internal model variability and errors, affecting the January 1971 simulation. Wintertime weather is dominated by synoptic scale systems and during the transitional months from winter to summer regimes, precipitation is still relatively controlled by the large-scale tropospheric forcing (i.e. accordingly the models ensemble performs relatively better during November 1986).
CLARIS models tend to underestimate the moisture transport and to misrepresent precipitation, especially in January 1971. These failures in the low-level circulation and in the associated precipitation processes in the LLJ exit region have been previously found in some studies performed with regional models (Vernekar et al. 2003; Paegle et al. 2004) . Given the complexity of precipitation processes associated with the LLJ and its interactions with the Chaco low (a thermal continental low over northern Argentina affecting the northerly winds, Seluchi and Marengo 2000) and with transient cyclonic perturbations, perhaps is not surprising that models often fail to capture these features. Simulating the fine-scale precipitation features in south eastern South America remains a troublesome challenge for future research.
However, we caution that reanalysis does not incorporate satellite observations prior to 1979 and this could negatively influence the lateral boundary conditions over the ocean for the January 1971 case.
A note of caution must be made given the paucity of available in situ data from sites within southern South America. It is necessary to have a better observational network over the region to accurately represent the space-time variability of the regional climate for validating models and developing statistical downscaling techniques. Additionally, our results are based on a small sample (three case studies of 1 month). It is necessary to validate these results from a much larger sample (work in progress).
Simulations were achieved by five regional models and one stretched-grid global model. In addition, a statistical downscaling technique was employed as a complementary method. This first CLARIS downscaling exercise should thus be thought of as typical but not fully comprehensive of the range of possible solutions that stateof-the-art models and downscaling techniques might provide for southern South America. The employed tools are as good as appears possible with the current generation of atmospheric models and statistical techniques, but the uncertainties concerning downscaled precipitation in the region are still significant. Models tend to simulate too dry and warm (cold) conditions during the spring and summer (winter) months. The reasons for the errors in the simulation of precipitation in these particular anomalous periods are difficult to assess, but it seems likely that some physical processes occurring in this region are not efficiently represented in the models. Deficient simulations of the local thermodynamic factors are potentially important for the biases in the present climate and for future changes in the regional climate. For example, feedbacks associated with the drying of the soil in summer would be important and need to be better captured by the models.
This paper represents only a first step in the development of downscaling techniques in the framework of CLARIS and much work still needs to be done to fully test and evaluate models and regionalization tools. More research is also needed to understand the models' capabilities and the variety of simulated feedbacks in the region, and how to combine information from different regional simulations with information from other sources such as statistical downscaling.
