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INTRODUCTION
Developing countries are affected by numerous socioeconomic problems, such as poverty, poor social services, lack of infrastructure for human development, and serious resource depletion, often as a consequence of inadequate planning. Development planning (i.e., urban planning) is globally very important for sustainable progress in all these areas, and this is especially true in developing countries. Geographic visualizations are an essential component of such planning processes. For example, in our case study area (South Africa), two-dimensional (2D) maps are frequently used for development planning. However, in a recent study, Clarke (2007) documented that development planning professionals in South Africa have a low level of functional map literacy. This indicates that the planners were not able to effectively read these abstract 2D maps, which, in turn, negatively impacted critical planning processes. Therefore, Clarke (2007) suggested that alternative new visualizations (which may suffer less from this lack of map literacy) should be investigated for development planning.
The Internet and other related technologies brought about many new methods of geovisualization and data exploration, such as virtual globes (e.g., Google Earth, NASA World Wind), interactive online maps (e.g., Google Maps and OpenStreetMap), 3D virtual city models (Morton et al., 2012) and many others. Similarly, cities have been represented in various formats, e.g., 2D maps, 3D physical scale models, and various 3D digital representations (Morton et al., 2012) . The popularity of 3D city models and their applications is rapidly increasing (van Lammeren et al., 2005; Wen et al., 2010; Gröger and Plümer, 2012; Semmo et al., 2012; Glander et al., 2009) . These 3D city models have been reported to be successful for development planning by various experts (Wu et al., 2013; Chen, 2011; Isikdag and Zlatanova, 2010; Wu et al., 2010) .
3D city models are also essential components of a spatial data infrastructure (SDI) because of their function as integration platforms for geospatial data (Hildebrandt and Döllner, 2009 ). However, while traditional cartography offers various (mainly theory based) design principles for two-dimensional (2D) maps, there seems to be considerably less theory for three-dimensional (3D) visualizations (Rautenbach et al., 2015) . Additionally, there are very few empirical user tests to demonstrate for which tasks 3D visualizations may be a good fit (Boér et al., 2013 ) and in our case study area (South Africa) the application of 3D models for development planning has been initiated but not yet empirically tested (Rautenbach et al., 2014) . Regardless of which domain or user group is targeted, user-centred thinking is important in visualization design. Especially in interactive computer-generated virtual environments the human user is allowed to be an active participant, rather than an inactive observer (Henry, 1992) . The illusion virtual environments create is compelling, especially with stereoscopic visualizations, but also with otherwise large screen realistic displays because they provide the participant with a sense of presence (the illusion of truly being within this environment). Virtual environments have been used in many domains ranging from medicine to psychology and from spatial cognition to urban planning because they provide us with the aforementioned sense of presence. We can immerse ourselves in the experience of an environment by moving around within it, inspecting it from above, watching a movie, studying a map, or listening to a verbal description of it (Pazzaglia and De Beni, 2006) . Similarly to being in the 'real world', when we encounter a new virtual environment, our mind immediately starts to build a cognitive map (also known as a mental map) of this new space. A cognitive map is a map-like mental construct that stores spatial knowledge in memory that can be mentally inspected (Tversky, 1993) . These cognitive maps serve as a survival mechanism that allows us to navigate in unfamiliar territory (Lynch, 1960; Henry, 1992) . This paper presents results from a qualitative/observational user experiment to evaluate the influence of the visual complexity of 3D models on an individual's orientation and cognitive map after being exposed to unfamiliar virtual environments in a walkthrough. The results contribute to hypothesis building for future experiments. The remainder of the paper is structured as follows: in section 2, a brief background on measuring the accuracy of orientation and cognitive maps, levels of detail (LoD) and related work is provided; in section 3 the methodology is described; in section 4 the results are presented and discussed; and section 6 offers conclusions.
BACKGROUND

Measuring the orientation ability and cognitive maps
Spatial cognition deals with the acquisition, organization, utilization, and application of knowledge about phenomena in the physical world (Bodine, 2006) ; thus it is intertwined with processes of thinking, reasoning, memory, abstraction, problem solving, perception, sensation, belief, and language (Burgess, 2008) . With this in mind, Tversky (1993) argued that the cognitive map is rather a cognitive collage. The knowledge we collect about unfamiliar environments is unquestionably rich and complex. This so-called cognitive collage contains spatial memories, e.g., routes previously taken, things we have seen, heard or read about, and information about the weather, to name a few. Many of these spatial memories have a 3D component as we experience the world in a "first person view". Therefore, 3D spatial memory is important in our everyday life. For example, the ability to navigate from one point to another within a shopping centre requires 3D processing in the brain (Vidal and Berthoz, 2005) . Due to the richness of spatial memories, Lynch (1960) found that it is almost impossible to be truly lost within a city. However, even if we are never "truly lost", a moment of disorientation can lead to severe anxiety, depending on the personality traits, or induced by the contextual circumstances (Cubukcu, 2011) . A better understanding of our spatial experiences, e.g., through a study of how we form cognitive maps, might be a key approach in (eventually) addressing some of these anxieties. Canter (1977) suggested obtaining people's cognitive maps by asking them to sketch a plan. This is an information rich method, since it includes the sizes of the individual spaces, their relative location to each other, and specific details or landmarks. However, sketching can be challenging for some: the participant is required to convert a 3D cognitive map into a 2D plan. This 3D-to-2D conversion (perspective transformation) may be difficult for some individuals. In other words, even though they might have a perfect 3D cognitive map, transforming it into a 2D plan on paper could be challenging.
To address the shortcomings about 2D-3D perspective transformation, Okabe et al., (1986) utilised an indirect method for measuring the accuracy of cognitive maps and eliminating errors present in sketches. This method is known as the "point in the direction" technique. With this method, participants move within an environment and at an explicit point they are asked to point in the direction of a specific object or place that was previously passed. The object or place (target) would no longer be in sight, and the participants would need to rely on their cognitive map for the location of the target. To add another level of complexity, the participants can also be asked to estimate the straight line distance (as the crow flies) from their current location to a specified target (Okabe et al., 1986; Henry, 1992) . While both point-in-the-direction and distance estimation allow collecting information related to cognitive maps, overall these methods allow less information to be derived in comparison to sketches.
Levels of detail
To guide modelling and visualization decisions of a "walkthrough" experience in a virtual environment, it is important to understand which level of detail (LoD) facilitates construction of an accurate cognitive map. Arguably the most common approach to manage the LoD of a 3D model (which is the foundation of all virtual environments) is controlling the number of polygons that construct an object. For example, "distance to the viewer" is among the most established spatial criteria, i.e., a 3D object's complexity (number of polygons) is intentionally decreased as it moves further away from the camera or viewer. In city models, LoD is a standardized concept for defining levels of complexity when representing geographic objects (Biljecki et al., 2013) . These standardized LoD definitions are used in 3D modelling as a mechanism for describing product specifications (and to facilitate the acquisition process) and as a step for generalization.
In the experiment described in this paper, the Open Geospatial Consortium (OGC) CityGML definition of LoD is used. The CityGML standard differentiates five consecutive LoDs for urban models with increasing complexity and granularity regarding both their geometric representation and their thematic differentiation (OGC, 2008) . The LoDs are defined ranging from level 0 to 4:
• LoD0 -regional, landscape: This is the coarsest level. It is essentially a two and a half dimensional (2.5D) digital terrain model that can be draped with aerial imagery to create a more realistic view • LoD1 -city, region: Level one consists of well-known block models comprising prismatic buildings with no (or flat) roofs • LoD2 -city districts, projects: This level adds differentiated roof structures and thematically discrete surfaces.
• LoD3 -architectural models (outside), landmarks: Level three denotes architectural models with detailed wall and roof structures, balconies, and bays to name a few. At this level, the outside architecture of the buildings should be consistent with the real world object. In addition, detailed vegetation and transportation objects are components of a LoD3 model • LoD4 -architectural models (interior): Level four adds interior detail to the model, such as number of rooms, interior doors, stairs and furniture to the building.
The CityGML LoD definition has been criticised (Fan and Meng, 2012; Biljecki et al., 2013) , however this definition is currently the only one that is standardised by either the International Organization for Standardization (ISO) or the Open Geospatial Consortium (OGC) and will be used as the main differentiator between the various levels of visual complexities used in this experiment.
Related work
Pazzaglia and Taylor (2007) studied the effect of spatial perspectives and wayfinding instructions on the navigational accuracy and speed of participants. 54 undergraduate students were taught an urban route either while watching a moving dot on a map (survey perspective, i.e., aerial or top view), or following an avatar through a virtual navigation (route perspective, i.e., first-person or street view). Results suggest that the route perspective is "more functional to navigation" while survey perspective provides a more complete environmental representation (Pazzaglia and Taylor, 2007) . In a similar study, Hund and Minarik (2006) asked participants to navigate through a city model using landmarks (e.g., turn towards the church on Stead Ave) or cardinal (e.g., go north on Stead Ave) directions. They concluded that participants who were given cardinal directions completed the tasks faster and more precisely than the landmark directions group, though these results should be interpreted carefully as there may be cultural differences in utilizing cardinal directions.
In another study conceptually similar to ours, Cubukcu (2011) reports the effect of visual detail in virtual environments on participants' spatial performance when they estimate direction and distance (straight-line and walking distances), and produce a sketch. In the experiment, 49 participants were exposed to a small virtual environment generated with low (portrayed with four colours) and high (using textures) visual detail. The authors did not observe a significant effect on spatial performance based on the tested high or low visual detailed environments, suggesting that for certain tasks and user groups, a low-detail visualization may suffice (Cubukcu, 2011) . While Cubukcu (2011) did not observe a difference between the two levels of detail for the tasks she tested, some studies suggest that visualizing too much detail can impair memory in some tasks (Borkin et al., 2011) . Conversely, this memory related finding does not seem to apply in all cases. For example, Cockburn (2004) investigated the effect that 2D and 3D have on spatial memory where letters and flags were presented to the participants in 2D and in 3D. This study demonstrated that letters were recalled easier than flags because the participants can rely on mnemonics, but 3D made did not impair or improve the effectiveness of spatial memory for this task.
METHODOLOGY
A qualitative user experiment was conducted in this study where tasks were delivered in a classroom, supported by answer sheets. The goal was to observe the impact of various visual complexity levels and the training effect on the accuracy of a participant's orientation and cognitive map.
Participants
107 undergraduate students (51 males, 56 females) participated in the study. The majority of the students were from the Science Faculty. Other students were from the Education, Engineering, Built Environment and Information Technology Faculties. Refer to Figure 3 for a detailed breakdown of degree programs. The participant age varied from 18 to 25 years, with an average age of 20 years. This student population was targeted purposefully as we consider them future professionals (and community members) in the domain of interest (development planning).
The experiment was repeated with three groups of students (44, 25 and 38) on three different days.
Study design and materials
The study was designed to observe the impact of different levels of visual complexities and the effect of training on the accuracy of the participants' orientation and cognitive maps. The visual complexity can be defined based on various computational and human factors (Schnur et al., 2010) . In this study it was defined with reference to different CityGML-related LoDs (LoD1, LoD2, and LoD3), the extent of the area covered, the number, structure and density of objects, number and type of landmarks and the camera angle in the virtual environments. For simplicity, we will refer to different levels as Visual Complexity 1 (VC1), VC2 and VC3.
The number, structure and density of objects as well as the extent of the area of interest, varied over the three models (see Table 1 ). The structure of the VC1 model was simplistic (consisting of basic geometric objects) and covered a small area (Figure 1) . The VC2 was a model of Alexanderplatz, spread over a larger area with prominent landmarks of different heights and form, such as the Berliner Fernsehturm and the Berliner Dom (Figure 2 ). The VC2 model covered the largest area, 1,403 km 2 . The VC3 was a model of Ettenheim, a compact town with unobtrusive landmarks but more detailed building representations and street furniture (Figure 4) The VC1 model was an artificial model created in Trimble SketchUp (http://www.sketchup.com/), consisting of six basic geometric objects that represent buildings in LoD1. Five of the objects in the model had the same height, while the sixth object was a composite building and had two distinctly different heights (on the right in Figure 1 ). The VC2 and VC3 models were obtained from the CityGML project website (http://www.citygml.org/).
Note that while Figures 1, 2 and 4 show screenshots, during the experiment, the visualizations were dynamic, i.e., pre-recorded videos of about one minute of each model were shown to participants. The first two videos were presented from a pedestrian perspective and the third from a 45 degree bird's eye view to observe participant behaviour under various conditions.
Procedure and tasks
The experiment consisted of three interactive question and answer sessions (similar to focus groups), including the video presentation of the three visualizations, and the sketch production. Each participant received an answer sheet. The instructor presented questions one-by-one and asked the participants to write down their answers on the sheet before proceeding with the next question. The experiment consisted of six parts. For simplicity, we refer to them as Task1 to Task6. Task1 and Task2 gathered basic demographic data (e.g., age, gender, expertise, experience with computer games and similar) and the participants' self-assessment of their spatial abilities.
Responses were provided by participants on printed answer sheets. The remainder of the session was structured as follows:
• In Task3, the participants were asked to indicate the direction of two well-known buildings on campus while sitting in a lecture hall. The main campus was their home campus, thus it was a familiar environment. They were all facing the same direction and were asked to indicate the direction of two buildings (e.g., to the left when facing the front of the lecture hall) from their memory on the provided diagram (illustrated in Figure 5 ). • In Task4, the participants were shown a short video clip where the camera traversed through a virtual environment consisting of six basic geometric objects or buildings in the VC1 model (refer to Figure 1) . Afterwards, the participants were requested to draw a 2D sketch map of the environment depicted in the video. This task was based on Canter's (1977) method to evaluate a person's cognitive map, and their ability to convert a 3D cognitive map into a 2D map.
• For Tasks 5 and 6, two videos were used; one for VC2 and another for VC3. Before the video was started, the moderator indicated and verbally described three landmarks (prominent features) visible in the overview of each virtual environment. A short walkthrough of the environment from a pedestrian perspective for Task5 and a flythrough from a 45 degree bird's eye view (approximately 5m above the surface) for Task6 followed. At two predefined points in the video, the video was stopped and the participants were requested to indicate the direction of one of the landmarks from the current (virtual) location, using the diagram ( Figure 5 ). This task was prepared on the basis of the Okabe et al., (1986) "point in a direction" method.
The participants had no prior knowledge of artificial city and the two real cities used in the study, and the videos were presented once only. The visual complexity for the tasks increased not only in LoD, but also varied in number, structure and density of the objects, and extent of the area of interest (refer to Section 3.2 for detailed discussion of the differences).
RESULTS AND DISCUSSION
Results of Task1 (demographic information) are reported in Section 3.1. Participants. Responses to Task2 indicate that the majority of participants do not interact daily with video games or computer simulations (less than 30% of the participants reported daily interaction with video games or computer simulations). Additionally, in Task2 (self-reported spatial ability), participants were asked to rate their sense of direction between 1 (extremely poor) and 5 (excellent). 42% of the participants rated themselves at a 4; that is, just below excellent (refer to Figure 6 ). They were also asked to rate the frequency of their disorientation. 39% of the participants rated themselves at a 3 which is the equivalent of being disorientated often (refer to Figure 6 ). When these results are compared, it can be seen that most participants feel that they have a good sense of direction, but paradoxically, they also feel disorientated frequently. Table 2 . Overview of the study.
As detailed in Section 3.3. Procedure and Tasks, for Tasks 3, 5 and 6 participants were asked an orientation question, where they marked the direction of an object that was not visible in the scene (for Task3, two campus buildings in relation to their current position, for Tasks 5 and 6, virtual landmarks in relation to their current virtual position). Only one of the blocks would apply (i.e., there was only one correct answer) and the 45 degree zone provided a large buffer. Note that this type of task is considered easier than the 3D to 2D transformation used in Task4 (Okabe et al., 1986; Henry, 1992) . Slightly less than half of the participants identified the direction accurately (47%) in Task3 where they had to rely on their cognitive map of the university campus (familiar to all participants) when asked to point to a building with its name. This can most likely be attributed to the participants having overall poor spatial orientation ability (despite their optimistic self-assessment, see Figure 6 ), especially since the majority were also not able to perform the other tasks successfully. Two individuals were identified who performed poorly in Task3, but performed all subsequent tasks correctly. These individuals may not pay attention to their daily surroundings in the 'real world', but when instructed, they appear to perform well (refer to Figure 7) . The group setting of the experiment was another factor that could have contributed to the low performance, as the participants might not have given their full attention during the experiment. Kirasic et al., (1984) also suggested that if the participants frequently visits or walk by a specific landmark, they might not be able to recall the landmarks location or direction to the landmark. 75% of participants that correctly performed Task3 were also able to perform Task6 accurately. In Task4, the participants were asked to draw a 2D map (sketch) of the environment (plan view) that they viewed in the video. Based on an analysis of three elements (layout, circle and height) on the sketches, responses were divided into the five sketch categories listed below (refer to Figure 8) . A sketch that includes the layout, the circle and the height difference is regarded as correct. We categorized the sketches that participants produced based on the following criteria:
• Layout + Circle + Height: Layout correct, circle present and height differentiation indicated • Layout + Circle: Layout correct, including the circle, but height differentiation not indicated • Layout + Height: Layout correct, but circle not present, height differentiation correctly indicated • Layout: Layout correct, but circle not present and height differentiation not indicated • No resemblance at all: none of the elements are present in the sketch Drawing the sketch was a challenging task, as it required a mental transformation (3D to 2D). As a result, as can be seen in Figure 9 , the majority of participants were not able to accurately produce the sketch (Figure 8a shows the accurate configuration). Only a staggering 10% of participants were able to include the layout, circle and height differentiation. 34% of participants produced the correct layout, but did not include the circle and change of height. This type of transformation task is a common task that many map readers, and more specifically planners, need to regularly perform (Ozawa and Seltzer, 1999) . We believe the limited amount of visual detail and absence of highly distinctive characteristics in the VC1 model made this task even more difficult. The participants were expected to have relatively good spatial abilities, as they are studying in fields that would require good spatial skills. However, in this study, it appears that, overall, the orientation tasks were challenging for the participants, even in a familiar 'real world' environment (with a success rate of only 47%). Orientation capability deteriorated in the subsequent task in an unfamiliar virtual environment with VC2 (34%). An overall improvement in the next task (42%) despite increasing complexity (VC3) suggests that training may be helpful. Nonetheless, the latter did not equal the success rate of the 'real world' task with the familiar campus buildings. In this study we did not observe any correlation between the participants' performance and their frequency of interaction with video games and computer simulations. However, an interesting observation was that the participants significantly overestimated their own spatial abilities: 64% of the participants rated their sense of direction as above average (refer to Figure 6 ). However, at most only 47% of participants were capable of completing a task successfully (refer to Figures 7 and 9) . These results are further demonstrated with the low success rates in the sketch task, where the majority of the participants were unable to reproduce an accurate sketch of the virtual environment showing the essential elements of the layout, circle and height.
To reiterate the interpretation of our analysis a little more in depth; Task3 tested the participants' general spatial orientation using their spatial knowledge of the university campus. Only 47% of participants were capable of correctly indicating the direction of a well-known building on campus. When exposed to the VC2 model (Task5, Alexanderplatz) and VC3 model (Task6, Ettenheim), the percentage of correct responses dropped to 34% and 42% respectively. A likely reason for the lower number of correct responses is the familiarity, or rather lack thereof, as mentioned earlier. Another reason could be that the verbal descriptions of landmarks were not as unambiguous as the buildings names (which participants already knew) used in Task3. A third reason could be that participants were distracted or not paying attention when the verbal descriptions were provided. While controlled studies are needed to pin down the precise cause of the observed effect, based on this qualitative study, we can report that inappropriately designed 3D models do affect the performance when using or interpreting the model for orientation (pointing task) and recall (sketch task).
CONCLUSION
To summarize, the aim of the qualitative experiment presented in this article was performed to better understand the effect of visual complexity levels in 3D city models on orientation and cognitive maps of individuals. Ultimately, the results will contribute to the hypotheses development for a series of controlled experiments to study the effect of visual complexity. The results of these experiments will contribute to the development of recommendations on the design and use of 3D models for development planning, building on the work of other researchers, such as Haeberling (2005; 2008) , Döllner (2006; 2014) and Pasewaldt (2012) . By understanding the effect of visual complexity in 3D urban models, we can better design and employ these models to ensure that all stakeholders (includes individuals with various levels of map literacy) are able to extract the required information for effective decision-making.
Our primary goal was to observe the effect that three different visualizations with varying levels of complexities have on the accuracy of the cognitive map when individuals are exposed to unfamiliar environments. The effect we observe is clear, however, the qualitative nature of this experiment does not allow us to determine the precise causes. All varied factors may have contributed to the observed effect to some degree, including a lower LoD and other design choices, such as the
40% extent of the model (scale), scene complexity (number, structure and density of objects), the camera angle (perspective), familiarity, as well as training and the clarity of verbal instructions (building name in campus vs. a description of a building in the virtual representation). With the increasing popularity of 3D city models, it is important to understand the effect of design choices on people's cognitive maps. When creating 3D city models for development planning, it is important to understand how to design these models. Literature suggests that inappropriately designed 3D models can cause anxiety, disorientation, frustration and stress that would affect the performance when using or interpreting the model (Cubukcu, 2011) .
The methods used in this study are qualitative (it should be viewed similarly as focus groups) where we collected indications from the participants under conditions that were not strictly controlled. On the other hand, from the perspective of controlled studies, the methodology used in this study introduces various limitations. Primarily, it is important to note that between the compared visualizations, multiple factors were varied. Additionally, the increased complexity and size of the areas with each visual complexity level might have been too large. It is difficult to find a single area that would be appropriate for different visual complexity levels unless we use entirely artificial environments. Such approaches exist, and we will follow them also in the future for the sake of experimental control, however, we clearly lose some ecological validity as we move away from visualizations of real environments in which multiple things vary at the same time. This is a known trade-off in experimental science. Furthermore, the sample population (participants) was restricted to university students, most of them studying in geography-related domains. Despite the staggeringly low success rates over all conditions we tested; this group's success may be "better" than the general population. In other words, they may be a self-selected group with higher-than-average spatial abilities and some of them had some exposure to video games and computer simulations. Additionally the two measurements (orientation task and sketch task) were not used in all tasks due to time restrictions; results could be enhanced if they had been measured for all conditions.
Further research should investigate the user experience with 3D city models from various aspects, such as colour schemes, light sources and different traversal techniques. In the next steps, we aim to test for individual factors (i.e., we will vary one factor at a time) to better identify the causes of the observed effect, which will complement this experiment and address the limitations otherwise identified in this paper.
