Abstract. Thermal models are used to predict temperature distributions of heated tissues during thermal therapies. Recent interest in short duration high temperature therapeutic procedures necessitates the accurate modelling of transient temperature profiles in heated tissues. Blood flow plays an important role in tissue heat transfer and the resultant temperature distribution. This work examines the transient predictions of two simple mathematical models of heat transfer by blood flow (the bioheat transfer equation model and the effective thermal conductivity equation model) and compares their predictions to measured transient temperature data. Large differences between the two models are predicted in the tissue temperature distribution as a function of blood flow for a short heat pulse. In the experiments a hot water needle, ∼30 • C above ambient, delivered a 20 s heating pulse to an excised fixed porcine kidney that was used as a flow model. Temperature profiles of a thermocouple that primarily traversed the kidney cortex were examined. Kidney locations with large vessels were avoided in the temperature profile analysis by examination of the vessel geometry using high resolution computed tomography angiography and the detection of the characteristic large vessel localized cooling or heating patterns in steady-state temperature profiles. It was found that for regions without large vessels, predictions of the Pennes bioheat transfer equation were in much better agreement with the experimental data when compared to predictions of the scalar effective thermal conductivity equation model. For example, at a location r ∼ 2 mm away from the source, the measured delay time was 10.6 ± 0.5 s compared to predictions of 9.4 s and 5.4 s of the BHTE and ETCE models, respectively. However, for the majority of measured locations, localized cooling and heating effects were detected close to large vessels when the kidney was perfused. Finally, it is shown that increasing flow in regions without large vessels minimally perturbs temperature profiles for short exposure times; regions with large vessels still have a significant effect.
Introduction
Thermal therapies rely on increasing or decreasing tissue temperatures to cytotoxic levels to achieve a therapeutic effect. Conventional hyperthermia (target temperatures of 41-45
• C), in conjunction with radiation, has demonstrated increased effectiveness in the treatment of certain types of cancer (Overgaard et al 1996 , Vernon et al 1996 , Valdagni and Amichetti 1994 . It is difficult to achieve and maintain the target volume to uniformly high steadystate temperatures, in part due to the inadequate heating technologies and in part due to dynamic mechanisms of heat removal by the body. This has prompted the development of technologies to deliver short intense pulses of heat (ranging from a few seconds to tens of minutes) to induce immediate tissue destruction by means of ultrasonic (Hynynen 1996 , ter Haar 1995 , microwave (Haines and Nath 1995) or laser (Malone and Wyman 1992) heating techniques. Interest in short duration high temperature treatments has increased due to recent developments in imaging technology that may allow near real time damage assessment and feedback control (Hynynen et al 1995 , Cline et al 1993 . Furthermore, temperature maps of the treatment volume may be obtainable (Vitkin et al 1997 , Macfall et al 1996 , Cline et al 1996 .
The determinants of temperature distributions during thermal therapy are: the power deposition pattern of the heating source, heat removal by conduction and heat removal by blood flow forced convection (other terms, such as metabolic heat generation are small and ignored). To model the induced transient temperature distributions, additional terms are included in the heat conduction equation to take into account the effects of the heating source and of blood flow. To include the effects of blood flow, the fully conjugated tissue/blood heat transfer equations should be solved for all vessels in the region of interest (Huang et al 1996) . However, due to the large number of vessels and their complex geometry, the equations are difficult to solve. Therefore, to approximate the effects of blood flow through the numerous smaller vessels of the circulation, macroscopic models are used that average the effects of many vessels. Hence, two terms are added to the heat conduction equation to take into account blood flow: one term that models individual large vessels (an advective term to model convective heat transfer by the moving blood) and one term that models the effects of smaller vessels that cannot induce significant localized temperature gradients (Lagendijk 1990) . Large vessels that induce localized gradients are also termed thermally significant vessels and the extent of the temperature gradients depend mainly on the vessel diameter and the volumetric blood flow rate through the vessel (Chato 1980) . Theoretical work has shown that vessels with diameters larger than ∼0.5 mm belong to this category (Roemer 1991 , Crezee 1993 , Kolios et al 1996 .
Several models have been proposed to quantify the collective effect of thermally insignificant vessels. The two simplest and most utilized models for hyperthermia treatment planning are the Pennes bioheat transfer equation (BHTE) and the effective thermal conductivity equation (ETCE) . In the BHTE model heat transfer between the blood vessels and tissue is assumed to occur mainly across the capillaries where blood velocity is low (Pennes 1948) . The blood in the capillary bed instantly thermally equilibrates with the temperature of the surrounding tissue and enters the venous circulation at the local tissue temperature. Therefore, the contribution of blood flow could be modelled as a heat sink whose magnitude is proportional to the difference between the arterial supply temperature and the local tissue temperature. In the ETCE model it is assumed that blood thermally equilibrates before reaching the capillary level. The mean tissue temperature is determined by countercurrent pairs of closely spaced and nearly equilibrated vessels (Weinbaum et al 1984) . Provided that the majority of heat is conducted between the countercurrent vessels, heat transfer due to such vessel pairs can be accounted for by using an effective conductivity tensor in the heat conduction equation. Under certain conditions, the tensor could simplify to a scalar. A critical review of these and other thermal models can be found in Arkin et al (1994) .
The goal of this work is to determine which microvascular heat transfer model (the BHTE or the ETCE) is more accurate in predicting temperature profiles of tissues during transient heating. Both the ETCE model (Wyman and Whelan 1994 , Whelan and Wyman 1995 , Loyd et al 1997 and the BHTE model (Martin et al 1992 , Kolios et al 1996 , Shaw et al 1996 have been used to predict temperature distributions. Furthermore, treatment strategies have been proposed and designed based on these results. Since predictions of the two models diverge as tissue blood flow increases (section 2), it is important to determine which model offers a more accurate description of the temperature distributions during tissue heating in the absence of large vessels.
In the few other published comparisons of transient temperature predictions of the BHTE and ETCE with experimental data for tissue heating, Crezee (1993) concluded that the ETCE is more accurate by examining the time-temperature profiles after a step-wise change in the heating source for a fixed bovine kidney (Crezee and Lagendijk 1990 ) and a freshly excised bovine tongue (Crezee et al 1991) . They demonstrated a decrease in the delay time (the time delay between the initial temperature rise of the source and the temperature rise at some point r away from the source) as a function of flow, in accordance with predictions of the ETCE. Other investigators have examined steady-state temperature distributions. Moros et al (1993) and Rawnsley et al (1994) concluded that the BHTE is a better model based on profiles obtained during the ultrasonic heating of the dog thigh. In other experiments (Valvano et al 1994 , Zhu et al 1994 , Crezee 1993 , the ETCE was found to be a better approximation. In the above experiments however either the effects of large vessels were not excluded (which complicates the analysis), the spatial temperature sampling was relatively sparse or the analysis was performed in small regions. Furthermore, temperature profiles over large tissue regions as a function of time have not been examined. Such profiles are sensitive to the differences in the model predictions of the BHTE and ETCE.
In our work, we compare the predictions of the two simplified thermal models to experimental transient temperature profiles measured in a fixed porcine kidney attached to a perfusion circuit. By controlling kidney inflow and measuring the tissue transient temperature response to a 20 s heat pulse, we compare the results to theoretical predictions. Since thermally significant vessels have the capacity to transport heat (thus in certain cases emulate an increase in tissue conductivity in regions surrounding the vessels), analysis of temperature profiles in regions close to thermally significant vessels was avoided. The temperature profiles were analysed by examining transient temperature profiles at selected locations or by constructing spatial temperature maps at various timepoints and comparing them to theoretical predictions.
Theory
We consider the transient tissue response to a pulse of heat as a function of microvascular flow in the absence of thermally significant vessels. The cylindrical geometry used to calculate the transient temperature distributions resulting from a cylindrical conduit that carries hot water is shown in figure 1 . The following equations were solved computationally by the method of finite differences:
where ρ is the density (g cm −3 ), c is the specific heat capacity (J g −1 • C −1 ), T is the temperature (
• C), u(r) is the velocity of blood (cm s −1 ), k is the thermal conductivity (W cm −1 • C −1 ), w is the volumetric perfusion rate (g cm −3 s −1 ) and k eff is the tissue effective conductivity for the ETCE. Subscripts art, b, f and t denote arterial, blood, fluid and tissue respectively. Equation (1) models the hot water heat source while equation (2) models heat transfer in tissue.
The thermal parameters used in the simulations are listed in table 1. The radial and axial boundary conditions were chosen to match the geometry of the kidney and the experimental conditions. The outer radius R o was set to 1.4 cm and the cylinder length L to 3.5 cm to match the dimensions of the kidney slice in the plane of three of the thermocouple paths (see section 3.1). The radial boundaries were set to the ambient temperature, T 0 . The axial boundaries were set as follows: at z = 0 and within the fluid domain the temperature was set to the input fluid temperature T in while in the tissue domain it was set to T 0 . Thus, the inner cylindrical vessel was the heat source. In all simulations the arterial temperature was equal to T 0 . The thermal pulse duration was set to 20 s to match the pulse duration in the experimental studies. The velocity profile u(r) in equation (1) was chosen to be parabolic since the fluid was fully developed. At z = L within the fluid domain an adiabatic boundary condition was implemented while in the tissue domain the temperature was set to T 0 . The grid spacing in the axial direction dz was set to 0.1 mm while in the radial direction the grid spacing dr varied linearly from 0.0001 mm at the centre to 0.2 mm. The timestep dt was set to 0.1 s. Further details on the computational method can be found elsewhere (Kolios et al 1994 (Kolios et al , 1995 . In this formulation, no prior assumptions are made with respect to heat transfer coefficients at the radial boundary of the cylinder and tissue. This is expected to produce more accurate results than if heat transfer coefficients are used (Kolios et al 1995) . Table 1 . Listing of physical parameters used in simulations (Duck 1990 ). The BHTE was modelled by setting k eff = k t in equation (2) and adjusting w b to the perfusion value of the tissue examined. Similarly, for the ETCE model, w b was set to zero and k eff assigned the value of interest. To directly compare the results, volumetric perfusion and effective conductivity were related according to the experimental data of Crezee and Lagendijk (1990) :
where β = 0.12 (ml/100 g min −1 ) −1 . Perfusion values were converted from ml/100 g min
to g cm −3 s −1 by assuming a tissue density of 1 g cm −3 . To compare the theoretical and experimental results, kidney perfusion was estimated by taking the ratio of the renal artery inflow and the kidney mass. Perfusion was assumed uniform throughout the entire tissue volume.
Predictions of the two models diverge for increasing blood flow. Changes in the tissue effective conductivity as a function of blood flow in the ETCE (equation (3)) result in an increase in tissue effective diffusivity α eff since α = k eff /ρ t c t . The increase in tissue effective diffusivity and conductivity results in accelerated tissue heat transfer and smoothes the sharp temperature gradients created by the heating source. In contrast, tissue conductivity and diffusivity remains unaltered in the BHTE. Therefore, predictions of the BHTE indicate that microvascular flow has small effects on the temperature distribution for short heating times and temperature profiles retain the original shape of the heating source for a longer period of time.
Methods

Experimental methods
An 80 g fixed porcine kidney was used as a perfusion model according to the protocol developed by Holmes et al (1984) and modified by Jia (1995) . In this procedure the organ is fixed such that the vasculature retains its integrity allowing it to be used as a flow phantom when perfused ex vivo. X-ray images using water-soluble iodine contrast agents and temperature pulse-decay experiments confirmed that mass and thermal clearance mechanisms of the kidney were not compromised by the fixation (Jia 1995) . However, insertion of probes and repeated experiments did result in an increase in kidney vascular resistance over time.
The kidney was perfused with distilled de-ionized water controlled by a computerized peristaltic pump (Masterflex, model 7550-600, Barrington, IL, USA) connected to a pressure meter (DRUCK GLA Electronica 86-20, Milan, Italy), bubble trap and filter (Milipore Corporation, Bedford, MA, USA) (figure 2). Kidney perfusate was circulated through a heat exchanger located in the waterbath to ensure that the perfusate and waterbath temperatures were equal. Inflow pressure was limited to a maximum of 125 mm Hg to avoid vascular damage. Circuit pressure differential was achieved by using a water reservoir elevated 1.85 m above the kidney level as indicated in figure 2.
The kidney was immersed in a waterbath at room temperature. The waterbath was stirred by connecting it to a circulation circuit (flow rate 4 l min −1 ) and a thermocouple was used to measure the waterbath temperature. The heat source consisted of an 18 gauge (1.2 mm outer diameter) needle perfused with hot (40-60
• C) water to induce temperature gradients in the tissue. The temperature of the water was monitored at the entry and exit of the needle. Needle flow was achieved by use of the water reservoir discussed previously (volumetric flow through needle 1.2 ml s −1 ). A computer controlled pinch valve (Cole Figure 2 . The experimental system built to determine the differences in the transient temperature profiles near a heat source as a function of perfusion. It consists of four main components: two flow circuits (for the kidney and the heat source), a scanning system and a thermometry data acquisition system. Five thermocouples are scanned in steps of 100 µm, providing high spatial resolution measurements.
Parmer, part H-98301-22, Chicago, IL, USA) was used to switch between hot (∼60 • C) and room temperature water to deliver a 20 s heat pulse to the kidney. The experimental protocol is shown schematically in figure 3(a). Thermocouples were placed at the needle inlet and outlet to record the pulse temperature for each experiment.
Five type K chromel-alumel thermocouples, each of 50 µm diameter and forming a junction approximately 0.1-0.2 mm in diameter, were encased in fused silica tubes of 0.5 mm outer diameter. The tubes were glued to the kidney surface using a commercial adhesive (cyanoacrylate ester, Loctite Corp.). A multifunction 16 channel data acquisition system (Labmate Scienmetrics, Nepean, Ontario, Canada) recorded the thermocouple measurements which were stored on a personal computer and later analysed. The thermocouples were calibrated in a waterbath against a standard mercury thermometer (Fisher, Canada) and had an accuracy of ±0.1
• C. The thermocouples were scanned by attaching them to a plastic mount that was driven by a stepping motor (rotor SLS-4014-002 model, Princeton, IN, USA) and incremented in steps of 0.1 mm (±5% per step). Ambient temperature was 26
• C and thus T in , the difference between the inlet and ambient temperature, was ∼34
• C. The peristaltic pump and the pinch valve were controlled by the data acquisition software. The tissue temperatures were recorded at a temporal sampling rate of 1.04 s −1 and sampling continued for either 120 s or 150 s after the heat pulse. To accelerate kidney cooling before stepping the thermocouples to another location the kidney inflow was set to 40 ml min hours to complete. The locations of the thermocouple paths with respect to the heating source and the kidney vasculature were determined using high resolution x-ray computed tomography (CT) as described in more detail elsewhere (Kolios et al 1998) . Briefly, after all the heat transfer experiments were completed, an iodine based nanoparticulate contrast agent (Gazelle et al 1994) was injected into the kidney and CT data were collected using a high resolution volumetric CT scanner (Holdsworth et al 1993) . The distances between the thermocouple path and the heating source or large blood vessels were measured from this dataset. For the thermocouple path for which the analysis was done (section 3.2), the minimum distance between the thermocouple path and the source was ∼1.2 mm. Locations close to large vessels were avoided in the data analysis. Since thermally significant vessels are a function of both flow and vessel size and only vessel size can be estimated from the CT data, steady-state temperature profiles in the same kidney in which the transient experiments were performed were collected to detect thermal gradients near the vessels. Locations where thermal gradients due to vessels were detected (by comparing the steady-state profiles with and without flow) were avoided.
Data analysis
Model comparison was performed by analysis of either the transient temperature profiles at a specific location or the shape of the temperature profiles at a specific time during the experiment. The analysis was limited to the one thermocouple path (labelled L in figure 4 ) that did not cross large vessels according to the CT dataset. Furthermore, this thermocouple did not record the thermal signatures characteristic of large vessels in the steady-state experiments. To quantify the time-temperature profiles the delay time was used. The delay time is defined in this work as the time interval between the start of the pulse and the time at which the temperature reached 0.632 of the maximum temperature. Since the temperature may not have been sampled at this exact timepoint, a linear interpolation was used to calculate the time at which the temperature reached 0.632 of the maximum temperature. At locations where the delay time was measured, ten temperature profiles were collected and averaged. Two locations were chosen for analysis: one close to the source to minimize the effects of the kidney boundaries (r = 2.0 mm) and one further from the source to emphasize the difference in model predictions (r = 4.2 mm). To reconstruct the temperature profile at a specific time during the heating experiment temperature data at the timepoint of interest were extracted from the files that contained the temporal temperature measurements at each location scanned. For each pulse experiment the timepoint at which data was collected varied slightly; however, the extracted data from all of the sets did not deviate more than ±0.5 s for a specific timepoint of interest. The data presented in this format represent the average of three runs.
Results
The temperature profiles of the heating pulse measured at the entrance and exit of the needle are shown in figure 3(b) . The profiles slightly deviate from the idealized theoretical square pulse of figure 3(a) that was used in the simulations. The 20 s pulse resulted in a transient temperature increase in the kidney tissue. Analysis of the temperature profiles was performed at kidney locations for which their was no evidence of localized temperature gradients caused by large vessels. A comparison of the theoretical predictions and the experimental data with no kidney flow (i.e. a pure conduction problem) for two such locations is shown in figure 5. Figures 5(a) and 5(c) demonstrate theoretical (dashed lines) and experimental (solid lines) data for r = 2.0 mm and r = 4.2 mm (figure 4). There is good agreement between the theoretical and experimental curves. The experimental profiles generally lag the theoretical profiles by 2-3 s and the cooling rates are underestimated for locations far from the source. The temperature data measured at the same locations for a kidney inflow of 30 ml min −1 are shown in figures 5(b) and 5(d). The predictions of the BHTE model are denoted with the long dashed line and the predictions of the ETCE model are denoted with the dotted-dashed line. Equation (3) was used to estimate the effective conductivity of the perfused tissue. While the ETCE model predicts a significant increase in the maximum temperature (up to three times greater at r = 4.2 mm) and a decrease in the delay time (up to 50% at r = 4.2 mm), the BHTE predicts a small decrease in the maximum temperature and delay times. The experimental data reveal small changes in the delay time with flow and a decrease in maximum temperature (figures 5(b) and 5(d)). Delay times as a function of flow are summarized in tables 2 and 3 for the corresponding locations for which the temperatures were measured in figure 5. The shapes of the temperature profiles at specific times after the pulse initiation were also compared to predictions of the thermal models. Figure 6 demonstrates the theoretical (long dashed lines) and experimental (solid lines) data collected for three different timepoints (5, 20 and 40 s after pulse initiation) during the experiments for no kidney flow. The times were chosen to represent snapshots of the temperature profiles during the heating phase (5 s), and the end of the pulse (20 s) and during tissue cooling (40 s). There is good agreement between experiment and theory for the conduction only problem. The 'dip' in the temperature profile for t = 40 s after the pulse is due to the cooling from the needle which is perfused with room temperature water after the hot pulse. The experimental data for a kidney flow of 30 ml min −1 are shown in figure 7(a) superimposed with the predictions of the BHTE and in figure 7(b) superimposed with the predictions of the ETCE. The BHTE predicts the major characteristics of the temporal evolution of the temperature distribution while the ETCE does not.
Discussion
In regions without large vessels, predictions of the BHTE were in better agreement with the experimental temperature profiles measured. The ETCE predicts a significant decrease in the delay time and an increase in the maximum temperature for the locations examined (figures 5(b) and 5(d) and tables 2 and 3). The measured change in delay time as a function of flow in the experiments however is negligible and the maximum temperature decreases, in accordance with the predictions of the BHTE. The predictions of the BHTE better match not only the experimental data for the two locations chosen to perform the analysis (tables 2 and 3 and figures 5(b) and 5(d)) but also in terms of the temporal evolution of the spatial temperature distribution ( figure 7(a) ). The difference between model predictions is more evident at locations far from the source. Regions further from the source however are also closer to the kidney boundaries for which the theoretical models are less accurate. This is the reason the two locations were chosen: one 2 mm from the source (to avoid boundary effects) and one 4.2 mm away (to maximize the model differences). Furthermore, the regions were chosen to avoid the effects of thermally significant vessels that would invalidate (or make very difficult) the comparison of the BHTE and ETCE. This was done by (a) locating and avoiding regions with spatial temperature gradients caused by thermally significant vessels in the steady state and (b) using volumetric CT angiography to estimate the proximity of large vessels to the thermocouple paths.
The experimental data indicate that an increase in microvascular perfusion does not significantly influence the temperature-time curves for short heat pulses, even though the cooling rates increase (figure 5). This is consistent with other theoretical work demonstrating that for short heating times blood flow does not substantially affect the thermal dose delivered to tissues if the BHTE is used as the microvascular heat transfer model (Billard et al 1990 , Hunt et al 1991 . In contrast, the ETCE predictions show that the temperature profiles during short duration heating would be sensitive to such flow variations (figures 5(b), 5(d) and 7). Similar results were obtained when using the ETCE to model temperature distributions during ultrasonic heating (Kolios et al 1996) .
Perfusion estimates used in the theoretical calculations were derived by dividing total kidney inflow by the kidney weight and uniform perfusion was assumed throughout the region of interest. Since the kidney perfusion is higher in the cortex, this estimate is likely to underestimate kidney perfusion at the location of measurement (the majority of the thermocouple measurements were in the kidney cortex). This is consistent with the fact that the temperature decay of all of the experimental data is greater than the BHTE predictions (figures 5(b) and 5(d)). Underestimating the perfusion would produce small changes in the predictions of the BHTE since the profiles are relatively insensitive to perfusion. For example, a good fit to the experimental decay data for a kidney inflow of 30 ml min −1 was obtained in the simulations using the BHTE and a volumetric flow rate of 70 ml min −1 . When this new flow rate was used in the computational model the predicted delay time became 8.8 s and 18.7 s for the first and second measurement point, respectively. These represent small changes in the delay time (3% and 2% with respect to the delay times calculated using a simulation flow of 30 ml min −1 ). Interestingly, the input value of 70 ml min −1 predicted a percentage change in the delay time between no flow and the highest flow that fits the experimental data better for both locations. For example, at the first location the measured change in the delay time is 8% (table 2) while the predicted changes are 3% and 9% for simulation flows of 30 and 70 ml min −1 respectively. Deviations in the predicted and measured temperature profiles for the unperfused kidney are shown in figures 5(a), 5(c) and 6. These are due to several factors. Small errors in the estimated thermocouple location, due to the sharp thermal gradients created by the source (as high as 5-6
• C mm −1 ), can give rise to substantial errors in the absolute temperature and the heating and cooling rates. Moreover, artifacts caused by x-ray reflection near the source contribute to errors in the calculation of the distance between the source and the thermocouple paths. Furthermore, the shape of the pulse in figure 3(b) deviates from the ideal square pulse of heat used in the theoretical calculations and may contribute to the difference in the predicted and measured delay times. This is consistent with the observation that all the experimental profiles lag their theoretical counterparts in the early portion of the heating curves (figure 5). Other limitations include the modelling of the kidney as a homogeneous cylindrical volume of tissue and the omission of the physical properties of the steel needle in the theoretical model (section 2). However, despite all of the above limitations, there is reasonable agreement between experiment and theory (figures 5(a), 5(c) and 6). This demonstrates that the above limitations do not significantly affect the results, in part because transient profiles are less sensitive to the boundary conditions of the system.
It has been shown that some of the original underlying assumptions in the derivation of the Pennes bioheat transfer equation are incorrect Holmes 1980, Weinbaum et al 1984) . Furthermore, recent theoretical work (Brinck and Werner 1994a , b, Huang et al 1996 , Weinbaum et al 1997 suggests that the perfusion term w b in the Pennes formulation of the bioheat transfer equation is not the 'true' tissue perfusion as calculated by the mass flow rate. Brinck and Werner (1994a) suggest that the perfusion rate should be multiplied by an efficiency function that depends on the local vasculature and blood flow rate. In the Weinbaum et al (1997) formulation, the equivalent 'efficiency' function (termed correction coefficient) depends only on the local vascular and tissue geometry. Both approaches try to account for the heat transfer that occurs along the branching countercurrent vessel networks of skeletal muscle. Provided that these corrections also applied to the pig kidney, the BHTE predictions would be modified by a scaling factor that would be a function of the local vasculature. The efficiency function for the pig kidney for either approach has not yet been calculated. In either case, these corrections would not influence the effective diffusivity of the perfused tissue since in form it is similar to the BHTE. Thus, the conclusion that the original Pennes bioheat transfer equation (or some close derivative in form) is more appropriate for the modelling of tissue transient temperature distributions still holds. This work also suggests that the use of an effective conductivity to model nonthermally-significant blood flow would lead to erroneous results, at least for the vascular architecture in the kidney cortex.
The large differences in model predictions using transient analysis of temperature profiles make it a more sensitive technique to examine the differences between the BHTE (or similar derivative equations) and the ETCE than analysis of the steady-state temperature profiles. Analysis of the steady-state temperature profiles has been used to compare model predictions, mainly based on quantitative analysis of the shape of the temperature distributions (Crezee 1993 , Moros et al 1993 , Rawnsley et al 1994 . Profile shape at the steady state however is more sensitive to the boundary conditions and can complicate the analysis. On the other hand, in the transient analysis the tissue diffusivity is highly sensitive to changes in tissue conductivity (i.e. tissue effective conductivity due to blood flow) as seen in figure 5 , and less sensitive to the boundary conditions.
It should be noted that in four of the five thermocouple paths the presence of large vessel heat transfer was detected and had a major influence on the temperature profiles. The analysis of this data is the subject of another paper (Kolios et al 1998) . A relevant example of these effects however (for a different thermocouple path) is shown in figure 8. As kidney inflow was increased, an increase in the maximum temperature and decrease in the delay time was observed, as would be predicted by the ETCE. Analysis of the angiography data demonstrated that a large vessel that skimmed the heating source also passed close to the thermocouple path at the location the temperature was measured in figure 8. Interestingly, even though the ETCE does not model large vessel heat transfer, the theoretical data in the above figure qualitatively match the experimental data at the location r ∼ 1 cm from the source. This would indicate that the vessel (or vessels) could behave as a 'line' of increased conductivity. Therefore, without prior examination to detect thermally significant vessels, erroneous conclusions can be made when evaluating bioheat transfer models. The above observation may partially explain why other groups record reductions in delay time as a function of flow in bioheat transfer experiments and thus conclude the ETCE is a more accurate model (Crezee and Lagendijk 1990) .
Finally, to accurately predict temperature profiles in heated tissues with thermally significant vessels, simple models such as the BHTE and the ETCE are inadequate. Even for high temperature short pulses in the range of 5-20 s, which tend to minimize the effects of the blood flow, flow dependent perturbations due to large vessels in the temperature distributions can be detected, such as in figure 8 . Therefore, future work should focus on a practical means for incorporating angiographic data and the effects of thermally significant vessels in bioheat transfer models. This is the focus of several groups including our own (Kotte et al 1996 , Mooibroek and Langendijk 1991 . 
Conclusions
The flow dependence of transient temperature profiles in a heated fixed porcine kidney in regions without large vessels was examined. These transient studies strongly support predictions of the BHTE model of heat transfer at locations where there are no large vessels in the kidney. Transient temperature distributions are sensitive to the BHTE and ETCE model differences and should be a preferred method for their validation. Temperature profiles near large vessels that could not be modelled using these simplified models were detected in the majority of the thermocouple paths. Finally, it was shown that while an increase in perfusion has a small effect on the temperature profiles for short pulses, large vessels still have a significant effect. Future efforts in thermal modelling of rapid heating treatments should focus on the incorporation of large vessel geometry and flow data in thermal models.
