In this paper, a heuristic Dynamic Spiral Mapping (DSM) algorithm for 2-D mesh topologies is proposed. Based on the DSM we have presented two different approaches: the Full Dynamic Spiral Mapping (FDSM) and the Partial Dynamic Spiral Mapping (PDSM). To compare the efficacy of the algorithm, the reconfiguration time of the FDSM and PDSM are compared. The experimental results of almost 100 simple and complex scenarios with synthetic traffic profiles reveal that in 82% of simulation cases, the PDSM has less reconfiguration time comparing to the FDSM.
Introduction
In the recent years, the network on chip (NoC) is going to be a promising architecture for future complex SoCs where on-chip interconnection networks [1, 2, 3, 4] . In [4] , the application mapping optimization has been considered as one of the three design space dimensions of NoCs and it deals with dividing an application into tasks, assigning each task to specific core, and finally placing each core on a suitable location.
We also refer to this process as the Core Mapping Technique (CMT) [3, 6] .
In this paper, we propose a dynamic spiral mapping algorithm to optimally map the cores onto a mesh platform. The metric to be optimized is the reconfiguration time. This is the time needed for an application to reorganize the current task configuration to a new one. Since this algorithm is based on the static Spiral mapping [6] , other metrics such as the cumulative energy consumption over the communication links, the mapping algorithm complexity, and the overall system completion time have been considered implicitly.
The rest of this paper is organized as follows. In Section 2, some of the related works are briefly reviewed and in Section 3 the problem formulation and definitions are addressed. Section 4 presents the dynamic spiral mapping algorithm while the simulation results are discussed in Section 5. Finally, Section 5 contains the summary and the conclusion of the work.
Related Works
In the application mapping the functionality of application is mapped to the resources. The NoC concept should ultimately support both dynamic and static mapping of applications, but the main problems with both are the resource allocation, optimization of network usage and verification of performance and correctness.
Regarding the application mapping optimization, the mapping and routing path allocation problem for tile based architectures have been addressed in [3, 4, 5, 6, 7, 8] . In [5] , an energy aware mapping and scheduling approach has been addressed. It uses a heuristic approach for core mapping which tends to run much faster than Genetic Algorithm (GA) based approaches. In [7] Lee and Kumar have addressed the dynamic application mapping issue. Also in [4] the dynamic/static application mapping problem is addressed by U. Ograss. In the end Carvalho et. al has presented a heuristic algorithm for dynamic application mapping [8] which optimally maps the cores so that it optimizes the network congestion. The key idea for selecting the best location for mapping a new task is the network congestion.
Dynamic Mapping and Definitions
The objective of this work is to dynamically decide optimal locations for IP core onto available tiles such that the performance constraints are satisfied. This is performed based on minimizing the reconfiguration time, the overall energy consumption over the communication links, reducing the algorithm complexity in terms of reducing the algorithm execution time. In this paper our focus is on the first measure because using the Spiral mapping will guaranty the other optimization measures [6] . First lets consider some definitions.
Definition 1: Configuration and Reconfiguration time
Configuration time is the required duration for configuring all the IP Cores at the design time. Reconfiguration time is the time needed for reorganizing the configuration of the IP Cores in order to optimize or reconfigure the functionality of an application during runtime. It is clear that this process can happen repeatedly during the system runtime
Definition 2: Dynamic Mapping
This is the process of dynamically determining the best location of IP Cores onto the communication topology platform.
Definition 3: Task Migration
This is the process of relocating a task or re-assigning it to another IP Core in order to change or optimize the functionality of a dynamic application. In this context we refer to task migration as relocating the tasks of a dynamic application in order to minimize the reconfiguration time and the communication energy consumption.
The Dynamic Spiral Mapping Algorithm (DSM)
In this section we describe the Dynamic Spiral Mapping algorithm for optimal mapping of IP cores of a dynamic application onto a 2-D mesh-based NoC platform. DSM uses the Spiral mapping algorithm where the priority assignment policies during the mapping process is expressed in [6] .
As shown in Fig. 1 , a Task Graph (TG) consists of a series of transactions. Let us consider a set of IP cores which each has been assigned to a task of a given TG and assume that the IP cores are ready to be mapped onto the tiles of the mesh platform based on a Task Priority List (TPL) which lists the tasks based on the priorities that they should be mapped.
Note that in the mesh topology, the inner switches (the ones that are not on the boundaries) have a higher connection degree compared to the boundary switches. This provides more connectivity to the neighbor switches and forms a Platform Priority List (PPL) which starts from the center of the Fig. 1 . The application mapping onto a tile based platform [6] .
mesh platform and ends to a boundary switch in a spiral fashion. In the PPL, tiles or switches that have higher connection degrees have higher priorities and will be assigned to high priority cores in the TPL. Based on the above discussion, the priority assignment policy is expressed by the following rules:
1) The tasks that have higher data transfer sizes should be placed as close as possible to each other to satisfy the bandwidth constraint.
2) The tasks which are tightly related should have the least possible Manhattan distance on the mesh platform.
3) The tasks which have the high connection degrees should not be placed on the boundaries. For these tasks, the central area of the mesh is the best candidate.
The colored area in the center of Fig. 1 shows the high priority tiles in a 4 × 4 mesh.
After defining the TPL, PPL and the priority assignment policy the next step is to assign each IP core to a suitable tile. Therefore, a cost function is defined based on the minimum distance and the bandwidth requirement between the source and destination nodes. As an example for the rule (2) of the TPL, let T i be an individual task of a TG then the connection degree of each T i will be defined as deg(T i ) and the cost function on which the priority list is given by
Note that the tasks which are tightly related to the T i should be mapped on tiles which are close to the tile that Ti is going to be mapped. For example, in Fig. 1, T5 has the highest priority and the tasks set T2, T3, T6 and T7 are tightly related to T5 and, hence, should be placed as close as possible to T5. Since the location of the tasks {T2, T3, T5, T6, T7} have been determined, the algorithm searches for the next task with a high priority in the list and the mapping process continues the same way until it reaches to the end of the priority list.
In the Spiral mapping algorithm, the resources with a large data transfer rate among them are placed as close as possible to each other. Also, high priority resources are mapped spirally from the center to the boundaries of the mesh platform. Fig. 1 shows this idea more clearly.
The pre-mapping process during the design time is executed by the Static Spiral Mapping (SSM) [6] during the runtime, DSM will reconfigure and optimize this configuration and will result better performance in executing the application or even changing into another application. For dynamic Mapping problem, we have developed two different approaches based on the DSM concept which are called Full Dynamic Spiral Mapping (FDSM) and Partial Dynamic Spiral Mapping (PDSM) respectively.
FDSM: based on the FDSM, if the task graph of an application changes during the runtime, the FDSM will run a new SSM immediately in order to reconfigure the task locations on the mesh platform. It is clear that this will interrupt the execution of the application for certain period of time, which is equal to the SSM configuration time, but since our focus is on the soft and firm deadline NoCs and as the SSM has proved to be fast enough [6] , this approach (FDSM) will reconfigure the application within a reasonable time.
PDSM: in this approach, PDSM tries to reduce the reconfiguration time by reconfiguring just the necessary tasks instead of reconfiguring the whole tasks within a TG. This way PDSM saves more reconfiguration time.
To do so, PDSM initially finds the nearest location to the center of the spiral which has been subjected to task addition, task removal or task migration. Then, it removes the unneeded tasks and starts another SSM from that location to the end of spiral path to remap and reconfigure the remaining tasks.
On the other hand, using PDSM may cause slight reduction in quality of application mapping. This is some how acceptable in the event of rapid reconfiguration. That is when the manipulated location is closer to the start point of the spiral path or the number of changes within the current configuration exceeds a certain threshold the remapping process takes longer. This will reduce the performance of the PDSM and consequently results higher reconfiguration time.
Results and Discussion
In this paper, we have used the same concept for generating task graphs as indicated in [6] for representing an application which should be performed by an NoC. To evaluate the performance of the Dynamic Spiral Mapping algorithms in terms of the reconfiguration time, a tool called SMAP has been developed and used [3, 6] . Since the interconnections and/or the operation of tasks of an application is subject to change during the runtime, our main goal is to reduce the reconfiguration time.
To assess the efficiency of the proposed mapping algorithms, we have compared the reconfiguration time of FDSM and PDSM.
In the study performed here, instead of real applications, we have considered 10 synthetic dynamic applications. Each of these samples has different number of tasks varying from 9 to 25 tasks and has a large number of transactions within the application. This makes the results presented here, as an example of a worst case condition comparing to a typical real application.
For example, for a 4×4 mesh platform, the proposed synthetic applica-tions have approximately 60 to 100 transactions. This is considerably higher than those of the real application studied in [5] . We also considered that at the design time, the number of IP cores of an application is equal to the number of available tiles on the mesh platform. During the runtime, tasks can dynamically be added, removed or modified according to the application requirement. Fig. 2 (a) shows the comparison of reconfiguration time of FDSM and PDSM for a single dynamic mapping. This means that during runtime only one reconfiguration event has happened and within that event, a series of task has been migrated, added or removed. The result of more than 80 simulations reveals that in most cases the PDSM provides better reconfiguration time comparing to the FDSM. But as mentioned in section 4, there are some cases that FDSM has the advantage over PDSM. That is when the manipulated location is very close to the start point of spiral path or the when a full reconfiguration is required.
In another analysis, we have considered 11 complex cases. Within each case there is one static mapping and four dynamic mapping events. Fig. 2 (b) shows the comparison of reconfiguration time of FDSM and PDSM for these complex cases. The PDSM has provided better performance over FDSM in 82% of simulation cases. Fig. 2 (c) describes the percentage of enhancement of PDSM over FDSM. The positive numbers shows that the PDSM has the advantage over the FDSM while the negative numbers reveals that exception cases that FDSM has the better performance The FDSM and PDSM are both simulated and compared to each other. We have also considered the contributions in [8] . Carvalho et al. has also introduced heuristics for dynamic mapping. Since the data sets and simulation environment was totally different and these research were almost done simultaneously, these two works have been logically evaluated and compared. The most obvious point in [8] is that the cost function is just based on the network congestion and moreover they have not considered the task migration into account within this research and no overall mapping optimization is gained. However, the author has foreseen to include the task migration in his next contribution. The PDSM has the advantage over the approach in [8] because PDSM and/or even FDSM provide the overall mapping optimization whereas PDSM runs faster in almost 82% of mapping cases.
Summary and Conclusion
In this paper, based on SSM, we have proposed Full Dynamic Spiral Mapping (FDSM) and Partial Dynamic Spiral Mapping (PDSM) algorithms.
The main focus of these two algorithms is to reduce the reconfiguration time which is very critical during the runtime.
Based on the experimental results, the PDSM algorithm has advantage over FDSM in almost 82% of simulation cases. The enhancement of PDSM over FDSM varies from 5 to 28 percent except in a few cases. It should be We expect that if the PDSM algorithm is combined by FDSM, even better results could be obtained.
