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Abstract
Heavy fermion systems have attracted a great deal of interest since the discovery of the
phenomenon in the 1970s. Over the past 35 years, the research in this field revealed a variety of
unprecedented properties that the conventional theoretical framework considered conflicting or
impossible. The subset of intermetallic compounds containing rare earth and actinide elements is
of special interest, as these materials exhibit a range of exotic properties associated with 4f or 5f
electrons. A thorough examination of the reports in the literature indicates a delicate interplay
between the competing ground states, giving rise to anomalous properties including non-Fermi
liquid behavior, unconventional superconductivity, Kondo effect, mixed valence, and unusual
magnetic ordering. Given the sensitivity of the competing interactions to external parameters,
pressure becomes a crucial non-thermal tuning factor for investigating the exotic properties of
these materials and for mapping the rich P-T phase spaces.
Our project focused on the synthesis and characterization of multiple uranium based
compounds. The 5f electrons are frequently found in the intermediate range between localized and
delocalized states in U-based heavy fermion systems. The investigated samples were fabricated at
Los Alamos National Laboratory and were probed with X-ray absorption, X-ray emission, and Xray diffraction spectroscopic techniques at the Advances Photon Source at Argonne National
Laboratory. The performed experiments contribute to the understanding of the underlying
mechanisms that occur in strongly correlated systems, since a comprehensive theoretical model is
yet to be formulated.
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Chapter 1: Introduction
Uranium is an element of great interest to science due to the intriguing properties it
possesses in its elemental form, as well as the compounds that it makes; mechanisms of which are
not fully understood. A large part of the attention of modern scientific community is focused on
studying heavy fermion behavior in strongly correlated electron systems. In this sense, uranium is
a very important element because it derives its characteristic electronic properties from the open
5f shell. As a result, U-based compounds exhibit various ground states such as unconventional
superconductivity, non-Fermi Liquid behavior, a wide range of magnetic structures, and so on.
This broad array of ground state properties is defined by the strength and the scale of exchange
interaction, spin-orbit interaction, and the Coulomb interaction between atoms in f-f sites. The 5f
states ranging from strongly localized, comparable to the rare-earths, to largely itinerant 5f wave
functions contribute greatly to the observed behavior. The intermediate state in these compounds
is explained by the fact that U-based materials can fall above or below the Hill limit, which defines
the degree of localization, and consequently the ground state: magnetic order for the localized
electrons (above Hill limit) and lack of magnetic order in itinerant systems (below Hill limit).
For this project, our interest was focused on heavy fermion systems like URu2Si2, UPd3,
U2PtC2, UCu5, U2Zn17, UCoGe, URhGe and UC. The broad array of compounds was selected to
reflect the various properties observed in each. The main emphasis was the successful synthesis
and investigation of a range of properties under high pressure, via spectroscopic techniques such
as; X-ray absorption spectroscopy in partial fluorescence yield mode (XAS-PFY), resonant
inelastic X-ray spectroscopy (RIXS), and X-ray diffraction (XRD). Most of the mentioned
compounds have been around for many years, however, the mechanisms behind their electronic
and magnetic behavior is still a topic of rigorous debates in the scientific community. Also, high
1

pressure data on these materials with the afore mentioned techniques in quite sparse. In general,
pressure is the most direct non-thermal parameter that can be used to tuned these systems to reveal
their interesting properties. Consequently, our objective was to collect important data related to
the way they respond to the stress.
URu2Si2 is an intriguing material which exhibits bulk superconductivity following a
magnetic transition. For many years the nature of the magnetic order, which takes place at 17.5 K
has been unclear. After discarding multiple theories, including antiferromagnetism and charge or
spin density wave transitions, it is currently established that the transition occurs without a definite
order parameter, and thus is called hidden order (HO). Recently, Booth et al. have investigated the
U-L3 edge with resonant x-ray emission spectroscopy from room temperature down to 10 K. They
have reported evidence of some degree of delocalization in the 5f orbital. We were interested in
performing similar type of experiments under high pressure. It is known that URu2Si2 undergoes a
pressure induced phase transition from HO into a large moment AFM state by 1 GPa. It is of great
interest to observe the changes in the f-f hybridization at the crossover region, and compliment the
results with transport measurements under high pressure, in addition to the measurements of
magnetic susceptibility under pressure by Motoyama et al.
UCd11 and U2Zn17 are two compounds with heavy fermion behavior that disobey typical
Fermi Liquid behavior by having specific heat coefficient that shows no temperature dependence
even at very low temperatures. The non-Fermi Liquid behavior in these materials was attributed
to possible hybridization of the electrons in the 5f shell. It was later confirmed by Nasreen et al,
with X-ray absorption measurements under pressure, that indeed there is a white line shift with
applied pressure in UCd11 indicating delocalization of 5f electrons. The results were consistent
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with predictions, given that nearest neighbor U atomic distances are far larger in UCd11 than the
Hill limit.
UPd2Al3 is another heavy fermion material which orders anitferromagnetically below 14
K, however unlike, UCd11 and U2Zn17, it exhibits superconductivity at 2 K. It has been reported by
Link et al. with resistivity measurements up to 13.6 GPa, that while superconducting transition
temperature remains present under high pressure, there is no evidence that antiferromagnetic state
prevails in that pressure range. It was also shown from magnetization measurements that, despite
AFM still being present, there is a suppression of itinerancy in 5f electrons to a localized heavy
fermion state as a function applied magnetic field by Fujimori et al. However, there is no definitive
high pressure data on the electronic and magnetic states of this compound.
UPd3 is moderate heavy fermion compound which has been subject of considerable
scientific interest since the discovery of superconductivity in UPt3 at 0.54 K and the observation
of spin fluctuations. The discovered shift from delocalized to localized behavior and the degree of
hybridization between U 5f and Pt or Pd 5d shells has gained a lot of attention. Furthermore, it has
been noted that U-U distances are too large for any direct 5f orbital overlap on the Hill plot. Never
the less, UPd3 exhibits ground state properties significantly differing from other compounds with
similar U-U separation ranges.
U2PtC2 is one of first uranium compounds found to exhibit a superconducting transition at
low temperature. It initially belonged to the class of heavy fermion systems exhibiting very large
specific heat coefficient and a relatively large paramagnetic susceptibility. However, with the
discovery of more systems with similar properties with coefficients far greater than that of U2PtC2
(γ=75 mJ/mol K2), it is currently often referred to as a “nearly heavy fermion”.

3

URhGe and UCoGe belong to a family of ferromagnetic superconductors that have recently
attracted a lot of attention. Itinerant ferromagnetism is now commonly observed in a number of
heavy fermion systems under sufficiently low temperatures and high pressures. The most
surprising property of these compounds is the coexistence of ferromagnetism and
superconductivity.
Uranium monocarbide (UC) is a material that has a range of physical properties making it
suitable applications requiring high thermal conductivity, high uranium atom density, and high
melting point. However, it is rather difficult to obtain pure UC products. Additionally, it has been
shown that a number of physical properties sought after for nuclear fuel applications are highly
dependent of the quality of the crystalline phase of this material.
The ensemble of various synthesized samples, with the experiments performed, and the
possibility of complimenting and expanding the range of experimental techniques under pressure
on this series of U-based heavy fermion materials will provide the scientific community with
useful information in the quest of establishing a full comprehensive picture and understanding of
the physics behind the phenomena observed in strongly correlated systems. This project was
designed and executed as a collaboration between University of Nevada Las Vegas, Los Alamos
National Laboratory and Argonne National Laboratory. The specimens have been synthesized at
Los Alamos National Laboratory. The sample preparation and experiment setup was been done at
the University of Nevada Las Vegas, and finally, the spectroscopic measurements under pressure
were performed at Sector 16 (HPCAT) of the Advanced Photon Source of the Argonne National
Laboratory.
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Chapter 2: Background
2.1 Heavy Fermion Systems
A large number of intermetallic compounds formed by rare earth elements found in the
lanthanides and actinides rows of the periodic table display interesting behaviors. Some of these
materials, named heavy fermions, are known for their characteristic heavy electron behavior where
interactions lead to the charge carrier having masses sometimes excess of 1000 times the free
electron mass. Within the class of strongly correlated materials, these heavy electron systems
exhibit entanglement of the localized magnetic moments with the nearby conduction electrons and
radically transform the thermodynamic and transport properties of these metallic compounds [1].
They are ideal candidates for investigating the interactions and the properties of strongly correlated
systems [2].

5

Figure 1: The Kmetko-Smith diagram [3]. Shows the visual depiction of the orbital
itinerancy shown below.

The Kmetko-Smith diagram in Figure 1 shows the overall tendency of the electron
localization in the partially filled d and f shell elements by a rearrangement of the typical order of
the periodic table. The 5f and 4f orbitals are found to be well localized, while the 5d, 4d, and 3d
levels exhibit highly itinerant behavior, where superconducting ground state in often found. In
contract, as one moved towards increasing localization, magnetic or antiferromagnetic states are
more frequently observed. Given that magnetic ordering and superconductivity are generally
6

considered to be incompatible states, the intermetallic compounds containing elements in the cross
over region, such as Ce or U, are of particular interest and are found to exhibit disparate behavior
of physical properties.
The origin of the broad array of properties of these materials is found in the periodic
arrangement of 4f or 5f orbitals, which contain localized magnetic moments, and the interaction
with the conduction electrons. This interaction is defined by the Kondo temperature TK. At high
temperatures (T>>TK) these moments are weakly coupled to the conduction electrons. In the high
temperature range, the materials largely exhibit typical Curie-Weiss behavior. The transport
properties are driven by the incoherent scattering of the conduction electrons due to the localized
magnetic moments. The overall scale of the coupling between localized and itinerant electrons
changes dramatically with the reduction of thermal energy. As a result, the correlation between the
f shell and the conduction electrons in s, p, and d bands becomes increasingly larger. This increase
in coupling transforms into coherent scattering of electrons at a specific temperature, known as the
coherence temperature (𝑇 ∗ ). The compounds formed by Ce, Yb, U, and Np are especially
intriguing because in these systems the 4f and 5f shells lie relatively close to the Fermi level [4].
The complex interplay of various interactions introduces a progressive screening of the local
magnetic moments, and simultaneously, results in the formation of quasiparticle states. The heavy
fermions in the compounds resemble a sea of itinerant electrons, which compared to simple metals,
aggregate significantly larger effective mass (𝑚∗ ) often two or three orders of magnitude larger
than that of free electrons 𝑚∗ 𝑖. 𝑒. (100 − 1000) 𝑚𝑒𝑙 . In this state, the system is a Fermi liquid
where the electron-electron interactions make the conduction electrons behave like those in a freeelectron system with the mentioned strong mass enhancement m*. Therefore, in any
thermodynamic measurement that includes the mass of the electron, one can simply replace mel
7

with m*. One of the most direct techniques for obtaining the effective mass of the system, and
therefore classifying it as a heavy fermion compound, is the measurement of the electronic specific
heat.
𝐶
= 𝛾 + 𝛽𝑇 2
𝑇
Equation 1
As seen in Equation 1, for temperatures falling significantly below the Debye temperature
Θ𝐷 (T < Θ𝐷 /50) , the specific heat of a metal can be determined by adding the electronic and low
temperature Debye phonon contributions. These are given by the first and second terms
respectively. The 𝛾 term in the equation is known as the Somerfield coefficient or the electronic
contribution, and can be expressed as

𝛾=

𝑉𝜅𝑓 𝜅𝑏2 𝑚∗
3ℏ2

Equation 2
Where 𝑚∗ represents the effective mass of the electron.
In normal metals, this electronic contribution is in the order of 1 mJ/mol K2, however in
heavy fermion materials, the coefficient increases sharply below the coherence temperature. In
most of heavy fermion systems, 𝛾 is found to have a value ranging from 400 to 1500 mJ/mol K2
[5].
One of the first theoretical models that has been proposed to explain the observations in
heavy fermion systems was Landau’s Fermi Liquid concept. It relied on the so-called heavy and
light contributions coming from the dominant local f shell, and the nearby conduction electrons
8

respectively. The strong correlation was attributed to the spin of the f electrons and the charge
degrees of freedom of the itinerant electrons.
After further investigations, however, and with the increase in the number of discovered
systems not described well by this model, it became apparent that Fermi Liquid behavior is more
of an exception than a consistent rule. The deviations from this theoretical model are often
produced when a portion of the local magnetic moments is uncompensated by the coupling with
the conduction electrons, and some net magnetic moment remains present at low temperatures.
The presence of these uncompensated spins may often result in a magnetic (usually
antiferromagnetic) phase transition for the ground state at a given temperature 𝑇𝑁 , or even more
complex behavior, such as non-Fermi Liquid or superconductivity in the vicinity of the Quantum
Critical Point (QCP).
The phenomenon of heavy fermion behavior was first experimentally observed by Andres
et al. [6] in CeAl3. They reported an unprecedented specific heat coefficient 𝛾 of magnitude of
1620 mJ/mol K2 and discovered that the electrical resistivity changed with temperature following
a 𝑇 2 dependence, where T is related to TK, and is often used to determine the pressure dependence
of TK due to the difficulty in performing high pressure specific heat measurements.. The research
activity in the field has intensified with the discovery of the first heavy fermion superconductor
CeCu2Si2 [7]. This discovery had previously been considered highly unlikely, as magnetism and
superconductivity were believed to be two competing phenomena in conventional (electronphonon mediated) superconductivity. This has led to the heavy fermion superconductors being
labels unconventional superconductors, and has resulted in a need for new theoretical models for
superconductivity in general. The conclusion derived by Steglich et al. was that the 4f localized
magnetic moments that dominated the high temperature incoherent scattering were responsible for
9

the superconducting mechanism below the transition temperature Tc. The later discovery of high
temperature ceramic superconductors further reinforced the idea that there is a close interplay
between magnetic and superconducting materials that cannot be explained by the conventional
BCS theory.
Some of the U-based heavy fermion systems have revealed more anomalies. UBe13, UPt3
and URu2Si2 were found to undergo superconducting transitions from a range of exotic states. In
UBe13, non-Fermi Liquid behavior was observed in the normal state [8]. The UPt3 antiferromagnet
was found to form a Fermi Liquid state below Neel temperature TN before transitioning into an
unconventional superconductor at lower temperatures [9]. Finally, the initially assumed
coexistence of magnetic order and superconductivity in URu2Si2 [10] has initiated a great number
of experiments that will be continued for decades to come.
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Ground State
Paramagnetic

Magnetic

Superconducting

System

𝜸 (mJ/mol K2)

CeCu6

1600

CePtSi

800

CeRu2Si2

350

CePtIn

700

YbCuAl

260

CeAl3

1620

1.2

CeB6

300

2.3

U2Zn17

535

9.7

UCd11

840

5.0

UAgCu4

310

18.15

CeCu2Si2

830

0.53

UBe13

1100

0.97

UPt3

450

5.0

0.54

URu2Si2

65.5

17.5*

1.5

U2PtC2

75

𝑻𝑵 (K)

𝑻𝑪 (K)

1.47

Table 1: Partial list of heavy fermion compounds [11].

While it is difficult to discuss in detail the properties of all heavy fermion materials due to
the large volume of unique characteristics, Table 1 presents a summary of the more broadly
investigated systems and their characteristic features. Furthermore, it is fair to state that while a
lot of experimental verifications have been obtained over the last few decades, the theoretical
11

foundation of these complicated systems is still trailing behind, as no comprehensive model has
been proposed to explain all of the experimental results. Although, a few powerful methods have
been set in place to describe certain microscopic behavior, which will be discussed in the
subsequent sections.
One desirable aspect of these materials is their often sensitive changes of physical
properties due to change in an external experimental parameter (e.g. pressure, magnetic field, and
chemical substitution). While all systems are unique, a general phase diagram is shown in Figure
8 where the ground state can often easily be tuned by an external parameter. The different
behaviors listed in Table 1 are definitely not independent of each other. As a specific example,
CeRhIn5 is an antiferromagnet with TN = 3.6 K at ambient pressure which evolves into a
superconductor at 2 GPa showing characteristic features of coexistence of magnetic order and
superconductivity.
In the aftermath, the broad spectrum of thermodynamic and transport results observed in
these heavy fermion systems present a great deal of challenge in the field of condensed matter
physics, and require extensive theoretical and experiment analysis with the latest and most modern
techniques available. In the following sections We will give a brief introduction into the various
different interactions and ground states needed to understand these complicated systems and the
motivations behind the materials chosen for the current studies.
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2.2 Kondo Effect
2.2.1 The Kondo Model
The mechanism of the interaction between the conduction electrons and the localized
moments is of key importance in heavy electron materials. According to conventional theory, the
electrical resistivity in a typical non-magnetic metal is comprised of two parts: the phonon
contribution which describes the scattering of the conduction electrons by phonons, and the
contribution due to impurities [12]. The phonon term decreases with temperature at a 𝑇 5 rate at
low temperature, while the impurity term is temperature independent. In materials with a very
small percentage of magnetic impurities, the resistance is seen to increase drastically at low
temperature, leading to the well-known Kondo minimum in the resistivity [13]. Kondo has
examined the problem and found that the explanation can be found in by investigating the
impurities that carry a magnetic moment. In the high temperature regime, the localized magnetic
impurities flip freely, which results in an isotropic scattering of conduction electrons. A large
number of heavy electron systems (where instead of impurities, there is now a lattice of magnetic
atoms leading to the term Kondo lattice) are found to disobey this rule, and display resistivity
maxima, due to the onset of the coherent scattering of electrons emerges as the magnetic impurities
point in a specific direction.
Kondo’s original calculations rely on the coupling effect of a single magnetic impurity with
the sea of conduction electron without any specific assumptions regarding the band structure of
the system. He was able to predict that resistivity minima is the likely outcome in systems where
the exchange interaction 𝐽𝐾 is negative, which is the favorable state when the spins are aligned
antiparallel. The conclusion drawn by Kondo was that the interaction parameter 𝐽𝐾 , which is
essentially a super-exchange interaction, is the determining factor of the observed behavior. In
13

systems where there is a large effect of mixing between the conduction electrons and the localized
magnetic moments 𝐽𝐾 tends to be negative.
The Kondo model focuses on a single magnetic ion and uses a Hamiltonian

𝐻 = ∑ 𝐸𝛼 𝑐𝜅† 𝑐𝜅 + 𝐽𝐾 𝑺(𝟎) ∙ 𝑺𝒇
𝛼

Equation 3
Where the first term is just the conduction electron energy and the second term contains the
exchange coupling parameter 𝐽𝐾 , along with the respective spin densities of the conduction and f
bands.
The underlying idea is that the conduction electrons interact with the local magnetic
moment via an antiferromagnetic interaction with a strength 𝐽𝐾 . This interaction with antiparallel
signs is an example of a super-exchange. The calculation of the Hamiltonian to a third order
perturbation theory reveal that the strength of the exchange interaction increases with temperature
according
𝐽𝐾 (𝑇) = 𝐽 + 𝐽2 𝑁(𝐸) ln

𝑊
𝑇

Equation 4
Where 𝑁(𝐸) is the conduction electron density of states, and 𝑊 is the band width. The equation
provides a clear indication that with a decrease in temperature, more coherent spin fluctuations
emerge, which in effect strengthen the interaction parameter. The density of states and the band
width are certainly interdependent variables. However, as the density of states increases, driving
14

the band width to a smaller value and forcing 𝐽𝐾 to increase, eventually, 𝑁(𝐸) must approach the
density of states at the Fermi level. As a consequence, Equation 4 can be integrated and the
temperature can be given by

𝑇𝐾 =

𝑊
1
exp[−
]
𝑘𝐵
2𝐽𝐾 𝑁(𝐸𝐹 )

Equation 5
Where 𝑇𝐾 is known as Kondo temperature. Equation 5 can be viewed from the point of view of
two opposite limits by varying the band width 𝑊 or the coupling parameter 𝐽𝐾 while holding 𝑇𝐾
fixed. In the limit where the coupling is weak and the 𝑊 is exponentially large, there is a large
density of conduction electrons loosely coupled with the magnetic moment. In this limit the
perturbation theory can be applied. On the contrary, when 𝑊 is small and the exchange interaction
is strong, there is rather enhanced coupling between the magnetic moment and the small number
of conduction electrons. At the boundary of Kondo temperature, the correction becomes
comparable to the initial perturbation, implying that the interaction must be treated with nonperturbative methods at lower temperatures. The predictable outcome of this strong correlation is
antiferromagnetic ordering below 𝑇𝐾 . The observable outcome of this phenomenon is the magnetic
screening of the localized moments by the conduction electrons and the formation of the Kondo
singlet state.
2.2.2 Scaling of resistivity, susceptibility, and specific heat
Equation 5 predicts that the transport and thermodynamic properties of materials
exhibiting Kondo behavior will strictly depend on temperature in the form of
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𝑇
𝑌 = 𝑛𝑖 Φ ( )
𝑇𝐾
Equation 6
Where 𝑌 represents the physical property of interest, 𝑛𝑖 is the concentration of the magnetic
impurities, and Φ is a function of relating variables. The single unique scale of the physical
properties is the Kondo temperature, meaning that two systems with the same 𝑇𝐾 are
indistinguishable.
In the case of resistivity, in the limit where the coupling parameter 𝐽𝐾 is small, the resistivity
decreases exponentially as 𝐽𝐾2 . The overall resistivity of the metal is given by sum of the
contribution from phonons and the contribution from impurities. Therefore, the expected low
temperature behavior should change according to

𝜌 = 𝜌0 + 𝑎𝑇 5 − 𝛽𝐽𝐾 log

𝑘𝐵 𝑇
𝑊

Equations 6
Where the first term is the residual resistivity, the second term is the phonon contribution and the
third term is the magnetic contribution. The logarithm in the expression causes the total resistivity
to go to a minimum at 𝑇𝑚𝑖𝑛 which is found by taking the derivative equal to 0 and obtaining
𝛽𝐽𝐾 1/5
]
5𝑎

𝑇𝑚𝑖𝑛 = [
Equation 7
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Kondo temperature lies at the boundary of high temperature and low temperature regions,
indicating that at temperatures much higher than 𝑇𝐾 resistivity changes as log 𝑇, and at
temperatures much lower than 𝑇𝐾 it reaches a saturated value.

Figure 2: Resistivity as a function of temperature in Kondo model [14].

As mentioned, the Kondo temperature also defines the region where the conduction
electrons begin to screen the local magnetic moments via antiferromagnetic coupling. For
susceptibility, in the energy limit above Kondo temperature, the Curie-Weiss behavior is still
observed. However at temperatures lower than 𝑇𝐾 , the electron sea surrounding the Kondo singlet
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(where the conduction electrons completely screen the local magnetic moment) begins behaving
as a Fermi liquid, with the susceptibility varying as

𝜒~

1
𝑇𝐾

Equation 8
At low temperatures, the magnetic moments have to be aligned opposite with the
conduction electron spins, while at high temperatures this correlation disappears. This implies that
as temperature is increased, the Kondo singlet entropy converts into thermal entropy. The entropy
is associated with specific heat as

𝑆(𝑇) = ∫ 𝑑𝑇

𝐶𝑣
𝑇

Equation 9
Given that in the high temperature regime entropy for a spin ½ system is expected to behave
as 𝑆 = 𝑅 ln 2, it follows that the linear coefficient of the specific heat, along with the specific heat
must be inversely related to Kondo temperature:

𝐶𝑣 ∝ 𝛾 ∝

𝑅 ln 2
𝑅 ln 2
1
∝
exp[
]
𝑇𝐾
𝑊
2𝑁(𝐸𝐹 )𝐽𝐾

Equation 10
As discussed in the preceding section, a large number of heavy fermion systems have linear
coefficients of specific heat up to 1000 times larger than the expected value according to the free
electron model. While Equation 10 merely provides a phenomenological description, it does show
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that small fluctuations in the density of states or the exchange interaction constant 𝐽𝐾 are capable
of producing such outcomes.

Figure 3: The temperature field diagram for the Kondo Lattice [1]. (a) Shows the
temperature field diagram of the Kondo model. (b) Shows the susceptibility curve for the
Kondo effect. (c) Specific heat curve for the Kondo effect.

2.2.3 The Kondo Lattice
The formation of a coherent scattering state due to the Kondo effect is of great importance
in heavy fermion compounds. When isolated to a single impurity, Kondo effect results in a large
increase in resistivity in the low temperature region, due to the scattering of conduction electrons
from the Kondo singlet that doesn’t conserve momentum. However, when integrated to a periodic
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lattice containing translational symmetry, one can observe scattering that begins to conserve
momentum, resulting in coherent scattering of electrons off the singlet [15].
For strongly correlated heavy fermion systems, which exhibit large effective masses, the
emergence of this sort of coherent scattering results in a dramatic reduction of resistivity below
Kondo temperature. Doniach [16] was first to propose that the origin of the enhanced effective
mass observed in heavy fermion materials lies in a lattice version of the Kondo effect, which is
called the Kondo lattice model. The renormalization of the effective mass can be attributed to the
superposition of coherent electron clouds entangled with the Kondo singlet, which ultimately
results in a Fermi surface that is characterized both by localized and conduction electrons. In
simple terms, according to Doniach, the nature of heavy fermion physics could be described with
the Kondo lattice model, which contains a lattice of local magnetic moments coupled
antiferromagnetically with a single band of conduction electrons via the interaction parameter 𝐽𝐾 .
This result provided a good explanation for the behavior observed in CeCu6, one of the
first heavy fermion compounds. This system can be tuned to show the development of coherence
from single ion Kondo effect to a large scale Kondo lattice by forming a doped compound
La1-xCexCu6. Lanthanum has an empty f shell, so when the concentration of Ce is very low, it
follows a typical Kondo curve. However, as x begins to increase, the system begins developing a
coherent maximum in the resistivity, and as the Ce concentration reaches a maximum, resistivity
follows Fermi liquid trend, with the resistivity dropping as 𝑇 2 .
The experimental results revealed that CeCu6 heavy fermion exhibits properties like:


Classic Curie-Weiss susceptibility at high temperatures



Paramagnetic spin susceptibility at low temperatures
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Enhanced effective mass and linear specific heat coefficient 𝛾



Low temperature resistivity dependence as 𝜌 = 𝜌0 + 𝑎𝑇 2

According to Landau Fermi liquid theory, the Wilson ratio, which is the ratio of the susceptibility
and the linear coefficient of the specific heat, is expected to reach saturation. Doniach proposed a
description of the heavy fermion problem as a periodic lattice version of the impurity Kondo model
with a renormalized density of states
𝑁 ∗ (0)~

1
𝑇𝐾

Equation 11
In addition to the Kondo effect, heavy fermion systems are characterized by RKKY
interaction, which is a long range coupling between localized magnetic moments mediated by the
sea of conduction electrons [17]. The ground state of the system is derived from the competition
between the Kondo effect and the RKKY interaction, which can be either a long range
antiferromagnetic or non-magnetic one. The dominant factor in this competition is the exchange
interaction parameter 𝐽𝐾 , which under favorable conditions may form a Kondo lattice.
In the Kondo limit, the conventional Periodic Anderson Model, which is considered to
describe the heavy fermion behavior, undergoes a canonical transformation, and the Hamiltonian
describing the Kondo lattice is defined as
𝐻 = ∑ 𝐸𝛼 𝑐𝜅† 𝑐𝜅 + 𝐽𝐾 ∑ 𝒔𝒊 ∙ 𝑺𝒊
𝛼

Equation 12
with 𝒔𝒊 being the spin of conduction electron cloud and 𝑺𝒊 representing the localized spin.
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Figure 4: Limiting cases of the PAM and KLM [18].

The Kondo lattice model can be derived from the Periodic Anderson Model with the
application of canonical transformation similar to Schrieffer-Wolff transformation [19]. The
regime in which the f site occupancy is found to be close to one is known as the Kondo regime. In
this state, the Kondo lattice coupling parameter is inversely related to the coulomb parameter from
the Anderson model (where the f site occupancy is note one), and is directly proportional to the
hybridization parameter between the localized and itinerant sites

𝐽~

𝑉2
𝑈

Equation 13
It, therefore, implies that the large 𝑈 limit from the Anderson model is equivalent to the small 𝐽
limit in the Kondo lattice model.
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As it was indicated by Doniach, there can be two energy scales in the Kondo lattice: the
Kondo temperature scale described by Equation 5 ( 𝑇𝐾 ~ 𝑊𝑒

−

1
2𝐽𝐾 𝑁(𝐸𝐹 )

) and the RKKY scale, with

𝐸𝑅𝐾𝐾𝑌 = 𝐽𝐾2 𝑁(𝐸𝐹 ). For small coupling between the conduction electrons and the local moment,
the RKKY energy scale dominates, yielding an antiferromagnetic ground state at low temperatures
with TN = kBERKKY. When the coupling is strong, 𝑇𝐾 becomes much larger than kB, due to its
exponential nature, leading to a probable Fermi liquid behavior as illustrated in Figure 5.

Figure 5: The Doniach phase diagram [1].
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From the Doniach phase diagram it is evident that physical properties of heavy fermions
are strongly dependent on the strength of coupling between the localized f site and the conduction
band. The competition between the Kondo effect and RKKY interaction define the nature of these
properties. The characteristic parameter in the presence of Kondo effect is 𝑇𝐾 , whereas in the
absence of Kondo effect it is the Neel temperature 𝑇𝑁 . Consequently, it is fair to state that when
Neel temperature is larger than Kondo temperature, the long range antiferromagnetic order wins,
while at the opposite extreme, if Kondo temperature is higher, no magnetic order is established.
Therefore, 𝑇𝑁 follows an increasing trend with increasing 𝐽𝐾 , then passes through a maximum and
finally reaches 0 at a critical value of coupling parameter, initiating a zero temperature quantum
critical point.
In a Kondo lattice, the entanglement between magnetic moments and conduction electrons
takes on large scale macroscopic ranges. The anticipated theory to describe the physical properties
therefore becomes the Fermi liquid theory. However, the experimental results for various rare earth
heavy fermions show conflicting results. The answer to this disagreement between theory and
experiments is believed to be embedded in the nature of the screening of the localized moments.
In the single ion impurity Kondo case, a spin singlet state is formed, where there is one electron in
the conduction cloud that is screening the magnetic moment [20]. In a Kondo lattice, however, the
number of conduction electrons present in the cloud scales with the number of sites and the thermal
broadening 𝑘𝐵 𝑇 around the Fermi level. Depending on the interplay of the parameters, in some
situations the number of available conduction electrons may be exhausted before complete
screening of moments is achieved. Opposite may also be true, where the number of conduction
electrons in the cloud is larger than the magnetic ion sites. This under- or over- compensation of
screening electrons may radically alter the system, and various exotic transport and
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thermodynamic properties emerge which do not fit within the description on Landau Fermi liquid
theory.

2.3 Mixed Valence and Heavy Fermion Behavior
2.3.1 Valence Fluctuations
Mixed or intermediate valence is a phenomenon frequently occurring in rare-earth systems
which describes the configuration of the electronic states in a solid that are partially filled and can
be categorized by both; localized and itinerant models [21]. Mixed valence can exhibit
inhomogeneity in the crystal, where different static valence is found in subsequent sites. However,
homogeneous behavior can also arise, implying constant, non-integral value for valence on all
sites. The latter case presents a great deal of interest to the scientific community, as it is believed
to be the driving force in defining the large scale behavior of some of the intermediate heavy
fermion compounds.
Mixed valence is often found in materials consisting of rare-earth elements, which have
partially filled 4f or 5f orbitals [22]. It is generally regarded that, to a certain degree, all rare-earth
heavy fermion compounds are mixed valent [23]. The systems with the largest effective masses
usually have integer valence, while the materials falling in the intermediate heavy fermion range
exhibit frequent cases of mixed valence. The valence of an element is defined as the number of
itinerant electron per atom. Given the criterion, the standard valence in rare-earth metals is 3 [24].
In the systems where the valence fluctuates, the values shift to non-integer figures between 3 and
4 as found in Ce-based compounds, or between 2 and 3 as found in Eu- and Yb-compounds, and
3 different values in both U- and Pu-based compounds. Considering that the phenomenon of mixed
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valence is overall described by the degree of localization present in the partially filled 4f or 5f
shells, the ground state is determined from the interplay between atomic Hund’s rule energy and
the corresponding complex electronic effects [22]. Often times, the result is an increase in the
hybridization, hence an extra conduction electron emerges.
The anomalies in the macroscopic behavior of these materials can be understood by close
inspection of their magnetic interactions. The majority of these systems have local moments [25].
Rare-earth materials that have localized 4f (Ce, Yb) or 5f (U) electrons are assumed to be as Kondo
lattices with integer valences [26]. The Kondo lattice is described by an interaction of the spin of
the conduction electrons and the local moment through an exchange coupling JK. The isolated local
moment is screened by the spins of conduction electrons as the temperature is reduced below a
critical point, known as Kondo temperature TK. On the other hand, two local moments will interact,
mediated by the spins of the conduction electrons, which is characterized by the RKKY interaction
[27]. The conduction electrons become polarized by the f orbital magnetic moment and interact
with the magnetic moment of the neighboring site as they propagate. The degree of these local
interactions are typically assumed to be governed by the direct Coulomb interaction parameter U
and the Coulomb exchange interaction parameter JK. The generic consequence of the RKKY
mechanism is that it introduces magnetic ordering of the local moments for rare-earth elements
with integer valence. Contrary to this, rare-earths that exhibit mixed valence, are typically found
to be paramagnetic. The theoretical model that attempts to describe the scope of coupling between
the magnetic properties and the localized state of non-integer valence materials is that proposed
by Anderson [28].
At its core, the single impurity Anderson Model assumes the hybridization of the localized
f level on the impurity site with the conduction band. The corresponding Hamiltonian operator
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(Equation 14) is characterized as the sum of Hamiltonian parts that describe f electrons (𝐻𝑓 ) and
conduction band (𝐻𝑑 ), and a part that governs the hybridization process (𝐻𝑓𝑑 ):

𝐻 = 𝐻𝑓 + 𝐻𝑑 + 𝐻𝑓𝑑
Equation 14
The localized f shell Hamiltonian (Equation 15) contains electron creation and annihilation
terms (𝑓𝛼† , 𝑓𝛼 ) on the impurity site, a binding energy term 𝐸𝑓,𝛼 and a Coulomb interaction term 𝑈
between f electrons:
𝐻𝑓 = ∑ 𝐸𝑓,𝛼 𝑓𝛼† 𝑓𝛼 +
𝛼

𝑈
∑ 𝑓𝛼† 𝑓𝛼 𝑓𝛽† 𝑓𝛽
2
𝛼≠𝛽

Equation 15
The Hamiltonian describing the conduction electrons (Equation 16) subsequently contains
†
terms 𝑑𝜅,𝛼
, 𝑑𝜅,𝛼 that respectively create and annihilate an electron that is in the Bloch state. Single

particle Bloch energy is given by 𝜖𝑑 (𝜅):
†
𝐻𝑑 = ∑ 𝜖𝑑 (𝜅) 𝑑𝜅,𝛼
𝑑𝜅,𝛼
𝜅,𝛼

Equation 16
Finally, the more complex hybridization term 𝐻𝑓𝑑 is characterized by:
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𝐻𝑓𝑑 =

1
√𝑁

†
∑( 𝑉(𝜅) 𝑓𝛼† 𝑑𝜅,𝛼 + 𝑉 ∗ (𝜅) 𝑑𝜅,𝛼
𝑓𝛼 )
𝜅,𝛼

Equation 17

Where the quantity 𝑉(𝜅) is the hybridization matrix element, which can be 2 by 2, or a 4 by 4
matrix. The term N is the number of sites in the crystal.
The Hamiltonian described in Equation 14 can be further restructured with additional
terms, such as respective neighbor hopping term, Coulomb repulsion term that describes
interaction between extended orbitals and f electrons at different sites [29]. The Hund rule coupling
parameter is not included in this model because the orbital degeneracy is neglected.
Mixed valence systems introduce a great deal of difficulty in solving the above
Hamiltonian due to the handling of the manifold or the f electron orbital states [22]. Each transition
of an f electron into the conduction band causes a redistribution of the remaining electrons within
the shell. It is also uncertain as to whether the valence fluctuations affect the spin-orbit and electric
field splittings. An exact solution to the model can be produced in the absence of the Coulomb
interaction, which represents the non-interacting U = 0 limit. Mean field approximation was
applied by Anderson to understand the conditions of formation of the local moments. The
corresponding f electron creation and annihilation operator were replaced with the linearized term
Δ𝑛𝑓,𝛼 . As a consequence, the mean field Hamiltonian is revised into the form:

𝐻𝑖𝑛𝑡 =

𝑈
∑ 𝑛𝑓,𝛼 𝑛𝑓,𝛽
2
𝛼≠𝛽

Equation 18
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This approximation modifies the solution of the non-interacting model by the interaction
with the electron count in the other f orbital. The overall result simply shifts the position of the
𝛼-th f orbital. For the cases where degeneracy is present in the f orbital, symmetry breaking is
observed when the f shells are half filled. The 𝑈 required for symmetry breaking is directly
proportional to the increase in 𝑁. Even though, for Ce, Yb, and U this broken symmetry case is
negligible, the fact remained that the mean field model did not predict phase transitions including
symmetry breaking [30].
The equivalence of the Anderson model to the Kondo model emerges as a restriction is
placed on f orbitals to be occupied by only one electron. In this regime, the empty and double
occupied site convert into a virtual state. The equivalence of the Anderson and Kondo models has
first been discussed by Schrieffer and Wolf [31] who represented the f electron degrees of freedom
as localized spins, and applied a second order perturbation to obtain a new Hamiltonian:
′
𝐻𝑖𝑛𝑡
= −

1
1
∑ 𝐽𝐾 𝑆 𝜎𝜅,𝜅′ −
∑ 𝐽 𝑑† 𝑑
𝑁 ′
𝑁 ′ 𝐾 𝜅,𝛼 𝜅,𝛼
𝜅,𝜅

𝜅,𝜅

Equation 19
Where 𝑆 represents the localized spins, and 𝜎𝜅,𝜅′ is the spin density operator. The first term in the
equation describes the interaction of the f spin and the spin of the conduction electrons, whereas
the second term describes the potential scattering. The second order perturbation theory
characterizes 𝑈 of the 𝐽𝐾 exchange interaction. Energy lowering is observed when the f level is
occupied with a single electron with spin up (Equation 20), and consequently the conduction
electrons undergo a decrease in energy as well (Equation 21). This model is more commonly
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known as the Kondo lattice model, and the exchange interaction between f electrons and the
conduction electrons 𝐽𝐾 is positive, and therefore antiferromagnetic [32].

Δ𝐸+ =

𝑉2
𝐸𝑓 − 𝜇

Equation 20

Δ𝐸− =

𝑉2
𝜇 − 𝐸𝑓 − 𝑈

Equation 21
The Kondo lattice problem itself is very complex to solve since it correlates the itinerant
electrons with the localized spins. With the inclusion of the antiferromagnetic interaction, further
complications in the model are introduced as the conduction electrons undergo a spin flip process.
As a consequence, spin exchange processes are caused with the localized spins as the conduction
electrons progress across the sites. As one attempts to describe the large scale picture of the
phenomenon, it becomes evident that the direction of the localized spin ultimately depends on the
history of the conduction electrons that have passed through the lattice.
Although the majority of the theoretical models provide approximate solutions to the
complex problem, the Anderson lattice model provides a plausible closed form solution in the limit
where 𝑈 = 0. The electronic dispersion relation (Figure 6) that is obtained presents two bands
that show a direct gap, but also an indirect hybridization gap given by 4𝑉 2 /𝑊 [21].
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Figure 6: Electronic dispersion relations for the Anderson lattice model.

2.3.2 Mixed Valent Heavy Fermions
Historically, the first experimental observation of valence fluctuations in rare-earths was
done in the 1940s, when Ce was found to undergo valence changes under pressure [33]. Later,
SmS showed a first order isostructural transition accompanied by a change in the valence [34]. It
was determined that the magnetic susceptibility in the newly observed phase showed a constant
behavior without any signs of magnetic ordering at sufficiently low temperatures. The invariance
in the magnetic susceptibility in SmS was in sharp contract when compared to the behavior
observed in other rare-earth binary compounds, and was mainly attributed to the valence change
at higher temperatures. The first mixed valent state at ambient pressure was found in SmB6, where
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spectroscopic measurements revealed a 70% to 30% valence distribution in favor of the 4f5
configuration over 4f6 in Sm ions [35].
A set of magnetic susceptibility measurements as a function of temperature performed on
TmSe [36], YbP [37], and Yb3Pd4 [38] materials revealed the coexistence of valence changes and
antiferromagnetic ordering. In the case of TmSe the localized moment persisted across the entire
temperature range. A number of Ce-based compounds were found, showing the coexistence of
valence fluctuations and superconductivity: examples are CeOs3B2, CeRu3Si2, CeCo2 [39].
Opposite interplay between magnetism and mixed valence was observed in CeRh3B2, where
dehybridization of the f orbital was shown to lead to a ferromagnetic ordering with a transition
temperature Tc of 115 K [40]. The anomaly of high Tc and the dehybridization of the f shell of Ce
ions, since the Si substitution in CeRh3B2-xSix led to a rapid decrease in the transition temperature,
even though the moment of the Ce ions maintained the positive trend.
Another prominent rare-earth element that reveals the presence of intermediate valence in
a number of compounds is Eu. EuCu2Si2 was the first such observed material [41]. More extensive
investigations showed that some of the Eu-based systems had very sharp variance in valence at
low temperatures. EuPd2Si2 for example was found to transition from a value of 2.2 to 2.9 at 15 K
[42]. Studies performed on additional compounds such as; La1-xEuxPd2Si2, Y1-xEuxCu2Si2
confirmed that the valence enhancement is due to the effects between Eu-Eu sites [43]. Magnetic,
electric transport, and optical measurements performed on a range or rare-earths mixed with Ir and
Si revealed mixed valent behavior as well. CeIr2Si2 and EuIr2Si2 were found to have a T2 and T3
temperature dependence for electrical resistivity respectively. A thorough survey of mixed valent
rare-earth systems showed a variety of transport property anomalies, and was semi-quantitatively
explained the dynamic alloy model proposed by Wohlleben and Wittershagen [44].
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After years of detailed analysis and investigations, the wide range of anomalies in physical
properties found in mixed valent compounds have provided the scientific community with some
general indications pointing to a source of valence fluctuations given a list of characteristic features
that are commonly present in these systems:


An indication of mixed valent behavior in rare-earth can be found by observing unit cell
volume anomalies. The rare-earth elements that maintain a stable integer +3 state tend to
show smooth decrease in lattice spacing as the atomic number Z increases, known as
lanthanide contraction [45]. The corresponding lattice constants for mixed valent systems
exhibit deviations from lanthanide contraction and fall in the intermediate range between
integral +2 (larger atomic radius) and +4 (smaller atomic radius) states.



A clear indication of the presence of mixed valence can be obtained through x-ray
spectroscopic measurements of absorption peaks at the L3 edge of the rare-earth ion. The
presence of two prominent peaks, often referred to as white lines, separated by energy
ranges of 5 eV to 10 eV, is a strong indication of mixed valent state [46].



Mossbauer technique is effective in detecting mixed valence since it shows a single line
with isomer shift between integral valence states. Given that a single line is observed with
Mossbauer method, it can be concluded that the time scale of the fluctuations are orders of
magnitude shorter than the typical probe time of 10-11 s.



As discussed with some of the specific compounds, magnetic susceptibility measurements
can reveal information regarding the valence fluctuations, since these systems commonly
tend to show a saturation of 𝜒 value at low temperatures with a very high value due to the
enhanced electronic density of states due to hybridization. The general behavior of the
susceptibility at high temperatures follows Curie-Weiss pattern. There is a crossover from
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Curie-Weiss behavior leading to a maximum in T due to the screening of the local magnetic
moment by conduction electrons due to the Kondo effect.


Specific heat investigations showed that mixed valent materials exhibit unusually large
electronic contribution (𝛾𝑒𝑙 ) when measured over wide temperature ranges.



Electrical resistivity of mixed valent compounds also shows deviations when investigated
going from high to low temperatures (scaling with the Kondo temperature). In the high T
regime, the behavior is typically linear, while in the low T range, resistivity begins
exhibiting 𝑇 2 (as seen in Ce-based systems) or 𝑇 3 dependence (most of Eu- and Yb-based
materials).



More recently, a new family of rare-earth systems has emerged (CeNiSn, CeNiIn, CeRhIn,
CeIrGe, CeRhSb) [47] that show valence fluctuations with more exotic transport
properties. In CeNiSn and CeRhSb a pseudo-gap has been observed in the electronic
density of states near Fermi energy, while in CeNiIn Kondo behavior, with an increase in
electrical resistivity followed by a rapid decrease past a specific temperature point, was
reported.

Overall, the vast array of accessible data reveals that most of the rare-earth elements, and especially
lanthanides, exhibit mixed valence states. The list of the more commonly investigated materials is
provided in Table 2.
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Ambient conditions

High Pressure

CePd3, CeSn3, Ce3Al

Ce (0.8 GPa)

CeBe13, CeSi2

SmS (0.65 GPa)

CeNiSi, CeNiSn, CeNiIn

SmSe (3 GPa)

CeRhIn, CeRhSb, CeIrGe

SmTe (5 GPa)

CeCo2Si2, CeOs2Si2, CeNi2Si2,

TmTe (2 GPa)

CeFe2Si2, CePt2Si2

CeP (10 GPa)

CeNi2Ge2, CeCo2Ge2

YbS, YbSe, YbTe

EuIr2, EuRh2
EuCu2Si2, EuPd2Si2, EuIr2Si2,
EuNi2P2
Eu4As3
YbB6, YbCu, YbAg, YbZn
YbNi2Ge2, YbPd2Si2, YbCu2Si2
YbAl3, YbAl2, YbSi

Table 2: Rare-earth lanthanides that exhibit mixed valence [47].
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2.3.3 Valence Fluctuations in U-based Systems
Uranium and plutonium are in the actinide series and many U- and Pu-based compounds also
exhibits strong mixed valence. The f orbital configurations for uranium are 5f2 and 5f3 states which
correspond to +2 and +3 integral valued valences. In contrast to most actively investigated
lanthanide mixed valent element Ce, both ionic configurations of uranium are magnetic. As a
consequence, the heavy fermion characteristics for U-based systems are observed strictly in the
Kondo regime, even in the presence of non-integral valence 𝑛𝑓 ≈ 2.5 [48]. However, despite the
differences between Ce and U in terms of the former element having a non-magnetic f shell
configuration, the compounds formed by the two elements have remarkably similar macroscopic
characteristics, namely:


The Wilson ratio, which describes the ratio of the spin susceptibility 𝜒𝑠 and the 𝛾
coefficient of the specific heat, is close to the free electron value of one.



Electrical resistivity in the low temperature range changes as a quadratic function of 𝛼𝑇 2 ,
where 𝛼 increases as 𝛾 2 [49].



The magnetic susceptibility 𝜒 varies as 𝑇 2 .



The specific heat at constant volume shows an anomaly, and obeys 𝐶𝑣 = 𝛾𝑇 + 𝛿𝑇 2 ln 𝑇
dependence.

The unusual behavior of the spin susceptibility and the specific heat anomaly is attributed to the
strong spin fluctuations. However, since the observations did not completely fit within the existing
theoretical framework, a new approach had to be developed. The microscopic description of the
uranium 5f2-5f3 heavy fermion systems has been revisited with the slave-boson approach applied
to the Anderson model in the Kondo limit. The underlying principle of the slave-boson method is
the hybridization of a free electron band that is strongly correlated to the band of 5f electrons. The
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essential difference between Ce and U with the application of this method is that given the range
between 2 and 3 that 𝑛𝑓 is constrained to, the resulting Wilson ratio is described with a four by
four matrix element, whereas for cerium it is just a two by two matrix. Furthermore, for uranium,
it has been shown that the 𝛾 value for specific heat becomes enhanced in the mixed valent regime
through the introduction of heavy quasiparticles near the Fermi level.
The valence fluctuations have, also, been shown to explain the dynamics of the ground
state for these systems, which corresponds to a Fermi liquid form where the conduction electron
behave in a manner similar to free electrons with an increased effective mass. This result is
especially intriguing given that a number of these U-based systems also showed superconducting
behavior at low temperatures. The superconducting state found in U-based mixed valent heavy
fermions has been determined to be unconventional, since a number of experimental techniques
verified that the superconducting gap formed at the Fermi surface had zero nodes along some
directions. The superconducting instabilities have also been probed theoretically with the slaveboson approach. One of the formidable outcomes of the analysis has been the fact that given the
Landau parameter remains fixed for the most part, and that the m* remains fairly large, the
superconducting ground state cannot be excluded for any of the systems with 𝑛𝑓 ranging between
2 and 3. Furthermore, it has been confirmed that p-wave superconductivity is allowed in the Kondo
limit, while d-wave superconductivity is allowed in the range of non-integer values.
The results concluded that, while for cerium the superconducting instabilities are likely to
vanish as 𝑛𝑓 deviates from the Kondo limit, it is not quite the case for U-based materials. As it has
been observed experimentally, the possibility of the formation of the superconducting state remain
in the mixed valence range. Also, as 𝑛𝑓 approaches the boundaries of 2 and 3, the pair formation
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is likely to be of p-wave symmetry, while in the mid-valence range, it is just as likely to be d-wave
superconductivity.

2.4 Fermi Liquid Theory and Non-Fermi Liquid Behavior
2.4.1 Fermi Liquid Theory
With initially used to describe the behavior of liquid helium, Landau’s Fermi liquid theory
has been applied to other concepts far more extensively. The fundamental ideas drawn out in the
Fermi liquid theory were utilized to explain the ground state properties of correlated electrons in
metals. The power of this technique lies in the assumption that strongly interacting electron
systems may still be described by a single particle approximation [50]. Given the strong nature of
the inter-electron interactions, Landau focused on the excitations in these systems instead of
attempting to describe the actual ground state. The excitations themselves exhibit particle like
behavior, and are referred to as quasiparticles. The quasiparticle states are produced from
adiabatically tuned interactions, during which a one to one mapping from non-interacting (Fermi
gas) to interacting (Fermi liquid) electron states occurs near the Fermi surface. Landau has
introduced the term “normal Fermi liquid” to describe the systems where the interacting particles
obey Fermi-Dirac statistics and for which the quasiparticle approximation is valid. He has further
shown that all interacting Fermi systems can be considered normal to all orders of perturbation
theory. Fermi liquid theory was applied to heavy electron systems because it predicts that the
mutual interaction of the quasiparticles can enhance the electron effective mass.
The essential differences between Fermi gas (non-interacting fermion) and Fermi liquid
(interacting fermion) models were discussed by Varma et al. [51]. As shown in Figure 7, at
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temperature 𝑇 = 0, the Fermi-Dirac distribution function shows that all states below the Fermi
level are occupied, with an occupation number 𝑛𝑘 = 1. The distribution then jumps abruptly to 0
at 𝑘 = 𝑘𝐹 , where 𝑘𝐹 is the Fermi wave vector. At zero temperature, the energy is equal to the
chemical potential.

Figure 7: Occupation distribution of Fermi gas and Fermi liquid [51].

The diverging curve describing Fermi liquid model emerges when a particle is added to a
system of fermions. Assuming dominantly repulsive interaction, the new fermion will kick
particles located below the Fermi surface to above, which results in a renormalization of the
electrons.
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One can briefly summarize Landau’s Fermi liquid theory as follows:
Defining the quasiparticle energy as

𝜀𝑘0 =

ℏ2 𝑘𝐹
(𝑘 − 𝑘𝐹 )
2𝑚∗

Equation 22
Where the Fermi wave vector 𝑘𝐹 = (

3𝜋2 𝑁 1/3
) .
𝑉

One can obtain the electron effective mass 𝑚∗ from Equation 22.
The energy required to add an additional quasiparticle above the Fermi level is

𝜀𝑘 =

ℏ2 𝑘𝐹
(𝑘 − 𝑘𝐹 ) + ∑ 𝑢𝑘𝑘′ 𝛿𝑓𝑘′
2𝑚∗

Equation 23
Where 𝑢𝑘𝑘′ is a function describing the quasiparticle interaction.
From the equation above it can be seen that the there is a resulting interaction between
quasiparticles, as the energy to add a new quasiparticle is not merely 𝜀𝑘0 but also a function of the
number and the state of the existing quasiparticles.
The term 𝑢𝑘𝑘′ in Equation 23, commonly known as Landau parameter, contains great deal
of information about the system. Considering that the interaction for quasiparticles with the same
spin differs from the interaction of particles with opposite spins, one can expand the Landau
parameters into symmetric and antisymmetric functions:

40

𝑠
𝑎
𝑢𝑘↑𝑘 ′ ↑ = 𝑢𝑘↓𝑘 ′ ↓ = 𝑢𝑘𝑘
′ + 𝑢𝑘𝑘 ′

Equation 24
𝑠
𝑎
𝑢𝑘↑𝑘 ′ ↓ = 𝑢𝑘↓𝑘 ′ ↑ = 𝑢𝑘𝑘
′ − 𝑢𝑘𝑘 ′

Equation 25
Where s and a superscripts refer to spin-symmetric and spin-antisymmetric functions.
One can further expand the symmetric and antisymmetric functions in terms of Legendre
polynomials ( 𝑃𝐿 ) and obtain:

𝑠
𝑠
𝑢𝑘𝑘
′ = ∑ 𝑢𝐿 𝑃𝐿 (cos 𝜃)

Equation 26
𝑎
𝑎
𝑢𝑘𝑘
′ = ∑ 𝑢𝐿 𝑃𝐿 (cos 𝜃)

Equation 27
In an effort to make the Landau parameters dimensionless, one can multiply the
coefficients in Equation 26 and Equation 27 with the density of states at the Fermi surface to get
𝐹𝐿𝑎,𝑠 = 𝑁(0)𝑢𝐿𝑎,𝑠
Equation 28
Remembering that the density of state can be evaluated by

41

𝑁(0) =

𝑚∗ 𝑘𝐹
𝜋 2 ℏ2

Equation 29
One can finally show the relationship between the effective mass 𝑚∗ and single electron mass 𝑚𝑒
with a Landau parameter:
𝑚∗
1
= 1 + 𝐹1𝑠
𝑚𝑒
3
Equation 30
Additional transport and thermodynamic variables such as specific heat (𝐶𝑉 ),
compressibility (𝜅) and magnetic susceptibility (𝜒) can be calculated with combination of Landau
𝑚∗

parameters and the 𝑚 term as follows:
𝑒

𝑚∗
𝐶𝑉
=
𝑚𝑒
𝐶𝑉0
Equation 31
𝜅
𝑚∗
𝑠)
(1
= + 𝐹0
𝜅0
𝑚𝑒
Equation 32
𝜒
𝑚∗
= (1 + 𝐹0𝑎 )
𝜒0
𝑚𝑒
Equation 33
Upon further expansion of the equations containing specific heat and susceptibility, we can
obtain:
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1
𝜇0 𝜇𝐵2 𝑚∗ 𝑘𝐹
𝜒=
1 + 𝐹0𝑎
𝜋 2 ℏ2
Equation 34
𝐶𝑉
𝑚∗ 𝑘𝐵2 𝑘𝐹
=
𝑇
3ℏ2
Equation 35
From the latter equation it follows that the effective mass of the material can be derived
directly from specific heat measurements. Also, a quantity known as the Wilson ratio, describing
the relation between the susceptibility and the coefficient of the electronic specific heat, can be
expressed in terms of Landau parameters according to:

𝑅𝑊 ~

𝜒
1
=
𝛾
1 + 𝐹0𝑎

Equation 36
Regarding the electrical resistivity, the Fermi liquid theory provides a prediction for the
behavior as
𝜌 = 𝜌0 + 𝑎𝑇 2
Equation 37
Where 𝜌0 is the residual resistivity.
In the low temperature regime, Fermi liquid theory provides a plausible description to the
properties of metals. It also, given certain modifications, provides a valid description to a number
of heavy fermion systems in which radically large effective masses are observed. The term “heavy

43

Fermi liquids” is usually associated with the overview of these heavy fermions that are still
described with the basic ideas of the FL theory.
2.4.2 Heavy Fermi Liquids
A revision of the conventional Fermi liquid theory was adopted to include the enhanced
effective mass, called heavy Fermi liquid theory. Many heavy fermion compounds become heavy
Fermi liquids at sufficiently low temperatures. One of the consequences of this revision provides
that the enhancement in the specific heat ( 𝐶𝑉 ⁄𝐶𝑉0 ) is dependent on the quasiparticle density of
states near the Fermi surface [51]. The effective mass therefore becomes
𝐶𝑉
𝑚∗
=
𝐶𝑉0
𝑚
Equation 38
The physical description of the quasiparticles becomes relevant in understanding the physics of
heavy Fermi liquids. Each site contains a large number of f electrons that must hop from one site
to the other. Given that these f electrons have a large mass and a small degree of effective
hybridization, the quasiparticles are naturally f electrons and the quasiparticle band itself is an f
band, only moved above the Fermi energy. The heavy Fermi liquid state is produced by the Kondo
screening of the localized moments. It is said that the localized moments become “dissolved” in
the Fermi sea.
The theoretical review of the of the heavy Fermi liquid concept can be summarized by
revisiting the Kondo lattice model with the Hamiltonian
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†
𝐻𝐾 = ∑ 𝜀𝑘 𝐶𝑘𝑎
𝐶𝑘𝑎 +

𝐽𝐾
†
∑ 𝑺 ∙ 𝐶𝑟𝑎
𝜎𝑎𝑎′ 𝐶𝑟𝑎
2

Equation 39
In the heavy Fermi liquid model, rare earth sites contain all the charge of the fra electrons [52].
These electrons occupy a half filled band near the Fermi level. The conduction electrons Cra
occupy a separate conduction band. The conduction electrons interact with the f electron spins S
mediated via an antiferromagnetic Kondo exchange and hybridization is created between these
bands represented by an operator
†
𝑏𝑟 ~ ∑ 𝐶𝑟𝑎
𝑓𝑟𝑎

Equation 40
A renormalization of bands follows from the hybridization between the two bands. However, given
that the f band, initially, is dispersionless, no overlap between the renormalized bands occurs. The
Fermi surface sum rule is then applied, known as the Luttinger theorem, which states that in the
presence of Fermi liquid state and absent any phase transitions, the Fermi surface occupies a
volume determined only by the electron density regardless of any types of interactions present
[53]. The conclusion of the application of this theorem is that only the lower band is occupied,
resulting in a single Fermi surface with a wave vector kF. Furthermore, the density of f and c
electrons is what defines the volume of kF in reciprocal space. The fact that this Fermi surface is
mostly filled with f electrons accounts for the creation of large effective mass of the quasiparticles.
The electronic and thermodynamic properties of heavy Fermi liquid systems were
summarized by Auerbach and Levin [54]. The theoretical basis of their description was the 1/N
Kondo boson approach. Upon calculating the Landau parameters and the associated functions,
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they have re-derived the expressions for the susceptibility and the coefficient of linear specific heat
to be

𝜒 = 𝜒 0 [1 +

𝛿𝑚
1
− 𝐹0𝑎 + 𝑂( 2 )]
𝑚
𝑁

Equation 41
And
𝛿𝑚
1
+ 𝑂( 2 )]
𝑚
𝑁

𝛾 = 𝛾 0 [1 +

Equation 42
With

𝜒0 =

𝑔2 𝑁(𝑁 2 − 1)
12𝑇𝐾

Equation 43
And

𝛾0 =

𝜋2𝑁
3𝑇𝐾

Equation 44
Where 𝐹0𝑎 stems from the Wilson Ration 𝑅 = 1 − 𝐹0𝑎 , and 𝑔 is the electronic magnetic moment.
Further analysis has revealed that with the correction to the coefficient of the specific heat,
there is also a correction to the specific heat Δ𝐶𝑉
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𝑇3
𝑇
Δ𝐶𝑉 = 0.85 ( 3 ) ln ( ) + 𝑂(𝑇 3 )
𝑇𝐾
𝑇𝐾
Equation 45
Which explained the recorded observations where the specific heat was found to have a downward
behavior that was fitted to a function of the form 𝑇 3 𝑙𝑛𝑇 similar to the paramagnon contribution of
liquid He3.
Lastly, Auerbach and Levin have evaluated the expression for electrical resistivity in an
analogous fashion:
𝑇2
𝜌 = 𝜌𝑚𝑎𝑥 ( 2 ) + 𝑂(𝑇 3 )
𝜆𝑇𝐾
Equation 46
With

𝜌𝑚𝑎𝑥 =

ℎ
𝑒 2 𝑘𝐹 𝑁 2

Equation 47

2.4.3 Non-Fermi Liquid Behavior
As the consensus regarding the Fermi liquid theory slowly emerged in the scientific
community during the 1970s and 1980s, a new problem was introduced in the early 90s with the
discovery of a range of systems that strongly deviated from the predictions of the Fermi liquid
behavior. These heavy fermion systems had formed a new class of systems known as non-Fermi
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liquid materials. Non-Fermi liquid behavior was first observed in Y1-xUxPd3. A wide range of d
and f electron metals have since been discovered to exhibit anomalous behavior either upon the
application of pressure, magnetic field, or chemical doping [55].
The macroscopic properties that indicate the presence of non-Fermi liquid nature is these
compounds include


Resistivity showing unusual non quadratic power law dependence on temperature.
In general, resistivity can plotted as a function of

𝑛
𝜌
⁄𝜌0 = 1 − (𝑇 ⁄𝑇 𝑛 ). For
0

example, 𝜌 ∝ 𝑇 1.2 is observed in CePd2Si2 [56].





Anomalous non-Curie temperature dependence of the susceptibility, often showing
𝜒 ~ 1 − 𝑏𝑇𝛽 or 𝜒 ~ − ln(𝑇⁄𝑇 ) behavior.
0

Diverging logarithmic temperature dependence of the specific heat such as
𝐶𝑉⁄
𝐶𝑉
0.5
𝑇
𝑇 = 𝐴𝑙𝑛( ⁄𝑇0 ) or ⁄𝑇 = 𝛾0 − 𝑇 .

The non-Fermi liquid behavior was initially thought to be restricted to doped d and f
electron systems. However, it was later discovered that many other routes can lead to the
appearance of the uncharacteristic properties in various heavy fermion materials. Furthermore, the
effect of doping can have dramatically different effects on the physical properties of the compound.
In some cases, the doping creates non-Fermi liquid behavior far from antiferromagnetism. In other
cases, doping can induce antiferromagnetism, or completely suppress the Neel temperature to zero.
Other exotic cases have been observed where non-Fermi liquid behavior coexists with
antiferromagnetic order. Lastly, doping can also lead to ferromagnetism or, to the contrary,
suppress the Curie temperature to zero.
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Currently, no comprehensive microscopic model or description has been proposed to
describe the non-Fermi liquid phenomenon. A range of theories have been reported, though none
of them are capable of explaining the entire spectrum of the recorded observations. These models
rely on the divergence of the physical properties due to under- or over- compensation of local
moments, incomplete screening of the localized moments, or more commonly, the vicinity to a
magnetic instability in the phase diagram. Large amount of evidence exists to favor the hypothesis
that non-Fermi liquid behavior originates at an antiferromagnetic quantum critical point.
The concept of the non-Fermi liquid state originating near a magnetic instability was first
proposed by Doniach [57]. The schematic scaling diagram shown in Figure 8 reveals the existence
of the dense Kondo behavior in heavy fermion materials, suggesting that magnetism vanishes as
relative ratio of the single ion Kondo temperature 𝑇𝐾 to the RKKY temperature 𝑇𝑅𝐾𝐾𝑌 passes over
a critical threshold.
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Figure 8: Doniach scaling diagram for Kondo Lattice.

Assuming that the antiferromagnetic ordering and the Fermi liquid state are the two natural
endpoints along the transition, the presence of the antiferromagnetic quantum critical point is an
indication that these two point can be bridged by a new fixed point; the non-Fermi liquid state.
With a decrease in temperature, the system migrates away from the high temperature localized
moment state to either one of the terminal endpoints. The intermediate non-Fermi liquid behavior
is assumed to be an unstable point. The trajectory of the transition is defined by the relative scale
of the 𝑇𝐾 ⁄𝑇𝑅𝐾𝐾𝑌 ratio. By selecting proper parameters for physical of chemical pressure, one can
tune the system to the critical value of the 𝑇𝐾 ⁄𝑇𝑅𝐾𝐾𝑌 ratio where it is forced to pass through the
quantum critical region. Given that for a large number of materials the 𝑇𝐾 ⁄𝑇𝑅𝐾𝐾𝑌 value naturally
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falls near the critical point, their properties will be largely affected by the physics of the quantum
critical point [1].
Upon summarizing the list of systems exhibiting deviations from Fermi liquid behavior
near quantum criticality and the ones that do not appear related, some of the possible mechanisms
that lead to non-Fermi liquid behavior are believed to be:


The quadrupolar Kondo effect



The vicinity to the quantum critical region



The weak coupling theory



The strong coupling theory

2.5 Theories for Non-Fermi Liquid Behavior
2.5.1 The Quadrupolar Kondo Model
As previously discussed, a perfect screening mediated by the Kondo effect, with
appropriate localized moment to conduction electron ratios, results in a Fermi liquid ground state
near the magnetic impurity. However, when the respective proportions are altered, non-Fermi
liquid behavior is predicted to become a viable mechanism for some systems.
The multichannel Kondo model was the first theoretical explanation for the non-Fermi
liquid behavior observed in Y0.8U0.2Pd3, also known as the quadrupolar Kondo model [58]. The
Hamiltonian for the multichannel Kondo model is described by
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†
†
𝐻𝐾 = ∑ 𝜀𝑘 𝑎𝑘𝑚𝜎
𝑎𝑘𝑚𝜎 + 𝐽𝐾 ∑ 𝑺 ∙ 𝑎𝑘𝑚𝜎
𝜎𝑎𝑎′ 𝐶𝑘 ′ 𝑚𝜎′

Equation 48
With 𝐽𝐾 being the antiferromagnetic exchange parameter, and 𝑚 being the orbital channel or the
degree of freedom. This Hamiltonian has an exact solution, first proposed by Nozieres and Blandin
[59]. It was found that the relation between the orbital degrees of freedom and the impurity spin S
dictates the physics in these compounds. For N < 2S, the screening is not complete. As there are
not sufficient conduction electrons to screen the impurity spin, a singlet ground state cannot be
formed. For the case of N = 2S the result is perfect screening, with N =1 and S = ½ being the
Kondo problem. For this later case, Fermi liquid behavior is observed. When N > 2S, the impurity
spin is said to be over screened. In the special case when N = 2 and S = ½, also known as two
channel Kondo effect, non-Fermi liquid state begins to emerge.
For rare earth heavy fermions, the quadrupolar Kondo model is adopted in which the
quadrupolar moment is the impurity pseudospin produced from the aspherical charge distribution
of the f electrons. While the two channel Kondo model has been used to account for the difference
in some of the magnetic properties between UBe13 and CeCu2Si2, the quadrupolar Kondo model
appears to be better suited for rather dilute U alloy systems exhibiting non-Fermi liquid behavior.
The Kondo effect is incorporated into this model with the addition of virtual excitation into the 5f1
state.
The manifestation of the physical properties of the systems with non-Fermi liquid behavior
explained with the multichannel Kondo model generally show the following dependencies on
temperature:
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𝐶
𝑇
~ 𝜒 ~ − ln( )
𝑇
𝑇𝐾
Equation 49
And

𝜌~1− (

𝑇 1/2
)
𝑇𝐾

Equation 50
While the quadrupolar Kondo model provided adequate explanation for some of the heavy
fermions, it couldn’t account for all of the non-Fermi Liquid phenomena occurring in strongly
correlated systems. The absence of a comprehensive microscopic theory provided basis for the
development of other complex, yet elegant theories in an attempt to provide full description of the
physics.
2.5.2 The Quantum Critical Region
The magnetic instability which is believed to be responsible for the non-Fermi liquid state
form at zero temperature, 𝑇 = 0. The non-Fermi liquid behavior is many of these compounds is
observed in the vicinity of a magnetic ground state. A number of theoretical models have
investigated the physics of the quantum phase transitions, and the resulting thermodynamic
properties at finite, non-zero temperature, with the means of tuning the system via pressure,
chemical doping, or magnetic field. Given that the experimental observations can only support the
theoretical models derived at non-zero temperature, the procedure of finding the quantum critical
point in the phase diagram relies on determining the scaling mechanism.
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In general, the theories describing quantum criticality can be classified into two categories;
weak coupling and strong coupling. In the weak coupling approach, the starting point is the Fermi
liquid phase. The quantum critical point is considered to be a magnetic instability of the Fermi
surface originating in the momentum space. It is assumed that long range and retarded interactions
are created between the quasiparticles near the quantum critical region, which ultimately drive the
system to a non-Fermi liquid state.
The origin of the strong coupling approach lies on the magnetic side. These systems are
treated as ones containing local moments which are reduced at the point where the single ion
Kondo temperature is large enough to result in a dense Kondo effect. In this approach, the
quasiparticles are regarded to form in real space. The bound states that describe the Kondo lattice,
created between conduction electrons and the local moments, are destroyed at the critical point.
This disintegration of the Kondo lattice, as a result, is followed by the formation of a lattice with
magnetically ordered moments. A visual description of the mechanisms of weak and strong
coupling approaches in presented in Figure 9.
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Figure 9: Weak and strong coupling of an antiferromagnetic QCP [1].

2.5.3 The Weak Coupling Approach
The weak coupling approach found its foundation in the spin-fluctuation theory for
ferromagnetism which preceded antiferromagnetic quantum criticality. According to this theory,
the characteristic band of electrons are described by this Hamiltonian
†
𝐻 = ∑ 𝜀𝑘 𝑐𝑘𝜎
𝑐𝑘𝜎 + ∑ 𝐽(𝑞) 𝑺𝒒 ∙ 𝑺−𝒒

Equation 51
Where the 𝑺𝒒 is the spin density and 𝐽(𝑞) described the strength of the magnetic interaction.
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Upon analyzing this theory in terms of the modern renormalization techniques, Hertz and
Millis [60] discovered that, near the quantum critical point, the correlation time diverges at a
greater rate than the correlation length per following relation:
𝜏 ∝ 𝜉𝑧
Equation 52
In this equation, z is treated as an anomalous scaling dimension of time, and is a dynamic variable.
Unlike the quantum critical phase transitions at non-zero temperature, this exponent determines
the static critical behavior at T = 0. The value of this critical exponent raises the effective
dimensionality at the quantum critical region to D = 3 + z.
Per spin-fluctuation theory, for an antiferromagnetic quantum critical point, the dynamical
exponent z = 2 provides a plausible description for quantum critical transitions in three dimensions.
A phase diagram for the 3D antiferromagnetic quantum criticality has been presented by Stewart
[61] and is shown in Figure 10.
As seen in the diagram, the energy spectrum is divided into three regions; TI, TII, and TIII.
Region I corresponds to the fluctuations on the scale 𝜉 having energies significantly larger than
kBT, implying that the formation of Fermi liquid state is the expected outcome. In region III, the
thermal energy controls the correlation length, meaning that classical treatment of the problem is
sufficient, whereas in region II, the crossover from the Fermi liquid region I is linear for an
antiferromagnetic system, given that z = 2.
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Figure 10: Phase diagram for a 3D antiferromagnetic QCP [61].

While the weak coupling approach provides a good description for ferromagnetic quantum
critical phase transitions at T = 0, it has a number of shortcomings in adequately describing the
quantum criticality at T > 0 in heavy fermion systems. This theory predicts the rise of anomalous
specific given by
𝑑−𝑧
𝐶𝑉⁄
𝑧 ∝ 𝑇 1/2
∝
𝑇
𝑇

Equation 53
While this approach shows T1/2 dependence, a number of non-Fermi liquid heavy fermion metals
show a logarithmic dependence.
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This theory also fails to predict the breakdown of the Fermi liquid state, with the exception of the
regions near so called “hot lines” which are attributed to the magnetic Q vector on the Fermi
surface, as depicted in Figure 11.
Lastly, the theory predicts that the resistivity for a system in the presence of
antiferromagnetic spin fluctuations (normally expected to behave as 𝜌 ∝ 𝑇 3/2) will short circuit
the conductivity below a critical temperature to form resistivity dependence as 𝜌 ∝ 𝑇 2 , due to the
“cold regions” of the Fermi surface which lack strong spin fluctuations [62].

Figure 11: Formation of “hot lines’’ on the Fermi surface [63]
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2.5.4 The Strong Coupling Approach
The strong coupling spin fluctuation theories were proposed to compliment the
shortcomings of the weak coupling theories. The most apparent drawback of weak coupling
approach is that is fails to account for the Kondo effect and moment formation. The Kondo effect
is believed to break down at the quantum critical point. It has been pointed out by Larkin and
Melnikov [64] that Kondo effect will not be observed if a relocalized magnetic moment is
immersed in an electron sea at a ferromagnetic quantum critical point. In the given picture, the
sign of the coupling does not define the state that is formed, and the local moment creates a bound
state with the magnetic lattice.
While the disintegration of the Kondo effect near the quantum critical region has been
analyzed in many contexts, there is still no theoretical model to describe the Kondo effect at an
antiferromagnetic quantum critical point. Furthermore, in the event that it is discovered that Kondo
effect breaks down in the vicinity of an antiferromagnetic QCP, the strong coupling theories
proposed thus far would have to be entirely re-examined.
The existence of non-magnetic small Fermi surface states has been proposed by Senthill
[65]. It was shown that intermoment interactions force localized moment systems to settle into a
fractionalized spin liquid state for the two dimensional Kondo lattice case. The coupling of the
local moments with the conduction electrons creates a volume of quasiparticles. While this volume
considers the electron density, it does not account for the structure of the spin liquid. Systems that
contain this kind of coupling exhibit fractionalized excitations along with conventional Fermi
liquid behavior.
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Figure 12: Transition from fractionalized spin to Fermi liquid at QCP [65].

The crossover phase diagram shown in Figure 12 illustrates the nature of the fractionalized
spin state. The b parameter is adjusted with increasing the Kondo coupling parameter. The system
evolves from a conventional Fermi liquid state with typical electron like quasiparticles. The spin
moments of the f electrons form a spin liquid state which maintains the spin rotation invariance,
therefore it is assumed that there is no magnetic moment. The dynamics of the quasiparticles with
different kF vectors is the determining factor here. As shown in Figure 13, different Fermi surfaces
(kF1 and kF2) behave differently. In the first case the Fermi surface stays “cold” at the quantum
critical point, whereas in the second case, it remains “hot”. In the event that “hot” Fermi surface
is formed, the quasiparticle lifetime is reduced, which results in non-Fermi liquid behavior.
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Figure 13: FFL state with “cold” and “hot” Fermi surfaces [66].

Another theory explaining the breakdown of the Fermi liquid behavior using strong
coupling expansion was given by Coleman et al. [67]. The approach looks at the under screened
Kondo impurity model by altering the spin of the screened localized moment from a value S to a
value of S* = S – 1/2. The consequence of this representation is that the residual moment becomes
decoupled from the electron sea at sufficiently low temperature. The under screened Kondo model
is described with the Hamiltonian
†
𝐻 = ∑ 𝜀𝑘 𝑐𝑘𝛼
𝑐𝑘𝛼 + 𝐽𝑺 𝜓𝛼′ 𝜎𝛼𝛽 𝜓𝛽

Equation 54
Where 𝛼 and 𝛽 represent spin components, and 𝜓𝛼′ creates a conduction electron at the impurity
site.
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After applying Coqblin-Schrieffer model with large-N expansion, the results are obtained
by solving the revised Hamiltonian using path-integral method. The Fermi liquid state is found to
be weakened by the ferromagnetic interaction between the under screened spin and the conduction
sea. As seen in Figure 14, the specific heat coefficient obtains a diverging logarithmic function at
low temperatures, which describes the experimental results found in some characteristic non-Fermi
liquid systems.

Figure 14: The Phase diagram for the under screened Kondo impurity model [67].
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2.6 Unconventional Superconductivity in Heavy Fermion Systems
2.6.1 Anisotropic BCS Theory
Since the discovery of superconductivity, many elements and compounds were found to
exhibit superconducting properties, but the understanding of the theory behind it was not advanced
until 1957, with the introduction of the BCS microscopic quantum mechanical theory, which is
now a conventionally accepted basis for describing conventional superconductivity driven by
electron-phonon interactions.
The key concept in the BCS theory is the idea of paired electrons close to the Fermi level
[68]. The electrons, also known as Cooper pairs, form via phonon coupling. An electron passing
through the lattice feels a momentary attraction from the positive ions, which consequently distorts
the lattice. This, in turn, attracts a second electron, thus we interpret it as a coupling of electrons
via phonons. The pairing requires two electrons of equal and opposite momentum, and implies a
lowering of the electron energy. The pairing model in BCS theory successfully explains the
properties demonstrated by the conventional superconductors, and is consistent with experimental
observations [69].
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Figure 15. Diagram for electron-phonon coupling [70].

In strongly correlated electron systems, such as heavy fermion rare earths and actinide
materials, the f shell electrons determine the properties of the quasiparticles at the Fermi level. The
enhancement of the effective electron mass is an important factor while attempting to describe the
heavy fermion superconductivity within the framework of the conventional BCS theory. Since
there is strong Coulomb repulsion between these heavy quasiparticles with f characters, it is
difficult to explain this phenomenon with ordinary s-wave cooper pairs formation channels. The
formation of p-wave spin triplet or d-wave spin singlet pairs through anisotropic mechanisms
would be more favorable in an effort to reduce the electron wave function overlap.
The generalized BCS theory, which takes into account interactions other than electronphonon mediated coupling and favors anisotropic pairing mechanism, can be described by a
pairing potential in the reciprocal space, which is written with the Hamiltonian
†
𝐻 = ∑ 𝜀𝑘 𝑎𝑘𝑠
𝑎𝑘𝑠 +

1
†
†
∑ 𝑉(𝒌 − 𝒌′ ) 𝑎−𝑘𝑠1
𝑎𝑘𝑠2
𝑎𝑘 ′ 𝑠3 𝑎−𝑘 ′ 𝑠4
2

Equation 55
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Where 𝜀𝑘 is the energy band relative to the chemical potential and 𝑉(𝒌 − 𝒌′ ) describes a potential
term that characterizes the electron-electron interaction strength. The pair potential, also known as
energy gap function, is dependent on the electron-electron interaction term. Within the framework
of the generalized Ginzburg-Landau theory, the gap function can be calculated in both the weak
and strong coupling limits. The resulting expressions lead to
𝜐∆𝑠1 𝑠2 (𝒌) = − ∑ < 𝑉(𝒌 − 𝒌′ ) ∆𝑠3 𝑠4 (𝒌′) >𝒌′
Equation 56
And
∆𝑠1 𝑠2 (𝒌) = − ∑ 𝑉 ~ (𝒌 − 𝒌′ ) ∆𝑠3 𝑠4 (𝒌′)
Equation 57
Where Equation 56 and Equation 57 describe the weak and strong coupling limits respectively,
and 𝜐 is a function of density of states.
Upon the expansion of the potential in the temperature limit of 𝑇 → 𝑇𝐶 , and the inclusion
of the magnetic energy term, the complete Ginzburg-Landau theory expresses the free energy as

𝐹 = 𝐹0 + ∫ [𝐹ℎ𝑜𝑚 + 𝐹𝑔𝑟𝑎𝑑 +

𝑩2 3
]𝑑 𝑥
8𝜋

Equation 58
The generalized Ginzburg-Landau theory provides a phenomenological description of
unconventional superconductivity. The fluctuation effects close to the critical point, that are often
observed in heavy fermion systems, are excluded from consideration. However, most of the
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proposed theories that explain heavy fermion superconductivity and make predictions of various
thermodynamic properties use Ginzburg-Landau theory as their building block.

2.6.2 Antiferromagnetism and Superconductivity
Many heavy fermion systems were found to exhibit quantum transitions between magnetic
and superconducting states. While magnetism and superconductivity are assumed to be conflicting
phases within the conventional BCS model, unconventional superconductivity is commonly found
near or even coexisting with antiferromagnetic ordering in the vicinity of the quantum critical
point. The same f shell electrons that form the antiferromagnetic phase are believed to be
responsible for the superconducting behavior.
Using the weak coupling approach to estimate the origin of Cooper pair attraction, it was
shown that once the residual interaction and spin orbit coupling terms for quasiparticles are
included, the formation of unconventional superconducting or antiferromagnetic phase is more
favorable than the typical s-wave state.
A description of the phenomenon and a phase diagram of the coexistence of magnetic and
superconducting states were obtained by Ferreira et al. [71]. The Ginzburg-Landau functional used
contained three fields: one magnetic order parameter in the form of one directional sub lattice
magnetization, and two superconducting order parameters. The phase diagram of the quantum
critical point at zero temperature is shown in Figure 16. The results for the competing
antiferromagnetic and superconducting phases obtained show that there is a renormalization of the
superconducting mass term, which includes a magnetic mass term
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𝑢𝑚𝑝3
𝑚 → 𝑚 −
3𝜋 2
2

2

Equation 59
Where m represents the mass of the superconductor part, mp is the mass of the magnetic part, and
u is the term describing the relative interaction of the fields.
As seen in the diagram, there exists a double quantum critical point, where the magnetic
and superconducting critical points coincide. In order to make the quantum critical points overlap,
the 𝑚2 term must be equal to −𝑚𝑝2 . A second order phase transition at the double quantum critical
point will drive the system to a superconducting state if 𝑚2 < 0. Ultimately, in the case of 𝑚2 →
∆2 − 𝑚𝑝2 > 0 a shift from superconducting quantum criticality toward an aniferromagnetic one
will emerge.

Figure 16. Phase diagram showing the competition of AF and SC states [42].
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2.6.3 Valence Fluctuations and Superconductivity
A number of experimental observations of superconductivity initially found in Ce heavy
fermion compounds under pressure indicated the possible correlation between valence fluctuations
and superconductivity. It was discussed by Holmes et al. [72] that the superconducting dome that
appears in the phase diagram in the high pressure range 4-5 GPa is due to critical valence
fluctuations.
It was found that the T2 coefficient of electrical resistivity decreases by a few orders of
magnitude as the pressure approaches the one corresponding to the superconducting transition
∗2
peak. Given that the coefficient scales as a square function of the effective mass ( 𝑚 ⁄𝑚2 ), the

effective mass of the quasiparticles must be reduced accordingly. Noting that there is also an
established relation between the effective mass and the renormalization factor q for strongly
correlated systems
𝑛
1 − 𝑓⁄2
𝑚∗
1
= =
𝑚
𝑞
1 − 𝑛𝑓
Equation 60
Where 𝑛𝑓 is the occupation number of the electron at f site of the cerium ion, it has been concluded
that there is direct link between the valence deviation from Ce3+ state and the appearance of
superconductivity.
Another element confirming that superconductivity is driven by valence changes under
pressure is the presence of a large residual resistivity 𝜌0 near the critical pressure region, which
indicates many body effects enhancing the impurity potential [73]. Since the enhancement is
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dependent on the valence susceptibility, local changes in valence combined with the impurity
produce long order deviations in valence, subsequently improving the scattering of the
quasiparticles. This in effect enhances the residual resistivity, relating the increase in 𝜌0 to the
valence fluctuations.

2.7 Summary
In this chapter, we considered a number of theoretical frameworks and many unusual
physical properties that are characteristic to heavy fermion intermetallic compounds. A main
emphasis was placed on the crossover from magnetic order to exotic states. A broad array of
mechanisms was discussed leading up to the unexpected phenomena in these materials. The
breadth of this chapter was to give a thorough summary of the behavior that we might expect to
observe in the wide number of U-compounds that we planned to investigate. In this study, it was
our purpose to consider the extent to which these microscopic models can be extended and applied
to U-based systems.
Over the course of this thesis work several uranium compounds were synthesized and
studied through high energy X-ray spectroscopic means under extreme conditions. In the
succeeding chapters we will provide a thorough description of the experimental techniques used
throughout the project. We will also present the results of various measurements and we will
discuss the physical significance of them.
It must be noted that while no precise determination of the origins of the observed behavior
will be given, we will discuss the results in terms of the predictions of various theoretical models.
In fact, considering the present state of scientific progress, no definite explanation can be currently
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formulated. It was our aim to fabricate and perform measurements on a number of samples that
can serve as quality specimen and as a reference for further investigations.
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Chapter 3: Experimental Details
3.1 X-ray Absorption Spectroscopy
3.1.1 X-ray Absorption
Materials are capable of absorbing incoming X-ray radiation with probabilities that are
dependent on the electronic configuration of the material itself and the energy of the incoming
photon. The absorption probability exhibits discontinuities (often called edge steps) at defined
energy ranges which match the excitation energies of the core electrons [74]. If a group of atoms
is exposed to X-rays, it will absorb some of the incoming photons. An abrupt increase in the
absorption will be observed at the absorption edge steps as depicted in Figure 17. The energies at
which absorption edges occur are determined by the binding energy of the inner-shell electrons.

Figure 17. The X-ray absorption cross sections [75].
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In cases where the analysis involves atoms in crystalline matter, additional absorption
features emerge, beyond the edge step discontinuities. Instead of a smooth background decay,
sharp variations in the intensity are observed, as seen in Figure 18. These features occur due to
the complex many body interactions of the excited electrons with the lattice [76]. The energy
spectrum significantly above the absorption edge is known as extended X-ray absorption fine
structure (EXAFS), where the oscillations in the intensity arise from the interference of the
scattering waves with emitted photoelectrons from the absorbing atom [77]. The oscillations that
occur in the proximity of the absorption edge, also known as X-ray absorption near edge structure
(XANES), instead provide information about the valence state and the local environment of the
atom since the absorption is mainly determined by the local atomic resonances.

Figure 18. XAS spectrum oscillations of platinum [78].
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As discussed, the absorption spectra exhibit sharp increases in the intensity for very
particular energies of the incoming radiation. The resulting discontinuities, called edge steps, are
labeled according to the core level from which the electronic excitation is initiated starting from 1
and each successive letter increasing the quantum number n by 1: K, L, M, N, O, P. For example,
L edge transition represents an electron getting excited out of the state with a quantum number n
= 2.
Since there are additional quantum numbers associated with a given principal quantum
number, other labels are assigned in an effort to identify the exact origin of the electron transition.
The rules of selection between electrons with different set of quantum numbers are governed by
the dipole selection operator

2𝜋ℏΩ
𝑇 = ∑𝑒 √
𝑬𝒒 ∙ 𝒓
𝑉𝑠
Equation 61
and the dipole selection rule
Δ𝑙 = ±1
Δ𝑚𝑙 = 0, ±1
Δ𝑠 = 0
Δ𝑚𝑠 = 0
Equation 62
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The resulting variations due to angular momentum quantum number l, the magnetic and
spin quantum numbers ml and ms are distinguished with the use of subscripts.

Figure 19. Labels for energy levels up to n = 3 [79].

In general, X-ray absorption spectra can be measured with three methods: transmission,
electron yield, and fluorescence yield. In transmission mode, the influx of X-rays has sufficient
intensity to pass through the sample and get detected behind the sample. This technique requires
specimen to be very thin to ensure complete transmission through the sample. It also requires
homogeneity in thickness as well as the surfaces of the material at the location of X-ray incidence.
With these restrictions in place for high quality data recovery, the attention is turned to the
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alternative methods. With the development of advanced synchrotron radiation sources in recent
decades, the electron yield and fluorescence yield techniques have gained popularity in the
scientific community.

3.1.2 Partial Fluorescence Yield
A decay of a core hole generates some combination of electrons, photons, and ions getting
emitted from matter. Collecting the decayed emission provides possibilities to form substantial
insight on the atomic electronic nature of that matter. The fluorescence decay of the core hole is
one of the products that can be collected. Fluorescent decay tends to increase with energy,
dominantly in the form of Auger emission for all core shells. The photons that are produced usually
have mean free paths comparable to that of the incident radiation, ensuring that surface effects can
be avoided.
When the incoming X-ray energy is absorbed, a core hole is created and the atom
transitions into an excited state with a lifetime of around a femtosecond [75]. The return to the
ground state can be achieved either by emitting a fluorescence X-ray, or by ejecting an Auger
electron. The probability of either route of energy dissipation is governed by the core level
involved and the atomic number Z of the specific element [80]. To collect the fluorescence yield,
a photon detector is typically used to measure the total fluorescent yield (TFY). If the photon
detection sensitivity is tuned to specific bandwidth, the detection of emitted photons is called
partial fluorescent yield (PFY). In the event that an Auger electron is ejected in place of an X-ray,
the electron typically carries large enough energy to create subsequent excitations of neighboring
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atoms, causing an avalanche of secondary electrons with less kinetic energy, yet sufficiently close
to the surface of the material to escape and get detected by a channel plate detector.
XAS measurements in FY more rely on capturing the ejected fluorescent photons that are
emitted after a rapid subsequent decay following the X-ray absorption. The intensity of the
collected photons is related to the geometry of the experimental setup.
An experimental arrangement can be considered as shown in Figure 20 with incident xray angle and energy of 𝛼 and 𝐸𝑖 respectively. The fluorescent radiation carries energy 𝐸𝑓 going
out at angle 𝛽. The collected intensity is dependent on both incident and fluorescent geometries.
A normalized intensity contribution for TFY can be evaluated for a thin sample with a thickness
dz and a depth z with the following expression:
𝜔𝜒 (𝐸𝑖 , 𝐸𝑓 )𝜇𝜒 (𝐸𝑖 )
𝐼 (𝐸𝑖 , 𝐸𝑓 )
Ω
= 𝜂(𝐸𝑓 ) ∑
sin 𝛼
𝐼0 (𝐸𝑖 )
4𝜋
𝜇(𝐸𝑖 ) + 𝜇(𝐸𝑓 )
sin 𝛽
Equation 63
With 𝜂(𝐸𝑓 ) being the collector efficiency, Ω being the solid angle, and 𝜔𝜒 (𝐸𝑖 , 𝐸𝑓 ) representing
the probability that an incident photon of given energy will create a fluorescent photon of energy
𝐸𝑓 .
With the use of an energy sensitive detection device, measurements can be performed in
PFY mode, where a single PFY term can be extracted as
𝐼 (𝐸𝑖 , 𝐸𝑓 )
Ω 𝜔𝜒 (𝐸𝑖 , 𝐸𝑓 )𝜇𝜒 (𝐸𝑖 )
= 𝜂(𝐸𝑓 )
𝐼0 (𝐸𝑖 )
4𝜋 𝜇(𝐸 ) + 𝜇(𝐸 ) sin 𝛼
𝑖
𝑓 sin 𝛽
Equation 64
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Partial fluorescence yield mode can be used to measure XAS spectra with fine resolution,
as it effectively eliminates the lifetime broadening of the intermediate state of excitation.

Figure 20. The geometry of the fluorescence yield setup [81].

While setting up measurements in PFY mode, certain precautions must be maintained to minimize
some self-absorption effects, namely the saturation effect. The saturation effect refers to the
absorption of the incoming X-ray into the sample, reducing the probability of observing
fluorescence photons getting emitted outside the sample, as shown in Figure 21.
The saturation effect is maximized in Figure 21 (a), where the majority of X-rays are
absorbed near the edge of the sample. This results in the majority of the fluorescence photons
exiting the sample without any effective absorption in the sample. In Figure 21 (b), the
fluorescence yield becomes proportional to transmissivity of the sample, since the photons are
significantly attenuated in the material.
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In a practical XAS measurement in PFY mode, neither extreme is perfectly attainable.
There is usually some degree of saturation effect present. However, the overall effects are not very
problematic and it is possible to maintain the detected signal integrity at a high level.

Figure 21. Saturation effect shown for Grazing and Normal incidences [81] [82].

3.2 Resonant Inelastic X-ray Scattering
X-ray emission process is characterized by an initial creation of a core hole with the use of
an incident X-ray beam, following a step in which either a valence or a core electron from a higher
level transitions down to the level of the hole by radiating an X-ray photon. In the cases where the
incident beam resonates with the with the excitation of the core electron, the emission is called
resonant X-ray emission, whereas if the incident X-ray energy is large enough to cause an
excitation above the excitation threshold, the process is called normal X-ray emission or X-ray
fluorescence [83].
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Kramers-Heisenberg formula applies to both; resonant X-ray emission scattering (RXES)
and normal X-ray emission scattering (NXES), as both are coherent second order optical processes
Normally, far greater amount of information can be obtained from these processes compared to
the first order optical processes such as X-ray absorption spectroscopy (XAS).
There are two types of resonant X-ray emission spectroscopy, depending on the level from
which the downward transition occurs. If the transition takes place from the valence level to the
core level, resulting in filling all of the core holes in the final state, the process is called resonant
inelastic X-ray scattering (RIXS). In this case the energy transfer is equivalent to the energy of the
elementary excitations of valence electrons. However, the possibility exists to observe resonant
elastic X-ray scattering, where the electronic states are the same before and after the emission, as
the energies of the incident and outgoing X-rays are equal.
The second type of RXES is the one in which the initially created core hole is filled with
an electron decaying from another core state, still leaving a core hole behind merely shifted to a
higher level. Since, in this kind of a process, the lifetime of the core hole at the higher level is
longer than that at the deeper level, the RXES lifetime broadening is estimated by the core hole
after the decaying transition. This technique allows for detection of weak signal core level
excitations for which conventional X-ray absorption methods are not sensitive enough.
Relevant information on the symmetry of the electronic states is obtained by analyzing the
polarization dependence during RXES experiments. If the incident X-ray beam is linearly
polarized, polarized and depolarized geometries are employed. For either case, a right angle of 900
is maintained between the incident and emitted rays. The resulting polarization of the emitted Xray is not considered, as it presents a great deal of difficulty to perform such a measurement. As

79

shown in Figure 22, The incoming X-ray polarization is normal to the scattering plane for
polarized geometry, whereas for depolarized geometry it is parallel to the scattering plane.

Figure 22. Common geometries in RXES measurements [84].

The theoretical nature of the RIXS process can be understood by analyzing an incident Xray with energy ℏΩ, wavevector k1 and polarization 𝜆1 , and an emitted photon with energy ℏ𝜔,
wavevector k2 and polarization 𝜆2 . By taking into account the electron-photon interaction, the
differential cross section of the scattering can be represented by
𝑑2𝜎
𝜔2 𝑉 1 3
=
( ) 𝑊12
𝑑Ω 𝑑(ℏ𝜔)
ℏ𝑐 4 2𝜋
Equation 65
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Where 𝑊12 is the transition rate of the process.
𝑊12 is a complex function containing three terms as shown in Figure 23. The first term originates
from the first order perturbation and is known as Thomson scattering. This term provides insight
to the elementary excitations from charge fluctuations. In the case of RXES scattering, as the
energy of the incident beam is increased to the level required for core electron excitation, the
second term in 𝑊12 becomes dominant.

Figure 23. The three scattering terms of 𝑾𝟏𝟐 [85].

Upon taking these factors into account, the term describing the transition rate can be
simplified and the spectrum of RXES can be expressed in terms of its dependence on operators
describing the transitions of the incident and the emitted photons, along with the spectral
broadening driven by the core-hole lifetime.
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If the incoming X-ray energy is tuned close to the x-ray absorption spectrum, the scatting
is largely dependent on Ω, which provides the characteristic description of the RIXS process. In
the case of matching initial and final states, resonant elastic spectrum is observed. However, in the
majority of cases, where |𝑖 > and |𝑗 > states are different RIXS scattering occurs.
A RXES experiment example can be discussed by looking at one of the pioneering works
performed on resonant scattering of Cu Kα on some transition metals by Eisenberger et al. As
depicted in Figure 24, a 1s core electron was excited above the Fermi level during the intermediate
state, and a 2p electron decayed down to the 1s level. The outgoing radiation is observed at ℏ𝜔 =
ℏΩ − (𝜀𝐹 − 𝜀𝐿 ), where energy difference term is the binding energy of the 2p electron.
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Figure 24. The RIXS process in Cu [85].

While both: Thomson scattering and RXES provide information on charge excitations,
RXES does so at a greater intensity due to the resonant effects, making it a more favorable
measurement technique. Furthermore, since RXES is separately dependent on Ω and 𝜔, it allows
for a collection of more detailed information via tuning the Ω parameter. This form of sensitivity
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to different intermediate states provides relevant data of the atomic sites and electronic states of
unique species.
The experimental procedure for RXES measurements often requires a synchrotron
radiation source. A RXES setup must have a variable X-ray source to ensure proper excitation for
various elements. In practice, any beamline that is equipped with an absorption spectroscopy setup
is suitable for RXES. In the case where hard X-rays are used for excitation, the lifetime broadening
of the lower core hole can be eliminated from the spectrum.
If a soft X-ray source is used, only a small fraction of decays occur via fluorescence
diverging in all directions. Typically, this results in a low signal intensity even when a two
dimensional detector is used for emission collection.
The XAS and RXES experiments for this project were performed at Sector 16-IDD at the
Advanced Photon Source at Argonne National Laboratory. For emission spectroscopy
measurements a seven analyzer XES spectrometer was used, as illustrated in Figure 25 and Figure
26. A diamond anvil cell was placed on a stage and was subjected to incident radiation. After
passing through optical filters, a collimated beam of selected energy X-rays excited the specimen.
The spectral analyzer was located at 90 degrees from the incoming beam to collect the fluorescence
yield after the decay. The sample and the detector were separated by short distance which was
filled with He gas to minimize the attenuation effects.
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Figure 25. Measurement hutch at Sector 16-IDD at APS at ANL [86].

The spectrometer was comprised of seven spherical bent analyzers arranged in a hexagonal
pattern to ensure the best data collection from conventional symmetric diamond anvil cells. The
fluorescence was reflected to a Pilatus 100K detector by the analyzers.
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Figure 26. The location of the DAC stage, the analyzers, and the Pilatus detector [87].

This setup allowed for a two dimensional scan of the emission spectrum. A two
dimensional plane was mapped of incident energy as a function of emitted energy. As a result, the
highest emission processes were carefully tracked and monitored, which correspond to the valence
XES. Therefore, the horizontal cuts through the constructed map represent the absorption spectra,
while the vertical cuts represent the emission spectra [88].
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After the two dimensional mapping was completed, the relevant information regarding
valence was derived from the emission lines. The largest factors determining the shape of the
respective valence peaks are the electronic state and the local interactions. It is assumed that the
pressure and Doppler broadening, along with thermal motion, have both Lorentzian and Gaussian
shapes. Therefore, a Voigt function is mainly used to fit the peaks, which represents a combination
of Gaussian and Lorentzian functions. The resulting starting fitted function is given by
𝑉(𝑥, 𝜎, 𝑦) = ∫ 𝐺(𝑥 ′ , 𝜎)𝐿(𝑥 − 𝑥 ′ , 𝑦)𝑑𝑥 ′

Equation 66
The function shown in Equation 66 considers fitting performed only along one dimension.
Upon increasing the dimensionality of the function to better suit the two dimensional construct of
the graphs, the resulting function obtains the following form:
𝑉(𝑥, 𝜎, 𝑦) = ∫ ∫ 𝐺(𝑥 ′ , 𝑦 ′ , 𝜎𝑥 , 𝜎𝑦 , 𝜌)𝐿(𝑥 − 𝑥 ′ , 𝑦𝑥 ) 𝐿(𝑦 − 𝑦 ′ , 𝑦𝑦 )𝑑𝑥 ′ 𝑑𝑦 ′

Equation 67
It is noted that as the energy of the incident beam is increased, the relative difference
between the energy step and the ionization energy of the metal affects the relaxation process and
defines which electron will decay to fill the hole. Therefore, the additional terms in the function
shown in Equation 67 arise from the interdependence of the incident absorption threshold and the
resonant emission energy.
In the event that the sample exhibits mixed valence, two separate peaks will appear in the
RXES profile. Furthermore, if the peak shapes are determined to be identical, then it indicates that
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mixed valence may be present in the same site in the crystal unit cell. However, if mixed valence
is present at different crystalline sites occupied by the same element, then it is expected that the
peak patterns show distinct differences.

3.3 Diamond Anvil Cell
The diamond anvil cell (DAC) is a device that is widely used across various disciplines of
science to reach extremely high pressures. High pressure is achieved by applying a moderate force
across the two faces of the cell, which transmits the force to the sample that is trapped in between
the small culet faces, generating tremendous pressure inside the sample chamber. The general
mechanism of a DAC operation is depicted in Figure 27.
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Figure 27. Presents the construction of a typical diamond anvil cell [89].

A DAC is comprised of two high quality diamonds which are mounted on two metal plates.
A sample, along with a pressure reference material, is placed inside a chamber contained between
the two flat faces of the top and the bottom diamonds. The diamonds act as anvils, applying
pressure on the sample material. A gasket is used for lateral containment of the sample inside the
chamber, with a hole in the center drilled to fit the diamond culet size. Gaskets are typically made
of rhenium in cells where the radiation is incident through the diamonds. However, if the beam is
coming from the side of the DAC, lighter metal such as beryllium are used to ensure transparency
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to the X-rays. The seats of the diamond also have holes drilled in the center to transmit X-rays
through them.
The anvils in a DAC are usually sized between 0.5 and 1 carats, and require very high
quality diamonds. Various cut shapes are currently available in “designer” DACs for specialized
forms of applications. Diamonds are very inert, therefore a wide range of liquid and solid samples
can be investigated with the use of DACs. Since the pressure gradient inside the chamber is
typically very high, the samples used are of very small quantity, and are placed in the center of the
chamber [90].
The gasket holes drilled are about ½ the diamond culet diameter, usually 500 microns or
less. A rigid gasket construction is necessary to ensure the containment of the sample and the
pressure transmitting media, which is normally a fluid for extremely high pressure experiments.
Due to the deformation of the flat thin sheet upon initial compression, gaskets are pre-indented
prior to sample and pressure transmitting media (PTM) loading [91].
In general, due to the large selection of commercially produced DACs and possibility of
further customization of mass produced cells, the DACs are considered to be very versatile devices
for high pressure probing. The main critique of DACs is commonly related to the sample size
restrictions, as well as large degree of uncertainty of the stress and the thermodynamic state present
inside the chamber. However, even with all the drawbacks considered, the DAC remains the only
option of conducting experiments at extremely high pressures [92].
High pressure X-ray absorption, emission, and angle-dispersive diffraction measurements
for this project were performed using Princeton symmetric type diamond anvil cells. An actual
photo of the cell is shown in Figure 28.
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Figure 28. Depicts the Princeton symmetric design DAC [93].

Figure 29. The Princeton symmetric design DAC with the Kapton encapsulation.
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The initial step in the DAC preparation process was adhering the diamonds to the backing
plates with a thermally conductive epoxy. The top and bottom diamonds were then aligned by
adjusting the positions of the backing plates under a microscope. The mounting screws were then
placed and the contact interface of the diamonds and observed under a microscope to ensure perfect
vertical and horizontal alignment. The lack of proper alignment in the cell would result in the DAC
failing prematurely.
A beryllium gaskets were used to obtain transparency to the incoming X-rays. The starting
thickness of the gasket used was around 250 microns. After compressing the gasket between the
diamonds for pre-indentation, the thickness was reduced to around 30 to 50 microns. The gaskets
were then placed inside a laser drilling machine to create a hole in the center, which would serve
as a sample chamber. The hole size, as mentioned earlier, is based on the diamond culet size. In
this case, the diamonds used were 300 microns in diameter, hence the hole size was 100 +/- 20
microns.
Sample loading was done by first finely grounding the sample powder with a mortar and a
pestle. Very fine and uniform powder is highly desired to obtain good quality diffraction rings
during angle-dispersive X-ray diffraction measurements. The fine sample powder was then
introduced to the sample chamber along with a ruby sphere and a pressure transmitting media
(PTM). The ruby spheres were used for in-situ pressure determination. As for the PTM, the
experiments in this study were staged with silicon oil, which was carefully loaded in the chamber
prior to sealing the cells and securing the containment [94].
Since the experiments involved radioactive elements, in effort to adhere to the
radioactive material program (RAM) safety standards, secondary containment was provided to the
DACs in the form of an extra outer layer of Kapton wrapped around the lateral face of the DAC
92

as shown in Figure 52. Kapton was used on the top face of the DAC as well, while the bottom
face used mylar instead, as the laser used in ruby fluorescence system could not pass through the
Kapton. Furthermore, in order to assure the secondary containment remained intact on the top face
of DAC (which was the face incident to X-ray beam) a new layer of Kapton was reapplied every
12 hours during time extensive measurements, such as RXES.

3.4 Pressure Determination with Ruby Fluorescence
There are two conventional techniques for pressure measurement inside a diamond anvil
cell during a high pressure experiment. One is the determination of pressure by estimating the
fluorescence peak shift from a ruby placed inside the chamber. The second method is estimating
pressure from X-ray diffraction peak shift of a carefully selected pressure marker, which is
typically a metal having well studied compression dependence as a function of pressure. The unit
cell volume in the second technique is derived from the high pressure X-ray diffraction (HPXRD)
measurements.
In this project, ruby spheres were used for in-situ pressure estimate by tracking the spectral
shift of first fluorescence line (R1), which was excited by a 542 nm laser.
Ruby, Al2O3 doped with Cr3+, carries an essential role in high pressure science, being
used as a pressure marker in experiments. It was originally discussed by Formann et al. [95] that
the shift of R1 and R2 spectral lines of ruby under pressure can be used as a pressure sensor, and
has since become a widely used scientific tool. When radiation of sufficient energy is incident
upon ruby, the core electron in Cr3+ becomes excited to states E3 and E4, and relaxes into a state
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E2 shortly after, as illustrated in Figure 30. The transition time of the decay from excited states to
the meta-stable state is very short, and is non-radiative. On the other hand, when the electron
eventually decays from the meta-stable state E2 down to the ground state, radiation is released in
the form of a photon.

Figure 30. Ruby fluorescence schematic diagram [96].

Given that E2 state has two distinct energy levels due to spin splitting, the fluorescence
photons released during the transition from E2 to ground state have slightly different energies. The
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photons emitted during to the decay from the higher energy level in E2 state form R1 ruby line,
while the ones released during the transition from the lower level correspond to R2 line in ruby
spectrum.
As one applies pressure to ruby, the energy difference between the ground state and the
excited states to which the core electron is promoted changes, namely the two states at E2 level.
These variations in energy gaps have been thoroughly investigated. Currently, pressure is
determined from the change in the wavelength of the emitted photons during ruby fluorescence.

Figure 31. Example of ruby fluorescence spectrum at various pressures [97].
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Figure 31 depicts an example of the ruby fluorescence spectrum. The green curve
corresponds to the spectrum at ambient pressure, and the purple curve corresponds to the spectrum
at 10 GPa. As mentioned, an increase in pressure affects the energy of the emitted radiation, which
then shifts the position of the respective peaks. The peak at higher wavelength corresponds to the
R1 line, as it represents the higher energy decay.
A ruby pressure scale can be obtained by placing rubies inside a pressure cell along with a
well-known pressure marker. The diffraction pattern yields an estimate of pressure, which is then
fitted to the corresponding shift in the R line peak in the ruby spectrum. Some deviations from
linear behavior have been found which can be fitted to an equation given by

𝑃=

𝐵
𝐴
[ (𝜆⁄𝜆 ) − 1] (𝐺𝑃𝑎)
0
𝐵

Equation 68
Where 𝜆 represents the measured wavelength of R1 spectral line, and 𝜆0 is the wavelength of the
line at zero pressure and a temperature of 285 K, with a nominal value of 694.24 nm. The values
for A and B are the least-squares fit parameters obtained from the fit.
Various calibration curves have been estimated over time for different pressure ranges,
however the most commonly used scale for pressures under 80 GPa was developed by Mao et al.,
in 1986. This scale estimates the pressure by accounting for the shift in R1 line with respect to the
ambient wavelength [98]. The pressure curve is fit to the equation
19.04

𝜆

7.665

𝑃 = 7.665 [ (694.2)

− 1]

Equation 69
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Indicating that the resulting fit parameters for constants A and B are 1904 GPa and 7.665
respectively.

3.5 Ambient and High Pressure X-ray Diffraction
X-ray powder diffraction (XRD) is an effective analytical method commonly applied for
identifying phases and crystalline structure of materials containing abundant information about the
arrangement and the dimensions of the lattice unit cell [99].
The fundamental principles of X-ray diffraction were discovered in 1912, when Laue
deduced that any matter with a crystalline structure may act as a 3D diffraction grating contingent
upon the wavelength of the incident radiation source. He noticed that for a wavelength of light is
on the scale comparable to the atomic spacing in the lattice, constructive interference patterns can
be observed with monochromatic sources.
As shown in Figure 32 and Figure 33, which provide a schematic diagram of the
diffraction process and an example of a diffraction pattern, the interaction of the incoming X-rays
with the material results in constructive interference which is observed in a formation of peaks,
known as Bragg peaks. The scattered rays must obey the conditions of the Bragg’s Law, which
relates the wavelength of the light used to the scattering cross section and the spacing between
lattice planes given by
𝑛𝜆 = 2𝑑 sin 𝜃
Equation 70
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where 𝜃 is the diffraction angle, 𝑛 is an integer number, 𝜆 is the wavelength of the X-ray, and 𝑑 is
the lattice spacing [100].

Figure 32. Schematic representation of diffraction process and Bragg’s Law [100].

As seen in Figure 33, the sample is scanned through an angle range of 2𝜃. The goal is to
achieve all diffraction directions to account for the random lattice orientations in a powder
material. It is best to have finely powdered sample to attain uniform diffraction intensity in three
dimensional space.
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Figure 33. An example of a powder XRD pattern [101].

If proper requirements are met, the light is scattered spherically around the point of
incidence, as shown in Figure 34(a). The intensity of the diffracted rays is continuously monitored
as the detector rotates to collect data at respective angles. A Bragg peak occurs when the sample
has appropriate d spacing to diffract the incident beam at a particular angle. The actual distance
between neighboring atoms is then determined by solving Equation 109. An integration analysis
is performed on the raw diffraction image (shown in Figure 34(b)) to convert the profile with
Debye rings to a two dimensional plot with Bragg peaks, as shown in Figure 33. After the atomic
spacing is determined, the profile can be compared to a known pattern to identify the sample.
Finally, the information about the unit cell parameters is extracted by indexing the reflections to
specific hkl values.
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Figure 34. A schematic showing the formation of Debye rings [102]. Below shows an example
of a raw powder XRD profile [103].
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The high pressure X-ray diffraction (HPXRD) measurements in this project were
performed at Sector 16 ID-B at the Advanced Photon Source at Argonne National Laboratory. A
Princeton symmetric diamond anvil cell was used, as discussed in the preceding section. The
incoming X-ray beam was tuned to a monochromatic wavelength of 0.4133 angstroms and was
focused to a beam size of approximately 25 x 25 µm2. The sector was equipped with a MAR-345
plate detector for high quality diffraction pattern collection.
The raw HPXRD profiles, as shown in Figure 34(b), were integrated using the parameters
obtained from the calibration procedure, such as X-ray wavelength and detector distance. FIT2D
software package was used to perform the profile integration [104]. After the 2D diffraction plots
with the Bragg peaks were obtained, MDI Jade and Rietica (LHPM) software packages were used
to complete the remaining parts of the crystal structure analysis [105, 106].

3.6 Equation of State Formulation
Experiments performed under pressure force a contraction in the unit cell parameters of the
sample and thereby the density and volume change, dependent on the amount of pressure applied
along with temperature. A mathematical formulation of the interdependence between the
fundamental thermodynamic variables such as pressure, volume, and temperature is known as the
equation of state (EOS).
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The simplest model for an equation of state of a gas is the ideal gas law. Real gases, on the
other hand, are characterized by Van der Waal’s equation of state. For solids, some deviations
arise and multiple descriptions are available for deriving the EOS. It must be noted, however, that
there is no absolute thermodynamic basis for selecting correct form of the EOS for solids. All EOS
models are developed with a number assumptions and approximations in mind. The assumptions
that form the basis of the given model are only as valid as the degree of agreement between the
predictions of the model and the experimental results [107].
The relative change of the volume of a solid as a function of the applied hydrostatic
pressure is described by the compressibility of the matter defined by

𝛽= −

1 𝜕𝑉
𝑉 𝜕𝑃

Equation 71
A more popular variable used in determining an EOS function in the energy regime far
below the Debye temperature is the inverse of the compressibility, known as the bulk modulus:

𝐵 = −𝑉

𝜕𝑃
𝜕𝑉

Equation 72
Most equations of state are additionally parameterized in terms of the first pressure derivative of
the bulk modulus given by

𝐵′ = −

Equation 73
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𝜕𝐵
𝜕𝑃

And the second pressure derivative calculated at zero pressure as
𝜕 2𝐵
𝐵′′ = − 2
𝜕𝑃
Equation 74
It is worthy of noting that an EOS represents a correlation of three thermodynamic
variables. If the third variable is held fixed, the resulting correlation of the two remaining variables
describes a distinct thermal process, such as an isotherm, adiabat, or isochore.
As discussed earlier, a number of EOS models for solids have been developed. The most
common ones used today are the Birch-Murnaghan and the Vinet equations of state. The BirchMurnaghan equation of state is a finite strain EOS model relying on the assumption that the strain
energy function of a solid can be expanded in Taylor series of the finite strain f. Various definitions
of strain result in differing mathematical equations for the respective EOS. In the case of the BirchMurnaghan model, the strain discussed is the Eulerian strain given by

2

1 𝑉0 3
𝑓𝐸 = [ ( ) − 1]
2 𝑉

Equation 75
The resulting equation of state truncated at the 3rd order looks as follows:
7

5

2

3𝐵 𝑉0 3
𝑉0 3
3
𝑉0 3
𝑃(𝑉) =
[( ) − ( ) ] [1 + (𝐵′ − 4) (( ) − 1)]
2
𝑉
𝑉
4
𝑉

Equation 76
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With 𝐵 being the bulk modulus, and 𝑉0 and 𝑉 representing the initial and final unit cell volumes
[108].
Another common form of the equation is one where the EOS is truncated at the second
order, which ignores the 3rd order terms and forces the first pressure derivative of the bulk modulus
𝐵′ to maintain a fixed value of 4. In this project, the 2nd order and 3rd order Birch-Murnaghan EOS
were the preferred models for high pressure compressibility analysis.
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Chapter 4: Results
4.1 Overview
Uranium is a very puzzling element, presenting a great deal of interest for various studies
in itself, as well as an important constituent of a range of compounds with unusual and intriguing
properties. Common uranium typically contains 99.5% U238, which has modest radioactivity of
near 25 kBq/g, making it a relatively easy actinide element to work with in laboratory conditions
for material fabrication.
The broad array of exotic properties observed in compounds containing uranium stems
from the uranium open 5f orbital. A number of competing interactions occur at energy scale of
nearly equal magnitudes such as the exchange interaction, spin-orbit interaction, f-f Coulomb
interaction, and 5f bandwidth [109].
Currently, there are nine uranium based systems which are known to exhibit a combination
of unconventional superconductivity with either ferromagnetism or antiferromagnetism [110]. In
an effort to obtain better understanding of the driving mechanisms for these unconventional ground
states, it has become important to fabricate and test a larger number of uranium based compounds.
The main objective of this project was to produce high quality samples that could be used in a
variety of spectroscopic experiments under extreme conditions. This chapter will present a
discussion of the synthesis procedure and the results of our high pressure X-ray absorption,
emission, and diffraction measurements.
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4.2 Materials and Synthesis
4.2.1 URu2Si2 and UPd3
URu2Si2 is a moderate heavy fermion compound with (𝛾 = 180 mJ/mol K2) that has been
of intense interest for the last two decades. Initially discovered in 1984, it showed the appearance
of two transitions at low temperatures: superconducting, and antiferromagnetic [111]. While the
low temperature phase superconducting transition was verified by other studies, the nature of the
magnetic transition was later interpreted differently by different research groups. The transition
occurring at a temperature of 17.5 K was argued to be itinerant antiferromagnetic [112], spin
density charge (SDW) transition [113], as well as uranium local moment antiferromagnetism
[111]. However, over course of time all interpretations were proven to be incorrect. Due to the
absence of a definite order parameter for the transition, a term hidden order (HO) is used to
describe the state.
The superconducting phase transition occurs at 𝑇𝐶 = 1.2 K, while the hidden order
consistently occurs at 17.5 K. Figure 35 shows the presence of two well defined, robust transitions
in the specific heat.

106

Figure 35. The SC and HO transitions for URu2Si2 [112].

Proper interpretation of the hidden order is subject to our understanding of the degree of
localization vs itinerancy in URu2Si2. Spectroscopic investigations performed have provided some
insight on the 5f shell occupancy 𝑛𝑓 , which is the quantitative description of 5f itinerancy. A set
of RXES measurements indicated that URu2Si2 has a delocalized 5f orbital with a mean occupancy
𝑛𝑓 = 2.87 +/- 0.08 [115].
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URu2Si2 has a body centered tetragonal crystal symmetry and belongs to space group
I4/mmm (139). The lattice parameters are: a = b = 4.126 (2) Ǻ, and c = 9.568 (4) Ǻ. Figure 36
shows the unit cell structure of URu2Si2 along with the antiferromagnetic spin orientation of the
uranium moments.

Figure 36. The crystalline structure of URu2Si2. On the right: AFM spin alignments of
uranium atoms [111].
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UPd3 is moderate heavy fermion compound which has been a subject of considerable
scientific interest since the discovery of superconductivity in UPt3 at 0.54 K and the observation
of spin fluctuations [114]. UPd3 is the dhcp version of the hexagonal UPt3. Although there are
many similarities between these two compounds, it has been shown that the gradual replacement
of Pt with Pd tends to have a localizing effect [115]. This shift from delocalized to localized
behavior and the degree of hybridization between U 5f and Pt or Pd 5d shells has gained a lot of
attention. Furthermore, it has been noted that U-U distances are too large for any direct 5f orbital
overlap on the Hill plot, yet both: UPd3 and UPt3 exhibit ground state properties significantly
differing from other compounds with similar U-U separation ranges.
The 5f shell hybridization is a particularly important factor in UPd3, since the uranium atom
is surrounded by twelve ligand Pd atoms in a close packed fashion [115]. Simultaneously, UPd3 is
considered to be one of the most localized uranium systems of its kind, while exhibiting an
electronic specific heat coefficient of 9.5 mJ/mole K2 [116].
UPd3 orders in a hexagonal arrangement of TiNi3 lattice type, with a P63/mmc crystal
structure (space group 194). The unit cell parameters are: a = b = 5.769 (2) Ǻ, and c = 9.635 (4)
Ǻ. The separation between neighboring U and Pd atoms (U-Pd distance) is reported at 2.878-2.923
Ǻ, while the U-U distance is 4.102 Ǻ, which as discussed is well below the Hill limit of 3.4 Ǻ
[115].
URu2Si2 and UPd3 samples were fabricated with very high purity (99.995%) starting U, Ru,
Si, and Pd materials. Constituent elements were carefully weighed and combined in stoichiometric
ratios. Nearly congruently melted intermetallic mixtures were obtained by arc-melting the starting
elements to produce a polycrystalline sample of proper chemical composition. Given that
polycrystals often yield lower quality samples and typically contain secondary phases at the grain
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boundaries, a single crystal growing technique was applied. A secondary motivation for producing
single crystals was presented by the fact that these compounds are highly anisotropic, having many
physical properties largely dependent on crystalline orientations.
The high quality single crystals were synthesized by the Czochralski pulling method using
the polycrystalline pellet under high purity argon atmosphere, extensively discussed by Menovsky
[117]. The Czochralski (CZ) method is a single crystal growth technique widely used for the
production of bulk samples of uranium intermetallics. It is one of the few suitable routes for
making uranium compounds as they are known for their high reactivity and high melting
temperatures, rendering common single crystal growth techniques inapplicable. At the initial stage
of the process, a polycrystalline material was placed inside a cylindrically shaped crucible and
melted by resistive heating. Figure 37 shows a schematic representation of the steps involved in
the CZ process. Once the pellet was completely molten, a seed material with a diameter of a few
millimeters was partially submerged into the melt. As a melt meniscus was formed at the contact
interface at the surface of the melt, the seed was slowly withdrawn, and the melt began crystalizing.
With careful heating temperature control, the content of the entire crucible was recrystallized,
which upon the completion of the growth process formed a new long range crystal phase. The
quality of the obtained specimen was then verified at ambient conditions with an x-ray
diffractometer prior to staging high pressure spectroscopic experiments.
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Figure 37. Schematic representation of the principles of CZ method. Shows an illustration of
the various steps of the growth process [118].
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4.2.2 UC and U2PtC2
Uranium monocarbide (UC) is a compound that has attracted a great deal of interest due to
its potential application as a nuclear fuel [119]. This material has a range of physical properties
that make it suitable for applications requiring high thermal conductivity, high uranium atom
density, and/or high melting point. However, it is rather difficult to obtain pure UC products.
Furthermore, it has been shown that a number of physical properties sought after for nuclear fuel
applications are highly dependent of the quality of the crystalline phase of this material [120].
In the meantime, obtaining a clear understanding of the electronic structure, dynamical
stability and transport properties on uranium carbide systems is equally as important from a basic
science point of view as it is for industrial applications [121]. It is expected that, as with many
other uranium intermetallic compounds, the 5f electron behavior ranging from intermediate to
localized and delocalized will have a large influence on the ground state properties of this family
of compounds [122]. The dominant correlation between U 5f electrons produced by the partial
localization and partial delocalization interplay makes UC difficult to characterize from the
theoretical perspective. At the same time, experimental reports on electronic structure and
mechanical stability of UC under extreme conditions are sparse.
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Figure 38. Predicted high pressure phase transformation of UC. Obtained from ambient B1
(left) to intermediate Immm (middle) and final Pmmm (right) [121].

At ambient conditions, UC orders in a NaCl lattice type (B1) stoichiometric phase, with
Fm-3m crystal structure (space group 225). The reported unit cell parameters are: a = b = c = 4.961
(1) Ǻ. With the implementation of USPEX code search methods, it has been predicted that the B1
phase exhibits the lowest enthalpy structure up to a pressure of 40 GPa. Beyond this pressure range,

113

the system is expected to evolve into Pmmn type body centered orthorhombic structure through an
intermediate Immn phase [121].
U2PtC2 is one of first uranium compounds that was found to undergo a superconducting
transition at low temperature [123]. It belongs to the class of heavy fermion systems exhibiting
very large specific heat coefficient and a relatively large paramagnetic susceptibility. However,
with the discovery of more systems with similar properties over the course of time, having 𝛾
coefficients far greater than that of U2PtC2 (𝛾 = 75 mJ/mol K2), it is currently often referred to as
a “nearly heavy fermion”. This compound attracts a lot of interest nevertheless, since its unusual
ground state supports not only superconductivity but also itinerant magnetism [124].
U2PtC2 is also the first ternary uranium compound to show superconducting properties,
with a transition temperature Tc = 1.47 K [125]. The investigation of the itinerant f shell electrons
is crucial for the occurrence of such exotic behaviors. The narrow f bands in this material produce
radical deviations of observed electronic properties from established theoretical frameworks [126].
U2PtC2 has a relatively simple lattice structure, body centered tetragonal, originally
determined for U2IrC2 [127]. In this structure, the platinum metal and carbon atoms create a linear
triatomic C-Pt-C unit, separated from each other by uranium atoms. This indicates that there are
no direct Pt-Pt transition metal contacts and there are reported results suggesting that the Fermi
level electrons are localized in shells that carry strong transition metal character [128]. U2PtC2
forms a body centered tetragonal crystal arrangement and belongs to space group I4/mmm (139).
The lattice constant found in literature are a = b = 3.522 (1) Ǻ, and c = 12.548 (3) Ǻ.
The polycrystalline samples of UC and U2PtC2 were synthesized by direct reaction of high
purity constituent materials. High temperature after treatment was then performed for an extensive
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duration of time to enhance the sample quality. For UC, stoichiometric amounts of 0.4711 g of U
and 0.02367 g of C were used. The carbon powder was finely ground and pressed into a pellet.
The total weight of the mixture before the reaction was 0.4948 g.
For U2PtC2, the starting non stoichiometric amounts used were 2U parts of 0.3339 g, 1.1Pt
part of 0.14985 g, and 2.2C of 0.0188 g, resulting in U2Pt1.1C2.2 ratios to account for an estimated
10% loss of Pt and C. The total weight of the mixture before the reaction was 0.5025 g. The Pt and
C were pressed into a 2mm diameter pellet. The uranium ingots were then placed on top of the
respective pellets inside an arc-melting furnace with a water cooled copper hearth. Two separate
direct reactions were performed for each compound with a Zr getter present inside the reaction
chamber under high pressure Ar atmosphere to avoid contamination. During each reaction, the
melted materials were flipped several times to improve homogeneity. The weights of the
polycrystals recaptured after the melting reactions were 0.4219 g and 0.5013 g for UC and U2PtC2
respectively.
Prior to performing ambient X-ray diffraction measurements of the samples for phase
verification, the materials were wrapped in tantalum foil and annealed at a temperature of 10500C
for 2 weeks.
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Figure 39. Ambient powder XRD pattern collected for UC.
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Ambient phase analysis was conducted using room temperature X-ray diffraction
measurements with an angle dispersive XRD apparatus with CuK-α (λ = 1.5418 Ǻ) source at Los
Alamos National Laboratory. The samples were scanned from 100-800 angle range with a scanning
rate of 10/min. The XRD profiles obtained were compared to the reported values in literature and
were matched to the standard ICDD database. Reference patterns were also simulated by
Powdercell software. Lattice parameters were derived by indexing the XRD profiles using MDI
Jade software.
For UC, the well-defined peaks suggest the presence of mostly single phase in the sample
as seen in Figure 39. A few smaller peaks adjacent to the peaks matching the dominant phase are
assumed to be small fractions of impurity from constituent elements, matching mainly elemental
uranium remaining from extra carbon burn off. The ambient unit cell parameters were determined
to be 4.958 (4) Ǻ, which compare well with the figures found in ICDD database.
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Figure 40. Ambient powder XRD pattern collected for U2PtC2. The pattern shows a
noticeable zero position offset in the diffractometer calibration.
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For U2PtC2, Figure 40 confirms the presence of the main tetragonal phase accompanied
by a small UPt3 impurity phase with a fractional volume of less than 8%. The ambient unit cell
parameters were determined to be a = b = 3.529 (3) Ǻ, and c = 12.57 (7) Ǻ., which also match
well with the reported figures from the ICDD database.

4.2.3 URhGe and UCoGe
URhGe and UCoGe intemetallic compounds belong to a family of ferromagnetic
superconductors that have attracted a lot of interest recently [129]. Originally found in UGe2,
itinerant ferromagnetism is now commonly observed in a number of these systems once
sufficiently low temperatures and high pressures are reached. The most surprising property of these
compounds is the coexistence of ferromagnetism and superconductivity which typically are
antagonistic effects.
Magnetic ordering of the uranium ternary systems is a prominent subject because of the
localized and itinerant character of the 5f electrons. The interplay between magnetism and
superconductivity introduces further complications in describing the H-T/P phase diagrams [130].
As commonly known, magnetism and superconductivity are typically mutually exclusive ground
states according to the conventional BCS theory. URhGe and UCoGe draw special attention due
to the fact that there is abundant evidence of an alternative pairing mechanism in place, such as
magnetic fluctuations or magnetic quantum criticality mediated superconductivity [131]. It is
believed that, driven by the strong itinerant nature of the 5f electrons, the exchange split Fermi
surface is mainly made up of spin sheets. The formation of Cooper pairs is favored for equal spin
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conduction electrons interacting at the Fermi surface [132]. The SC state that is formed is,
therefore, a two-band p-wave superconductivity.
URhGe transitions into a ferromagnetic state below 9.5 K and has an orthorhombic
collinear magnetic structure. The specific heat coefficient is 160 mJ/mol K2, making it a moderate
heavy fermion material. The bulk superconducting phase settles as the compound is cooled below
0.25 K [129]. The distinguishing factor between URhGe and UGe2 is that in UGe2 the Curie
temperature decreases with the application of pressure from a temperature of 53 K at ambient
pressure to 0 K at 1.5 GPa. Whereas in URhGe, the Curie temperature has a positive slope with an
increase of pressure. It is predicted that the application of pressure mobilizes the hybridization of
5f electrons, causing a suppression of the ordered moment. However, on the other hand, the
hybridization has an enhancing effect on the exchange coupling, which ultimately increases the
Curie temperature [133]. While this mechanism is expected to prevail at pressures up to 13 GPa,
the behavior of this system beyond that pressure range will be largely subject to the pressure effects
on the electronic structure of this compound.
UCoGe orders ferromagnetically at a lower temperature of 3 K, while the superconducting
transition occurs at a higher temperature of 0.8 K when compared to URhGe [134]. While in the
ferromagnetic state, UCoGe has a relatively weak ordered moment of m0 = 0.03 µB. Whereas the
reported residual resistance ratio is RRR = R (300 K) / R (1 K) = 30.
Both: URhGe and UCoGe crystallize in a TiNiSi type orthorhombic lattice structure that
belongs to space group Pnma as shown in Figure 41 [135]. Along the unit cell, the uranium atoms
that are responsible for the magnetic properties form zig-zag chains oriented along the a-axis. At
the crystalline level, the overall defining factor of the magnetic properties for this family of heavy
fermions is attributed to the reduction of the 5f hybridization as the 3d orbitals of the transition
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metals are filled. The reported lattice parameters for UCoGe are: a = 6.845 (2) Ǻ, b = 4.206 (1) Ǻ,
and c = 7.222 (4) Ǻ [136]. For URhGe, the respective unit cell values are a = 6.876 (1) Ǻ, b =
4.333 (1) Ǻ, and c = 7.513 (2) Ǻ [137].
Our polycrystalline samples of URhGe and UCoGe were obtained via arc-melting direct
reaction technique. High purity stoichiometric amounts of U, Rh, Co, and Ge constituent elements
were carefully weighted and pressed into pellets. A small excess amount of uranium was used, no
greater than 3%. The pellets were then melted on a water cooled copper hearth under a high purity
Ar atmosphere. Zirconium getter was placed inside the reaction chamber to avoid contamination.
During the reaction process, the specimens were continuously twisted and re-melted to improve
homogeneity. No considerable evaporation was observed during the reaction, as derived from the
comparison of the weight before and after the reaction. The samples were then wrapped in Ta foil,
sealed inside a quartz tube under high vacuum, and annealed at a temperature of 9000 C for a
duration of 7 days. The resulting materials were then checked for phase purity using a powder
XRD diffractometer, and the profiles were compared with the ICDD database.

121

Figure 41. Unit cell structure of UCoGe and URhGe. a) Demonstrates the orthorhombic unit
cell structure of UCoGe and URhGe of TiNiSi type (Pnma). b) Shows the coordination of the
nearest neighboring atoms surrounding the uranium atom with the given positions of X = 0,
Y = ¼, and Z = 0.547 [137].
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4.2.4 U2Zn17 and UCu5
U2Zn17

and UCu5 are heavy fermion

compounds

developing commensurate

antiferromagnetic order (AFM) [138]. These materials also exhibit distinct anomalies in their
ground states. UCu5 displays a resistivity minimum between temperature of 0.5 K and 1.5 K, which
is an indication of a first order phase transition of unknown origin.
U2Zn17 undergoes an antiferromagnetic transition at TN = 9.5 K from a heavy fermion state
with a specific heat coefficient 𝛾 = 1000 mJ /mol K2 [139]. It was also shown that the heavy
electron behavior is maintained in this material after the settling of the AFM order, with a measured
zero temperature specific heat coefficient of around 400 mJ/mol K2. U2Zn17 does not show any
evidence of another phase transition at lower temperatures, as the resistivity has been measured
and decreases monotonically [140]. Neutron diffraction measurements have revealed that the
ordered moment is significantly smaller than the effective paramagnetic moment in U2Zn17,
providing indication that it is likely to be an itinerant antiferromagnet with a gap forming only
over a portion of the entire Fermi surface [141]. At the same time, other studies have reported that
spin fluctuations in U2Zn17 are observed at higher temperatures, well above the AFM transition
[141].
A comprehensive review of the available data supports the idea that the uranium moments,
containing Kondo impurity like dynamics, couple with the nearest neighboring atom mediated via
an RKKY interaction. Also, the driving force of the magnetic ordering at TN appears to be the
modification of the effective RKKY coupling [142].
As for the electronic state of U2Zn17 past the AFM transition, more advanced μ+ SR
measurements have shown that only about 50% of the uranium 5f moments are sufficient to
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create the order moment that is observed below 9.5 K, indicating that the remaining uranium
moments participate in a more complex behavior below the transition point. It is suggested that,
given the broad distribution of the static internal fields, the non-magnetically ordered uranium
moments are paramagnetic [143].
U2Zn17 orders in a hexagonal arrangement of Th2Zn17 lattice type, with a R-3m crystal
structure (space group 166). The reported unit cell parameters are: a = b = 8.9983 (4) Ǻ, and c =
13.161 (1) Ǻ [144]. The distance between neighboring uranium atoms (dU-U) is 4.45 Ǻ [145]. This
value of dU-U is also out of the Hill limit range. With no expected overlap of 5f orbitals, the 5f
electrons must either be localized or at least partially hybridized. The persistence of the heavy
fermion behavior after the magnetic transition is also a function of the degree of hybridization in
this material, making the studies of the electronic and mechanical structure of U2Zn17 especially
intriguing.
UCu5 orders antiferromagnetically at TN = 16 K [146]. While there are two plausible
explanations for the magnetic transition, the origin of the second first order transition is not known.
It is believed that the AFM ordering is either due to magnetism arising from strongly interacting
quasiparticles, or the competition between Kondo screening and RKKY interaction discussed in
the Kondo lattice model [147]. There is also substantial amount of experimental evidence to
believe that the low temperature transition is related to a spin rearrangement from single domain
4-q magnetic structure to a multi domain 1-q structure [148].
It is further interesting to note that the observed ground state physical properties are
extremely sensitive to the purity of the studied samples, as well as the stoichiometry and annealing
procedures [149]. It has been shown that a very small substitution of copper with other transition
metals such as Ni, Pd, and Al can have suppressing effect on the antiferromagnetic ordering,
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reducing the ordering temperature from TN = 16 K to 0 K for doping fractions as small as 20%
[150]. Furthermore, samples with partial substitutions of Cu with other metals give abrupt rise to
non-Fermi liquid behavior with a broad array of exotic physical properties [151].
UCu5 orders in C15b lattice type (AuBe5 type model) cubic phase phase, with F-43m
crystal structure (space group 216). The reported unit cell parameters are a = b = c = 7.041 (2) Ǻ.
In this arrangement, the copper atoms (4c site) are surrounded by a face centered cubic network of
uranium atoms (4a site) forming a large tetrahedron [152].
Our polycrystalline U2Zn17 and UCu5 samples were synthesized by direct reaction using
high purity elements. For U2Zn17, stoichiometric amounts of 0.708 g of U and 1.665 g of C were
used. The zinc powder was finely ground and pressed into a pellet. For UCu5 we used starting
stoichiometric amounts of 0.2247 g of U and 0.3004 g of Cu resulting in The total weight of the
mixture was 0.5234 g before melting. The materials were placed inside an arc-melting furnace
with a water cooled copper hearth. Zirconium was also placed inside the reaction chamber to avoid
contamination. During the reaction process, the samples were continuously twisted and re-melted
to improve homogeneity.
The annealing process was performed by wrapping the melted materials in tantalum foil,
sealed inside a quartz tube under high vacuum. The materials were initially heated up to a
temperature of 6000 C at a rate of 750 C/hr. The temperature was maintained at 6000 C for a
duration of 8 hours, prior to another step of increase up to 10500 C at a rate of 500 C/hr. The
temperature was maintained regulated at 10500 C for 8 hours. A very slow and gradual cooling
step then followed decreasing the temperature to 7000 C at 4.50 C/hr. After holding the temperature
at 7000 C for another 8 hours, the samples were recovered from the furnace and the phase purity
was checked.
125

Ambient angle dispersive XRD scan results confirmed the presence of the main R-3m
hexagonal phase in U2Zn17. Figure 42 presents the unit cell constructed based on the information
about the phase and atomic spacing derived from the diffraction scan. The unit cell parameters
were estimated as a = b = 8.964 (7) Ǻ, and c = 13.271 (26) Ǻ, matching the reported values within
the range of uncertainty.

Figure 42. The constructed unit cell of hexagonal U2Zn17. Derived from powder XRD
measurement.
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Similarly, the ambient XRD scan performed on UCu5 confirmed cubic F-43m crystalline
arrangement in our sample. The actual cubic unit cell derived from XRD data is shown in Figure
43. The lattice constants obtained were a = b = c = 7.01 (6) Ǻ.

Figure 43. The constructed unit cell of cubic UCu5. Depiction of the crystal unit cell for UCu5
obtained from ambient XRD measurement. The colors of the spheres do not designate
specific elements.
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4.3 RIXS and PFY Measurements Under Pressure
4.3.1 Overview
A set of spectroscopic experiments were staged aiming to study the hybridization and
possible intermediate valence in URu2Si2 and UPd3 samples. The effect of pressure on possible
valence changes and on delocalization of the uranium ion in URu2Si2 and UPd3 was investigated
with RIXS measurements performed in a DAC cell, accompanied by multiple XAS scans in PFY
mode. Both RIXS and PFY measurements can provide insight on possible 5f occupancy changes,
with the RIXS data carrying the more conclusive weight. Furthermore, the analysis of both types
of spectra was used to understand the localization vs delocalization interplay under pressure. The
larger number of PFY scans provided more information regarding the degree of delocalization,
whereas the RIXS results supplied a more generic view of the behavior over a wide pressure range.
These techniques used in conjunction with each other enable a very precise determination of the
position and the weight of the spectral features.
Uranium based heavy fermion systems are largely found in multi-configurational 5f states
[153]. While the L3-edge X-ray absorption near-edge spectroscopy has been successful in
providing an accurate description of the 4f orbital occupancy for lanthanide-based systems, the
method has limited application for measuring nf in actinide-based materials. The limitation arises
due to the reduced separation of the line features for unique 5f configurations. Unlike the
lanthanides, which exhibit peak separations in the range of about 10 eV, the spectral separation is
in the order of less than 5 eV for the actinides [154]. Additionally, there is a constraint from the
core-hole lifetime for the actinides which creates a broadening of around 8-10 eV. The typical
equivalent spectral broadening for the lanthanides is 3-4 eV [155]. Further complications arise in
the interpretation of the actinide L3-edge spectra with the enhanced hybridization of the 5f orbitals,
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compared to the more localized 4f systems, which affects the ability of 5f orbitals to screen the
core-hole.
The RIXS method enables one to overcome the limitations related to the calculation of the
5f orbital occupancy in U-based intermetallics by providing the same information with an
enhanced resolution [156]. The RIXS experiment separates the process into three parts: initial,
intermediate, and final states. The spectral broadening problem is better resolved by the fact that
it is dominated by the lifetime of the shallower 3d core-hole, rather than the 2p3/2 core-hole.
Additionally, by probing the L3 absorption edge the excitation primarily promotes the electrons
into 6d symmetry unoccupied states, which have little to no dependence on the 5f occupancy.
Therefore, even in the absence of distinct peak separation due to various occupation states, the
existence of multi-configurational behavior can still be verified since each configuration results in
a different degree of screening of the core-hole. The information about the mean occupancy and
the intermediate valence can be derived from the spectrum by associating the peak shapes with the
specific configurations.
X-ray absorption measurements in PFY mode can still provide valuable information about
the degree of delocalization of 5f orbital electrons. There exists a correlation between the position
of the white line in uranium based compounds and the electronic coefficient of the specific heat [
157]. It has been determined that the compounds with a higher Sommerfeld coefficient, which also
has a correspondence with heavier effective mass, typically exhibit larger shifts in the white line
position compared to elemental uranium (Δ𝐸𝛼 ). Figure 44 presents the correlation between the
specific heat coefficient and the relative shift in the white line for various uranium systems. It is
also known that large 𝛾 indicates a dominantly localized behavior and hence a tendency to have a
magnetic ground state. The shift in the position of the white line is a direct measure of
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delocalization, since a localized 5f orbital is able to screen and reduce the Coulomb interaction
between the core-hole and the photoelectron.

Figure 44: The correlation between 𝚫𝑬𝜶 and 𝜸 for U-based heavy fermions [157].

Given this correlation, UCd11 system, which shows an unusually large shift of nearly 6.5
eV, has been investigated under pressure by Nasreen et al. [158]. It was concluded that the applied
pressure has a delocalizing effect. The observed shift in the white line position was +4.1 eV

130

between ambient pressure and 28 GPa in the absence of any first order phase transitions. Figure
45 presents the overall trend of the XAS-PFY spectra as a function of pressure for UCd11.

Figure 45: Pressure effect on the evolution of the white line for UCd11 [158].

According to Figure 44 our URu2Si2 and UPd3 samples are located in the intermediate
range with starting Δ𝐸𝛼 energy shift positions of around -2 eV and -2.8 eV respectively. This
indicates that these compounds are expected to have a more hybridized 5f configuration compared
to UCd11.
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4.3.2 RIXS of URu2Si2 and UPd3
The high pressure X-ray emission spectra were collected at Sector 16 ID-D at the Advanced
Photon Source at ANL. The incident X-ray beam was tuned to the appropriate energy of the U-L3
absorption edge (17.166 keV). Figure 46 displays complete instrumentation setup parameters for
RIXS experiments. The beam was focused to an area of approximately 5 x 5 µm2. The scanning
range was set starting from an energy of 30 eV below the excitation threshold of 17.166 keV to 30
eV above in steps of 1 eV and an exposure time of 5 seconds per collection. The scanning range
along the other dimension was from -20 eV to +20 eV with 21 points collected in steps of 2 eV.
The total collection period for RIXS at the given pressure was around 8-10 hours, hence there were
far fewer measurements made over the pressure range compared to PFY. The profiles were
collected off-axis from the incoming beam requiring X-ray transparent beryllium gaskets were
used.
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Figure 46: RIXS experiment instrumentation setup parameters.

Two qualitative graphical contour maps are presented in Figure 47 and Figure 48 for
URu2Si2 and UPd3 samples respectively. The emission energy range for U is about 13.6 keV.
Different valence states in otherwise similar bonding environments are usually separated by
around 5 eV [159]. It is possible to resolve the typical broadening from of 3d core hole of nearly
4 eV during a quantitative analysis process. Two dimensional contour plots enable to visually
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differentiate between different oxidation states for systems with a more pronounced spectral
separation, as illustrated for a case of lanthanide Eu5In2Sb6 system in Figure 49 by Light et al.
[86]. This graphical technique is not sufficient to distinctively verify the multi-configurational 5f
orbital structure for our actinide compounds, despite the overwhelming evidence indicating the
presence of non-integer occupancy.

Figure 47: RIXS data for URu2Si2 at 10.1 GPa and ambient temperature. Shows the incident
energy along the vertical direction increasing in the upward direction, and the emitted
energy along the horizontal direction.
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Figure 48: RIXS data for UPd3 at 13.2 GPa and ambient temperature. Shows the incident
energy plotted along the vertical direction increasing in the upward direction, and the
emitted energy along the horizontal direction.
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Figure 49: RIXS data for Eu5In2Sb6 and ambient temperature and pressure [86].

In order to acquire quantitative information about the occupation of the 5f shell, the
emission spectra must be analyzed. The Lα1 (3d-3p) line corresponds to an emission energy (EE)
range of around 13.6 keV. The emission intensity is parametrized with respect to the energy
transferred to the sample (𝐸𝑇 = 𝐸𝐼 − 𝐸𝐸 ). A clear advantage of performing RIXS measurements
over X-ray photoemission spectroscopy (XPS) is the ability to enhance a spectral feature by tuning
the incident energy to create an absorption maximum for the electronic configuration of interest.
In essence, there is correlation between the transferred and incident energies which cannot be
decoupled. RIXS measurements have spectral resolutions similar to X-ray absorption experiments
in PFY mode. However, with RIXS the decisive factor is the ability to collect data at the excitation
energy around the resonance of the preferred core level, in this case the U-L3 edge. Figure 50
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presents the effect of such incident excitation energy tuning for the uranium absorption peak for
URu2Si2. As the incident energy is increased the transferred energy goes through a peak at the
resonance edge, then begins decreasing. Continuous scans collected at different pressures provide
an opportunity to follow the evolution of the spectra and consequently the valence states as a

Intensity (Arb. Units)

function of pressure.

Ein

3.51 3.52 3.53 3.54 3.55 3.56 3.57 3.58 3.59 3.60 3.61 3.62

Transferred Energy (keV)

Figure 50: RIXS spectra of URu2Si2 around the absorption peak. Shows the collected spectra
at 4.90 GPa.
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The spectral features found in Figure 50 still do not show clear peak separations even at
the excitation energy corresponding to the maximum absorption when compared to other
lanthanide systems. Figure 51 shows a similar spectrum for YbInCu4 where the difference
between divalent and trivalent features can be easily differentiated [156]. The resonant
enhancement of the peak intensities allows for a direct determination of the fractional occupation
numbers from the peak shapes.

Figure 51: RIXS spectra for YbInCu4 showing the variation intensities [156].
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To gain similar results for actinide systems, a Lorentzian line shape analysis is required for
the fluorescence and excitation contributions. For uranium, these discrete excitations are separated
by around 4 eV in transferred energy. Figure 52 reveals the relative weights for different 5f
configurations obtained for UCd11 and UCoGa5 compounds, which are consistent with the energy
difference of one electron populated in the f orbital for each state [157].

Figure 52: Presents the relative multi-configurational orbital weights for UCd11 and UCoGa5
[157].
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The assigned configurations for energy transfers of 3548 eV, 3552 eV, and 3556 eV are
5f3, 5f2, and 5f1 occupancies as compared with the uranium oxide. The resonant enhancement at
the selected incident energies provides an opportunity to track the evolution of peak feature as a
function of pressure. Figure 53 displays the shape change of URu2Si2 RIXS spectra with pressure
between 3.65 GPa and 20.6 GPa. The area under the peak, its shape and its position is directly
proportional to the weight of the electronic configuration, the occupation of the 5f orbital, and
therefore the number of 5f holes. The comparison between spectra at the indicated pressures
suggests that there is a small position shift or shape changes associated with the application
pressure.

Intensity (Arb. Units)

20.6 GPa

3.65 GPa

3.54

3.56

Transferred Energy (keV)

Figure 53: Peak shape change for URu2Si2 RIXS spectra under pressure.
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4.3.3 XAS-PFY of URu2Si2 and UPd3
In addition to RIXS, it was essential to compliment the spectra with some quantitative
results derived from XAS measurements under pressure. To avoid collecting inconclusive lowresolution spectra, the measurements were performed in PFY mode which provides enhancement
compared to XAS-TFY. The high pressure X-ray absorption spectroscopy measurements were
performed at Sector 16 ID-D at the Advanced Photon Source at ANL as well. The incident X-ray
beam was tuned to the appropriate energy of the U-L3 absorption edge (17.166 keV). The energy
resolution for PFY scans was 0.5 eV, scanning from 30 eV below to 50 eV above the absorption
threshold. A total of 161 steps were taken for each scan at the given pressure, with a collection
period of 5 seconds per scan. The overall duration of a single PFY scan at each pressure point was
around 20 minutes.
URu2Si2 was scanned over a pressure range starting from 1.92 GPa up to 34.4 GPa. The
starting pressure for each cell used in the experiment varied substantially since the DACs were
prepared and sealed off site prior to shipping to the experimental location for safety reasons. The
respective pressure range for UPd3 was from 4.8 GPa to 38.2 GPa. The upper limit of the data
collection was dictated by either cell failure or by inability to definitively estimate the pressure
inside the cell.
Figure 54 shows the PFY spectra of the evolution of the URu2Si2 U-L3 edge with pressure
for the given range. As noted earlier, XANES and XAS-PFY spectra do not provide sufficient
information for determining the fractional configuration of the 5f shell, and consequently the noninteger valence. The position of the white line shows the initial shift Δ𝐸𝛼 compared with the
elemental 𝛼-U, which is consistent with the estimates from Figure 44.

141

Figure 54. Shows the PFY-XAS spectra for URu2Si2 at uranium L3 edge.

A more detailed quantitative analysis of Figure 54 reveals that the white line is
continuously evolving as pressure is applied. In order to determine the exact peak positions, a line
shape analysis was performed with Ravel and Newville’s Athena using IFEFFIT. The spectra at
each pressure was analyzed by a least-squares fit of a convolution of a Gaussian to determine the
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instrumental broadening, a pseudo-Voigt function for the peak position, and an arctan-like step
function for the edge structure. An example of the fitting procedure is illustrated in Figure 55.

Figure 55: Illustration of the fit to white line intensity for URu2Si2.

The position of the white line at the lowest collected pressure served as a reference for
estimating the shift in the white line (EL3) as a function of pressure. Figure 56 presents the increase
of the white line position with the position at 1.92 GPa used as a reference. The slope of the white
line shift is found to be larger in the lower pressure region up to 17.1 GPa, beyond which the rate
of increase begins to plateau. The linear shift in the white line position as a function of the applied
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pressure from 1.92 GPa up to 34.4 GPa was determined to be dEL3/dP = 0.026 +/- 0.003 eV/GPa.
The full width at half maxima (FWHM) of the white line, however, didn’t vary significantly with
pressure. The total shift of the white line was ΔEL3 = 0.94 +/- 0.1 eV in the pressure range between
1.92 GPa and 34.4 GPa.

Figure 56. Illustrates the pressure dependence of the white line position.

The dominating factor in determining the white line position is the Coulomb interaction
between the 2p orbital core hole and the photoelectron. The observed rapid shift in the position of
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the white line can be explained by considering enhanced delocalization of the 5f electrons. As
pressure is applied to the system, the increase in 5f delocalization reduces the screening of the core
hole, while enhancing the Coulomb interaction and forcing the energy of the escaping electron to
increase. Discontinuities or dramatic variations in the slope of the white line position under
pressure are typically attributed to first order structural or electronic phase transitions.
From the point of view of valence changes, the recorded shift of the white line position for
URu2Si2 is not sufficient to discuss a transition from 5f

3

(trivalent U3+) configuration to 5f2

(tetravalent U4+) as the change in the energy required to compensate for such a transition is around
4.6 eV [160], while our measured shift is only EL3 = 0.94 eV over the entire pressure range.
Figure 57 shows the change of the U-L3 edge with pressure measure in PFY mode for
UPd3. The existing reports on the 5f configuration of UPd3 obtained through neutron intermultiplet spectroscopy indicate that U4+ valence state is dominant with 5f2 occupancy [161].

145

Figure 57: The evolution of the UPd3 L3 edge with applied pressure.

The white line shift analysis performed in an identical fashion as in the case of URu2Si2
reveals a steadier increase in the position of EL3. Figure 58 illustrates the results of the peak fitting
done with Athena.
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Figure 58: The shift of the white line position for UPd3 L3 edge.

Unlike URu2Si2, we were unable to perform PFY measurements in the lower pressure
region to investigate whether the white line shift has a larger slope in the lower pressure ranges.
However, in the pressure region between 4.8 GPa and 38.2 GPa where data was collected, the
observed slope for dEL3/dP = 0.04 +/- 0.01 eV/GPa as determined from the straight line fitting.
At the highest pressure reached ΔEL3 = 1.4 +/- 0.2 eV. The rate of increase of the white line
position as a function of pressure and the overall ΔEL3 shift is larger for UPd3 compared to
URu2Si2 which was expected in terms of the starting positions of the respective compounds in
terms of their Δ𝐸𝛼 compared to elemental uranium.
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As discussed previously, the absence of dramatic changes in the slope of the white line
position under pressure is an indication of structural stability over the observed pressure range.
Whereas the upward trend of EL3 supports the idea that there is an overall tendency to slowly
transition to a more delocalized 5f state in this system. Similar to URu2Si2, the starting position
of the absorption peak is consistent with the estimate presented in Figure 44. While the observed
total shift was still moderate compared to UCd11, this transition rate is comparable to those found
in other uranium intermetallics such as UPd2Al3, UN and UC [158].

4.4 High Pressure Structural Measurements
4.4.1 Overview
The structural stability of some of our specimen was investigated via high pressure X-ray
diffraction (HPXRD) experiments. The measurements were performed at Sector 16 ID-B at the
Advanced Photon Source at Argonne National Laboratory. A Princeton symmetric diamond anvil
cell was used, as described in the preceding sections. The incident X-ray beam was tuned to a
monochromatic wavelength of 0.4133 Å and was focused to a beam size of approximately 25 x 25
µm2. The diffracted patterns were collected by a MAR-345 plate detector.
The HPXRD setup, as depicted in Figure 59, was calibrated with a CeO2 sample for
determination of the pattern integration parameters such as the detector distance, the tilt and the
rotation of the cell platform. The integration was performed with FIT2D software package to
obtain 2D diffraction plots with the Bragg peaks. MDI Jade and Rietica (LHPM) software
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packages were used for structure indexing and for obtaining the lattice parameter information
during the XRD analysis.
The lattice constants were used to obtain compressibility information, while the bulk
modulus and other EOS parameters were obtained from the unit cell volumes, calculated from the
lattice constants with EOSFit7 software package upon applying 3rd order Birch-Murnaghan EOS
fitting. No Rietveld refinement was performed on the collected data. The investigation of the
integrity of the crystalline structure and the contraction was done to obtain a quantitative
representation on the changes in U-U distances which dominate the degree of delocalization in
these systems.
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Figure 59: Shows the HPXRD experimental setup for U2Zn17 and U2PtC2.

4.4.2 HPXRD for U2Zn17
High pressure X-ray diffraction measurements were performed on U2Zn17 for a pressure
range from 1.75 GPa to 43.8 GPa. A sample diffraction pattern collected at 5.65 GPa is displayed
in Figure 60. The evolution of the peak positions in the XRD pattern as a function of pressure
was analyzed after completing the pattern integration and is presented in Figure 61. The starting
pressures for these compounds in the diamond anvil cell were relatively high compared to ambient
pressure due to safety constraints related to the radioactivity of the constituent elements. The
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patterns revealed the presence of small amount of excess zinc, showing a diffraction peak at a
characteristic angle. Aside from the ordinary shift to higher angles and relative peak intensity
variations with an increase in pressure, no additional peaks or any peak splitting were observed in
the high pressure regions. Therefore, the patterns show no evidence of any structural phase
transitions within the investigated pressure range. LeBail analysis was performed on the collected
data throughout the entire pressure region between 1.75 GPa and 43.8 GPa. The refinement results
confirm the presence of the ambient R-3m crystalline arrangement (space group 166). The
refinement for the XRD spectrum in the low pressure region is displayed in Figure 62.
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Figure 60: Powder XRD pattern at 5.65 GPa for U2Zn17.

Our results are in good agreement with the crystal structure suggested by Chiotti et al, who
have concluded that this compound is likely to form in two crystalline arrangements: hexagonal
and rhombohedral [162]. It was also argued that the low temperature diffusive synthesis treatment
below 5500 C favors the formation of rhombohedral structure, whereas the heating to higher
temperatures irreversibly drives the system to a hexagonal form. Given the synthesis route selected
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for our sample, the expected hexagonal crystal structure was confirmed initially with the ambient
XRD measurements off-site.

Figure 61: Powder high pressure X-ray diffraction patterns for U2Zn17. It shows no
indication of any structural phase transitions. An overall increase in the intensity of the
impurity peak is observed, while the intensity of the main phase peaks decrease with the
application of pressure.

The overall stability of the crystal structure up to the studied pressure range is also in
agreement with literature and the results from X-ray absorption measurements showing no
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discontinuities in the slope of the white line position as a function of applied pressure. A range of
reports examining magnetic and transport properties of U2Zn17 under pressure conclude that, while
the electronic properties are highly sensitive to impurities on the zinc site, the pressure effect is
less significant [163]. It was also reported by Sidorov et al that, based on electrical resistivity and
ac-susceptibility measurements, the magnetic order in this compound remains conserved within
the investigated pressure range [164]. In fact, it was determined that the application of pressure
has a stabilizing effect on the magnetic order up to 8.7 GPa.

Figure 62: The LeBail refinement for U2Zn17 at 1.75 GPa. The peak around 11.40 reveals
the presence of some elemental Zn in the sample. The fit results are given by Rp = 5.973,
Rwp = 11.471, and χ2 = 1.90.
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The unit cell parameters, a, b, and c were obtained with MDI Jade software. The
peak positions at each pressure point were indexed to the matched crystal structure to extract the
dimensions of the hexagonal prisms in a and b directions, along with the height of the unit cell in
the c direction. Based on the determined lattice constants, the unit cell volume was then calculated,
as presented in Table 3. The errors were calculated by propagating the lattice parameter errors
from Jade. The contracting trend across the entire pressure region without significant anomalies
was expected in the absence of any first order phase transitions. Additionally, the absence of any
volume collapse anomalies suggest that there are no iso-structural transitions up to 43.8 GPa.
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Pressure (GPa)

Volume (Å3)

Error (Å3)

1.75

902.41

0.19

2.65

891.73

0.21

3.85

880.87

0.17

5.65

856.53

0.24

7.80

834.92

0.22

9.80

818.69

0.27

15.7

779.26

0.19

21.7

749.68

0.25

29.2

715.47

0.29

35.1

690.57

0.24

43.8

661.47

0.32

Table 3. The volume of the unit cell at each pressure point for U2Zn17.

4.4.3 Equation of State for U2Zn17
The values for the unit cell volume from Table 3 were used to determine the equation of
state for U2Zn17. The respective changes in the volume of the unit cell as a function of pressure are
illustrated in Figure 63. The 3rd order Birch-Murnaghan EOS was applied in EOSFit7 software to
estimate the bulk modulus B0, the pressure derivative of the bulk modulus B0’, as well as the unit
cell volume at zero pressure V0.
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Figure 63. Pressure vs volume diagram for U2Zn17 fitted with 3rd order BM-EOS.

The fitting yields a magnitude for the bulk modulus of B0 = 66.8 (5.9) GPa in the pressure
region up to 43.8 GPa. This result is fairly consistent with reported estimate by Migliori et al for
a bulk modulus of 83 GPa within the range of uncertainty [165]. The other fit parameters; the
initial volume V0 was estimated at 923.2 (1.5) Å3, which agrees very well with the literature values,
and the pressure derivative of the bulk modulus was B0’ = 4.07 (0.5).
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4.4.4 HPXRD for U2PtC2
High pressure XRD patterns were also collected in a similar fashion for U2PtC2. An
example of the diffraction profile showing the Debye rings is presented in Figure 64. As in the
case with U2Zn17, the evolution of the XRD profiles as a function of pressure in the range from
1.60 GPa up to 47.9 GPa for U2PtC2 revealed a smooth transition of the existing peaks to higher
2theta angles without any peak splitting or new peaks emerging, indicating the stability of the
ambient phase up to 47.9 GPa.

Figure 64. Powder XRD pattern at 2.75 GPa for U2PtC2.
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Figure 65 displays how XRD patterns evolve upon increasing the pressure. As seen on the
plot, the relative intensities of the peaks have some variations for U2PtC2 at various pressures. We
can attribute this observation to the change of the positions of the atoms in the crystal. The atomic
position of uranium remains unchanged within the unit cell with increasing pressure. However,
the z orientation of the carbon atoms does change slightly, which can explain the fluctuations of
the peak intensities.

Figure 65. The evolution of the XRD patterns under pressure for U2PtC2.
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From the LeBail refinement analysis, the tetragonal structure of the crystal was confirmed,
with I4/mmm ordering (space group 139). The refinement of the profile collected at 1.60 GPa is
shown in Figure 66.

Figure 66: The LeBail refinement for U2PtC2 at 1.60 GPa. The fit parameters were obtained
as: Rp = 13.248, Rwp = 21.292, and χ2 = 2.59.

The unit cell dimensions a = b, and c were determined from the diffraction patterns using
Jade. The volume was calculated from the lattice constants for the tetragonal the unit cell. Table
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4 lists the values for the unit cell volumes at different pressures that were estimated by indexing
the patterns to the characteristic space group. A monotone decrease of the of the unit cell volume
is observed over the entire pressure range, suggesting the overall absence of structural anomalies.

161

Pressure (GPa)

Volume (Å3)

Error (Å3)

1.60

153.75

0.14

2.00

152.89

0.18

2.75

151.82

0.23

3.70

150.34

0.21

4.65

149.17

0.19

6.20

147.06

0.24

7.85

145.18

0.26

9.95

142.88

0.25

11.6

141.09

0.26

14.2

138.52

0.23

15.7

137.17

0.30

17.8

135.39

0.26

20.1

133.06

0.29

22.4

131.47

0.33

24.6

129.28

0.25

27.8

127.12

0.27

30.1

125.18

0.28

33.1
36.5

123.06
120.52

0.26
0.27

39.4

118.94

0.32

42.3

117.43

0.29

47.9

114.94

0.31

Table 4. Shows the reduction of the unit cell volume of U2PtC2 with pressure.
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4.4.5 Equation of State for U2PtC2
3rd order Birch-Murnaghan EOS fitting was performed after producing the graph of the unit
cell volume as a function of pressure. The value for the bulk modulus was estimated at B0 = 100.1
(7.4) GPa, while the unit cell volume and the pressure derivative were determined as V0 = 155.94
(1.9) Å3 and B'0 = 3.24 (0.4) respectively. The plot of the evolution of the unit cell volume with
applied pressure in presented in Figure 67. The estimate for the ambient unit cell volume extracted
from the fit is in very good agreement with the results from ambient powder x-ray diffraction
measurement and the reported values in the literature V0 = 155.65 (0.4) Å3 [166]. Additional
information related to the structure or the elasticity of U2PtC2 is sparse in the literature. However,
the stability of the ambient tetragonal phase is in agreement with the results of high pressure
transport measurements by Thompson et al where the superconductivity in this material was found
to have a monotone dependence on pressure up to 12 GPa providing strong indication that the
crystalline and electronic structure is not likely to undergo a first order transition [167].
Furthermore, the estimate for the bulk modulus for U2PtC2 of B0 = 100.1 GPa compares well with
the value reported for a similar system Th2NiC2 which crystallizes in the same I4/mmm tetragonal
arrangement and has a bulk modulus of B0 = 115 GPa [168].
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Figure 67. P-V diagram for U2PtC2 fitted with 3rd order Birch-Murnaghan EOS.

4.4.5 Compressibility of U2Zn17 and U2PtC2
The evolution of the lattice parameters as a function of pressure was investigated separately
to produce a plot of the linear compressibility of the separate lattice orientations. Figure 68 and
Figure 69 depict the pressure dependence of a = b and c axes separately for U2Zn17 and U2PtC2.
Despite having different crystalline formation, both hexagonal and tetragonal structures have equal
a and b parameters, therefore the figures show identical fractional compressibility for a and b
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values. The contraction of the lattice constants was normalized, hence the a/a0 and c/c0 ratios have
been plotted as functions of pressure for U2Zn17 and U2PtC2.

Figure 68. The dependence of the lattice parameters for U2Zn17 under pressure.
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The results reveal anisotropic behavior in compressibility in both samples. The
compression along the c axis is larger than the compression along the a and b axes in U2Zn17.
Given the hexagonal crystal arrangement of U2Zn17, the scale of anisotropy is in the same order of
magnitude compared to similar systems having similar ordering.

Figure 69. The evolution of the normalized lattice parameters for U2PtC2 with pressure.
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The moderate anisotropy ratios in the compressibility in these systems are attributed to the
structure and the intra- and inter-planar bonding. The a and b axes which have a significantly lower
compression factor are comprised of bonded prisms. In between these layers, the vertical stacks
residing on top of each other are attracted by van-der-Waals forces parallel to the c axis. Therefore,
we can conclude that the higher fractional compressibility along the c axis is due to the relatively
easy reduction of the van-der-Waals gaps held together by a weaker force, as opposed to the a and
b axis’, where the bonding strongly opposes the compression and changes in intra-layer directions
[169].
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Chapter 5: Conclusions
The goal of this scientific project was to establish a comprehensive procedure for
fabricating high quality heavy fermion systems containing actinide elements, and for performing
extensive measurements under extreme conditions, such as high pressure and/or low temperature,
with the use of synchrotron radiation in a variety of modifications including in-situ X-ray emission,
X-ray absorption, and X-ray diffraction measurements. The objective was to correlate the
electronic and structural properties of these materials to the observed physical properties. It is of
great significance in modern condensed matter science to obtain large amounts of experimental
information regarding these systems exhibiting a wide variety of exotic behavior, given the
sparsity and the lack of theoretical consensus explaining the origin of these phenomena. This
project was made possible by the close collaboration and the utilization of the scientific resources
at the Los Alamos National Laboratory, the University of Nevada Las Vegas, and Sector 16 at the
Advanced Photon Source (APS) at Argonne National Laboratory (LANL). Overall, the goals of
this project was reached, as successful synthesis, testing and verification of all the processes were
accomplished per original objective. The versatile methods described in this dissertation enable a
scientific group or a general user of a synchrotron radiation source to set up and to complete a
comprehensive research plan from synthesis to collection and reporting of relevant data.
The first part of this project was material synthesis. A range of heavy fermion compounds
presenting particular interest were prepared at the Los Alamos National Laboratory (LANL),
including URu2Si2, UPd3, U2PtC2, UCoGe, URhGe, UC, UCu5, U2Zn17, along with a number of
Europium heavy fermion systems not discussed within the scope of this report. The selected
fabrication routes were quite diverse and carefully chosen for each compound upon conducting an
extensive literature review to ensure the reactions yield the highest quality samples. Obtaining
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crystals of high purity is not a trivial task, yet it is very important for these systems, as many of
the exhibited exotic properties are highly sensitive to crystal composition. Many of the samples
required multiple separate synthesis attempts and procedure modifications before a quality reaction
product was obtained. A broad variety of synthesis routes and fabrication equipment was
employed, including multi stage solid state reaction furnaces, arc-melting furnaces, vapor transport
tubes, moving Bridgeman heaters, and induction furnaces. The annealing and calcination processes
often extended for weeks before the samples were extracted and tested for structural integrity. The
ambient characterization and verification of some of the compounds was performed at LANL,
while some were transported and tested with the in-house equipment at the University of Nevada
Las Vegas (UNLV). Due to the presence of radioactive elements in our specimen, the preparation
for high pressure X-ray experiments was done at UNLV and carefully transported to the
synchrotron site at the APS at ANL in accordance with all federal RAM standards.
The following stage of the project involved a set of measurements performed at the Sector
16 ID-D beamline at the High Pressure Collaborative Access Team (HPCAT) at the APS at ANL,
which is equipped with sophisticated equipment for performing X-ray absorption and X-ray
emission experiments. URu2Si2 and UPd3 compounds were selected to be investigated under high
pressure due to some recent interesting discoveries on similar UPt3 and UCd11 systems. The
compounds were tested for possible mixed valence behavior under pressure, as well as for studying
localization vs itinerancy at the 5f orbital. Resonant inelastic X-ray scattering (RIXS)
measurements and X-ray absorption measurements in partial fluorescence yield mode (XAS-PFY)
were performed. An incident X-ray energy was selected to excite the U L3 absorption edge (17.166
keV). The energy resolution for PFY scans was 0.5 eV, scanning from 30 eV below to 50 eV above
the absorption edge energy. URu2Si2 was scanned over a pressure range starting from 1.92 GPa
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up to 34.4 GPa. The respective pressure range for UPd3 was from 4.8 GPa to 38.2 GPa. Substantial
evidence was found indicating the presence of multi-configurational occupancy of the 5f orbital as
derived from RIXS and XAS-PFY data. The shift in the position of the white line was analyzed as
a function of applied pressure. The slope of the white line shift (EL3) for URu2Si2 is found to be
larger at pressures up to 17.1 GPa. The rate of the shift then reduced at higher pressures. The linear
shift in the white line position as a function of the applied pressure from 1.92 GPa up to 34.4 GPa
was determined to be dEL3/dP = 0.026 +/- 0.003 eV/GPa. The total shift of the white line was ΔEL3
= 0.94 +/- 0.1 eV in this pressure range. The full width at half maxima (FWHM) of the white line
was found to remain essentially stable over the investigated pressure range. The respective value
for the shift of the white line position for UPd3 between 4.8 GPa and 38.2 GPa was determined to
have a fairly monotone dependence with an increase in pressure, and the observed slope was
calculated at dEL3/dP = 0.04 +/- 0.01 eV/GPa, as determined from a straight line fitting. The shift
in the position of the white line for URu2Si2 and UPd3 is attributed to the delocalization of the 5f
electrons. With an increase in pressure, the trend in 5f delocalization hinders the screening of the
core hole. Another possible cause for the observed variations in the slope of the white line position
under pressure can be explained by the presence of a first order structural or electronic phase
transition. The absence of valence discontinuities also indicates that there likely aren’t any
anomalies associated to QCP in this range. Furthermore, the relatively small shift in the white line
position shows notable differences between the UCd11 compound, which is reported to have a
particularly large ΔE = 4.1 eV, which is nearly sufficient to formulate a substantial claim for a
transition from 5f 3 (trivalent U3+) configuration to 5f2 (tetravalent U4+) since the reported energy
shift value required to compensate for such a transition is around 4.6 eV.
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The final set of experiments was staged on successive occasions at Sector 16 ID-B
beamline at the HPCAT at ANL to perform high pressure X-ray diffraction measurements. The
structural stability of U2Zn17 and U2PtC2 was investigated for a pressure range from 1.75 GPa to
43.8 GPa and from 1.60 GPa to 47.9 GPa for the respective samples. The analysis of the diffraction
patterns at high pressure demonstrated that the samples retained their ambient crystalline formation
with the R-3m phase (space group 166) for U2Zn17 and I4/mmm ordering (space group 139) for
U2PtC2, without any evidence of phase transitions up to the highest pressure studied. From the
equation of state (EOS) analysis is was determined that the magnitude for the bulk modulus for
U2Zn17 is B0 = 66.8 (5.9) GPa, which is consistent with other reports estimated through ultrasonic
measurements. The initial volume V0 was estimated as 923.2 (1.5) Å3, which is also in good
agreement with the literature values. Finally, the pressure derivative of the bulk modulus was
determined to be B0’ = 4.07 (0.5). The compressibility analysis for U2Zn17 showed an anisotropic
compression behavior between different lattice orientations, which is explained by the hexagonal
stacking of the layers inside the unit cell. The estimate for the bulk modulus for U2PtC2 as
determined from BM-EOS fitting was B0 = 100.1 (7.4) GPa, while the unit cell volume and the
pressure derivative were estimated as V0 = 155.94 (1.9) Å3, and B'0 = 3.24 (0.4) respectively.
The technical difficulties associated with investigating U-based heavy fermion compounds
make modest contributions to the experimental database very significant. The recent advancement
in synchrotron radiation techniques provide an alternative for measuring a range of electronic
properties in a more reliable fashion compared to those derived in the early stages of heavy fermion
research.
In conclusion, the procedures discussed in this dissertation and the range of experiments
performed provide a rigorous method for probing heavy fermion materials of high significance to
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modern day science. During the course of our project, we were able to test and to verify the utility
of diverse experimental techniques with the available equipment for gathering valuable
information that would enhance our understanding of the ongoing mechanisms within these
systems. We were able to collect data on some, but not all materials that were fabricated. The
materials are currently stored in safe conditions at the University of Nevada Las Vegas and ready
for additional spectroscopic, transport, and magnetic measurements across a broad range in the
pressure and temperature domain. It is of particular interest to reproduce the performed
experiments, accompanied by transport measurements for all our samples in the low temperature
region where the competing interactions exhibit the most the exotic and anomalous behavior.
Currently there is a lot of missing information about the thermodynamic, transport, and magnetic
properties in the P-T phase map due to the experimental difficulties associated with these
radioactive compounds. Ultimately, the completion and reporting of the missing data for the subset
of available crystals should remain the objective in the future.
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