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Je discute quelques activitØs plus ou moins reprØsentatives et rØcentes en deux parties indØpen-
dantes. La premiŁre partie dØcrit une technique de resommation particuliŁre des sØries perturba-
tives qui peut donner des rØsultats non-perturbatifs dans certains cas. On dØtaille quelques appli-
cations en thØorie des champs et de la matiŁre condensØe. Dans la deuxiŁme partie, on dØveloppe
quelques activitØs rØcentes en phØnomØnologie du modŁle supersymØtrique standard minimal, con-
cernant le calcul prØcis du spectre de masse des particules supersymØtriques, le calcul de la densitØ
relique de matiŁre noire supersymØtrique, et les contraintes thØoriques et expØrimentales actuelles
qu’on peut en dØduire sur certains modŁles.
Avant-propos
Depuis ma thŁse (soutenue n 1988) j’ai effectuØ plusieurs changements thØmatiques. Je sØlec-
tionne donc ici quelques activitØs (un peu) plus rØcentes et reprØsentatives (ou bien simplement
que j’avais plus envie de dØvelopper dans cette synthŁse, indØpendamment de leur reprØsentativitØ
ou score au top 50"!), en choisissant aussi dans cette sØlection des sujets sur lesquels j’ai encadrØ
des doctorants.
Depuis plusieurs annØes je me suis intØressØ principalement à deux thŁmatiques diffØrentes, plus
ou moins en parallŁle:
Optimisation et resommation variationnelle: techniques de resommation des séries perturbatives,
applications en théorie des champs et (plus récemment) en matière condensée;
Phénoménologie du modèle supersymétrique standard minimal (MSSM) ou de ses extensions,
calcul du spectre supersymétrique, calcul de la densité relique de matière noire supersymétrique.
Comme il n’y a essentiellement pas de connexions entre ces deux sujets, je les dØvelopperai dans
ce rapport en deux parties indØpendantes.
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1 Première partie: resommation améliorée des séries pertur-
batives en théorie des champs
1.1 Introduction et résumé
Dans cette introduction on rappelle d’abord les idØes de base et un peu d’historique sur ce sujet,
puis on rØsumera nos Øtudes spØciques et quelques rØsultats qui seront dØveloppØs plus en dØtail
dans les sections suivantes.
1.1.1 Motivation et petit historique
Dans de nombreux modŁles en thØorie des champs, certains rØsultats non-perturbatifs peuvent
Œtre obtenus par le dØveloppement 1/N [1, 2], qui consiste essentiellement à modier la thØorie
physique originale pour Øtendre à N composantes arbitraires un champ (scalaire, fermionique,..)
avec une symØtrie (par exemple O(N), SU(N)) du Lagrangien rØsultant. Le dØveloppement 1/N
est non-perturbatif dans le sens qu’il resomme à tous les ordres perturbatifs la sØrie ordinaire (en
couplage) d’origine, du moins pour certains types de graphes de Feynman, qu’on peut montrer
Œtre dominants. Du point de vue plus physique on espŁre (mais il arrive souvent!) que les rØsultats
obtenus pour N sufsamment grand" restent des approximations valides pour la valeur physique
pertinente de N , mŒme lorsque celle-ci est relativement petite. IndØpendamment de l’idØe du
dØveloppement 1/N , il existe aussi des techniques directes et efcaces de resommation, pour une
sØrie perturbative donnØe (et donc sans modier la thØorie correspondante) comme notamment
la mØthode de sommation de Borel [3, 4], ou les approximants de PadØ [5]. Par construction la
resommation de Borel permet de dØnir certaines quantitØs via leur sØries perturbatives de façon
unique, sous certaines conditions (sØrie asymptotique, signe des coefcients de la sØrie, position
des singularitØs etc: points qu’on discutera un peu plus en dØtail dans la suite). Mais elle est
utile mŒme pour les sØries perturbatives non Borel-sommables, comme c’est le cas en particulier
pour la Chromodynamique quantique (QCD), car elle donne des informations quantitatives assez
prØcises sur l’incomplØtude de la sØrie purement perturbative, plus prØcisØment sur la forme des
contributions supplØmentaires, nØcessairement non-perturbatives, à une quantitØ physique donnØe.
(On reviendra aussi plus en dØtail sur ce point dans la suite).
1.1.2 Développement perturbatif amélioré variationnellement
D’autre part, il existe aussi une modication de la sØrie de perturbation usuelle, applicable en
principe pour une thØorie des champs quelconque, souvent appelØe dans la littØrature sous le nom
de dØveloppement delta" (DE) [6,7] ou bien de façon Øquivalente mais plus Øvocatrice: perturba-
tion variationnellement amØliorØe" (VIP) comme on la dØsignera ici dans la suite. Cette approche
est basØe sur une modication (plus exactement une rØorganisation) du Lagrangien d’interaction
de sorte que celui-ci dØpende d’un (ou Øventuellement plusieurs) paramŁtres supplØmentaires non-
physiques, un peu comme pour le dØveloppement 1/N . Ces paramŁtres, arbitraires et donc ajusta-
bles, sont gØnØralement xØs par optimisation aux ordres successifs de la sØrie perturbative elle-
5
mŒme modiØe par ces paramŁtres. Bien que ce principe puisse paraître un peu empirique à pre-
miŁre vue, il a ØtØ dØmontrØ [8] rigoureusement qu’une telle procØdure peut rendre la sØrie mod-
iØe convergente vers les rØsultats exacts pour une thØorie des champs à une dimension, i.e. en
mØcanique quantique (niveaux d’Ønergies de l’oscillateur anharmonique). Plus prØcisØment, aux
grands ordres perturbatifs, l’optimisation s’avŁre Øquivalente [8] à un rØajustement ("rescaling")
du paramŁtre de masse avec l’ordre perturbatif (order-dependent mapping" (ODM)) [9], de façon
à supprimer le comportement factoriel [10] des coefcients aux grands ordres du dØveloppement
perturbatif original des niveaux d’Ønergie de l’oscillateur, et donner ainsi une nouvelle sØrie pertur-
bative convergente. NumØriquement cette procØdure s’avŁre trŁs efcace dŁs les premiers ordres,
avec une convergence rapide vers le rØsultat exact pour l’oscillateur anharmonique [11]).
Une variante de l’approche VIP que nous avions considØrØe Øtait mieux adaptØe aux thØories des
champs de dimension plus ØlevØe (D ≥ 2) du au problŁme de la renormalisation. Cette variante
a ØtØ initiØe par AndrØ Neveu [12] puis dØveloppØe avec des doctorants (Benoit Bellet, Philippe
Garcia, Chris Arvanitis, Marius Iacomi) d’abord pour l’oscillateur [11] puis (avec aussi FrØderic
Geniet) pour le modŁle Gross-Neveu (GN) O(N) [13, 14].
Pour Œtre plus prØcis, considØrant par exemple le Lagrangien [15] du modŁle GN massif
LGN = Ψi∂/Ψ−mΨΨ + g
2
(ΨΨ)2 (1)
l’idØe de dØpart est donc de modier le poids relatif des termes d’interaction par rapport aux termes
libres, ce qui est rØalisØ simplement par une substitution dans l’Eq. (1):
m→ (1− δ) mv; g → δ g (2)
applicable ordre par ordre en perturbation. La thØorie exacte à laquelle on s’intØresse, non-massive,
correspond à δ = 1 et ne dØpend pas du paramŁtre variationnel" mv , mais ce dernier apparaît
explicitement à tout ordre ni du dØveloppement alternatif en puissances de δ, qui constitue le
nouveau paramŁtre perturbatif. On peut invoquer alors un principe d’optimisation [6] par rap-
port au paramŁtre de masse mv (arbitraire). Un avantage par rapport à d’ autres approches non-
perturbatives est que celle-ci est dØnie au niveau des premiers principes" pour une thØorie don-
nØe, c’est-à-dire directement sur la forme du Lagrangien, sans nØcessiter à priori de modØlisation
ou approximation supplØmentaire.
Notre approche rØconciliait l’approche VIP de l’Øq. (2) avec la renormalisation de la thØorie des
champs grâce à l’utilisation appropriØe de mØthodes du groupe de renormalisation, ce qui Øtait
auparavant une difcultØ de principe pour l’application de mØthodes similaires aux thØories des
champs de dimensionD ≥ 2. NumØriquement nous avions obtenu [14] le gap de masse du modŁle
GN pour N → ∞ de façon exacte comme solution variationnelle, puis d’assez bonnes approxi-
mations de ce gap de masse GN pour N quelconque. Notre construction est Øgalement facilement
compatible [17, 18] avec l’invariance de jauge pour les modŁles oø celle-ci est pertinente comme
en QCD typiquement.
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1.1.3 Comportement aux grands ordres: renormalons et resommation
Mais un obstacle majeur à l’amØlioration systØmatique ordre par ordre de cette approche VIP est
la limitation perturbative en pratique. En effet, l’information perturbative usuelle reste un ingrØ-
dient nØcessaire pour dØnir ces approximations ordre par ordre. Et pour la plupart des thØories
des champs renormalisables, la connaissance des quantitØs physiques pertinentes est limitØe aux
premiers ordres n ≤ 2, 3, pour les coefcients perturbatifs des quantitØs physiques pertinentes,
et le calcul des ordres supØrieurs devient vite techniquement inextricable. Ce qui impliquait pour
notre construction qu’on peut à priori difcilement aller beaucoup plus loin que le 2Łme ou 3Łme
ordre. Donc un contrôle quantitatif de l’erreur, et de la convergence Øventuelle de la mØthode,
est assez limitØe. (Ce qui est trŁs diffØrent des thØories plus simples comme l’oscillateur, oø le
dØveloppement perturbatif des Øtats d’Ønergie est connu aux grands ordres, ce qui avait justement
permis de dØmontrer la convergence de la delta-expansion [8].)
Avant d’essayer Øventuellement d’autres applications plus phØnomØnologiques, on voulait donc
pouvoir mieux tester le comportement de cette approche aux ordres supØrieurs, au moins dans cer-
taines approximations. Avec mon Øtudiant de thŁse Damien Reynaud (doctorat soutenu en dØcem-
bre 2001) on a alors regardØ le cas du modŁle GN O(N) pour lequel le gap de masse (associØ à
la brisure de symØtrie chirale discrŁte) est connu exactement pour les valeurs de N quelconque,
à partir de mØthodes non-perturbatives (NP) utilisant les techniques d’Ansatz de Bethe thermody-
namique (TBA) [16]. Notre motivation Øtait aussi d’ Øtudier le lien plus prØcis entre ces rØsultats
purement NP et le comportement perturbatif standard qui ressemble beaucoup à ce qui se passe
en dimension 4 en QCD, pour voir comment s’effectue dans le modŁle GN la transition entre les
phØnomŁnes perturbatifs à courtes distances et les effets non-perturbatifs à longue distance. On
a d’abord montrØ [19] que la sØrie perturbative à l’ordre 1/N du modŁle GN implique que les
coefcients perturbatifs de la masse pôle se comportent aux grands ordres comme dn ∼ n!, ex-
actement comme pour la masse pôle des quarks en QCD [4], ce qui implique alors nØcessairement
des corrections infrarouges non-perturbatives, en puissance de Λ/µ (Λ est l’Øchelle caractØristique
de la thØorie et µ l’Øchelle de renormalisation), elles-mŒmes ambiguºs. Ces derniŁres signalent
le caractŁre incomplet de la sØrie purement perturbative, et correspondent aux termes intrinsŁque-
ment non-perturbatifs du dØveloppement en produits d’opØrateurs (OPE). Puis par un calcul exact
à l’ordre 1/N nous avons analysØ [19] comment une quantitØ intrinsŁquement non-perturbative,
telle que le gap de masse, est nalement non-ambiguº, mais que cela rØsulte d’une compensation
non-triviale entre les contributions purement perturbatives et les contributions non-perturbatives en
puissances de Λ/µ. Ces rØsultats n’ont en fait rien de trŁs surprenant mais conrment dans un cas
un peu plus gØnØral ce qui Øtait connu auparavant (notamment ØtudiØ dans le modŁle σ [20, 21]).
D’autre part, toujours pendant la thŁse de Damien Reynaud, nous avions rØexaminØ la construc-
tion d’un dØveloppement perturbatif alternatif", exploitant les propriØtØs infrarouges du groupe de
renormalisation dans le cas massif, pouvant ainsi transformer dans certains cas particulier la sØrie
originale en une sØrie Borel-sommable. Toujours pour le modŁle GN on a fait une Øtude assez
systØmatique [22,23] en combinant aussi ces rØsultats avec ceux de l’approche variationnelle VIP.
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1.1.4 Applications en matière condensée
Plus rØcemment, avec Marcus Pinto et Rudnei Ramos [24, 25] puis avec AndrØ Neveu [26] nous
avons appliquØ la mØthode VIP dans un contexte trŁs diffØrent, pour une transition de phase à
tempØrature nie. Plus prØcisØment on a ØtudiØ la thØorie critique Φ4 O(N) à 3 dimensions, large-
ment utilisØe [27, 28] pour dØcrire la tempØrature critique de condensation de gaz de Bose diluØ
homogŁne et faiblement interagissant, qui correspond physiquement au cas particulier N = 2.
Les motivations pour cette Øtude sont multiples: la dØtermination prØcise de la tempØrature cri-
tique rØaliste (c’est-à-dire en prØsence d’interactions) est difcile à la fois expØrimentalement et
thØoriquement, et c’est un phØnomŁne intrinsŁquement non-perturbatif (longueur de corrØlation
innie à la transition, divergences infrarouges dues aux modes de masse nulle, normalement in-
contrôlables perturbativement). Comme notre approche s’appuie sur la sØrie perturbative originale,
elle bØnØcie du fait que la thØorie Φ4, et plus particuliŁrement en dimension D = 3 (qui est la
description thØorique pertinente de cette transition de phase aprŁs rØduction dimensionnelle), est
à ce jour la thØorie la mieux connue perturbativement (du moins pour les modŁles de dimen-
sion D ≥ 3), avec notamment des rØsultats pour les coefcients perturbatifs disponibles jusqu’au
huitiŁme ordre [29] (7 boucles!).
Nous avons donc principalement calculØ les coefcients non-perturbatifs entrant dans l’expression




1/3 + [c′2 ln(a n
1/3) + c′′2 ] a
2 n2/3 +O(a3 n) (3)
oø T0 est la tempØrature de condensation d’un gaz parfait, a la longueur de diffusion pour l’onde
s, n la densitØ atomique du gaz de Bose, et c1, c′′2 sont les coefcients pertinents non perturbatifs à
dØterminer. On a aussi montrØ comment reproduire par le dØveloppement perturbatif amØliorØ les
rØsultats connus exacts à l’ordre 1/N [30], et on a pu Øtudier prØcisØment dans ce cas les propriØtØs
de convergence Øventuelle de la mØthode.
Nous avons introduit [26] dans ce cadre une nouvelle variante de la mØthode variationnelle, selon
une idØe originalement de A. Neveu, qui permet de supprimer (ou au moins largement rØduire)
la multiplicitØ de solutions variationnelles aux grands ordres perturbatifs, normalement dues à
l’existence d’extrema multiples. Dans le cas physique N = 2, nos rØsultats [26, 31] pour les co-
efcients non-perturbatifs c1 et c′′2 avec cette mØthode variationnelle gØnØralisØe sont en accord
remarquables avec les autres Øvaluations non-perturbatives rØcentes ables et prØcises telles que
notamment les rØsultats de simulation sur le rØseau.
Dans la prØsentation qui suit, on illustrera plus en dØtail seulement quelques aspects, en ne
suivant pas forcØment un ordre chronologique. Cette premiŁre partie de la synthŁse s’organise de
la façon suivante: dans la section 1.2 on examine le problŁme gØnØral des singularitØs renormalons
des sØries perturbatives aux grands ordres pour le gap de masse du modŁle de Gross-Neveu, leur
apparition puis disparition non-perturbative (tout d’abord sans faire appel à la mØthode variation-
nelle). Ensuite dans la section 1.3 on verra comment un dØveloppement perturbatif alternatif",
exploitant les propriØtØs infrarouges du groupe de renormalisation dans le cas massif, peut donner
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sous certaines hypothŁses une sØrie Borel-sommable. Finalement dans la section 1.4 on dØvelop-
pera et illustrera la mØthode VIP pour le calcul de tempØrature critique BEC.
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1.2 Disparition des renormalons infrarouges dans le gap de masse du mod-
èle GN O(N)
Le modŁle de Gross-Neveu (GN) à (1+1) dimensions et symØtrieO(N) [15,32] est souvent utilisØ
comme modŁle-jouet" pour la thØorie plus complexe QCD, puisqu’il a comme celle-ci les pro-
priØtØs importantes de libertØ asymptotique et de masse dynamiquement engendrØe, tout en Øtant
un modŁle intØgrable, donc avec des rØsultats exacts disponibles. Entre autre, le gap de masse (as-
sociØ à la brisure de la symØtrie chirale discrŁte) est connu exactement pour N quelconque à partir
de mØthodes non-perturbatives (NP) utilisant les rØsultats exacts de matrice S [33] et les techniques
d’ Ansatz de Bethe thermodynamique (TBA) [16]. D’un point de vue plus gØnØral, il nous a paru
intØressant d’Øtudier le lien prØcis entre ces rØsultats purement NP et le comportement perturbatif
standard qui ressemble à ce qui se passe à D = 4 en QCD. En effet cela pourrait Øclairer, pour
une thØorie asymptotiquement libre, comment s’effectue la transition entre les phØnomŁnes per-
turbatifs à courtes distances et les effets non-perturbatifs à longue distance. En particulier un petit
paradoxe (seulement apparent) que nous examinons ici, est que le dØveloppement perturbatif de
la masse pôle du modŁle GN massif exhibe à l’ordre 1/N des ambiguïtØs, dues à la prØsence de
renormalons infrarouges, qui sont formellement semblables aux renormalons de la masse pôle des
quarks [34] en QCD. Alors que le gap de masse exact [16], et à fortiori son dØveloppement à l’ordre
1/N [35], sont dØterminØs de façon exacte donc sans ambiguïtØs. Comme dans le modŁle GN tout
est calculable exactement à l’ordre 1/N , on a pu examiner prØcisØment comment les contributions
NP, ici entiŁrement contrôlables tout au moins à l’ordre 1/N , s’organisent pour faire disparaître les
ambiguïtØs perturbatives de type renormalons infrarouges. En utilisant certaines techniques assez
standards d’analyse complexe (transformation de Mellin) on a isolØ les singularitØs correspon-
dantes aux renormalons dans le plan complexe de la variable transformØe de Borel. Cela permet
d’analyser comment s’opŁre prØcisØment la connexion entre les contributions perturbatives et NP
pour conduire à l’absence attendue d’ambiguïtØs renormalons dans le gap de masse complet.
1.2.1 Renormalons perturbatifs dans la masse pôle 1/N
On se base sur le calcul assez standard [16, 36] du gap de masse du modŁle GN O(2N) 1 à l’ordre
1/N , mais à ceci prŁs qu’on considŁre un terme de masse dans le Lagrangien, pour pouvoir dØnir
la masse pôle de façon perturbative et aussi Øventuellement faire le lien avec la QCD. Le vrai"
gap de masse doit etre considØrØ ensuite dans la limite chirale, donc dans la limite de masse (du
Lagrangien) nulle. Le Lagrangien GN s’Øcrit
LGN = Ψi∂/Ψ−mΨΨ + g
2
(ΨΨ)2 (4)
et les graphes de Feynman contribuant à la fonction de Green à deux points à l’ordre 1/N sont
illustrØs sur la Figure 1. A cet ordre 1/N , la renormalisation est assez simple, car seul le terme
de masse se renormalise, ce qui peut se faire le plus simplement par une soustraction des termes
1toutes les expressions dépendantes de N qui suivent correspondent au modèle O(2N) plutôt que O(N), pour
comparer plus directement avec les résultats exacts [16] et 1/N [35] du gap de masse.
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divergents dans un dØveloppement de Taylor de l’intØgrant [36]. L’ expression correspondant à la
Figure 1: Les graphes contribuant à la masse du GN à l’ordre 1/N .
=



































ζ − 1] G[q
2]
]
oø A ≡ √(q2 + p2 +M2P )2 − 4p2M2P (NB q est Euclidien mais p est Minkowskien), ζ ≡ (1 +
4M2P/q






















Pour obtenir la masse pôle à l’ordre 1/N et dans la limite de masse (Lagrangienne) nulle, il est
sufsant de remplacer 6 p = MP = M [1 +O(1/N)] dans les Eqs. (6)(7) à des termes O(1/N 2)




















+O(1/N) − soustraction (8)
oø on a introduit l’Øchelle µ pour rØgulariser les intØgrales divergentes. La renormalisation par
soustraction va enlever la partie divergente des intØgrants, Øgalement rØgularisØs en fonction de µ.
Cette rØgularisation par cutoff" est plus pratique pour notre objectif, oø l’on s’intØresse princi-
palement au comportement asymptotique de l’expression (8) (soit pour µ Λ, mais pas inni).
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Pour simplier un peu la discussion on peut laisser de côtØ (pour l’instant) le second graphe
Fig. 1 (ce graphe donne cependant une contribution bien dØnie au gap de masse). On va regarder
maintenant en dØtail comment un dØveloppement perturbatif naïf" de (8) conduit à la prØsence
de renormalons infrarouges et ambiguïtØs associØes d’ordre O(Λ/µ). (NB le dØveloppement per-
turbatif usuel du vrai" gap de masse est nul à tous les ordres, le gap de masse Øtant une quantitØ
NP d’ordre Λ. Mais ce n’est vrai que lorsqu’on considŁre la thØorie non-massive au niveau du
Lagrangien, pour m→ 0 dans l’ Eq. (4)).
Notre objectif est alors d’examiner les rØsultats obtenus si la connaissance des termes NP est
partiellement omise. Plus prØcisØment, faisons momentanØment l’hypothŁse que seule la par-
tie purement perturbative du propagateur scalaire habillØ est connue, selon la structure 1/N des
graphes de la Fig. 1. C’est exactement ce qui se passe en QCD typiquement (sauf qu’en QCD on
aurait une dØpendance en q2 diffØrente, à la place du terme 1 − ζ dans l’Øq. (8)). N’utiliser que
cette information purement perturbative" signie qu’on remplace dans (8) le propagateur habillØ



















oø dans le crochet de l’ Øq. (9) les termes O(M 2/q2) NP" corrigeant le couplage effectif sont
bien sßr connus exactement pour le modŁle GN et pourraient etre obtenus explicitement ici par
un dØveloppement systØmatique du membre de droite de l’ Eq. (7) pour grand q2. Insistons que
d’omettre cette partie NP n’est bien sßr pas complet, mais que le but de cette sØparation des dif-
fØrentes contributions (un peu articielle pour le modŁle GN) est d’examiner prØcisØment comment
les renormalons apparaîtraient, d’une façon trŁs similaire à ce qui se passe pour la masse pôle en
QCD. La procØdure la plus simple et standard pour exhiber les renormalons IR est de redØvelopper
le terme 1− ζ pour q2 petit:










et de dØvelopper en mŒme temps le couplage effectif g(q2) à l’ordre d’une boucle du groupe de
renormalisation (GR) en puissances de b0g(µ) ln[q2/µ2]. Examinant (10) on voit que la singularitØ
dominante provient du terme q−1 qui, combinØ avec les termes (g(µ) ln[q2/µ2])n du dØveloppement






2pp! gp+1(µ) . (11)
(oø on a utilisØ ∫ 1
0
dx xα lnp x = (−)p (1 + α)−(p+1) p!, Re[α] > −1). La non-alternance de signe
de ces coefcients implique [4] que la sØrie correspondante n’est pas Borel-sommable: en effet
2Dans ce qui suit on redéfinit b0 g ≡ N/(2pi) g → g, pour définir le développement 1/N proprement, et en
absorbant au passage le facteur 2pi par convenance.
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l’intØgrale de Borel correspondant à (11) s’Øcrit













](dt e−t/g(1− 2t)−1) = ±ipiµe−t0/g ∝ Λ . (13)
Remarquons que cette ambiguïtØ dominanteO(Λ) est complŁtement similaire à celle obtenue pour
la masse pôle des quarks en QCD [34]. Le fait que la contribution perturbative Eq. (12) soit
proportionelle à l’Øchelle µ peut paraître surprenant à premiŁre vue (puisque c’est censØ Œtre une
contribution au gap de masse ∼ Λ  µ), mais c’est un fait caractØristique d’une sØrie non Borel-
sommable [4] dans cette rØgularisation avec un cutoff" explicite: en effet, cela indique qu’une
contribution NP, elle aussi proportionnelle à l’Øchelle de factorisation, est nØcessaire pour com-
penser (12) et restaurer la dØpendance correcte du gap de masse, Mgap ∼ Λ.
On peut aller plus loin et caractØriser aux ordres (perturbatifs) arbitraires la structure et les pro-
priØtØs de ces renormalons, toujours à l’ordre 1/N [19]. En effet on peut rØØcrire Eq. (8) identique-
ment directement sous forme d’une intØgrale de Borel, grâce à un changement de variable adØquat,
dØnissant la variable de Borel t comme:





























(Pour obtenir (15) on dØveloppe l’Øq.(10) en puissance de q2/M2, ce qui donne formellement3 une
sØrie complŁte (dominants, sous-dominants, ..) de renormalons infrarouges (correspondant aux
coupures à tp = 1/2, 1, ..(2p+ 1)/2, p ∈ N∗)). Pour mØmoire on peut aussi calculer l’ambiguïtØ
à tous les ordres (perturbatifs), que nous dØnissons [19] comme la diffØrence entre le contour
au-dessus et au-dessous de la coupure [19], mais on n’en aura pas besoin ici.
Comme on l’a dit, on a un peu simpliØ la discussion en considØrant seulement le premier
graphe de la Fig. 1: le second graphe tadpole" donne aussi des renormalons, si on le considŁre
perturbativement. Une analyse similaire utilisant Eqs. (9)-(10), et dØveloppant l’intØgrant pour
q2 → 0 donne des pôles renormalons à tp = p ∈ N∗. De façon amusante, le pôle à t = 1
se compense exactement avec celui de (15), mais ceci n’est qu’un accident de cet ordre sous-
dominant: le pôle dominant ainsi que tous les suivants (tp ≥ 3/2) ne se compensent absolument
pas entre les deux types de graphes.
3En toute rigueur le développement (15) n’est valide que pour µ2 < 4M2, mais on peut procéder similairement
avec le développement valide pour µ2 > 4M2. Pour simplifier on considère seulement (15).
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1.2.2 Borel-sommabilité de la masse non-perturbative à O(1/N)
On peut alternativement calculer exactement (8) à l’ordre 1/N , donc sans tronquer (8) par son
dØveloppement perturbatif. Plus prØcisØment l’intØgrale (8) peut Œtre ØvaluØe analytiquement,







Ei[−θ]− ln θ − γE + ln(ln µ
2
M2





oø χ = (1 + 4M 2/µ2)1/2 ≡ 1/ tanh(θ/2) (i.e. θ = ln[(χ + 1)/(χ − 1)] ≥ 0), et Ei(−x) ≡
− ∫∞
x
dte−t/t (x ≥ 0) est la fonction intØgrale exponentielle. Le terme−2 ln(cosh[θ/2]) dans (16)
correspond au graphe tadpole" de la Fig. 1, et les termes ln ln(µ2/M2) ≡ − ln g and lnµ2/M2 ≡
1/g sont les termes de soustraction pour le premier graphe et le tadpole, respectivement. On
peut vØrier alors que (16) est nie pour µ → ∞. Mais ici on s’intØresse au comportement
asymptotique soit µ  Λ mais ni, laissant tous les termes de corrections en puissance de Λ/µ.
Ei(−x) pour x > 0 a un dØveloppement asymptotique avec des coefcients factoriels mais de



















Pour obtenir le gap de masse usuel MP /Λ¯ à l’ordre 1/N à partir de l’Øq.(16), il faut juste encore
introduire l’Øchelle de rØfØrence dans le schØma MS, ce qui constitue un simple changement de
schØma (perturbatif) par rapport à l’Øchelle utilisØe dans les calculs prØcØdents en rØgularisation
avec cutoff. Omettant des termes d’ordre O(1/N 2), on obtient





) = 1 +
1 + 2 ln 2− γE
2N
(18)
en accord avec rØf. [35].
Le rØsultat (16),(17) apparaît donc en contradiction avec celui obtenu en partant des dØveloppe-
ments purement perturbatifs (1115). On va voir comment rØconcilier ces deux approches.
1.2.3 Compensation des renormalons IR
Pour voir comment exactement les mauvais" coefcients factoriels de mŒmes signes dans l’Øq.
(11) se transmutent en bons" factoriels avec alternance de signes dans l’Øq. (17), il faut Øvidem-
ment rØcupØrer les contributions NP au gap de masse. Bien sßr le point faible de l’approche per-
turbative est d’avoir dØveloppØ le terme 1− ζ dans le rØgime infrarouge (q2 petit), tout en prenant
la forme du propagateur à courte distance, de type couplage effectif. Mais voir la disparition des
renormalons IR nØcessite une analyse complŁte des pôles dans le plan de Borel. On va considØrer
la transformØe de Mellin-Barnes (MB) [37] pour l’intØgrale (8), qui peut s’Øcrire (on omet encore





























La mØthode de la transformØe MB est connue pour exhiber prØcisØment les diverses singularitØs
de l’intØgrant, dans le plan de Borel t pertinent. OpØrant encore un changement de variable: ζ−1 =
tanh(φ
2
), sauf pour le terme 1 − ζ , pour lequel on utilise encore l’Øq. (10) donc sous la forme













Γ[1 + a− 2s]Γ[−a/2 + s+ t]




dØni pour Re[s + t] > a/2 and Re[2s] < 1 + a. Ces derniŁres conditions sont telles que l’
intØgrale (20) converge, et jouent un rôle essentiel pour dØterminer ensuite les singularitØs. La
variable a dans (21) est simplement la puissance de q/M ∼ sinh φ dans le dØveloppement (10),
de coefcients ca respectivement. Par exemple a = −1, avec c−1 = −2, correspond au renor-
malon dominant, et a = 0, ..2p + 1, p ∈ N aux sous-dominants. Pour calculer l’intØgrale sur
s on doit fermer le contour à gauche, ce qui est dictØ par le domaine de convergence (puisque
x−s ≡ (M2/q2)−s = e−s ln M2/q2 dØcroît exponentiellement pour le rØgime asymptotique q2 
M2 auquel on s’intØresse): on somme alors sur les rØsidus des pôles inclus dans ce domaine.
L’expression (21) a des pôles (simples) à s = −1, s = a/2− t − k, and 2s = a + 1 + k, k ∈ N,












Γ[3 + a]Γ[t− 1− a/2]






(−1)kΓ[1 + 2t+ 2k]






oø le premier terme du crochet correspond au rØsidu du pôle à s = −1, et les autres termes corre-
spondent à la somme sur les rØsidus des pôles à s = a/2− t−k, et on a utilisØ: (M 2/µ2)t ≡ e−t/g.
Dans (22) on voit que le premier terme du crochet ainsi que les termes de la somme ont des pôles à
t(a, k) = 1+a/2−k, qui peuvent se situer à t > 0 suivant les valeurs de a, k. Les contributions du
premier terme, initialement pôle à s = −1, proviennent de termes de puissance (M 2/q2)−s dans
l’Eq.(19), et correspondent alors intuitivement aux contributions non-perturbative "OPE", tandis
que les contributions perturbatives sont celles multipliØes par le terme e−t/g dans (22), conformØ-
ment à la reprØsentation standard de Borel. MŒme si en fait toutes ces contributions sont du mŒme
ordre (et non-perturbatives), de sorte à compenser les mauvais pôles à t > 0, il semble naturel dans
le langage de la transformØe Borel de distinguer ces deux types de contributions comme non-
perturbative" et perturbative" respectivement. Plus prØcisØment les pôles à t = 1/2 pour a = −1
4On peut en principe calculer l’intégrale exacte par la méthode MB, i.e. sans développer (10), mais ce ne serait
qu’une façon (nettement plus compliquée!) de recalculer (17), alors que ce qu’on veut c’est exhiber des contributions
ordre par ordre où toutes les singularités renormalons perturbatives et NP sont explicites.
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correspondent au renormalon dominant, avec k = 0. D’ailleurs, si on garde seulement les renor-
malons dominants perturbatifs", ∝ e−t/g, pour k = 0, on retrouve bien de cette façon exactement
l’ Øq. (12).
On peut vØrier facilement que ce pôle à t = 1/2 se compense exactement avec le premier terme
pôle NP à t = 1/2, et de façon similaire pour tous les pôles sous-dominants à t = 1, 3/2, ..(2p+
1)/2. C’est la disparition annoncØe des renormalons (infrarouges). Comme (22) à la forme d’une
intØgrale de Borel, et aprŁs compensations tous les pôles restants sont situØs à t < 0, cela dØnit
une sØrie Borel-sommable, dont les termes dominants correspondent à la sØrie asymptotique dØnie
en (17).
Remarquons que ces propriØtØs des renormalons sont indØpendantes de la rØgularisation util-
isØe, par exemple elles sont similaires (mais plus compliquØes) en rØgularisation dimensionnelle
(voir rØf. [19] pour plus de dØtails). La rØgularisation par cutoff" explicite qu’on a utilisØ intro-
duit une Øchelle de factorisation explicite µ, cf. Eq. (8), qui est assez pratique car elle illustre
directement les termes NP de corrections en puissances, alors que l’interprØtation de ces derniers
en rØgularisation dimensionnelle est moins Øvidente.
1.2.4 Conclusion sur les renormalons IR du modèle GN
On a donc exhibØ la disparition ordre par ordre des renormalons IR perturbatifs naïfs" du gap
de masse GN à l’ordre 1/N . On insiste sur le fait que ce rØsultat n’est pas surprenant, notre but
n’Øtant que d’illustrer dans un modŁle calculable comment les contributions NP à la masse pôle
s’organisent pour Øliminer complŁtement les renormalons introduits ici articiellement. Ceci est
en accord avec l’idØe gØnØrale [4] selon laquelle les renormalons IR sont des artefacts perturbatifs,
bien qu’il semble difcile de les Øviter en QCD, oø pour beaucoup de quantitØs physiques perti-
nentes on ignore la forme des corrections non-perturbatives.
Dans la sous-section suivante, on discute une tentative plus directe de modication des pro-
priØtØs asymptotiques du dØveloppement perturbatif pour le gap de masse, assez gØnØriquement
dans un modŁle à libertØ asymptotique. Cette construction s’appuie seulement sur l’information
perturbative mais avec une modication de la sØrie perturbative standard dans l’infrarouge, qui peut
(dans certains cas trŁs particuliers) court-circuiter la prØsence explicite des renormalons illustrØe
prØcØdemment.
1.3 Développement alternatif et propriétés infrarouges du GR
On reconsidŁre le Lagrangien GN, Øq. (4), examinant maintenant les propriØtØs du groupe de
renormalisation (GR). L’Øvolution GR bien connue pour la masse (renormalisØe) s’Øcrit:







oø β(g) et γm(g) sont respectivement les fonctions beta et dimension anormale de masse, et µ
l’Øchelle arbitraire de renormalisation dans le schØma MS. En tronquant β(g) et γm(g) au 1er
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ordre pour simplier: β(g2) ≡ dg2/d lnµ = −2b0g4 + · · ·, γm(g2) = γ0g2 + · · ·, on a par exemple








Ce qui est particulier dans notre construction, c’est de prendre la solution auto-cohérente de (23),
dØnie par
MGR ≡ m(µ′ ≡MGR) (25)
qui dØnit donc une sorte de masse pôle" (mais incluant seulement la dØpendance GR pour
l’instant). On obtient [14, 23]:
MGR = m(µ)
[






qui a les propriØtØs intØressantes d’Œtre invariante d’Øchelle à tous les ordres (sauf bien sßr qu’on a
tronquØ ici la dØpendance du GR au 1er ordre), et d’avoir une limite chirale non-nulle:
MGR → Λ [1 + 0(m
Λ
) ] pour m(µ) → 0 . (27)








oø A = γ0
2b0
, mˆ ≡ m(µ) [2b0 g2(µ)]−A la masse (invariante d’Øchelle), et




l’Øchelle basique usuelle au 1er ordre du GR. Dans (28) apparaît la fonction implicite:
F (mˆ/Λ) ≡ ln(mˆ/Λ)− A lnF . (30)
Contrairement au logarithme, F (mˆ) (qui dans le cas le plus simple A = 1 est la fonction implicite
de Lambert [38]: W (x) ≡ ln x−lnW , reprØsentØe sur la Fig.2), a la propriØtØ remarquable d’avoir
un dØveloppement en puissances de mˆ/Λ pour mˆ sufsamment petit:
F (mˆ/Λ) = (
mˆ
Λ
)1/A [1 + 0(m
Λ
)1/A ] pour |mˆ| ≤ mˆc <∼ Λ (31)















)(p+1)/A , convergent pour |mˆ
Λ
| < e−A AA . (32)
D’autre part, F est cohØrente avec le couplage perturbatif usuel, 2b0F ∼ 2b0 ln(mˆ/Λ) ∼ 1/g(mˆ),
à courte distance mˆ  Λ, dans le rØgime perturbatif. De cette façon on peut arguer que F donne
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Figure 2: La fonction de Lambert W (x) ≡ ln x− lnW .
alors une transition bien dØnie entre le domaine perturbatif usuel et le rØgime de couplage fort,
non-perturbatif, correspondant aussi ici à la limite non-massive (chirale) mˆ→ 0. Remarquons que
la relation (27) qui exhibe une masse non-nulle M ∼ Λ à la limite chirale m→ 0, ne constitue pas
une preuve de brisure dynamique de symØtrie chirale. C’est plus simplement une gØnØralisation
de la transmutation dimensionnelle": l’Øquivalence habituelle Øq. (29) entre le couplage sans
dimension g(µ) et l’Øchelle Λ, est gØnØralisØe ici pour mˆ 6= 0, avec des corrections en mˆ/Λ
bien dØnies. Mais il est intØressant de voir qu’avec ces propriØtØs relativement simples de F ,
on obtient [14, 23] par un calcul presque immØdiat le gap de masse correct du modŁle GN pour
N → ∞, sans passer par le raisonnement standard via le potentiel effectif et/ou resommation de
graphes de Feynman etc. Sachant que les propriØtØs (26)-(30) qui ne dØpendent que du GR sont
donc facilement gØnØralisables aux ordres plus ØlevØs [14, 23].
L’idØe est donc d’utiliser ces propriØtØs pour extrapoler le gap de masse (ou bien d’autres quantitØs
similaires plus gØnØrales dans d’autres modŁles) depuis leurs expressions perturbatives accessibles,
jusqu’au rØgime infrarouge. Par exemple la masse pôle s’Øcrit [23]:









oø les dn sont reliØs aux coefcients perturbatifs usuels donnØs par les graphes à n boucles.
De plus F est en fait une fonction" multivaluØe, possØdant dans le domaine mˆ <∼ Λ en partic-
ulier une branche oø F < 0. Pour A = 1 la seule singularitØ est à F = −1 i.e. mˆ/Λ = −e−1 (voir
Fig.2), et on peut avoir F < 0, puisque F est dØnie (analytique) dans un cercle de rayon de con-
vergence ni autour de zØro. Or, F < 0 induit une alternance de signe des coefcients perturbatifs
1/F n → (−)n/|F |n dans (33). La sØrie perturbative pour F < 0 peut devenir alors convergente
(au sens Borel) [23] dans ce domaine restreint pour mˆ sufsamment petit. Remarquons que ça ne
change pas le comportement ordinaire de la sØrie dans le domaine perturbatif mˆ  Λ, oø c’est
la branche perturbative (unique) de F qui est pertinente. Dans le cas trŁs particulier A = 1 (qui
est la valeur pour N → ∞ dans le modŁle GN O(N)), le domaine pour lequel F < 0 correspond
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aussi à mˆ < 0. Ce n’est pas un problŁme en principe, car pour une thØorie invariante relativiste les
quantitØs physiques ne dØpendent pas du signe absolu du terme de masse du Lagrangien. Cepen-
dant pour N quelconque, A 6= 1, et on a alors une branche telle que mˆ > 0 pour Re[F ] < 0 [23]
autour de mˆ ∼ 0. (Et à l’ordre suivant du GR, A devient dØpendant du schØma de renormalisation,
pouvant alors Œtre choisi arbitrairement en principe). Prendre Re[F ] < 0 revient donc à atteindre
la limite m → 0 d’une façon alternative. On pourrait critiquer le fait que ces propriØtØs de con-
vergence de la sØrie dØpendent à ce point du choix de la branche considØrØe (et mŒme du schØma)
pour la limite de masse nulle, mais on peut arguer que la sØrie perturbative n’est pas rØellement
une quantitØ physique (indØpendamment de notre construction, la sØrie perturbative ordinaire est
dØjà dØpendante du schØma de renormalisation, par exemple). On voit donc que le dØveloppement
perturbatif autour de m = 0 peut exister en deux modes:
i) le mode standard, F > 0, qui rejoint la perturbation standard à mˆ  Λ: la sØrie perturbative
seule doit Œtre complØtØe par des corrections non-perturbatives, comme dans l’analyse prØcØdente
du GN.
ii) Le mode alternatif", avec F < 0 (plus gØnØralement Re[F ] < 0 car F peut Œtre complexe
aux ordres supØrieurs du GR): la sØrie perturbative peut Œtre directement Borel-sommable dans
un domaine mˆ sufsamment petit. Pour mieux motiver et illustrer l’existence possible de ces
deux modes perturbatifs, on peut faire une analogie [23] non conventionnelle en regardant pour
l’oscillateur les consØquences d’un couplage nØgatif (voir Annexe A).
On doit admettre cependant que notre construction essentiellement basØe sur une extrapolation des
propriØtØs perturbatives" du GR dans l’infrarouge profond, avec les propriØtØs mathØmatiques de
la fonction F qui en dØcoulent, peut apparaître comme spØculative (ou simplement, naïve) s’il
s’agit de dØcrire le comportement non-perturbatif à longue distance d’une thØorie asymptotique-
ment libre plus complexe que le GN, telle que QCD. Il est clair que cette approche ne s’applique
au mieux qu’à la limite chirale et ne dØcrit sßrement pas d’autres phØnomŁnes vØritablement"
non-perturbatifs.
1.4 Calcul variationnel amélioré de la température critique BEC
1.4.1 Sommation Borel contre développement variationnellement amélioré
On a vu dans les sections prØcØdentes que la transformØe de Borel donne des informations utiles
sur le comportement asymptotique des sØries, mŒme dans le cas non Borel-sommable. Mais ça
reste un outil assez formel et en pratique limitØ. Par exemple la somme de Borel pour l’oscillateur
peut se faire explicitement (voir Annexe A), mais s’avŁre numØriquement une mauvaise approx-
imation des valeurs exactes de l’Ønergie du fondamental. Ce n’est pas trŁs Øtonnant puisque la
somme de Borel n’incorpore que le comportement dominant des coefcients aux grands ordres de
la sØrie perturbative, et pas forcØment les valeurs prØcises des coefcients des premiers ordres. De
mŒme pour le GN: mis à part le calcul exact à l’ordre 1/N , traitØ dans la section 1.2 oø l’on in-
corpore toutes les contributions exactes perturbatives et NP, un traitement par sommation de Borel
de la masse pôle perturbative Øq. (33) (dans le mode alternatif Borel-sommable) ne donne pas [23]
de bonnes approximations du gap de masse GN (sauf pour le cas particulier N → ∞). En re-
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vanche, la mØthode variationnelle VIP converge trŁs rapidement pour l’oscillateur [11], et donne
des approximations raisonnables au gap de masse du GN pour N quelconque [14, 23]. Dans de
nombreuses autres analyses similaires [6] la mØthode VIP s’avŁre donner numØriquement de bons
rØsultats, mŒme aux ordres relativement bas. Et elle a l’avantage d’incorporer automatiquement la
dØpendance exacte des termes perturbatifs lorsqu’ils sont connus. On va dØvelopper dans ce qui
suit la mØthode variationnelle VIP, briŁvement dØcrite dans l’introduction, en l’illustrant dans un
cadre un peu nouveau et diffØrent de la brisure de symØtrie chirale.
1.4.2 Théorie effective BEC
La condensation de Bose-Einstein (BEC) est un sujet riche actuellement en physique de la matiŁre
condensØe, et en particulier la dØtermination prØcise de la tempØrature critique rØaliste (c’est-à-dire
en prØsence d’interactions) est considØrØe comme difcile à la fois expØrimentalement et thØorique-
ment. Comme mentionnØ dans l’introduction, c’est un phØnomŁne intrinsŁquement non-perturbatif
mais comme la thØorie Φ4 (plus particuliŁrement en dimension D = 3 pertinente aprŁs rØduction
dimensionnelle) est connue perturbativement jusqu’au huitiŁme ordre, ça constitue un cadre trŁs
intØressant pour tester dans un contexte phØnomØnologique riche les idØes du dØveloppement vari-
ationnel amØliorØ (VIP). Dans notre calcul on se base [24, 25] sur la thØorie critique φ4 O(N) à 3
dimensions, cadre appropriØ pour dØcrire la tempØrature critique de condensation de gaz de Bose
diluØ homogŁne et faiblement interagissant, qui correspond physiquement au cas particulierN = 2
(pour des revues rØcentes voir par exemple [27, 28]).
Pour un gaz parfait sans interactions, on considŁre N bosons à tempØrature T dans une boîte de
volume V de sorte que la densitØ n = N/V . A haute tempØrature la longueur d’onde thermique5
λT = 2
√
pi/T est plus petite que l’espacement entre particules, et les atomes se comportent clas-
siquement. Lorsqu’on abaisse la tempØrature les atomes se comportent comme de petits paquets
d’onde d’extension λT . La condensation a lieu lorsque λT est de l’ordre de l’espacement inter-
atomes ∼ n−1/3, de sorte que les fonctions d’onde des bosons commencent à se superposer et
les bosons s’accumulent dans l’Øtat d’impulsion nulle. Pour une tempØrature critique T ∼ Tc il
y a crØation d’un condensât (macroscopique) BEC" (S.N. Bose et A. Einstein, 1925). On peut
donc estimer grossiŁrement la valeur de la tempØrature critique T comme: 2
√
pi/Tc ∼ n−1/3. Il a
fallu attendre 70 ans pour observer [39] de tels condensats avec le succŁs que l’on sait (prix Nobel
2001 de E. Cornell, W. Ketterle, C. Wieman). En quelques mots (et en simpliant à l’extrŒme)
la difcultØ expØrimentale c’est que typiquement pour l’air à tempØrature ambiante, λ3Tn ∼ 10−8.
Alors si on augmente la densitØ n ce sont les recombinaisons à trois corps qui seront favorisØes
et donc une transition vers la phase liquide (voire solide). La solution est plutôt de dØcroître T ,
par des techniques cryogØniques et de piØgeage magnØtique par laser. Mais bien que diverses pro-
priØtØs intØressantes de ces condensats soient maintenant observØes, la tempØrature critique n’est
pas mesurØe prØcisØment (en gros il faudrait pour cela pouvoir compter précisément le nombre
d’atomes!). De plus dans la vraie vie, il y a des interactions, ce qui modie la tempØrature critique,
et c’est ce qui nous concerne ici.
5Dans des unités où ~ = 2m = kB = 1 pour simplifier.
20
Les techniques standards de thØorie des champs pour analyser la transition de phase impliquent
d’abord de passer en temps Euclidien teucl, pØriodique de pØriode β = 1/T . Pour T → Tc, la
longueur de corrØlation Lcorrel → ∞ et il y a donc des uctuations de grande longueur d’onde,


















oø ψ est la fonction d’onde (plus exactement opØrateur de champ) bosonique. Dans (34) on a
ajoutØ au terme de gaz de Bose non-relativiste le potentiel chimique µ ainsi qu’une interaction à
deux corps6 (le dernier terme dans (34)). A basse Ønergie, λT  a (la longueur de diffusion):
par exemple pour l’atome de Rubidium, aRb ∼ 103 a0 = 5 10−9 m ∼ 25 eV −1, d’autre part
le couplage (rØpulsif) g = 8pi a
m
∼ 7 10−6eV −2. Mais bien que le couplage soit faible, il s’agit
bien d’un mØcanisme non perturbatif, à cause notamment de la prØsence de fortes divergences
infrarouges comme on va le voir.
A trŁs grande distance, teucl dØcouple: c’est le phØnomŁne de rØduction dimensionnelle" à une
thØorie effective de dimension 3, qui dØpend seulement des modes zØros (et on peut nØgliger la
dynamique complŁte car on ne s’intØresse ici qu’au point de transition Tc). Plus prØcisØment,
utilisant des techniques standards [41], on dØcompose la fonction d’onde": ψ = ∑j ψj sur les
Øtats propres de frØquence de Matsubara ωj = 2pi jβ et on ignore j 6= 0 (seul le mode zØro j = 0 est















qui possŁde une invariance (globale)U(1) (reØtant simplement la conservation du nombre d’atomes).
Il est plus commode de faire ensuite un changement de variable:
ψ0 =
√
mT (φ1 + iφ2) (35)



















qui est invariant O(2) et super-renormalisable" (c’est-à-dire seule la masse r se renormalise par
un contre-terme Zr, mais le couplage u est directement ni à tous les ordres perturbatifs). On va
alors calculer: ∆Tc = T ∗c − T 0c (sans interaction) qui est en fait proportionnelle à la variation de la




1/3 + [c′2 ln(a n
1/3) + c′′2 ] a
2 n2/3 +O(a3 n)
6analogue en physique des particules de l’interaction de Fermi.
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oø
c′2 = −64pi ζ[1/2]ζ[3/2]−5/3/3 (37)
(valeur exacte, obtenue assez simplement par les propriØtØs du groupe de renormalisation), et les
coefcients non-perturbatifs sont
c1 = −128pi3 ζ[3/2]−4/3 κ oø κ u ≡ 〈φ2〉u6=0 − 〈φ2〉u=0 (38)
et






(NB Σ est la self-Ønergie. L’expression explicite de c′′2(κ,R) est donnØe par ex. dans [31]). Tech-
niquement il faut donc calculer les quantitØs κ et rc donnØs par les graphes de Feynman (par ex.
Figs. 3, 4 respectivement, à l’ordre 1/N ). Dans le langage de la thØorie des champs, on a pour les
graphes de Feynman pertinents un propagateur 1/p2 et des vertex u et rc. Le fait que la longueur
de corrØlation Lcorrel → ∞ implique que la fonction à deux points (propagateur habillØ inverse)
s’Øcrit: [p2 +rc+Σu(0)] = 0 pour p2 = 0, ce qui est parfois appelØ dans ce contexte le thØorŁme
de Hugenholtz-Pines" à T = Tc, d’oø l’expression de rc dans (39).
On voit qu’à cause du propagateur non-massif il y a des divergences infrarouges sØvŁres à tous
les ordres perturbatifs si on calcule ces graphes naïvement. Il faut donc recourir à d’autres tech-
niques non perturbatives. Une difcultØ supplØmentaire est que les graphes d’ordre dominant du
dØveloppement en 1/N , qui sont les graphes tadpoles" ∝ O(1), ne contribuent pas du tout aux
quantitØs pertinentes. Il faut donc dØmarrer le calcul au 2Łme ordre non-trivialO(1/N).
Jusqu’en 1999 environ, il y avait une certaine confusion et mŒmes des contradictions entre les
diffØrentes Øvaluations non-perturbatives de c1 (par exemple il n’y avait mŒme pas un consensus
sur le signe de c1!). La situation est devenue plus claire avec l’analyse de Baym et al [30], qui
ont ØvaluØ de façon entiŁrement analytique l’Øq. (38) à l’ordre 1/N (et prenant ensuite la valeur
N = 2 physiquement pertinente), en sommant tout d’abord tous les graphes à cet ordre, et calcu-
lant cette somme en rØgularisation dimensionnelle pour rØgulariser les divergences infrarouges. Il
obtiennent:




c1(1/N, N = 2) =
8pi
3
ζ[3/2]−4/3 ' 2.32847 · · · (41)
Remarquons que malgrØ la simplicitØ apparente de la dØpendance de l’Øq. (40), en fonction du
couplage u, il s’agit bien d’un rØsultat non-perturbatif. Le modŁle Øtant super-renormalisable, le
couplage u à la dimension de masse, et par argument dimensionnel ∆〈φ2〉 est proportionnel à u. En
contraste, un dØveloppement purement perturbatif donne bien Øvidemment une sØrie en puissances
de u, comme on le verra un peu plus loin.
Un calcul similaire a ensuite ØtØ fait à l’ordre 1/N 2 [42], montrant que ces corrections d’ordre
supØrieur rØduisent sensiblement la valeur:
c1(1/N
2, N = 2) ' 1.71. (42)
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En parallŁle, des Øvaluations qui peuvent Œtre considØrØes comme intrinsŁquement non-perturbatives
de ces quantitØs ont ØtØ obtenus par simulation numØrique Monte-Carlo sur rØseaux [4346]:
c1(rØseau) = 1.29± 0.05; 1.32± 0.02,
c′′2(rØseau) = 75.7± 0.4 (43)
ce qu’on peut considØrer donc comme les rØsultats les plus exacts" à ce jour.
=
Figure 3: Graphes de Feynman de la contribution type tadpole" à rc = −Σ(0)/u2 et κ u = ∆〈φ2〉
à l’ordre sous-dominant 1/N , avec le propagateur resommØ (en lignes pointillØes).
= + ...
Figure 4: Graphe de Feynman pour l’autre contribution de type chaîne" à rc à l’ordre sous-
dominant 1/N .
1.4.3 Calcul perturbatif variationnellement amélioré
On va maintenant discuter notre calcul utilisant la perturbation variationnelle amØliorØe, avec le
but d’aller au-delà si possible des rØsultats à l’ordre 1/N (41) et 1/N 2 (42). Comme on l’a vu, la
thØorie scalaire à D = 3 est super-renormalisable (le couplage ne se renormalise pas) et donc il
n’y a pas de renormalons" associØs aux dØpendances logarithmiques comme pour les couplages
renormalisØs du modŁle GN ou en QCD. Le problŁme du comportement aux grands ordres de la
sØrie perturbative est donc trŁs diffØrent, nØanmoins les propriØtØs de convergence de la sØrie du
BEC physiquement pertinente (N = 2) ne sont pas connues.







(1− δ)m2 φ2 + δ u φ4 + Lcontre−termes (44)
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oø δ est le nouveau paramŁtre de dØveloppement, m une masse arbitraire variationnelle. Eq. (44)
interpole7 entre la thØorie libre massive pour δ = 0 et la thØorie originale pour δ = 1 (indØpendante
de m). On dØveloppe alors toutes les quantitØs pertinentes, par ex. ∆Tc ∼ ∆〈φ2〉 en puissances de
δ, utilisant les rŁgles de Feynman standard aprŁs substitution
m→ m (1− δ)1/2; u→ δ u (45)
(ce qui est entiŁrement cohØrent avec la renormalisation lorsqu’on prend soin de traiter de la mŒme
façon les contre-termes). Puis on prend la limite δ → 1 qui exhibe aux ordres δ nis une dØpen-
dance rØsiduelle en m, et on xe alors m par une prescription d’optimisation [7]:
∂
∂m
∆〈φ2〉 = 0 pour m = mopt . (46)
Une remarque importante à ce stade est que dØjà le dØveloppement (45) a pour effet de rØgulariser




p2 +m2 (1− δ) (47)
pour δ 6= 1. En fait, les divergences infrarouges rØapparaîtraient ensuite si on prenait brutalement
la limite m → 0, mais l’optimisation (46) a Øgalement pour effet de rØgulariser la valeur optimale
∆〈φ2〉opt. Mieux encore, le fait d’optimiser donne automatiquement la bonne dØpendance non-
perturbative en couplage u: ∆〈φ2〉opt ∝ u. Toutes ces propriØtØs sont gØnØriques de la δ-expansion
(par exemple pour la sØrie des niveaux d’Ønergie de l’oscillateur, il est facile de voir qu’à tous les
ordres on obtient aussi par optimisation la dØpendance non-perturbative correcte: Eopt ∝ g1/3, oø
g est le couplage perturbatif).
Il est peut-Œtre intØressant de voir d’un peu plus prŁs comment ça fonctionne: se limitant au 2Łme
ordre, on obtient par exemple [25]:
∆〈φ2〉(2) = −Nm (1− δ)
1/2
4pi
+ u δ K1(− u δ N
m (1− δ)1/2 ) , (48)
oø K1 est le coefcient perturbatif connu. Ce qui donne, dØveloppØ à l’ordre δ2 puis δ → 1:






et enn l’optimisation (46) donne:
∆〈φ2〉(2)(mopt) = ±(3K1
8pi
)1/2 N u (50)
qui (en prenant la solution de bon signe < 0) est en valeur absolue environ 20% au-dessus du
rØsultat exact (40), mais ce n’est que le 1er ordre non-trivial de la mØthode. On va voir dans la
7Ici la puissance 1/2 dans (1−δ)1/2 est naturellement dictée par le terme de masse scalaire∝ m2φ2, contrairement
à l’éq. (2) pour des fermions.
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suite que ça converge plutôt bien aux ordres supØrieurs.
Ce dØveloppement δ" est facilement gØnØralisable aux ordres arbitraires et peut Œtre calculØ ef-
cacement en pratique à des ordres ØlevØs en utilisant des programmes de calcul algØbrique comme
Mathematica [47]. Dans l’annexe II on donne par exemple la quantitØ ∆〈φ2〉 aux ordres arbitraires
δ.
Mais un problŁme gØnØrique de l’optimisation est que la prescription (46) engendre de plus en
plus d’optima lorsque l’ordre augmente, de plus un bon nombre de ces solutions optimales sont
complexes, puisqu’il s’agit essentiellement de trouver la solution d’une Øquation polynomiale en
m de degrØ de plus en plus ØlevØ. Ceci requiert alors soit d’autre critŁres de choix (si on a par
exemple des informations sur la nature de la solution exacte) mais reste un handicap sØrieux. Un
remŁde possible est de considØrer une gØnØralisation du PMS [26]: on introduit des paramŁtres
variationnels arbitraires supplØmentaires au fur et à mesure que l’ordre augmente: a, bi, i = 1, ..k,
de sorte que
m→ m (1− δ)1/2[1 + (1− a) δ + b1 δ2 + .. + biδi]1/2 , (51)
et on rØsout ∂k∆〈φ2〉/∂mk = 0, k = 1, · · · i+2 simultanément pourmopt, a, bi. C’est une prescrip-
tion un peu empirique ( qui au 1er ordre revient simplement à forcer la solution à Œtre rØelle grâce
à un paramŁtre supplØmentaire). En fait cette approche s’avŁre reliØe aux grand ordres à une autre
gØnØralisation du PMS, modiant elle aussi les relations (45) en y introduisant le comportement,
lorsque celui-ci est connu, des exposants critiques dictØs par le groupe de renormalisation [48]:
m→ m(1− δ)1/ω′ , ω′ = 2 Ω/(2− η) (52)
avec Ω ≡ β ′(gc) oø gc est le couplage critique (dØni par β(gc) ≡ 0), pour la fonction β du GR et
η Øtant la dimension anormale de masse pour le propagateur critique: ∼ 1/p2−η.
Nous avons alors appliquØ l’optimisation jusqu’à l’ordre le plus ØlevØ actuellement disponible
(7-boucles) pour le cas physique (N = 2). D’autre part à l’ordre 1/N on a calculØ exactement
c1 ∝ ∆〈Φ2〉 et rc ∝ −
∑
(0) (Øquiv. c′′2), puis comparØ à son dØveloppement 1/N en sØrie
perturbative (en couplage ordinaire) aux ordres arbitraires, ce qui nous permettait d’Øtudier les
propriØtØs Øventuelles de convergence de la sØrie modiØe. On compare aussi les diffØrentes mØth-
odes d’optimisation: le PMS standard, Øq. (45, PMS gØnØralisØ (IPMS), Øq. (51), et enn le PMS
critique" (RGPMS), Øq. (52).
Concernant le cas physique N = 2, les coefcients de la sØrie perturbative originale pertinente ne
sont dØnis que par le calcul explicite des graphes à un ordre donnØ. Le calcul avait ØtØ fait jusqu’à
l’ordre 3, 4 boucles par les auteurs de [49], puis plus rØcemment jusqu’à l’ordre 6 et 7 boucles pour














avec K1 = 3.22174× 10−5, K2 = 1.51792× 10−6, K3 = 9.66512× 10−8, K4 ' 7.51366× 10−9,
K5 ' 6.7493× 10−10. De mŒme pour rc:
























et on donne les Ai dans notre normalisation dans [31]. A l’ordre 1/N on connaît par contre le
rØsultat non-perturbatif exact pour c1, Øq. (41). Pour rc, nous avons effectuØ [31] ce calcul 1/N
exact nouveau en suivant une technique similaire à [30] de resommation des graphes et rØgularisa-
tion dimensionnelle. Ce calcul a ØtØ fait au mŒme moment en parallŁle par Kastening [50], et nos













oø M est une Øchelle arbitraire de renormalisation dans le schØma MS. Connaissant alors les
rØsultats exacts (41) et (53) l’idØe est de redØvelopper ces expressions aux ordres perturbatifs arbi-
traires en u, puis d’appliquer la mØthode VIP ordre par ordre pour Øtudier la convergence Øventuelle
de la mØthode pour ce modŁle. Le dØveloppement perturbatif de l’expression exacte 1/N s’Øcrit










































































1.4.4 Résultats et comparaison avec les simulations sur réseaux
Les rØsultats pour c1, d’abord à l’ordre 1/N , obtenus aux diffØrents ordres δk du PMS ordinaire
(pour lequel on prend parmi toutes les solutions complexes seulement la meilleure) et avec notre
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Table 1: PMS gØnØralisØ IPMS comparØ au PMS ordinaire pour ∆Tc à 1/N à diffØrents ordres
k. c
1/N, N=2
1 (exact) = 2.32847 . . .
k c1,IPMS a c1,PMS
2 2.852 2.852
3 2.36771 1.49 2.444± 0.276I
4 2.34451 1.53 2.244± 0.20I
5 2.33686 1.56 2.397± 0.079I
6 2.32847 2.0 2.333± 0.08I
7 2.32847 2.0 2.298± 0.06I
8 2.32847 2.0 2.342± 0.04I
9 2.32847 2.0 2.324± 0.036I
mØthode gØnØralisØe IPMS Øq. (51) (oø par contre la solution rØelle est unique, par construction),
sont illustrØs sur la Table 1. On remarque qu’à partir du 6Łme ordre, on obtient le rØsultat exact
et de plus les valeurs obtenues (numØriquement par optimisation) pour les paramŁtres optimaux
IPMS sont: a = 2, bi = 0, ce qui en comparant (51) avec (52) correspond exactement à la valeur
connue pour l’exposant critique pour N →∞: ω ′ = 1. Il est donc remarquable que notre mØthode
d’optimisation assez empirique est capable de deviner ce rØsultat du groupe de renormalisation.
L’avantage Øtant que notre mØthode est immØdiatement applicable au cas N = 2, pour lequel on
ne sait pas grand chose sur la valeur des exposants critiques. (Par contre, dans le cas de l’oscillateur,
la gØnØralisation IPMS est numØriquement moins performante [26] que la mØthode PMS standard,
pour des raisons mal comprises).
Pour rc, toujours à l’ordre 1/N , on a calculØ les erreurs relatives (table 2). On voit bien apparaître
alors une convergence, l’erreur dØcroissant selon une loi de puissance: |∆rI | ∼ k−PI . Ces rØsultats
sont en trŁs bon accord dØjà au 2Łme ordre, mais les trois variantes du PMS plus optimisation ont
des performances assez diffØrentes [31]: pour le PMS ordinaire (en prenant bien sßr la partie rØelle)
on a un comportement plutôt irrØgulier de l’erreur; pour le PMS gØnØralisØ IPMS, une convergence
relativement lente mais rØguliŁre avec une loi de puissance |∆rI | ∼ k−1.3 (et une solution rØelle
unique); et enn pour le PMS critique RGPMS, une convergence rapide et rØguliŁre |∆rI| ∼ k−3.
Mais on a vu que celle-ci nØcessite une connaissance supplØmentaire sur la valeur de l’exposant
critique ω′. On sait que ω′(N →∞) = 1, mais pour N = 2 ce n’est pas connu.
Dans les Tables 3 et 4 enn, on compare les rØsultats pour les coefcient c1 et c′′2 (ou rc) pour
le cas physique N = 2, obtenus avec le PMS ordinaire et avec notre PMS gØnØralisØ. On voit
que le rØsultat du PMS ordinaire pour c1, Tab. 3, est instable, de plus les solutions optimales sont
toutes complexes et leurs parties imaginaires sont beaucoup plus grandes que dans le cas 1/N ,
ce qui est embarrassant mŒme si on prend la partie rØelle (la tempØrature est Øvidemment rØelle).
Le comportement pour rc, Tab. 4, est un peu meilleur. En revanche, notre mØthode donne non
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Table 2: erreurs relatives aux ordres successifs δk ∆rIc ≡ (rIc − rexcc )/rexcc , à l’ordre 1/N , pour
le PMS amØliorØ (IPMS), ordinaire (PMS) et critique (RGPMS). rexcc (1/N, N = 2) = (1 +
6 ln 2) u2/(288pi2) ' 0.001814945 . . . u2







3 0.0165 1.43 0.0165± 3.9 10−2I 0.0076
4 0.0108 1.43 −0.0031± 1.90 10−2I, 0.023 0.0027
5 0.0081 1.49 −0.0033± 8.7 10−3I 0.0014± 3.9 10−4I, 0.0031
6 0.0066 1.53 −0.00084± 4.8 10−3I, 0.012 0.00075, 0.0025
7 0.0056 1.57 0.0013± 3.7 10−3I 0.00048± 1.2 10−4I, 0.00218
8 0.0049 1.60 0.0027± 3.7 10−3I, 0.0084 0.00032, 0.00197
9 0.0043 1.63 0.0027± 5.9 10−3I 0.00023± 5.2 10−5I, 0.00182
10 0.0039 1.65 0.0026± 5.5 10−3I, 0.0067 0.00017, 0.00171
11 0.0035 1.67 0.0027± 5.3 10−3I 0.00013± 2.6 10−5I, 0.00162
12 0.0032 1.69 0.0027± 5.2 10−3I, 0.0057 0.00010, 0.00155
20 0.0015± 5.6 10−3I, 0.0038 2.0 10−5 ± 7.5 10−5I, 0.00130
seulement des solutions rØelles uniques à un ordre k donnØ, mais en accord remarquable avec les
rØsultats de simulation sur rØseau. Signalons aussi que ces rØsultatsN = 2 sont en excellent accord
avec une analyse via la δ-expansion critique", suivant l’Øq. (52), faite en parallŁle [50].
Table 3: RØsultats du PMS gØnØralisØ (IPMS) comparØs au PMS ordinaire (PMS) pour c1 à
N = 2 pour diffØrents ordres k. Les rØsultats de rØseau sont c1 = 1.29± 0.05, 1.32± 0.02.
k c1,IPMS a c1,PMS
2 3.06 3.06
3 0.98 1.95 2.45± 1.66I
4 1.426 2.81 1.53± 2.32I
5 1.247 2.75 0.76± 2.53I
6 1.300 2.83 2.40± 1.69I
En conclusion, nos calculs de la tempØrature critique BEC illustrent dans un cadre nouveau
et non-trivial les bonnes performances de la perturbation variationnellement amØliorØe. On a vu
comment diffØrentes variantes de la mØthode standard amØlioraient encore ces rØsultats et suppri-
maient largement les solutions multiples d’optimisation. Dans le cas particulier 1/N , les propriØtØs
de convergence sont mises en Øvidence, et dans le cas physique N = 2, la mØthode donne les
meilleurs rØsultats non-perturbatifs à ce jour, comparØs aux rØsultats trŁs ables de simulation sur
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Table 4: RØsultats du PMS gØnØralisØ (IPMS) comparØs au PMS ordinaire (PMS)
pour rc (N = 2) pour diffØrents ordres k, et rØsultats correspondants pour c′′2.
rrØseauc /u2 = 0.0019201± 0.0000021; c′′2(rØseau) = 75.7± 0.4
k rIPMSc /u




2 0.00315 101.2 0.00315
3 0.001828 69.85 1.77 0.00215± 7.8 10−4I
4 0.0018988 78.31 2.02 0.00247
5 0.0018992 74.44 2.116 0.00226± 3.3 10−4I
6 0.0019034 75.51 2.183 0.00205± 4.5 10−4I
7 0.0019026 2.237 0.001887± 2.0 10−4I
rØseau. On signale enn que le mŒme accord excellent entre nos rØsultats et ceux de simulations
sur rØseau est obtenu pour les cas N 6= 2 ni [26].
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2 Deuxième partie: Modèle Supersymétrique Standard Mini-
mal, contraintes actuelles et perspectives pour les collision-
neurs
2.1 Introduction et résumé de quelques activités choisies
Dans cette introduction on rappelle trŁs briŁvement quelques motivations gØnØrales pour la super-
symØtrie, puis on rØsume quelques activitØs personnelles assez rØcentes liØes à la phØnomØnologie
de la supersymØtrie, dont certaines seront dØveloppØes plus en dØtail dans les sections suivantes.
Les thØories supersymØtriques (SUSY) [51] sont actuellement les extensions du modŁle stan-
dard (MS) les plus ØtudiØs, car elles constituent une façon ØlØgante de stabiliser la grande hiØrar-
chie entre les Øchelles de grande unication (GUT) et Ølectrofaible et de supprimer les divergences
quadratiques dans les corrections radiatives à la masse du Higgs. L’extension du MS à basse Øn-
ergie la plus Øconomique, le ModŁle Standard SupersymØtrique Minimal [5254] (MSSM), fournit
de plus une unication cohØrente des couplages de jauge, un mØcanisme ØlØgant de brisure radia-
tive de la symØtrie Ølectrofaible, et une solution naturelle au problŁme de la matiŁre noire [55]. En
consØquence la recherche de particules supersymØtriques et d’un spectre de Higgs Øtendu (comme
prØdit par le MSSM) est devenu un objectif principal pour les collisionneurs prØsents et futurs [56].
Étant donnØ ces motivations thØoriques, notamment dans le cadre du MSSM, rappelons cepen-
dant que la principale difcultØ actuelle de la supersymØtrie est due à la relative ignorance du
mØcanisme fondamental qui doit Œtre à l’origine de la brisure, probablement dynamique, de la su-
persymØtrie. Il en rØsulte la prolifØration des paramŁtres arbitraires du MSSM, puisqu’en l’absence
de modŁles on doit admettre dans un Lagrangien gØnØral tous les termes de brisure dite douce",
c’est-à-dire n’invalidant pas la stabilitØ des masses des particules physiques par rapport aux cor-
rections radiatives. Dans cette situation il faut essayer pourtant d’obtenir des prØdictions prØcises
pour la comparaison avec les mesures expØrimentales actuelles et dans un proche avenir, avec des
outils de simulations et d’analyses pour les expØriences du LEP, Tevatron, ou prØvues au LHC et
LC dans l’avenir plus ou moins proche.
2.1.1 Code de calcul du spectre MSSM
J’ai Øcrit depuis plusieurs annØes un programme de simulation assez complet pour le calcul du
spectre du MSSM et de ses propriØtØs diverses, en collaboration avec Abdelhak Djouadi et Gilbert
Moultaka. Ce code public 8 fortran “SuSpect" (pour supersymmetric spectrum") [57], donne le
spectre (masses physiques, couplages, etc) du MSSM pour diffØrents modŁles de brisure douce
avec d’autres particularitØs (notamment l’Øvolution des paramŁtres par le groupe de renormali-
sation, la prise en compte des contraintes de brisure de symØtrie Ølectrofaible, assez non-triviales
dans le MSSM, et les corrections radiatives aux masses des particules supersymØtriques). Au cours
des trois-quatre derniŁres annØes nous avons largement amØliorØ et complØtØ le code (incorporant
8Le code peut être téléchargé sur le site web: www.lpta.univ-montp2.fr/∼kneur/Suspect.html
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par exemple les effets plus prØcis des corrections radiatives aux particules supersymØtriques) et en
incluant notamment un calcul beaucoup plus prØcis de la masse des Higgs (incluant les corrections
radiatives à l’ordre de deux boucles, en collaboration avec Pietro Slavich), et aussi en incorporant
la possibilitØ de traiter simplement d’autres modŁles de brisure de supersymØtrie. Concernant les
masses des Higgs nous avons inclus les rØsultats analytiques disponibles les plus rØcents sur les
corrections radiatives à 2 boucles [58]. Nous pouvons ainsi disposer d’un des codes les plus à jour
concernant l’Øvaluation de la masse des Higgs et des partenaires supersymØtriques dans le cadre
de divers modŁles populaires de brisure de supersymØtrie. D’autre part dans un travail assez rØ-
cent [59] nous avons fait une Øtude dØtaillØ et une revue espØrØe assez complŁte sur ces prØdictions
de la masse des Higgs supersymØtriques [60] dans le MSSM gØnØral ou bien dans des modŁles su-
persymØtriques plus contraints (tels que la supergravitØ minimale (mSUGRA), ou les modŁles de
brisure de supersymØtrie transmises par interactions de jauge (GMSB) ou anomalie superconforme
(AMSB)). On y discute aussi une comparaison utile avec deux autres codes publics similaires:
Softsusy et Spheno. SuSpect est Øgalement interfacØ avec des codes gØnØrateurs d’ØvŒnements
(SPYTHIA, HERWIG, etc) ou bien avec les codes de calculs de densitØ relique de matiŁre noire
supersymØtrique (neutralino LSP) (DarkSUSY, micrOMEGAs, etc).
2.1.2 Contraintes théoriques, cosmologiques et expérimentales sur le modèle de supergrav-
ité minimal
Une Øtude s’appuyant largement sur SuSpect sur laquelle je mettrai l’accent dans cette synthŁse
est une analyse assez complŁte des contraintes thØoriques, cosmologiques et expØrimentales sur
le modŁle dit de supergravitØ minimal". On a refait trŁs rØcemment [61] une mise à jour d’une
analyse [62] prØcØdente en collaboration avec Abdelhak Djouadi et Manuel Drees. Nous y faisons
le point sur les contraintes existantes sur ce modŁle le plus simple de MSSM contraint, le modŁle
minimal de supergravitØ (mSUGRA). Nous avons joint au calcul du spectre le calcul de toutes les
contributions possibles à la densitØ relique de matiŁre noire dans l’univers, Ωχh2, en gros inversØ-
ment proportionnelle à la section efcace pour diffØrents processus d’annihilations de neutralinos
(ou bien de co-annihilation du neutralino avec d’autres particules) si le neutralino le plus lØger,
stable dans le MSSM à R-paritØ conservØe, est la contribution dominante à la matiŁre noire non-
baryonique. Faisant un balayage ("scan") systØmatique de l’espace des paramŁtres mSUGRA,
nous avons dØlimitØ le domaine des paramŁtres du modŁle encore actuellement permis. On a mon-
trØ alors que contrairement à quelques idØes prØconçues assez rØpandues actuellement, il persiste
en fait une trŁs large rØgion de l’espace des paramŁtres mSUGRA actuellement non contrainte et
cela mŒme lorsqu’on tient compte des contraintes pourtant drastiques de WMAP sur Ωχh2. En fait,
notre Øtude n’est pas en contradiction avec d’autres analyses similaires rØcentes, mais on peut re-
marquer que la plupart de ces analyses (y compris la notre d’ailleurs) donnent ces contraintes sous
la forme de surfaces permises" par les contraintes actuelles dans l’espace (m1/2, m0), mais pour
des valeurs xØs des autres paramŁtres (tan β, A0, et mtop). Or, la taille" de ces surfaces, appara-
ment petite, n’a pas une signication quantitative prØcise, si on tient compte de l’indØtermination
sur les autres paramŁtres tan β, A0, et aussi de l’incertitude expØrimentale encore importante sur la
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masse du quark top. Plus prØcisØment, notre Øtude donne ces contraintes plutôt en terme de bornes
inférieures sur toutes les masses physiques, et on en dØduit alors que WMAP ne donne (pratique-
ment) aucune contrainte supplØmentaire par rapport aux bornes infØrieures expØrimentales directes
du LEP/Tevatron sur ces masses des particules supersymØtriques.
Certaines rØgions permises correspondent alors Øvidemment à la production ØnergØtiquement trŁs
favorable de particules supersymØtriques au LHC (voire au Tevatron) et au futur collisionneur
linØaire e+e−. D’ailleurs pour la thŁse de Nada Sahoury, on travaille actuellement sur diffØrentes
mØthodes de reconstruction des paramŁtres du mSUGRA et MSSM dans ce contexte.
2.1.3 La région d’annihilation de neutralinos au pôle du Higgs léger
D’autre part, dans un papier rØcent [63] nous avons (re)mis en Øvidence qu’il existait en fait une
cinquiŁme rØgion de l’espace mSUGRA compatible avec WMAP, en plus des quatre rØgions con-
nues (qui se distinguent par les processus diffØrents par lesquels les neutralinos s’annihilent). Cette
rØgion se caractØrise par l’ annihilation du neutralino le plus lØger (la LSP") par Øchange virtuel
rØsonant dans le canal s du Higgs h lØger. Cette rØgion h-pole" apparaît dans une zone trŁs re-
streinte de l’espace des paramŁtres mSUGRA, car telle que l’on ait 2mχ˜01 <∼mh, et donc l’existence
et la taille" de cette rØgion dØpendent assez crucialement des prØdictions thØoriques prØcises sur la
masse du Higgs, ainsi que de la valeur prØcise de mtop, puisque la masse du Higgs est trŁs sensible
à celle-ci via les corrections radiatives. Mais mŒme si cette rØgion est trŁs petite", elle est trŁs
intØressante pour la recherche des sparticles aux futurs collisionneurs car impliquant des bornes
supérieures assez drastiques sur la masse du LSP (et donc, via les contraintes d’ universalitØ dans
mSUGRA, sur les masses du chargino le plus lØger et du gluino). De plus des bornes supØrieures
signicatives sur la plupart des sparticles et des Higgs lourds" sont obtenues dans ce scØnario
lorsqu’on combine les contraintes WMAP avec les contraintes gµ − 2.
Cette deuxiŁme partie de synthŁse s’organise comme suit: dans la section 2.2 on va rapidement
dØnir et rØsumer les principaux ingrØdients du Lagrangien du MSSM et de ses versions plus
contraintes (tels que notamment le modŁle de supergravitØ minimale (mSUGRA)). Ce qui prØcisera
aussi nos diverses conventions. Dans la section 2.3 on rØsumera briŁvement les ingrØdients de
notre code SuSpect, et on analysera enn les consØquences des diverse contraintes thØoriques et
expØrimentales actuelles sur le modŁle mSUGRA en section 2.4.
2.2 Le MSSM et ses versions plus contraintes
2.2.1 Construction du MSSM
Le MSSM non-contraint, le plus gØnØral, est dØni ordinairement par les hypothŁses suivantes
[53, 54]:
(a) groupe de jauge minimal: le MSSM est basØ sur le groupe SU(3)C × SU(2)L × U(1)Y, i.e.
la symØtrie du MS. La supersymØtrie implique alors que les bosons de jauge de spin1 et leurs
partenaires SUSY de spin1/2, les jauginos (Bino B˜, Winos W˜1−3 et Gluinos G˜1−8), sont dans des
supermultiplets vecteurs".
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(b) Contenu minimal en particules: On fait l’hypothŁse qu’il y a seulement trois gØnØrations de
quarks et leptons spin1/2. Les champs chiraux gauches et droits appartiennent à des supermulti-
plets chiraux" ainsi que leurs super-partenaires de spin0, les squarks et sleptons: Qˆ, uˆR, dˆR, Lˆ, lˆR.
De plus, deux superchamps chiraux Hˆd, Hˆu d’hypercharges−1 and +1 respectivement, sont nØces-
saires pour la compensation des anomalies chirales. Leurs composantes scalaires Hd and Hu, don-
nent sØparØment leurs masses aux fermions d’isospin−1/2 and +1/2, et donnent cinq particules de
Higgs physiques aprŁs brisure de la symØtrie Ølectrofaible: deux bosons h,H CP-pairs, un boson
A CP-impair et deux bosons chargØs H±. Leurs super-partenaires de spin1/2, les Higgsinos, se
mØlangent avec les Winos et le Bino, pour donner les Øtats propres de masse ino": deux charginos
χ±1,2 et quatre neutralinos χ01,2,3,4.
(c) Interactions de Yukawa minimales et R–parité conservée: pour forcer la conservation des nom-
bres leptoniques et baryoniques, on impose une symØtrie discrŁte et multiplicative appelØe R
paritØ [64]. Elle est dØnie par Rp = (−1)2s+3B+L, oø L et B sont les nombres leptoniques et
baryoniques et s le nombre quantique de spin. Les valeurs sont alors Rp = +1 pour les particules
ordinaires (fermions, bosons de jauge et Higgs), et Rp = −1 pour leurs super-partenaires. En
pratique, la conservation de la RparitØ a des consØquences importantes pour la phØnomØnologie:
les particules SUSY sont toujours produites par paires, et dans leurs produits de dØsintØgration il
y a toujours un nombre impair de particules SUSY; et la particule SUSY la plus lØgŁre (LSP) est
absolument stable.
Les trois conditions prØcØdentes sufsent pour dØterminer complŁtement un Lagrangien glob-
alement supersymØtrique. La partie cinØtique du Lagrangien s’obtient en gØnØralisant la notion
de dØrivØe covariante à la supersymØtrie [51]. Le superpotentiel le plus gØnØral, compatible avec




−Y uij uˆRiHˆu.Qˆj + Y dij dˆRiHˆd.Qˆj + Y lij lˆRiHˆd.Lˆj + µHˆu.Hˆd (55)
oø le produit entre les doublets SU(2)L est dØni comme H.Q ≡ abHaQb (a, b sont les indices
SU(2)L et 12 = 1 = −21) et Y u,d,lij dØsigne les couplages de Yukawa entre les gØnØrations.
Les trois premiers termes ne sont rien d’autre qu’une gØnØralisation supersymØtrique des inter-
actions de Yukawa du MS9, et le dernier terme est un terme de masse de Higgs qui introduit
le fameux paramŁtre (globalement supersymØtrique) µ. La partie SUSY du potentiel à l’arbre
Vtree est la somme des termes dits F" et D" [51, 65], les Ftermes provenant du superpotentiel
via les dØrivØes par rapport à tous les champs scalaires φa, VF =
∑
a |W a|2, W a = ∂W/∂φa,












, oø T i et gi sont les gØnØrateurs et couplages des groupes de jauge
correspondants.
(d) Nombre minimal de termes de brisure de SUSY douce: pour briser la supersymØtrie (nØcessaire-
ment pour la phØnomØnologie!), tout en empŒchant la reØmergence des divergences quadratiques
9Noter que les signes des différents termes sont choisis par convention en sorte que les signes des masses de
fermions soient ceux du MS après brisure électrofaible.
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dans les boucles, seuls certains types de couplages sont autorisØs (c’est la dØnition de la brisure
dite douce" [51]).
2.2.2 Brisure douce de la supersymétrie dans le MSSM
On ajoute donc au Lagrangien SUSY l’ ensemble des termes possibles de brisure douce autorisØs
par les hypothŁses prØcØdentes (a)(c), soit:
























u˜i|u˜Ri|2 +m2d˜i|d˜Ri|2 +m2l˜i|l˜Ri |2 (57)
• les termes de masse et bilinØaires pour les scalaires de Higgs:
−LHiggs = m2HuH†uHu +m2HdH†dHd +Bµ(Hu.Hd + h.c.) (58)





−AuijY uij u˜RiHu.Q˜j + AdijY dij d˜RiHd.Q˜j + AlijY lij l˜RiHd.L˜j + h.c.
]
(59)
Le potentiel scalaire complet brisant la SUSY est la somme des trois derniers termes:
Vsoft = −Lsfermions − LHiggs − Ltril. (60)
Cependant, sans contraintes supplØmentaires, ce Lagrangien peut mener à des problŁmes sØvŁres
de courants neutres changeant la saveur (FCNC) et d’une violation de CP de niveau inacceptable
[66], ou mŒme encore de minima brisant la couleur et/ou la charge Ølectrique [67], etc. Un MSSM
phØnomØnologiquement plus viable peut alors Œtre dØni en faisant les hypothŁses supplØmentaires
suivantes: (i) tous les termes de brisure SUSY douce sont rØels et ainsi il n’y a pas de nouvelles
sources de violation de CP, en plus de celles venant de la matrice CKM comme dans le MS. (ii)
Les matrices de masse des sfermions, et celles des couplages trilinØaires sont toutes diagonales
dans l’espace des saveurs, ce qui implique l’absence de FCNC à l’arbre. (iii) l’universalitØ des
premiŁres et secondes gØnØrations de sfermions à basse Ønergie, pour prØserver les contraintes
sØvŁres provenant du mØlange K0K¯0, etc.
Ceci conduit alors au fameux MSSM à 22 paramŁtres seulement":




: les termes de masse (carrØ) de Higgs.
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M1,M2,M3: les termes de masse du bino, wino, gluino.
mq˜, mu˜R, md˜R , ml˜, me˜R: les termes de masses de sfermions de 1Łre/2de gØnØration.
mQ˜, mt˜R , mb˜R, mL˜, mτ˜R : les termes de masses de sfermions de 3Łme gØnØration.
Au, Ad, Ae: les termes trilinØaires de 1Łre/2de gØnØration.
At, Ab, Aτ : les termes trilinØaires de 3Łme gØnØration.
Pour un choix de ces paramŁtres du modŁle SUSY, encore faut-il que la brisure de la symØtrie
electrofaible (EWSB) ait lieu à une certaine (basse) Ønergie. Plus prØcisØment cela donne deux
conditions nØcessaires de minimisation du potentiel scalaire dans le secteur des deux doublets de























oø on a utilisØ les notations: m21 = m2Hd +µ2, m22 = m2Hu +µ2, m23 = Bµ et φ1 ·φ2 ≡ φ11φ22−φ21φ12.
On peut alors rØsoudre les deux Øquations de minimisation10 ∂VHiggs/∂H0d = ∂VHiggs/∂H0u = 0






















2) · (v2u + v2d)/4 et tan β = vu/vd oø vu, vd sont les vevs des deux champs de
Higgs neutres. En premiŁre approximation, une brisure electrofaible cohØrente n’est possible que
si µ2 > 0 (NB le signe de µ n’est pas dØterminØ). Donc ceci donne dØjà des contraintes thØoriques
sur l’espace des paramŁtres, puisque dans un modŁle donnØ tous les choix possibles de valeurs
des paramŁtres ne sont pas toujours compatibles avec ces conditions, comme on l’illustrera dans
la suite.
2.2.3 Le MSSM contraint de supergravité minimale (mSUGRA)
Les quelques problŁmes du MSSM ØvoquØs prØcØdemment (FCNC etc) sont rØsolus d’un seul
coup si les termes de brisure douce obØissent à des conditions d’universalité à une certaine Øchelle
initiale, typiquement l’Øchelle GUT. Plus thØoriquement l’hypothŁse sous-jacente est que la brisure
de SUSY a lieu dans un secteur cachØ", qui communique avec le secteur visible seulement via les
interactions gravitationnelles, donc diagonales de saveur etc [68].
A part l’unication des couplages de jauge g1,2,3 des symØtries U(1), SU(2) et SU(3), bien vØri-
Øe expØrimentalement et qui peut Œtre vu comme xant l’Øchelle de grande unication MGUT ∼
2 · 1016 GeV [69], les conditions d’universalitØ du modŁle mSUGRA sont:
10Dans le calcul réel on tient compte dans (61) des corrections complètes à une boucle et (les dominantes seulement)
à deux boucles au potentiel effectif.
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 universalitØ des masses de jauginos (Bino, Wino et Gluino):
M1(MGUT) = M2(MGUT) = M3(MGUT) ≡ m1/2 (63)
 universalitØ des masses de scalaires (sfermions et Higgs) (i est un indice de gØnØration):
MQ˜i(MGUT) = Mu˜Ri(MGUT) = Md˜Ri(MGUT) = ML˜i(MGUT) = Ml˜Ri(MGUT)
= MHu(MGUT) = MHd(MGUT) ≡ m0 (64)





ij(MGUT) ≡ A0 δij (65)
En plus de ces trois paramŁtres de brisure douce m1/2, m0 et A0, le modŁle est dØcrit à l’Øchelle
GUT par un couplage (brisure douce) bilinØaire B et le terme supersymØtrique de Higgs(ino)
µ, mais ces deux paramŁtres sont dØterminØs par EWSB comme on l’a vu plus haut. Dans le
mSUGRA, on a donc seulement quatre paramŁtres libres continus (plus un signe):
tanβ , m1/2 , m0 , A0 , signe(µ). (66)
Tous les termes de brisure SUSY douce pertinents pour le calcul du spectre à l’Øchelle EWSB sont
alors obtenus par Øvolution par les Øquations du Groupe de Renormalisation (RGE).
Mentionnons qu’il existe d’autres modŁles de MSSM contraints, qui diffØrent du modŁle mSUGRA
par leurs hypothŁses de transmission de la brisure SUSY au secteur visible, et donnent des rela-
tions plus ou moins contraintes entre les 22 diffØrents paramŁtres du MSSM gØnØral prØcØdent.
Par exemple deux modŁles populaires sont le modŁle GMSB" [70], oø la brisure de SUSY est
transmise aux champs du MSSM par les interactions de jauge du MS; et AMSB" [71], oø les
termes de brisure douce sont engendrØs à haute Ønergie par des effets indirects des anomalies (su-
per)conformes de la supergravitØ.
2.3 Calcul du Spectre du MSSM avec SuSpect
Pour un choix donnØ de modŁle de brisure SUSY, il y a alors essentiellement trois Øtapes pour
calculer le spectre physique nal des super-particules, ØlaborØes en dØtail par exemple dans notre
code SuSpect:
i) Evolution par le groupe de renormalisation (RGE) des paramŁtres, avec des conditions aux
limites à haute (GUT) et basses (EWSB, mZ) Øchelles d’Ønergie; Cette Øvolution RGE" se fait
donc pour les couplages de jauge et Yukawa et pour tous les termes de brisure douce (ainsi que
pour tanβ et µ bien sßr) à l’ordre deux boucles [72]. Cette procØdure est itØrØe pour inclure les
effets de seuils (corrections radiatives etc) jusqu’à obtenir une prØcision sufsante.
ii) CohØrence de la brisure (radiative) electrofaible, soit le calcul de B et |µ| dans l’Øq. (62).
La aussi la procØdure est itØrØe par un algorithme de type point xe", les Øquations (62) Øtant
non-linØaires en µ (car ce paramŁtre intervient dans la dØtermination des masses de toutes les
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(s)particules, qui contribuent au potentiel effectif sous la forme de tadpoles" lorsqu’on prend en
compte les effets à une et deux boucles).
iii) Calcul des masses pôle des particules SUSY et des bosons de Higgs, ce qui implique des
diagonalisations lorsqu’il y a mØlange entre les Øtats de courants (c’est le cas pour les Higgs neu-
tres, les charginos, les neutralinos) ainsi que des corrections radiatives, à une, voire deux boucles
pour le Higgs [58, 59, 73] lorsque celles-ci sont connues.
L’algorithme gØnØral de SuSpect avec quelques dØtails est illustrØ en Annexe C.
2.4 Contraintes actualisées sur le modèle mSUGRA
Dans cette section, on va regarder un peu plus en dØtail les rØsultats de notre analyse rØcentes
des diverses contraintes sur le modŁle mSUGRA. MalgrØ le succŁs de ce modŁle pour ses vertus
thØoriques, sa simplicitØ et son nombre trŁs raisonnable de paramŁtres, il y a une perception rØcente
selon laquelle le domaine de valeurs de paramŁtres de ce modŁle est de plus en plus restreint par
des donnØes expØrimentales de plus en plus contraignantes, notamment si on prend en compte les
donnØes relativement prØcises du satellite WMAP [74]. Ces derniŁres donnØes sur le rayonnement
de fond diffus (CMB) se traduisent en contraintes sur l’espace de paramŁtres mSUGRA lorsqu’on
fait l’hypothŁse que toute la matiŁre noire est formØe par des LSP (neutralinos) qui auraient ØtØ
en Øquilibre thermique aprŁs la derniŁre pØriode de production d’entropie (i.e. à la n de l’Łre
d’ination selon la cosmologie standard").
A l’inverse, le fait mŒme que le modŁle mSUGRA puisse accommoder ces mesures peut aussi
Œtre interprØtØ comme un succŁs du modŁle. En tous cas on va reexaminer ici toutes les contraintes
de façon exhaustive et à jour avec les derniers dØveloppements thØoriques et expØrimentaux.
2.4.1 Contraintes théoriques sur le MSSM et mSUGRA
Les contraintes thØoriques sont essentiellement la rØalisation cohØrente de la brisure electrofaible
(EWSB), Øq.(62), ce qui peut dØjà Øliminer des valeurs extrŒmes de paramŁtres mSUGRA (comme
m0 trop grand typiquement). Dans notre analyse on a aussi pris en compte les contraintes dites
CCB", c’est-à-dire d’exiger qu’il n’y ait pas de minima plus bas que le minimum EWSB, qui
briserait Øventuellement la couleur ou la charge Ølectrique. Sous leur forme la plus simple, ces
contraintes excluent [67, 75]





+ µ2 +m2Hf ). (67)
oø f = u(d) respectivement selon le type de couplage Af . Dans le modŁle mSUGRA, (67) peut
exclure des valeurs trop grandes de |A0|/(m20 +m21/2)1/2 typiquement.
2.4.2 Contraintes expérimentales par recherches directes
On impose ensuite les bornes infØrieures sur les masses de sparticles et Higgs issues des recherches
directes aux collisionneurs. On interprŁte les limites du LEP comme
σ(e+e− → X˜ ¯˜X;√s = 209 GeV) < 20 fb (68)
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sØparØment pour chaque mode pertinent (X˜ = t˜1, τ˜1, χ˜+1 ). En pratique cela donne essentiellement
les limites suivantes [76, 77]:
mχ+1
>∼ 104.5 GeV
mτ˜± >∼ 98 GeV (→mg˜, mq˜ 6=t,b >∼ 250 GeV dans le mSUGRA)
mt˜1 ,b˜1
>∼ 101.5 GeV
Concernant les bosons de Higgs, une limite importante provient du processus: e+e− → ZH
suivi de H → bb¯. Dans le MS on obtient la borne [78] mSMH >∼ 114 GeV. Pour des valeurs de
tan β relativement petites cette borne est valide pour le Higgs lØger du mSUGRA, mais pour
tan β >∼ 50 son couplage au Z est trŁs rØduit. On paramŁtre cette dØpendance suivant la rØf. [62].
On considØrera aussi une erreur thØorique ∆mh ∼ 3 GeV sur la masse du Higgs lØger [59], pour
tenir compte de corrections (actuellement pas connues) d’ordres supØrieurs et on montre donc dans
nos illustrations une zone marginalement acceptable telle que Mh >∼ 111 GeV.
2.4.3 Contraintes expérimentales indirectes
Concernant les donnØes de prØcision du LEP, la contrainte potentiellement la plus stricte (et qui a
tuØ" bien des modŁles au-delà du MS dans les annØes passØes..) est donnØe par les limites [79]:
∆ρSUSY < 2.2 · 10−3 (69)
sur le paramŁtre ∆ρ ≡ ρ− 1, qui mesure la brisure de symØtrie SU(2) globale custodiale", et qui
reçoit des contributions virtuelles SUSY [80] importantes s’il y a des Øcarts de masses importants
dans un mŒme doublet SU(2). Mais ce n’est pas le cas pour le mSUGRA, du moins cette contrainte
est toujours ØcrantØe" par les contraintes sur le Higgs lØger ou bien par les contraintes CCB.
Une contrainte plus intØressante provient des mesures prØcises du moment magnØtique anormal
des muons [81]. Ces derniŁres annØes, la diffØrence entre prØdiction thØorique MS et mesures ex-
pØrimentales a subi plusieurs rebondissements. En 2001, des rØsultats expØrimentaux plus prØcis
semblŁrent Øtablir une dØviation de ∼ 2.6σ avec les prØdictions MS, jusqu’à ce qu’une correc-
tion [82] dans une contribution du MS supprime largement cette dØviation. Cependant, à l’heure
actuelle, aprŁs les derniers rØsultats expØrimentaux [81], l’interprØtation de cette mesure diffŁre
selon qu’on utilise les donnØes de dØsintØgration semi-leptonique du τ pour Øvaluer la contribution
du MS, ou bien si on se base uniquement sur les donnØes d’annihilation e+e− en hadrons. Dans
le premier cas la mesure est en bon accord avec le MS, tandis que dans le second la prØdiction
est infØrieure de ∼ 2.5σ à la mesure expØrimentale [83]. Dans notre analyse, pour reØter cette
incertitude, on considŁre deux cas, en imposant soit la contrainte conservatrice:
−5.7 · 10−10 ≤ aµ, SUSY ≤ 4.7 · 10−9, (70)
qui combine les deux limites à 2σ des processus MS, soit une contrainte plus agressive:
1.06 · 10−9 ≤ aµ, SUSY ≤ 4.36 · 10−9, (71)
qui est le domaine à 90% c.l. utilisant seulement les donnØes e+e−. Dans (7071) aµ, SUSY est la
contribution à une boucle des sparticules à aµ ≡ (gµ − 2)/2. A ce jour la prØdiction MS basØe
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sur e+e− est gØnØralement considØrØe plus able [83]. Notons que (70) est compatible avec des
contributions SUSY nulles, oø lØgŁrement nØgatives, alors que (71) leur impose d’Œtre positives et
donne donc des contraintes intØressantes sur SUSY. Notre calcul de aµ, SUSY est basØ sur [84], soit
la contribution à une boucle de charginos + sneutrinos (dominante) et neutralinos + smuons, oø
l’on inclue aussi des corrections QED de logarithme dominant à 2 boucles [85].
On considŁre ensuite les contraintes provenant de la dØsintØgration b → sγ: incluant les in-
certitudes thØoriques de la prØdiction MS [86] ainsi que les mesures expØrimentales [77] (statis-
tiquement dominØes par les donnØes BELLE), on demande dans notre analyse que le rapport de
branchement soit dans le domaine:
2.65 · 10−4 ≤ B(b→ sγ) ≤ 4.45 · 10−4. (72)
et on tient Øgalement compte des contraintes sur b → sl+l− [87]. Notre calcul est basØ sur la
rØf. [88], qui inclue les corrections QCD dominantes aux boucles χ˜±t˜, qui (ainsi que les boucles
tH±) dominent les contributions SUSY dans tous les modŁles oø la violation de saveur est dØcrite
entiŁrement par la matrice CKM. Pour tan β grand et des sparticules pas trop lourdes, ces contri-
butions peuvent Œtre assez grandes, ce qui contraint pas mal le modŁle. On peut Øventuellement
discuter notre choix des limites de (72), ici plutôt conservatrices, Øtant donnØ les erreurs thØoriques
encore existantes. NØanmoins cette contrainte peut s’Øvaporer si on autorise un mØlange b˜ − s˜
mŒme faible à l’Øchelle GUT [89]. Comme dans le cas de stricte universalitØ, toutes les contribu-
tions sont supprimØes par un facteur |Vts| ' 0.04, mŒme un faible mØlange b˜ − s˜ conduirait à de
nouvelles contributions de valeur comparable à (72). En consØquence, on prØsentera nos limites
sur le modŁle soit avec, soit sans la contrainte (72).
2.4.4 Contraintes expérimentales cosmologiques du CMB
La derniŁre contrainte, imposØe dans de nombreuses analyses similaires [62, 90], est basØe sur la
dØtermination de la densitØ de matiŁre noire (DM) nonbaryonique à partir de l’analyse dØtaillØe
des anisotropies du fond de rayonnement cosmique (CMB), notamment par l’expØrience WMAP
[74]. A 99% c.l., elle donne:
0.087 ≤ ΩDMh2 ≤ 0.138 (73)
oø Ω mesure la densitØ de masse (ou d’Ønergie) en unitØs de la densitØ critique, et h est la constante
de Hubble (rØ-ØchelonnØe).
2.4.5 Calcul de la densité relique de neutralinos
Bien que maintenant standard, il est peut-Œtre utile d’expliciter un peu les ingrØdients du calcul de
cette densitØ relique. On fait l’hypothŁse standard, comme mentionnØes dans l’introduction, que
la LSP dØcouple du bain thermique de particules du MS à une tempØrature rØ-ØchelonnØe inverse:
xF ≡ mχ˜01/TF donnØe par [55, 91]
xF = ln
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oø v est la vØlocitØ relative des LSP dans leur rØfØrentiel du centre de masse, σann la section efcace
d’annihilation de LSP en particules du MS, 〈. . .〉 la moyenne thermique, MP l = 2.4 · 1018 GeV la
masse de Planck (rØduite), g∗ le nombre de degrØs de libertØ relativistes (typiquement, g∗ ' 80 à
TF ), et c une constante, qu’on prend Øgale à 0.5. On trouve typiquement xF ' 2025. La densitØ













h dans l’Øq. (75) est la constante de Hubble actuelle en unitØs de 100 km/(sec·Mpc). Eqs. (74)
(76) constituent une solution approchØe de l’Øquation de Boltzmann mais qui dØcrit de façon trŁs
prØcise la solution numØrique exacte pour tous les scØnarios connus.
Comme les neutralinos dØcouplent à une tempØrature TF  mχ˜01 , dans la plupart des cas il
suft d’utiliser un dØveloppement de la section efcace d’annihilation des LSP en puissance de la
vØlocitØ relative entre LSPs:
vσann ≡ vσ(χ˜01χ˜01 → particules MS) = a + bv2 +O(v4). (77)
La dØpendance dans les paramŁtres du modŁle est intØgralement contenue dans les coefcients a et
b, qui dØcrivent la section d’annihilation de LSP d’Øtat initial onde S et P, respectivement. Le calcul
de la moyenne thermique sur la section d’annihilation, et de l’intØgrale Øq. (76), est alors trivial,
donnant une solution presque complŁtement analytique de Ω (L’Øq. (74) doit encore Œtre rØsolu
itØrativement mais ça converge trŁs vite). Les expressions pour les termes a et b pour tous les Øtats
nals à deux corps sont collectØs dans [92]. Dans ces expressions, on utilise bien sßr le spectre
de Higgs corrigØ à une et deux boucles. Dans la plupart des scØnarios le dØveloppement Øq. (77)
reproduit les rØsultats exacts à quelque pour cent prŁs, qui est sufsant pour notre propos11. Par
contre, il est bien connu [93] que ce dØveloppement est invalide dans certains cas, qui sont rØalisØs
pour certaines valeurs de l’espace des paramŁtres:
 si la diffØrence de masse entre la LSP et la plus lØgŁre suivante (NLSP) est infØrieure à TF , les
processus de coannihilation impliquant une LSP et une NLSP, ou deux NLSPs, peuvent Œtre im-
portants. On peut le traiter en utilisant le mŒme formalisme Øqs. (74)(77) en remplaçant la section
d’annihilation par une somme pondØrØe des diffØrents termes d’annihilation et coannihilation.
Par exemple la coannihilation avec un τ˜1 est importante prŁs de la zone oø mτ˜1 >∼ mχ˜01 . La co
annihilation avec des Higgsinos peut Œtre importante dans la rØgion focus point m20  m21/2.
 Le dØveloppement Øq. (77) est invalide aussi prŁs du seuil de production de particules lourdes
car dans ce cas la section efcace dØpend sensiblement de l’Ønergie du centre de masse √s. Par
11Sachant que la plupart des processus d’annihilation éq. (77) ne sont actuellement connus qu’à l’approximation de
Born
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exemple l’Ønergie cinØtique non-nulle des neutralinos rend possible l’annihilation en Øtats nals
de masse lØgŁrement au-dessus de deux fois la masse du LSP, typiquement des paires W + W− et
hh (annihilation sous le seuil). Dans ces cas l’intØgrale (76) est calculØe numØriquement.
 L’ Øq. (77) n’est Øgalement plus valide proche de pôles dans le canal s, puisque là encore
la section efcace varie rapidement avec
√
s. Dans le MSSM cela arrive lorsque le double de la
masse LSP est par exemple proche de la masse d’un des Higgs neutres. Dans ce cas on calcule
aussi l’intØgrale numØriquement. Notons que nous utilisons notre propre code de calcul complet
de la densitØ relique, ØlaborØ en grande partie par M. Drees, mais il existe maintenant plusieurs
codes publics incluant Øgalement tous ces processus, notamment MicrOMEGAs [94] avec lequel
on peut comparer nos rØsultats [95].
La nature de la LSP, qui est une combinaison linØaire du Bino, Wino et des Higgsinos:
χ˜01 = Z11B˜ + Z12W˜ + Z13H˜d + Z14H˜u (78)
inuence fortement le type de processus d’annihilation (ou coannihilation) des neutralinos qui
sera dominant. On distingue en gØnØral quatre zones distinctes, selon le processus d’annihilation
en jeu, qu’on discutera plus en dØtail dans les illustrations section suivante.
On indique aussi dans notre analyse la zone compatible avec un Higgs lØger qui aurait ØtØ
aperçu" au LEP [78], avec Mh ' 115 GeV. Plus prØcisØment, on indique les rØgions de l’espace
des paramŁtres telles que:
114 GeV < Mh < 117 GeV (79)
Finalement, un point important est l’impact sur toutes ces contraintes de la derniŁre valeur expØri-
mentale à jour de la masse du quark top [96]. On prend:
167 GeV < mt < 178 GeV, (80)
correspondant à une variation de 2 sigmas autour de la nouvelle valeur centrale mt ' 172.7 GeV.
2.4.6 Résultats du balayage de l’espace des paramètres mSUGRA
Des exemples de balayage (scans) dans le plan (m0, m1/2) sont illustrØs sur les Figs. 5 et suivantes.
Figs. 5 et 6 reprØsentent notre choix basique, mt = 172.7 GeV A0 = 0 et µ > 0. On peut faire
quelques commentaires utiles rapides sur ces illustrations (voir rØf. [61] pour une analyse dØtail-
lØe):
tout d’abord on voit que les limites sur le Higgs sont trŁs sØvŁres pour de petites ou moyennes
valeurs de tan β, et/ou pour de plus petites valeurs de mt. Par exemple, pour mt = 172.7 GeV,
tan β = 5 et A0 = 0 (Fig. 6) on a m1/2 >∼ 0.6 TeV pour m0 petit, ou bien m0 >∼ 2 TeV pour m1/2
petit. Au dØbut la rØgion exclue par le Higgs rØtrØcit rapidement lorsque tanβ augmente, mais elle
devient pratiquement indØpendante de ce paramŁtre lorsque tan β >∼ 20. C’est essentiellement dß
à la dØpendance de la masse du Higgs lØger en tan β dØjà à l’arbre, qui devient de plus en plus
plate" pour tan β  1.
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Figure 5: Le plan mSUGRA (m1/2, m0) avec toutes les contraintes imposées pour A0 = 0, µ > 0
et tan β = 10. La masse du quark top est fixée à sa nouvelle valeur centrale, mt = 172.7 GeV. Les
régions en gris clair sont exclus par la cohérence de la brisure électrofaible, et/ou par les limites
directes sur les sparticules. Dans les régions en gris foncé, τ˜1 serait la LSP. Les régions en violet
(rose) sont exclues par les recherches sur le Higgs neutre au LEP, les régions en vert sont exclues
par la contrainte sur b→ sγ (72). Dans les régions en bleu (non visible ici, voir figures suivantes)
la contribution SUSY au gµ − 2 est dans le domaine (71), et les régions en rouge sont compatibles
avec un Higgs de 114–116 GeV. Finalement, les régions en noir satisfont la contrainte DM (73).
-Les rØgions exclues par b → sγ (en vert) montrent une dØpendance opposØe en tan β, de-
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venant plus importantes quand ce paramŁtre augmente. Il est connu en effet que augmenter tanβ
tend à augmenter les contributions SUSY à cette quantitØ, en retardant le dØcouplage des spartic-
ules pour des masses pas trop ØlevØes de stops notamment.
-Les rØgions exclues en gris augmentent Øgalement avec tanβ. L’exigence d’une brisure Ølec-
trofaible cohØrente exclue une aire augmentante à m20  m21/2. Cela est dß principalement au fait
que varier tanβ change beaucoup les couplages de Yukawa du top et bottom, qui interviennent
quadratiquement dans les RGE des paramŁtres m2Hu , m
2
Hd
(avec une Øvolution sur ∼ 15 ordres de
grandeur), qui à leur tour dØterminent essentiellement |µ| via les conditions EWSB (62). Pour une
valeur trŁs grande de tan β = 58 (Fig. 6), cette rØgion exclue couvre presque tout l’espace des
paramŁtres, du au couplage de Yukawa du bottom devenant trŁs grand.
On peut voir enn sur les diverse gures, suivant la valeur de tanβ, apparaître les rØgions en
noir oø la densitØ relique satisfait la contrainte WMAP [74]. Il est traditionnel de distinguer quatre
telles rØgions en fonction du processus de (co)annihilation dominant:
1) la rØgion dite bulk", pour petitsm0,m1/2, oø la LSP est essentiellement Bino et le processus
dominant est l’annihilation en paires de fermions via l’Øchange de sleptons lØgers dans les canaux
t et u. Cette zone est cependant souvent à la limite des exclusions actuelles: une rØgion bulk" en-
core compatible avec toutes les contraintes actuelles existe pour mt = 178 GeV et (sufsamment)
grand tan β (encore en Øtant pas trop exigent avec b→ sγ, voir discussion prØcØdente).
2) La rØgion de co-annihilation χ˜01τ˜1, qui donne une bande encore autorisØe plutôt Øtroite, et
toujours toute proche bien sßr de la zone τ˜1 LSP". Notons que dans cette rØgion Ωh2 est trŁs sen-
sible à la diffØrence des masses du τ˜1 et la LSP, et donc trŁs sensible [95] aux valeurs prØcises de
ces masses prØdites par les diffØrents codes de calcul du spectre suivant le degrØ d’approximations
utilisØes. Il faut donc pouvoir dØterminer ces masses avec la meilleure prØcision thØorique pos-
sible. Cependant, mŒme si la valeur prØcise de Ωh2 pour un point dans l’espace des paramŁtres
mSUGRA peut donc varier notablement pour des valeurs lØgŁrement diffØrentes des masses de τ˜1
et de la LSP, ça ne changera pas sensiblement nos conclusions sur les contraintes sur ces masses,
une fois qu’on fait un balayage systØmatique de l’espace des paramŁtres.
3) La rØgion dite focus", pour grand m0  m1/2, oø une densitØ relique de l’ordre des valeurs
WMAP est obtenue pour une LSP de composante Bino gØnØralement dominante, mais aussi de
composante Higgsino assez importante (notamment prŁs de la rØgion exclue par la brisure Ølectro-
faible, oø |µ| est donc petit) de sorte que les processus de co-annihilation LSPNLSP, soit χ01 avec
χ02 et/ou χ±1 , contribuent aussi de façon non nØgligeable à la densitØ relique.
4) Enn la rØgion d’annihilation rØsonante en canal s du pôle du pseudoscalaire A: mŒme pour
les limites drastiques (73), notons que cette rØgion peut encore Œtre proØminente, à grand tanβ






Figure 6: A0 = 0, tanβ = 5 (en haut à gauche), 30 (en haut à droite), 50 (en bas à gauche) et 58
(en bas à droite). mt = 173 GeV. Notations et conventions comme sur la Fig. 5.
des solutions avec mA ' 2mχ˜01 , se rappelant que µ2 contribue positivement à m2A. Cette rØgion
augmente pour un mt rØduit car |µ| plus petit signie aussi un mØlange jauginohiggsino plus
important et donc un couplage χ˜01χ˜01A plus fort. Là encore, cette zone dØterminØ par la rØsonance
au pôle du A, est trŁs sensible à la diffØrence de masse mA ' 2mχ˜01 et donc aux valeurs prØcises
de ces masses [95].




Figure 7: L’espace de paramètres mSUGRA (m1/2, m0) avec toutes les contraintes imposées pour
A0 = 0, µ > 0 et les valeurs tanβ = 10 (à gauche) et 50 (à droite). La masse du quark top est
fixée à mt = 166.9 GeV. Notations et conventions comme sur la Fig. 5.
m0
m1/2
Figure 8: L’espace de paramètres mSUGRA (m1/2, m0) avec toutes les contraintes imposées pour
A0 = 0, µ > 0 et les valeurs tanβ = 10 (à gauche) et 50 (à droite). La masse du quark top est
fixée à mt = 178 GeV. Notations et conventions comme sur la Fig. 5.
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A0, on peut voir la zone d’annihilation rØsonante via le Higgs lØger χ˜01χ˜01 → h → · · ·: cette 5Łme
rØgion est en fait trŁs limitØe à prØsent par la nouvelle valeur expØrimentale de mt à la baisse [96]:
elle n’existe pratiquement que pour mt >∼ 174 GeV, et encore pour des valeurs plutôt restreintes
des paramŁtres mSUGRA, mais elle a nØanmoins un trŁs grand intØrŒt phØnomØnologique pour
le potentiel de dØcouverte au LHC [63, 97], notamment lorsque on combine cette zone avec les
contraintes gµ − 2, comme on l’a dØjà mentionnØ en introduction.
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Figure 9: Contraintes dans le plan A0m0 pour m1/2 = 140 GeV, µ > 0, tanβ = 30, mt = 178
GeV. La zone pertinente d’annihilation via le Higgs lØger est en noir. Notations et conventions
comme sur la Fig. 5.
2.4.7 Contraintes dans l’espace des masses physiques de sparticules
Comme alternative un peu originale, on a aussi exprimØ toutes les contraintes sur l’espace des
paramŁtres mSUGRA dans les plans dØcrits par des couples de masses physiques de spartic-
ules. Cette vision plus physique" a un certain intØrŒt car elle indique immØdiatement les masses
physiques accessibles, non exclues par les diverses contraintes, ainsi qu’un lien plus direct avec
les sections efcaces de production de sparticules accessibles au LHC ou ILC. On peut voir aussi
trŁs clairement les diverses corrØlations entre diffØrentes masses de sparticules, par exemple dans
le plan (mh, mA) sur les gs. 11: à l’ordre de l’arbre, ces deux masses sont totalement corrØlØes et
on obtiendrait donc comme seule rØgion permise une ligne. La gure montre alors l’effet important
des corrections radiatives sur ces deux masses, bien qu’elles soient encore relativement corrØlØes.
Voir [61] pour plus de dØtail et illustrations sur ces masses physiques.
2.4.8 Bornes inférieures et supérieures sur les masses des sparticules
On a aussi balayØ l’espace des paramŁtres mSUGRA complet compatible avec un ensemble de
contraintes donnØes, sachant que toutes les contraintes ne sont pas traitØs de la mŒme façon. On
a vu en effet qu’on peut nØgliger Øventuellement la contrainte b → sγ par une modication rela-
tivement mineure du modŁle. Pour le gµ − 2, il y a l’ambiguïtØ due à la diffØrence de ∼ 2σ entre
les deux prØdictions" MS Øqs. (70) and (71). Par contre on voit sur les Figs. 58 que la contrainte
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Figure 10: A0 = 0, µ > 0, tanβ = 10 (en haut) et tanβ = 50 (en bas). mt = 173 GeV. Les
zones en gris incluent maintenant aussi des combinaisons de masses qui ne sont jamais rØalisØes
en mSUGRA.
WMAP exclue de larges morceaux de l’espace des paramŁtres. On pourrait donc penser lØgitime-
ment que WMAP affecte largement les bornes infØrieures sur les masses de sparticules. La Table 5
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Figure 11: A0 = 0, µ > 0, tanβ = 10 (en haut) et tanβ = 50 (en bas). mt = 173 GeV. Les
zones en gris incluent maintenant aussi des combinaisons de masses qui ne sont jamais rØalisØes
en mSUGRA.
montre que ce n’est pas vraiment le cas.
On voit en fait que les bornes infØrieures de certaines particules-clØs saturent toujours leurs
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Table 5: Bornes inférieures sur les masses de superparticules et Higgs, et bornes supérieures sur
la section de diffusion LSP–nucléon, avec six hypothèses différentes de contraintes. (“HWIP”
et “HSIP” signifie “particule interagissant faiblement la plus lourde” et “particule interagissant
fortement la plus lourde" respectivement). Dans la colonne II on impose la contrainte (72) b→ sγ,
et dans la colonne III la contrainte DM (73). Les colonnes IV–VI sont comme I–III, sauf pour la
contrainte conservatrice sur gµ − 2 (70) remplacée par la contrainte plus agressive (71); ce qui
donne des domaines de valeurs permises, plutôt que des bornes inférieures. Toutes les limites ont
été obtenues en balayant l’espace complet des paramètres mSUGRA, et pour 166.9 GeV ≤ mt ≤
178.5 GeV.
QuantitØ Set I Set II Set III Set IV Set V Set VI
me˜R ' mµ˜R [GeV] 106 106 107 [106,1320] 106 [108,1300]
me˜L ' mµ˜L [GeV] 152 168 169 [152,1330] 168 [171,1310]
mτ˜1 [GeV] 99 99 99 [99,1020] 99 [99,915]
mτ˜2 [GeV] 156 171 172 [156,1160] 171 [174,1130]
mν˜τ [GeV] 130 149 149 [130,1160] 149 [152,1120]
mχ˜±1 [GeV] 105 105 105 [105,674] 105 [105,667]
mχ˜±2 [GeV] 218 218 233 [219,1003] 227 [337,999]
mχ˜01 [GeV] 52 52 53 [52,359] 53 [55,357]
mχ˜02 [GeV] 105 105 105 [105,674] 105 [106,667]
mχ˜03 [GeV] 135 135 135 [135,996] 135 [292,991]
mχ˜04 [GeV] 217 218 234 [218,1003] 226 [337,999]
mg˜ [GeV] 359 380 380 [361,1880] 399 [412,1870]
md˜R ' ms˜R [GeV] 406 498 498 [406,1740] 498 [498,1740]
md˜L ' ms˜L [GeV] 424 518 518 [424,1810] 518 [518,1800]
mb˜1 [GeV] 294 459 463 [295,1520] 459 [463,1500]
mb˜2 [GeV] 400 498 498 [400,1600] 498 [498,1590]
mt˜1 [GeV] 102 104 104 [102,1440] 231 [244,1440]
mt˜2 [GeV] 429 547 547 [431,1600] 547 [547,1590]
mh [GeV] 91 91 91 [91,124] 91 [91,124]
mH [GeV] 111 111 111 [111,975] 111 [111,954]
mH± [GeV] 128 128 128 [128,979] 128 [128,960]
mHWIP [GeV] 349 362 366 [351,1330] 366 [371,1310]
mHSIP [GeV] 432 556 556 [432,1880] 556 [566,1870]
σχ˜01p [ab] 140 140 7.5 [10−4,140] 140 [10−4,7.5]
bornes actuelles provenant des limites collisionneurs, quoique l’on ajoute comme contrainte sup-
plØmentaire. ParticuliŁrement le chargino le plus lØger, le slepton chargØ le plus lØger (toujours τ˜1
en mSUGRA), ainsi que les Higgs CPpairs. Les masses de neutralinos et charginos plus lourds
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aussi dØpendent trŁs peu des contraintes. La plupart de ces bornes proviennent directement de la
structure du mSUGRA avec les conditions d’universalitØ des masses de jaugino, Øtant donnØ la
borne directe du LEP sur mχ˜±1 . (Une exception est l’augmentation de la borne sur mχ˜03 pour les
contraintes plus restrictives VI.)
D’autre part, l’ajout de la contrainte DM (73) a trŁs peu d’effet sur ces bornes infØrieures. Par
contre celle-ci rØduit substantiellement la valeur maximale possible pour la section Ølastique de
diffusion LSPproton (derniŁre ligne de la Table).
Comme on l’a dØjà mentionnØ, la contrainte agressive" sur gµ − 2 (71) permet d’obtenir des
bornes supérieures intØressantes sur les masses de sparticules et bosons de Higgs. Cela car les
contributions supersymØtriques des boucles de jauginoslepton essentiellement, disparaîtrait (par
dØcouplage) si les masses de jauginos ou bien les masses des sleptons devenaient trop grandes. ˙a
donne alors des bornes supØrieures à la fois sur m0 et m1/2, comme l’illustrent les rØgions en bleu
sur les Figs. 68. Ce qui impose aussi une borne supØrieure sur |µ| via la condition EWSB (62).
Par consØquent, toutes les sparticules et les Higgs peuvent Œtre bornØes en mSUGRA en utilisant
cette seule contrainte!
2.4.9 Conclusions sur les contraintes mSUGRA
Le rØsultat un peu surprenant de nos scans" est que les masses de nombreuses superparticules et
Higgs pourraient toujours se situer proches de leur limites actuelles provenant de recherches di-
rectes aux collisionneurs mŒme lorsque les contraintes les plus restrictives sont prises en compte,
telles que WMAP et l’interprØtation agressive de la contrainte gµ − 2. Cela signie que les ex-
pØriences actuelles (Tevatron) et du futur proche (LHC) ont de bonnes chances de dØcouvrir de
nouvelles particules mŒme dans cette version trŁs contrainte du MSSM. Par contre Øvidemment
toutes ces bornes infØrieures ne sont pas saturØes simultanØment, et correspondent à des valeurs
trŁs diffØrentes de l’espace des paramŁtres mSUGRA suivant les sparticules.
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A Niveaux d’énergie de l’oscillateur et Borel-sommabilité
Dans cette annexe on discute briŁvement une formulation peut-Œtre non standard des niveaux
d’Ønergie de l’oscillateur anharmonique, pour illustrer dans un cas connu et simple l’existence
de deux modes perturbatifs diffØrents, l’un des modes Øtant directement Borelsommable tandis
que l’autre implique des corrections non-perturbatives.
On rappelle que l’oscillateur est dØcrit par une thØorie des champs massive gφ4 de dimension


















oø les coefcients peuvent Œtre calculØs à un ordre arbitraire, et ont le comportement asymptotique
bien connu [10, 98]:





)nΓ[n + 1/2] (1 +O( 1
n
)) . (83)
Grâce à l’alternance de signe de ces coefcients dans l’Eq. (83), la sØrie est Borelsommable [99].
Par consØquent il n’y a pas de contributions supplØmentaires non-perturbatives", et la sØrie peut
Œtre resommØe à la Borel de façon unique, ce qui reprØsente (dans cette approximation asympto-















En fait le rØsultat Eq. (83), originalement obtenu par un calcul par la mØthode WKB [10], a ØtØ
redØrivØ plus tard par un calcul basØ sur les instantons, le vide Øtant instable pour g < 0 avec un
processus par effet tunnel correspondant. Plus prØcisØment, un calcul classique donne [98] pour la
contribution instanton à la partie imaginaire de l’Ønergie du fondamental:








oø g < 0.
Maintenant, faisons l’hypothŁse que notre seule connaissance serait l’information purement per-
turbative, c’est-à-dire le dØveloppement Øq. (82), et effectuons formellement un changement de
signe du couplage: g → −g. Cela compense bien sßr l’alternance de signe des coefcients, de














12On considère seulement l’état fondamental pour simplifier.
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mal dØnie à cause de la coupure à t = 4/3 sur le chemin d’intØgration. NØanmoins, on peut
Øvaluer l’ambiguïtØ associØe: dØnissant celle-ci par la (demi) diffØrence entre les deux contours
possibles contournant la coupure par en-haut (resp. en-bas), un calcul simple de contour donne
pour l’ambiguïtØ:








qui peut Œtre interprØtØe comme une contribution non-perturbative nØcessaire dans ce mode (non
conventionnel). On retrouve sans surprise mais de façon cohØrente la contribution non-perturbative
d’instanton Eq. (85), avec g < 0. (NB rappelons qu’historiquement c’est la solution instanton
Eq. (85) qui a permit d’obtenir [98] le comportement asymptotique Eq. (83), de sorte que Eq. (87)
n’est rien d’autre ici qu’un contrôle de cohØrence.) On voit donc que les deux modes de dØveloppe-
ment perturbatif, respectivement avec g > 0 ou g < 0, peuvent Œtre cohØrents, pourvu qu’on
identie correctement les corrections non-perturbatives dans le cas g < 0.
B Développement δ aux ordres arbitraires
Dans cette annexe on donne quelques formules explicites utiles sur le dØveloppement δ, an
d’illustrer l’effet de la substitution (45) sur une sØrie perturbative donnØe ainsi que son comporte-
ment assez gØnØrique aux grands ordres.
ConsidØrant l’Øq. (54 avec m∗ ≡ m(1 − δ)1/2, le rØsultat de ce dØveloppement à l’ordre k
en δ suivi de δ → 1 peut s’Øcrire comme (les coefcients Kn sont les coefcients perturbatifs
originaux):




















q! Γ[1− n/2− q]
oø la derniŁre sommation provient du dØveloppement de (1 − δ)−n/2 et la limite supØrieure de
cette sommation prend en compte que, à l’ordre k du dØveloppement δ, il y a un terme venant
de u(u/m)n → δn+1 u(u/m)n et un terme venant de (1 − δ)−n/2. Les sommations peuvent Œtre
ØvaluØes analytiquement pour donner
















Γ[−n+ k] Γ[1 + n/2]
(89)
Cette expression (89) est particuliŁrement commode pour Œtre optimisØe par rapport à m à un
ordre k arbitraire. On obtient des rØsultats similaires bien que plus compliquØs si on remplace la
substitution LDE originale par une gØnØralisation multi-paramŁtres comme (51).
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oø pour obtenir Eq. (90) on a utilisØ les propriØtØs des fonctions Gamma, telles que Γ[2z] =
22z−1/2Γ[z] Γ[1/2 + z]/
√
(2pi), Γ[z] Γ[1− z] sin(piz) = pi et la formule asymptotique de Stirling:
Γ[b + az] ∼ √2pie−az(az)az+b−1/2.
L’expression (90) peut servir de base à une analyse [25] assez similaire avec le cas de l’oscillateur
[8], en particulier pour Øtudier le comportement de la masse optimisØe aux ordres ØlØvØs en δ, et
voir d’Øventuelles propriØtØs de scaling" pour la masse optimisØe.
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C Algorithme de calcul du spectre SUSY dans SuSpect
donnØes basse Ønergie α(MZ), αS(MZ), Mpôlet , Mpôleτ , mMSb (mb) ; tan β(MZ)
Corrections radiatives⇒ gDR1,2,3(MZ), Y DRτ (MZ), Y DRb (MZ), Y DRt (MZ)
1ère itération: sans corrections radiatives.
RGE 1 ou 2boucles avec choix: g1 = g2 ·
√
3/5
MGUT ∼ 2 · 1016 GeV
Choix de modŁle de brisure SUSY (mSUGRA, GMSB, AMSB, MSSM).
Fixe condition haute Ønergie (mSUGRA: m0, m1/2, A0, signe(µ), etc...).
Evolution des paramŁtres par RGE jusqu’à mZ et MEWSB
1ère itération: MEWSB approx.
EWSB: µ2, µ ·B = fnon-linØaire(mHu, mHd, tan β, Vboucle)
Vboucle ≡ potentiel effectif 1boucle.
1ère itération: Varbre seulement
Contrôle de la cohØrence EWSB (convergence de µ, pas de minima CCB, etc...)
Diagonalisation des matrices de masse et calcul des masses pôle
Corrections radiatives pour les Higgs, sfermions, jauginos.
1ère itération: pas de corrections radiatives.
Contrôle du spectre obtenu:
 pas de masses tachyon",
information sur l’ajustement n, conditions CCB,
calcul des contributions MSSM à: ∆ρ, (gµ − 2), b→ sγ.
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