We point out two errors in the paper "The integer cohomology algebra of toric arrangements", Advances in Mathematics, Vol. 313, pp. 746-802, 2017. The main error concerns Theorem 4.2.17. In particular the Diagram (8) does not commute in general. This invalidates the description for the ring structure of H˚pM pAq; Zq given in Theorem A and B. Still, under some restrictive hypotesis on A the results of Theorem 4.2.17 holds. We show a workaround to provide a description of the cohomology ring H˚pM pAq; Zq when A is a real complexified toric arrangement. The second error concerns the proof Theorem 7.2.1. The claim holds, but the proof is incorrect. We refer to a counterexample for the argument given in the proof and we provide references for a correct proof.
In particular, under the restrictive hypotesis on A that there exists a chamber B 0 of the arrangement A 0 such that for every layer L of A 0 the support of the intersection L X B 0 is L, the results of Theorem A and B of [CD17] hold.
In the following Sections 2 and 3 we show a workaround that allows us nevertheless to provide a description of the cohomology ring H˚pM pAq; Zq as a subring of the direct sum ' LPC H˚pS L ; Zq when A is a real complexified toric arrangement. Unfortunately the workaround presented here does not apply to non real complexified toric arrangements. Hence in this erratum we will assume that all toric arrangements are real complexified.
For a general toric arrangement A, not necessarily real complexified, a description of the ring H˚pM pAq; Zq in the style of the Orlik-Solomon algebra of hyperplane arrangements, obtained using other methods, can be found in [CDD`18].
Two classes of subcomplexes
We aim at defining (cellular) representatives for certain homology classes. Intuitively, these classes will be of two types.
The first type of classes, called p λ M B will represent cycles that are parallel to 1-dimensional layers M and lie in certain subcomplexes S L with M Ă L (more properly in S L,F0 , with M Ă L, under certain conditions on F 0 , L and B, see Remark 2.2.9 below). The second type are classes p ω H , representing loops around a codimension-1 layer H P A.
2.1. Setup. We start by recalling the setup and some notation from the original article.
Let A denote a finite toric arrangement in the complex torus T . Recall that a layer of A is any connected component of an intersection of elements of A. We call C the set of all layers, partially ordered by reverse inclusion. This poset is ranked (by the layer's codimension) and we denote by C i the set of elements of C with rank i. To any L P C we can associate the arrangement A L " tH P A | L Ď Hu in T and the arrangement A L " tH X L | H R A L u determined by A in the torus L.
A central tool is the category FpAq, whose objects are all faces of the induced (polyhedral) cellularization of the compact torus and where morphisms F Ñ G correspond to the boundary cells of G attached to F (see [dD15, Rmk. 3.3] . Given any F P FpAq, there is a unique minimal layer containing F , called the support of F and denoted by supppF q. We will sometimes write A F for A supppF q and A F for A supppF q .
To every face F P Ob F we associate the "local" real hyperplane arrangement ArF s (this is the real part of the (complexified) hyperplane arrangement defined by A in the tangent space to T at any point in the relative interior of F ). Moreover, associated to A we consider an "abstract" arrangement of hyperplanes in R d that we call A 0 , which can be thought of as the union of all ArF s where F ranges in Ob F (omitting repetition of hyperplanes). Key is the fact that, for every F P Ob F, ArF s is a subarrangement of A 0 . In particular, for every layer L P C there is a subspace X L P LpA 0 q defined as the intersection of the hyperplanes associated to hypertori containing L. Given any F P FpAq, we let X F L be the smallest flat of ArF s containing X L .
As is customary for arrangements of hyperplanes in real vector spaces, after choosing a "positive side" of each hyperplane we can associate to every point x in the ambient space a sign vector γ x P t0,`,´u hyperplanes whose value on any hyperplane H is 0,`,´according to whether x lies on H, on the positive side of H or on the negative side of H. A face is then the set of all x with a fixed sign vector. The set of all faces is partially ordered by inclusion of topological closures. The top-dimensional faces are called chambers.
For every F we will thus consider the poset of faces FpArF sq where G ď K if G Ď K, and the set T pArF sq of chambers. For every morphism m : F Ñ G there is a natural inclusion i m : FpArGsq Ñ FpArF sq and in particular we call F m the image of the minimal element of FpArGsq (see [CD17, §4.1]).
Now for each arrangement ArF s one can construct the associated Salvetti complex SalpArF sq, which models the homotopy type of the complement of the complexification of ArF s. A natural construction of SalpArF sq is as the order complex of the partially ordered set SpArF sq of all pairs rG, Cs with C P T pArF sq and G ď C in FpArF sq, partially ordered via rG, Cs ě rG 1 , C 1 s if C G 1 " C 1 (this means: no hyperplane in ArG 1 s separates C from C 1 , see [CD17, Def. 3.3.1]) For each chamber C we consider the subposet S C Ď SpArF sq of all pairs rG, Ks such that K " C G where G ranges over FpArF sq. It will be useful to stratify SpArF sq via the subposets S G pArF sq :" Ť CěG S C . For details on these constructions see
Returning to the toric arrangement A, a model for the complement of M pAq :" T z Ť A can be obtained from the diagram D on the index category FpAq op that associates to every object F the poset SpArF sq and to every morphism m : F Ñ G the order-preserving map Dpmq : SpArGsq Ñ SpArF sq, rG, Ks Þ Ñ ri m pGq, i m pKqs. Then the "Grothendieck construction" ş D gives an acyclic category that is homotopy equivalent to M pAq. Crucial to our discussion will be a certain type of subcategories of P D. For every Y P C and every F 0 P FpA 0 q whose linear hull |F 0 | is X Y consider the subdiagram D Y,F0 of D induced on the subcategory FpA Y q of FpAq by the subposets D Y,F0 pF q :" S F0 pArF sq. Then, we set S Y,F0 :" ş D Y,F0 . 1 Definition 2.1.1. Given any chamber C P T pA 0 q and any F P FpAq we denote by CpF q the unique chamber of ArF s containing C.
2.2. The cycles p λ.
Definition 2.2.1. Let A be an essential toric arrangement in a torus T of dimension d. For every M P C d´1 fix, once and for all, a chamber M C P T pA 0 q adjacent to X M , and choose a minimal gallery in T pA 0 q
Here, for every face F Ď R d of A 0 we write´F for the negative of F viewed as a set of vectors in R d . Moreover, if C is a chamber adjacent to X M , with op X M pCq we mean the unique chamber such that C X X M " op X M pCq X X M and SpC, op X M pCqq " A X M . In particular, note that SpC,´op X M pCqq " A 0 zA X M .
Remark 2.2.2. The choice of a different M C, say M C 1 , would give a different gallery, say C 1 0 , . . . , C 1 kpM q . Let ρ :" R 1 , . . . , R h be a minimal gallery from C 0 to C 1 0 . Notice that, since SpC 0 , C 1 0 q Ď A X M , we have SpC 0 , C 1 0 q X SpC 1 0 , C 1 kpM" H. Thus the concatenation of ρ with C 1 0 , . . . , C 1 kpM q is a minimal gallery, as is the concatenation of C 0 , . . . , C kpM q withρ :" op X M p´ρq.
Given any face F Ď M , let
be an enumeration of the set tC i pF qu i"0,...,kpM q in increasing index order and call
. defines a minimal gallery in ArF s, hence it does never cross any hyperplane in ArM s. In terms of sign vectors (see [CD17, §3.2.1]), γ C F i pHq " γ W F i pHq " γM C pHq for all i and all H P ArF s X ArM s.
This poset has the following form:
. . . so that | PathpB; M, F q| is a topological path from v 0 pB; M, F q to v kpM,F q pB; M, F q.
Remark 2.2.4. Notice that if dimpF q " 1, then kpM, F q " 0 so PathpL; M, F q is a single vertex which we will denote vpL; M, F q.
Moreover, and crucially, for any two B ‰ B 1 we have v i pM ; B 1 , F q " v i pM ; B, F q for all i and e i pM ; B 1 , F q " e i pM ; B, F q if and only if the affine span of W i does not separate B from B 1 (hence BpF q from B 1 pF q). If we set e i pM ; B, F q :" rW F i , p´BpFW F i s we can state more precisely
For every H P A F zA M there is a unique i such that |W F i | " H 0 , thus we can define a subcategory ΞpH; B, F q:
(1) In order to understand the structure of the subcategory Λ M B let us first consider the category FpA M q. Since it is the quotient of FppA ae q M q by a regular action, Every object P of FpA M q of dimension 0 is the origin of two arrows and every object G of dimension 1 is the target of two arrows. Choose an object P 0 of dimension 0 and consider the two arrows, say m 1 , m 2 , originating in P 0 . Then F m1 "´F m2 in FpArP 0 sq and in particular exactly one of these -say, m 2 -is adjacent to´BpP 0 q. Call G 0 the target of m 2 , and call P 1 the origin of the other nontrivial morphism ending in G 0 . In this way we can naturally label the objects of FpA M q as Proof. Fix a face F Ď M . The elements of PathpB; M, F q are, by definition, cells of the Salvetti complex of ArF s. In this interpretation, they correspond to a minimal, positive path from v 0 pM, B, F q to v kpM,F q pM, B, F q. Now consider the same construction with a different choice for the chamber M C, say M C 1 , as in Remark 2.2.2, and let PathpB; M, F q 1 be the obtained minimal path. In the same way, the minimal gallery ρ " R 1 , . . . , R h andρ of Remark 2.2.2 defines positive minimal paths ρ F andρ F in SalpArF sq such that the concatenation of ρ with PathpB; M, F q 1 is a positive minimal path. In particular, the paths pρ F q PathpB; M, F qpρ F q´1 and PathpB; M, F q 1 are homotopic in the Salvetti complex of ArF s. Call h F this homotopy.
Now consider the entirety of Λ M B and pΛ M B q 1 constructed choosing M C and M C 1 , respectively. Notice that, if G has dimension one, then pG, ρ G q " pG,ρ G q. Moreover, the homotopies h F are carried by cells of pF, SalpArF sqq, and thus the union of such cells defines a homotopy between the concatenation of the PathpB; M, F q 1 (i.e. pΛ M B q 1 ) and the concatenation of the pρ F q PathpB; M, F qpρ F q´1. 
Recall from [CD17, Thm. 4.2.3 and Def. 4.2.6] that for every fixed layer L and every face F 0 P FpA 0 q whose support is L there is a subcomplex S L,F0 of SalpAq (notice that such complexes were indexed simply by F 0 in [CD17] -here we need a more refined notation. The homotopy type of S L,F0 is that of FpA L qˆSpArLsq. For the following "basis-change" formula we need to define, for any F P FpAq and any two chambers B, B 1 P T pA 0 q, the set 
Lemma 2.3.5. We have the following relations in homology:
Proof. First notice that if m : F Ñ G with G of codimension 1, then (e.g. by checking Remark 4.1.1 and ff. in [CD17] )
In particular the complex SalpAq, being obtained as a homotopy colimit, contains the mapping cylinder of j m | SpArGsq in the form of the nerve of the subcategory
pF, rFm, C2sq
pG, rG, C2sq jm which gives a homotopy inside SalpAq between Ω id G and Ω pmq that sends edges to "corresponding edges". Thus (i) follows. Part (ii) follows analogously by a homotopy between the two subcomplexes inside the subcomplex S G pArF sq " S G 1 pArF sq of SalpAq (see the discussion around Proposition 3.3.5 in [CD17] ).
For part (iii) notice that, for any B, Ω pP ÑW P i q and ΞpH; B, P q are the same subposet. The associated chains differs by a sign depending on whether B is on the same side of H 0 as H C. (
Proof. Lemma 2.3.5, that allows us to eliminate the dependency on P in the righthand side of the claim of Proposition 2.2.11, and to rewrite it as in this Proposition's claim.
Cohomology and recursion
3.1. Quotients of toric arrangements and recursive construction.
Definition 3.1.1. Let A be a toric arrangement and let L P C a layer. Let L 0 be the coset of L that contains the identity of T . Recall that A L is the subarrangement of A given by the hypertori that contains L. Consider the arrangement
We define the quotient map
as the composition π L0˝iL of the inclusion
Definition 3.1.2. The quotient by L 0 induces order-preserving maps π L : CpAq Ñ CpA L q and π L : FpAq Ñ FpA L q and the latter lifts to the natural order-preserving map
Remark 3.1.3. We note two elementary facts about sign vectors that can be gathered directly from Definition 3.2.1 in the original paper.
(1) For all m P Mor FpAq with source object K and every H P ArKs X F L we have that γ F π L pmq pH{L 0 q " γ Fm pHq.
(2) For all G, K P ArF s and every X P LpArF sq we have pG X q pK X q " pG K q X .
We see that the linear arrangement pA L q 0 is pA 0 q X L {X L , and in particular we have a natural map
Similarly, for every F P FpAq, the arrangement A L rπ L pF qs is the essentialisation [OT92, Lem. 5.30] of the sub-arrangement of ArF s X F L Ď ArF s consisting of all hyperplanes containing X F L . Thus the map π F L : FpArF sq Ñ FpA L rπ L pF qsq, K Þ Ñ K{X L is order preserving and surjective, and restricts to an isomorphism of posets
Proof of Lemma 3.1.4. In order to check naturality pick any m : F Ñ G in MorpFpAqq and rK, Cs P SpArGsq. With the definitions:
and we need to prove equality of the two expressions on the top right-hand-side. It is enough to prove that, for every K P FpArGsq,
This we do using the definition [CD17, Rmk. 4.1.1]. First consider the right-hand side: it is defined by
In the same vein, the left-hand side is determined by We collect some properties on the behaviour of this map.
Lemma 3.1.6. Let A be an essential toric arrangement in a torus T of dimension d. Fix a layer L P C.
(1) For every M P C d´1 such that X M Ď X L and every chamber B P T pA 0 q,
.2) and a glance at Definition 2.3.3 verify the claims in this case. If H Ğ L, then G pLq is trivial and Φ L pΩ pid Gis a single vertex.
(
for a subdiagram over the index category FpA
q, in order to prove the claim we have to prove that Φ L restricts to a natural transformation D Y,F0 ñ D π L pY q,π L pF0q . Now obviously π L pFpA YĎ FppA L q π L pY, thus we are left proving that, for
Pick any rG, Ks P S F0 pArF sq. By definition this means that K " B G for some chamber B P T pArF sq adjacent to F 0 . Now, since π F L is order preserving, π F L pBq is adjacent to π F L pF 0 q and
Corollary 3.1.7. Fix a chamber B P T pA 0 q and a layer L P CpAq. We have
In particular, for every M P C d´1 we have
The result follows from the following commutative diagram:
where the existence of the leftmost vertical arrow follows from Lemma 3.1.6, (3).
Remark 3.1.8. Let L P C be a layer and consider the map
that the subcomplex S L,F Ă SalpAq is homotopy equivalent to the product LM pA C rLsq, where M pA C rLsq is the complement of the essentialization of the complexified central linear arrangement A C rLs " ArLs b R C. Hence the cohomology ring of S L,F is generated in degree 1.
In particular the cohomology ring H˚pS π L pLq,π L pF q ; Qq is the Orlik-Solomon algebra generated by the restrictions of the forms ω π L pHq for L Ă H. Since the inclusion ξ can be chosen equivariantly, the image under q of the above diagram is a commutative diagram
Now notice that for every F P FpAq we haveF " qpspF aefor every choice of F ae in q´1pF q. Therefore, as a simplicial map between | ş DpAq| and | ş DpA 1 q|, Ψ is given on vertices as
ΨpF, rG, Csq " pF , rG,Csq.
It follows that Ψ restricts to a map S L,F Ñ SL ,F .
Remark 3.1.12. From the equality (7) we immediately deduce that for every H such that H Č r L, the image Ψ˚pp ω H q vanishes. In order to see this, notice that we can choose a representative of the homology class p ω H to be Ω id G Ď S L,F for some face G of A supported solely on H. Now, if H is such that H Č r L, the image Ψ˚pp ω H q vanishes. In fact, in this case A 1 r r Gs is the empty arrangement with a unique face K. Now applying Equation (7) to the explicit expression of Ω id G given in Remark 2.3.2, the image ΨpΩ id G q is the single vertex p r G, rK, Ksq. Let i : A 1 ãÑ A be the inclusion map and assume that for H P A 1 we choose ipHq C P T pA 0 q as the smallest chamber in T pA 0 q that contains H C P T pA 1 0 q. Then if H Ě r L with Equation (7) one checks that ΨpΩ id G q " Ω id Ă G , thus Ψ˚pp ω H q " p ω H .
3.2.
Choices for a presentation. Let A be an essential toric arrangement in a torus T of dimension r. In order to provide a presentation of the cohomology ring H˚pM pAq; Qq from the combinatorial data we need to make some choices.
Choice 3.2.1. For every layer L P C we choose a chamber BpLq P T pA 0 q such that the intersection BpLq X X L has maximal dimension and we set F pLq :" BpLq X X L P FpA 0 q.
Hence we will simply write S L for S L,F pLq .
Notice that the face F pT q is actually a chamber in T pA 0 q. When the setting of the toric arrangement A is understood we will write Λ M for Λ M F pT q and p λ M for p λ M F pT q . It follows from Remark 2.2.9 that we have Λ M Ă S T " S T,F pT q . Hence p λ M is a homology class in H 1 pS T ; Qq. This can be done since the arrangement is essential and hence the Q-span of the defining characters is HompT, C˚q b Q » H 1 pS T ; Qq. By duality the set of 1dimensional layers C r´1 generate H 1 pT ; Qq. Moreover we have that the projection S T Ñ T c , which is a homeomorphism, maps p λ M Þ Ñ M . Hence the set t p λ M | M P C r´1 u generates H 1 pS T ; Qq.
Definition 3.2.3. We define the following set: We will write I P H˚pM pAq; Qq for the ideal of H˚pM pAq; Qq generated by the classes λ M1 , . . . , λ Mr . Notice that the definition of the ideal I depends on the choice of the chamber BpT q, but not on the choice of the layers M 1 , . . . , M r . Moreover we will consider the set of hypertori 
Proof. Using the homological basis of H 1 pS L,F pLq ; Qq we can consider the pairings
where the second equality follows from Equation (3) and we don't need to specify the range of the sum and the coefficients of the terms p ω H since they are not significant in the computation. In the same way we have:
The analogous computation for ω H gives:
where H 1 P A L and hence there is a non-zero pairing if and only if L Ă H.
The following result is a strightforward consequence of the formulas of Lemma 3.3.2. Proof. This follows immediately from Lemma 3.3.2 since a product of more than r´rkpLq classes of the type λ M BpLq is zero in H˚pS L,F pLq ; Qq. The result of Lemma 3.1.6 and Corollary 3.1.7 has the following consequence in cohomology.
Lemma 3.3.5. Let A be a toric arrangement in the torus T . Let L P C be a layer of A. Consider the quotient arrangement A L in T " T {L 0 and the cellular map Φ L : SalpAq Ñ SalpA L q. Moreover assume that π L pF pT" F pT {L 0 q. Then for any hypertorus H P A L the cohomology homomorphism ΦL : H 1 pSalpA L q; Qq Ñ H 1 pSalpAq; Qq induced by Φ L maps as follows:
Corollary 3.3.6. Let A be a toric arrangement in the torus T . Let L P C be a layer of A. Consider the quotient arrangement SalpA L q in T " T {L 0 and the cellular map Φ L : SalpAq Ñ SalpA L q. Moreover assume that π L pF pT" F pT q. Then for any layer Y P C, if we consider the cohomology map induced by the restriction Φ L| : S Y,F pY q Þ Ñ S π L pY q,π L pF pYthe following holds: for any hypertorus H P A such that Y Ă H and L Ă H we have Φ L|˚p ω π L pHq pπ L pY" ω H pY q.
Proof. This follows immediately from the previous lemma using the commutativity of the diagram S Y,F pY q SalpAq
Recall that we can assume the arrangement A to be totally ordered and we actually fix such an ordering.
Given any d´r-dimensional layer L P C r in the torus T of dimension d, we can consider the linear arrangement ArLs.
The ordering of A induces an ordering of ArLs. For every element of the nbcbasis associated to the arrangement ArLs we can consider the corresponding ordered subset S " pH i1 , . . . , H ir q Ă A.
We will write ω S for the product ω Hi 1¨¨¨ω Hi r P H r pM pAq; Qq.
Corollary 3.3.7. Let A be a toric arrangement in the torus T of dimension d. Let L P C be a layer of A of rank r. Consider the quotient arrangement SalpA L q in T " T {L 0 and the cellular map Φ L : SalpAq Ñ SalpA L q. Assume that π L pF pT" F pT q. Let S " pH i1 , . . . , H ir q be an element of the nbc-basis of ArLs. Let α P H˚pSalpA L q; Qq be a class such that α´ω π L pSq restricts to zero in H˚pS π L pLq ; Qq and α restricts to a class in IpL 1 q Ă H˚pS L 1 ; Qq for L 1 ‰ π L pLq. Then we have that the class Φ L˚p αq´ω S restricts to 0 in H˚pS L 1 ; Qq if π L pL 1 q " π L pLq, that is if L 1 Ď L, and Φ L˚p αq restricts to a class of IpL 1 q in H˚pS L 1 ; Qq if π L pL 1 q ‰ π L pLq.
Proof. The result follows from Corollary 3.3.6 by multiplicativity.
Remark 3.3.8. The cohomology ring H˚pSalpAq; Zq is a free Z module (this has been proved in [dD15] , but follows also from [CD17, Rmk. 6.1.1]).
Lemma 3.3.9. The cohomology ring H˚pS L ; Zq is a module over H˚pT ; Zq generated by the restriction of the classes ω S for S P nbcpArLsq.
Proof. The lemma follows from [CD17, Thm. 4.2.3], where the homotopy equivalence Θ F0 : S L,F Ñ |F pA L q|ˆSalpArLsq is given. Since the projection on the first component of Θ F0 is the projection S L,F Ñ L c induced by SalpAq Ñ T c , we have that the cohomology of S L,F is a H˚pT ; Zqmodule generated by generators of the Orlik-Solomon algebra H˚pSalpArLsq; Zq. Finally the following hold: a) The homology classes p ω H are non-trivial (in fact their image in SalpA H q is non-zero). b) For H Ą L the homology classes p ω H have a representative in S L,F . In fact, for every G P FpA L q the arrangement ArGs contains H and hence in particular a face W supported on H. Then we can consider the morphism m of FpAq that arises from the order relation G ď W in FpArGsq (ensuring that F m " W ). Thus we see that the complex S F pArGsq contains the subposet Ω m of Remark 2.3.2. c) The classes p ω H project to trivial classes in T c " S T . d) If B is the essentialization of AztHu, the classes p ω H maps to trivial classes in SalpBq (this claim follows directly from Lemma 3.1.11 and Remark 3.1.11 when A and AztHu have the same rank, otherwise from Lemma 3.1.6). Hence we have that the classes ω H pLq for H Ą L, that are the restrictions of the corresponding classes p ω H to S L , are the standard generators of the Orlik-Solomon algebra H˚pSalpArLsq; Zq.
Group action and the cohomology ring.
Definition 3.4.1. Let A be a toric arrangement in a torus T . Let L P C r pAq a layer and let S P nbcpArLsq. We define the subarrangement A S Ă A as the set of hypertori of A associated to the elements of S.
Definition 3.4.2. Let A be a toric arrangement in a torus T . We define the stabilizer of A as the group G Ă T given by G :" tg P T |@H P A, gH " Hu. and the essential stabilizer of A as the group G of the connected components of G. Hence G :" G{G 0 , where G 0 is the connected component of the identity of G.
Given a layer L P C r pAq and an element S P nbcpArLsq we write G S (resp. G S ) for the stabilizer (resp. essential stabilizer) of A S .
Remark 3.4.3. We notice that if A is essential then G is discrete and we have G » G. In general, by choosing a direct summand of G 0 in T we get a lifting G Ñ G. Hence we can always identify G with a subgroup of T that acts by multiplication on the layers in CpAq.
Proposition 3.4.4. Let A be an essential arrangement in a torus T of dimension d. Let L P C r a layer of rank r ě 0 and let S P nbcpArLsq of length r. For a layer of Y P CpAq let Y be the smallest layer in CpA S q containing Y . There exists a unique cohomology class ω S,L P H r pSalpAq; Qq such that for every layer of Y P CpAq and for every face F P FpA 0 q with supppF q " Y we have:
Proof. We prove our statement by induction on d and r, considering the following cases. a) [d " 0] For L " T and S " H we can just set ω S,L as the constant class 1 P H 0 pSalpAq; Qq. b) [d " 1, r " 1] In this case the result is trivial as we can set ω S,L " ω H . c) [d ą 1, r ă d] Suppose now that dim T " d ą 1. We can assume that the statement is true for any essential arrangement in a torus T 1 with dim T 1 ă d. Then if rkpLq " r ă d the statement follows also for dim T " d. In fact, given S " pH i1 , . . . , H ir q P nbcpArLsq of length r, we can consider the quotient arrangement A S :" A S {L 0 , the layer L :" L{L 0 P C r pA S q and the element S :" π L pSq P nbcpA S rLsq. By induction the class ω S,L exists and we can set ω S,L :" ΦLpω S,L q.
In fact by induction, ω S,L´ω S | Stab G S pπ L pY qq| restricts to 0 in S π L pY q,R if L Ă π L pY q, that is, if L Ă Y , and ω S,L restricts to 0 in S π L pY q,R if L Ę π L pY q, that is, if L Ę Y . Hence, since G S » G S , according to Corollary 3.3.7 we have that Hence ω S,L satisfies the required conditions i) and ii) when F " F pY q.
Recall that for g P Stab G S pY q we have a multiplication map g : Y Ñ Y that from Lemma 3.1.10 is homotopic to the identity map and hence induces the identity map on H˚pS Y,F q.
We need to prove that i) and ii) are satisfied also for every complex S Y,F , with F ‰ F pY q. This is trivially true for Y " L, since in this case F " F pY q is the only possible face in FpA 0 q with supppF q " Y 0 . When Y ‰ L we can consider the class ω Y S,L :" ÿ gPStab G S pY q g˚ω S,L P H˚pSalpAq; Qq.
Let S " S 1 \ S 2 , where the elements of S 1 are the elements of S that contains Y . Let P t˘1u be the sign such that ω S " ω S1 ω S2 . Consider the map Φ S1 : SalpAq Ñ SalpA S1 q. We claim that
The equality follows checking that the two terms agree when restricted to S W,F pW q for every W P CpA S q. In fact we have:
On the other side we have ϕW p ΦS 1 pω S1,π Y pYω S2 q "
if π Y pY q Ď π Y pW q and ϕW p ΦS 1 pω S1,π Y pYω S2 q " 0 otherwise. The equality
follows since the kernel of the surjective homomorphism
is exactly the subgroup Stab G S pY q X Stab G S pW q. Moreover the two conditions L Ď Stab G S pY q.W and π Y pY q Ď π Y pW q are equivalent. In fact π Y pLq " π Y pY q and π Y pStab G S pY q.W q " π Y pW q and this proves that the first condition implies the second one. Since π Y pW q is the quotient by Y 0 of the smallest layer W of A S1 containing W , the second condition means that Y Ă W and then L, which is a point of Y , is contained in Stab G S pY q.W , hence the second condition implies the first. Then we have proved Equation (8). In particular we have by induction that for every face F P FpA 0 q such that supppF q " Y 0 the class ω S,L restricts in H˚pS Y,F q as Proof. Let R be a ring and let I R (resp. J R ) be the ideal of AR :" H˚pSalpAq; Rq (resp. BR :" À LPCpAq H˚pS L ; Rq) generated by the restriction of H 1 pT ; Rq » H 1 pS T ; Rq. Note that I R and J R are graded ideals with respect to the cohomological graduation and we will write pI R q j (resp. pJ R q j ) for the graded component of I R (rsp. J R ) in A j R (resp. B j R ). Let GrpA R q and GrpB R q be the associated bi-graded groups, where we write Gr i pA j R q (resp. Gr i pB j R q) for pI i
. The map Φ :" ' LPCpAq ϕ L induces an homomorphism of bi-graded groups Φ : Gr i pA j R q Ñ Gr i pB j R q. As recalled in Remark 3.3.8, the cohomology groups H˚pSalpAq; Zq and H˚pS L ; Zq are torsion free and hence A Z (resp. B Z ) includes in A Q (resp. B Q ). Moreover the injectivity of Φ implies the injectivity of the map Φ. As a consequence of these two facts, in order to prove that Φ is injective for R " Z it will be enough to prove that Φ is injective when R " Q.
This can be seen showing that Gr i pA j Q q and ΦpGr i pA j Qhave the same dimension. In fact if we fix L P CpAq with rkpLq " l we have that Gr i pH l`i pS L ; Qqq » H l pM pArLsq; Qq b H i pL; Qq. For a given S P nbcpArLsq with |S| " l and λ P H i pT ; Qq, the class ω S,L¨λ belongs to Gr i pA l`i Q q. It follows from Proposition 3.4.4 that ω S,L maps to ω S pLqbλ in the graded piece Gr i pH l`i pS L ; Qqq.
Moreover for L 1 ‰ L with rkpL 1 q " l 1 we have that ω S,L maps to 0 in the graded piece Gr i pH l`i pS L 1 ; Qqq. Again this follows from Lemma 3.3.2 and Proposition 3.4.4 since: either at least one of the hypertori H s for s P S does not contains L 1 and then ω S,L maps to J R , either L 1 Ĺ L and hence ω S pLq has dimension less then l 1 in H˚pS L 1 ; Qq.
As a consequence the images of the classes ω S,L¨λ for L P CpAq, S P nbcpArLsq with |S| " rkpLq and λ in a basis of H i pL; Qq in GrpB Q q are linearly independent and the rank of the image of GrpA Q q in GrpB Q q is greater or equal to ÿ LPCpAq 2 d´rkpLq dim H rkpLq pM pArLsq; Qq that is the dimension of A Q (see [Loo93, DCP05] ). Hence Φ is an injective homomorphism. Proof. Following the same pattern of the proof of Proposition 3.4.4, we can prove the result by induction. The claim follows immediately for the cases a) (since 1 is an integer class) b) (since the classes ω H are integer classes) and c) since the pull back of an integer class is an integer class.
Concerning case d), since the restriction of an integer class is an integer class, we can assume that A " A S . We will show that for a given layer Y such that L Ă Y and | Stab G S pY q| ‰ 1 the restriction of the class ω S,L in H˚pS Y,F ; Qq is an integer class. We consider the group N :" Stab G S pY q and the quotient SalpAq Ñ SalpAq{N . We have a commutative diagram SalpAq SalpAq{N
We have an homotopy equivalence
Notice that when i " dimpY q the cohomology map
Recall that we are assuming that r " rkpT q " rkpAq " |S| and hence i " dim Y " r " rkpY q.
The class ω S P H r pSalpAq; Zq is N -invariant and hence it is the pullback of an integer class ω S P H r pSalpAq{N ; Zq. Moreover the class ω S restricts to a class β P H r pS Y,F {N ; Zq » H rkpY q pSalpArY sq; Zq b H i pY ; Zq. This implies that ϕY ,F pω S q " πN pβq is m-times an integer class in H r pS Y,F ; Zq and hence ω S,L restricts to an integer class in S Y,F . From the injectivity of the map
it follows that the class ω S,L is an integer class.
Theorem 3.4.7. Let A be an essential toric arrangement in T .The integer cohomology ring H˚pSalpAq; Zq is generated as a module over H˚pT ; Zq by the classes ω S,L for L P CpAq and S P nbcpArLsq.
Proof. Since we have proved in Theorem 3.4.5 that the map Φ " ' LPCpAq ϕ L is injective over Z, it will be enough to show that the image of the homomorphism of algebras à LPCpAq ϕ L : H˚pSalpAq; Zq Ñ à LPCpAq H˚pS L ; Zq is the H˚pT ; Zq-module generated by the restrictions of the classes ω S,L for L P CpAq and S P nbcpArLsq. We keep the notation of the proof of Theorem 3.4.5. Let A 1 R the sub-H˚pT ; Rqmodule of A R generated by the classes ω S,L for L P CpAq and S P nbcpArLsq. Using the injectivity of Φ : AZ Ñ BZ and the fact that the surjectivity of Φ : GrpA 1 R q Ñ ΦpGrpA Rimplies the surjectivity of Φ : A 1 R Ñ ΦpA R q, in order to prove that A 1 Z " A Z we will show that ΦpGrpA 1 Z" ΦpGrpA QX GrpB Z q. In fact, since we have the inclusions ΦpGrpA 1 ZĂ ΦpGrpA ZĂ ΦpGrpA QX GrpB Z q, the equality between the first and the last term implies the equality between the first and the second one. As we have seen in the proof of Theorem 3.4.5, Φ maps the class of ω S,L in Gr 0 pH rkpLq pSalpAq; Zqq to the class ω S pLq in Gr 0 pH rkpLq pS L ; Zq. Since H˚pS L ; Zq » H˚pM pArLsq; Zq b H˚pLq we have that the set of classes ω S pLq for S P nbcpArLsq is a set of generators of
as a H˚pT ; Zq-module. The sum of these modules, for L P CpAq, is the intersection ΦpGrpA QX GrpB Z q. Hence the claim follows.
Example 3.4.8. As an example of our result we provide an explicit description of the cohomology of the complement of the toric arrangement A " tH 0 , H 1 , H 2 u in T " pC˚q 2 given by:
H 0 " tz P T |z 0 " 1u; H 1 " tz P T |z 0 z 2 1 " 1u; H 2 " tz P T |z 1 " 1u. The associated hyperplane arrangement A 0 in V " R 2 is given by the corresponding hyperplanes W 0 " tx P V |x 0 " 0u; W 1 " tx P V |x 0`2 x 1 " 0u; W 2 " tx P V |x 1 " 0u.
We consider in T pA 0 q the chambers B 0 " tx P V |x 0 ă 0, x 0`2 x 1 ą 0u and B 1 " tx P V |x 1 ą 0, x 0`2 x 1 ă 0u (see Figure 1 ). The poset of layers CpAq is given by the elements T, H 0 , H 1 , H 2 and the points P " tp1, 1qu, Q " tp1,´1qu. In order to define the subcomplexes S L for L P CpAq we need to choose the chamber BpLq. We can do this as follows: BpH 2 q " B 1 , BpLq " B 0 for L ‰ H 2 . Moreover for H P A choose H C : BpHq. As a basis p B T pAq we can choose the set t p λ H0 B0 , p λ H2 B0 u. All the other choices of basis are natural. In Table 1 we describe the restriction of each generator of the cohomology of SalpAq to each one of the subcomplexes S L " S L,F pLq , for L P CpAq. Cells are empty when a class restricts to zero. The multiplicative structure of the cohomology of SalpAq is induced by the multiplcative structure on each subcompex. ω H2 ω H2 ω t0,2u,P ω H0 ω H2 ω t1,2u,P λ H2 B1 ω H2 ω H1 ω H2 ω t1,2u,Q ω H1 ω H2 Table 1 4.
Representations of arithmetic matroids
In Section 7 of [CD17] we investigate the dependency of our presentation of from the combinatorial data. There, we claim the following result (where the last qualifier was implicit in the paragraphs preceding this theorem in [CD17] ).
Theorem 4.0.1 ([CD17, Thm. 7.2.1]). If an arithmetic matroid with a basis of multiplicity 1 is representable by a matrix A, then, if we fix such a basis, the matrix A is unique up to sign reversal of the column vectors and up to a unimodular transformation from the left.
The proof given in the paper is not correct. As explained in [Len19] , the argument of the proof in case b) fails for example for the matrix X "¨1 0 0 1 0 1 0 1 0 1 1 0 0 0 1 0 1´1‚ since it is not possible to make the bottom right entry positive preserving all other signs while in the proof this is assumed to be possible.
However, the claim of Theorem 7.2.1 of [CD17] is true: a correct proof follows from the results by Lenz [Len19, Thm. 1.1] and in more generality from Pagaria [Pag19, Thm. 3.5].
Summary of corrections
We now summarize the modifications in the body of [CD17] that are required by the corrections in this Erratum. The details for the corrections of §2-6 are given in Sections 1-3. The details for the correction of §7 are given in Section 4.
§2 The rings ApAq and BpAq are isomorphic to a graded algebra associated to a filtration of H˚pM pAq; Zq induced by the Leray spectral sequence, but in general they are not isomorphic to the ring H˚pM pAq; Zq itself. 3 and Thm. 5.1.5 hold. Cor. 5.1.6 and the following statements are false. §6 Lem. 6.1.2 and Thm. 6.1.3 hold. Thm. 6.2.4 is false. We refer to [CDD`18] for a description of the cohomology of the complement in the general case. §7 Thm. 7.2.1 holds, but the proof given in [CD17] is wrong. Example 7.3 gives only a description of the graded ring associated to the filtration of the cohomology of the complement of the toric arrangement.
