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Abstract
We characterize interpolating sequences for multiplier algebras of
spaces with the complete Pick property. Specifically, we show that
a sequence is interpolating if and only if it is separated and gener-
ates a Carleson measure. This generalizes results of Carleson for the
Hardy space and of Bishop, Marshall and Sundberg for the Dirichlet
space. Furthermore, we investigate interpolating sequences for pairs
of Hilbert function spaces.
1 Introduction
Let H be a reproducing kernel Hilbert space on a set X . In this paper we
will always assume that the reproducing kernel k satisfies ‖kz‖2 = kz(z) 6= 0
for all z ∈ X . Let Mult(H) denote the multiplier algebra of H, that is the
set of functions φ on X with the property that multiplication by φ maps H
to H. A sequence (λi) ⊆ X is called an interpolating sequence for Mult(H)
if, whenever (wi) is a bounded sequence of complex numbers, there is a
multiplier φ such that φ(λi) = wi for each i. Furthermore, the sequence
(λi) ⊆ X is called an interpolating sequence for H if the operator
T : f 7→
(
f(λi)
‖kλi‖
)
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takes H boundedly onto ℓ2.
L. Carleson classified interpolating sequences for H∞, the multiplier al-
gebra of the Hardy space H2 on the unit disk, in 1958 [16]. H.S. Shapiro and
A. Shields found a different proof of Carleson’s theorem and showed that the
interpolating sequences for H∞ are the same as the ones for H2 [36]. This
idea was used by D. Marshall and C. Sundberg [28] and C. Bishop [12] to
characterize interpolating sequences in the context of the Dirichlet space on
the unit disk.
The key property shared by the Hardy space and the Dirichlet space
that allowed this translation to work is the Pick property. We define an
irreducible complete Nevanlinna-Pick kernel in Section 2.1, but by Thm 2.1,
it is a reproducing kernel s of the form
sw(z) =
f(z)f(w)
1− 〈b(z), b(w)〉K (1.1)
where f : X → C is non-vanishing and b is a function from X into the open
unit ball of an auxiliary Hilbert space K. If, in addition, f is identically 1 and
there is a point w0 ∈ X such that b(w0) = 0, we will call (1.1) a normalized
complete Pick kernel. The normalization is convenient for our proofs, but is
not essential. The Hardy and Dirichlet spaces of the unit disc are examples of
spaces with normalized complete Pick kernels. In Section 2.1 we will provide
further examples as well as motivation and background about reproducing
kernels of this type.
Interpolating sequences are characterized by separation and Carleson
measure conditions. If H is a reproducing kernel Hilbert space with ker-
nel k, then
dH(z, w) =
√
1− |〈kz, kw〉|
2
‖kz‖2‖kw‖2 , z, w ∈ X
defines a pseudo metric on X . Indeed, it is clearly symmetric, it satisfies the
triangle inequality (see [4, Lemma 9.9]), and it satisfies dH(z, w) = 0 if and
only if kz and kw are linearly dependent. As an example consider H = H2,
then dH2(z, w) = | z−w1−zw | is the pseudohyperbolic metric on the unit disk. The
sequence (λi) is called H-separated , if there is c > 0 such that
dH(λn, λm) ≥ c > 0 for all n 6= m. (S)
We shall say the sequence is strongly separated (SS) if there exists ε > 0
such that for every i there exists a function φ in the unit ball of Mult(H)
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such that φ(λi) = ε and φ(λj) = 0 ∀ j 6= i. It is easy to see that for H = H2
condition (SS) is equivalent to the existence of ε > 0 such that for each i∏
i 6=j | λi−λj1−λjλi | ≥ ε.
Finally, the sequence (λi) satisfies the Carleson measure condition if∑
i
|f(λi)|2
‖kλi‖2
≤ c‖f‖2, f ∈ H. (C)
If δλ denotes the unit point mass at the point λ ∈ X , then this condition is
saying that µ =
∑
i
1
‖kλi‖
2 δλi is a Carleson measure for the Hilbert space H.
Thus we have the following conditions that a sequence (λi) ⊆ X may
satisfy for a given space H:
(IM) the sequence is interpolating for Mult(H),
(IH) the sequence is interpolating for H,
(S+C) the sequence is H-separated and satisfies the Carleson measure con-
dition for H,
(SS) the sequence is strongly separated.
Carleson proved that for H = H2 conditions (IM), (S+C), and (SS) are
equivalent, and, of course, he also established a geometric Carleson measure
condition for H2. Shapiro and Shields added to this the equivalence of (IH).
By now it is well-known that the implications (IM) ⇒ (IH) and (IH)
⇒ (S+C) hold for every reproducing kernel Hilbert space (see [4, Chapter
9]). The implication (IH) ⇒ (IM) for all irreducible complete Pick kernels
was proved by Marshall-Sundberg [28] and by Bishop [12]. Both Marshall-
Sundberg and Bishop also construct examples to show that (SS) does not
imply (IM) in the case of the Dirichlet space of the unit disc. In [4, Theorem
9.43] it is shown that (S+C) implies (SS) for all irreducible complete Pick
kernels.
The main result of this note addresses the remaining open implication in
the generality of spaces with the complete Pick property.
Theorem 1.1. The implication (S+C) ⇒ (IM) holds for all reproducing
kernel Hilbert spaces with irreducible complete Nevanlinna-Pick kernels.
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We will also see that under this hypothesis the interpolating functions can
be found via a bounded linear interpolation operator T : ℓ∞ → Mult(H), i.e.
there is a sequence of multipliers φi ∈ Mult(H) such that for each sequence
(wi) ∈ ℓ∞ the function φ =
∑
i wiφi satisfies φ ∈ Mult(H) and φ(λi) = wi
for each i.
In [14] B. Bo¨e showed that (S+C) ⇒ (IM) holds for some spaces of ana-
lytic functions, if the Gram matrix
(
〈 kλn
‖kλn‖
,
kλm
‖kλm‖
〉
)
1≤n,m<∞
of the complete
Nevanlinna-Pick kernel k satisfies an extra hypothesis. While Bo¨e’s theorem
applied to spaces of analytic functions in the unit ball of Cd with reproducing
kernel (1 − 〈z, w〉)−γ, 0 < γ < 1, up to now it had been an open question
whether the Theorem holds for the Drury-Arveson kernel (1 − 〈z, w〉)−1. In
fact, Theorem 1.1 answers a question of Agler-McCarthy [4, Question 9.57]
and it affirms a conjecture of Seip [33, Conjecture 1, p. 33] at least for spaces
with the complete Pick property.
We will now define the concept of interpolating sequences for multipliers
between spaces.
Let k, ℓ be two reproducing kernels on a set X such that kz, ℓz 6= 0 for all
z ∈ X . We will denote the corresponding reproducing kernel Hilbert spaces
by Hk and Hℓ. If ϕ ∈ Mult(Hk,Hℓ), then it is easily seen that the function
ϕ satisfies a growth estimate:
|ϕ(z)| = |ϕ(z)kz(z)|‖kz‖2 =
|〈ϕkz, ℓz〉|
‖kz‖2 ≤ ‖ϕ‖M
‖ℓz‖
‖kz‖ ,
where we have written ‖ϕ‖M for the multiplier norm of ϕ, i.e. the norm of
the multiplication operatorMϕ : Hk →Hℓ. We say that a sequence (λi) ⊆ X
is interpolating for Mult(Hk,Hℓ), if whenever (αi) is a bounded sequence of
complex numbers, then there is a ϕ ∈ Mult(Hk,Hℓ) with ϕ(λi) = αi ‖ℓλi‖‖kλi‖ .
In Section 4 we will investigate interpolating sequences for Mult(Hk,Hℓ).
Theorem 1.2. Let s be a normalized complete Pick kernel on X and ℓ = gs,
where g is positive definite, i.e. for all λ1, ..., λn ∈ X and all a1, ..., an ∈ C
we have
∑
i,j aiajgλi(λj) > 0 unless each ai = 0.
(a) A sequence is interpolating for Mult(Hs,Hℓ) if and only if the se-
quence satisfies the Carleson condition (C) for Hs and it is interpolating for
Hℓ.
(b) If a sequence is Hs-separated, then it is interpolating for Mult(Hs,Hℓ)
if and only if is interpolating for Mult(Hs).
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Note that by taking ℓ = s we recover the equivalence of (IM) and (IH)
for irreducible complete Pick kernels. This theorem applies for example,
wheneverHs = H2 and the operatorMz of multiplication with the coordinate
function defines a contraction operator on Hℓ.
In certain situations we can improve the previous theorem. We start with
two simple observations. First by Remark 8.10 of [4] and the Schur product
theorem the expression stw(z) defines a reproducing kernel, whenever s is a
normalized complete Pick kernel and t > 0. Second, since for fixed t > 0 we
have
√
1− xt ∼ √1− x, 0 ≤ x ≤ 1 it follows that a sequence is Hs separated,
if and only if it is Hst separated.
Theorem 1.3. Let s1, s2 be normalized complete Pick kernels on X such that
s2/s1 is positive definite, and let t ≥ 1.
Then a sequence is interpolating for Mult(Hs1 ,Hst2) if and only if it sat-
isfies the Hs1 Carleson condition (C) and is Hs2-separated (S).
In particular, it follows from Theorem 1.1 that for a normalized complete
Pick kernel s and any t ≥ 1, the Mult(Hs,Hst) interpolating sequences are
just the Mult(Hs) interpolating sequences.
Theorem 1.3 applies if s1 is any normalized irreducible complete Nevan-
linna Pick kernel for a space of analytic functions in the open unit disk
D and if s2w(z) =
1
1−wz
is the Szego¨ kernel, the reproducing kernel for
H2. In this case s1(z) =
1
1−
∑
n≥1 bn(w)bn(z)
for some analytic functions bn
with
∑
n≥1 |bn(z)| < 1 for all |z| < 1. This implies that the row operator
(f1, f2, ...) →
∑
n≥1 bnfn is bounded from H
2 ⊕H2 ⊕ ... into H2, and this is
easily seen to be equivalent to s2/s1 being positive definite.
Then for any t > 1 the space Hst
2
is a weighted Bergman space of analytic
functions on the open unit disc such that
∫
D
|f |2(1 − |z|2)t−1dA < ∞. In
Example 4.13 we will show that if Hℓ is a weighted Bergman space with
weight exp(− 1
1−|z|2
), then there are Mult(H2,Hℓ) interpolating sequences
that are not H∞-interpolating.
Section 5 contains applications of our results. In particular, using The-
orem 1.1, we generalize a result of Lech [22]; he showed that there is a
multiplication operator on the Dirichlet space which is not essentially nor-
mal, and in Prop. 5.4 we show that this result is true in any complete Pick
space where the kernel function is unbounded. Moreover, we indicate how
the results of Section 4 can be used to exhibit noncompact multiplication
operators between pairs of spaces.
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2 Background
2.1 Complete Pick kernels
LetHk be a reproducing kernel Hilbert space on a setX , with kernel k. When
referring to reproducing kernels we will use the notations kw(z) = k(z, w)
interchangeably. For basic facts about reproducing kernel Hilbert spaces we
refer the reader to [4] or [31]. Let n be a positive integer, and let Mn denote
the n-by-n complex matrices. We say that k has the Mn Pick property if, for
every finite sequence λ1, . . . , λN of distinct points in X , and every sequence
W1, . . . ,WN in Mn, the operator
L : ∨{kwj ⊗ Cn | 1 ≤ j ≤ N} → ∨{kwj ⊗ Cn | 1 ≤ j ≤ N}
kwj ⊗ v 7→ kwj ⊗W ∗j v
has a norm-preserving extension to the adjoint of a multiplication operator
M∗Φ : Hk ⊗ Cn → Hk ⊗ Cn.
This is equivalent to saying that whenever the block matrix[
k(λj, λj)(ICn −WiW ∗j )
]N
i,j=1
is positive, there is a multiplier Φ of Hk⊗Cn of norm at most 1 that satisfies
Φ(λi) = Wi, ∀ 1 ≤ i ≤ N.
When n = 1, we say k has the Pick property. If k has the Mn Pick property
for every n, we say the kernel, and the corresponding Hilbert space Hk, have
the complete Pick property or the complete Nevanlinna-Pick property.
Kernels with the complete Pick property are described by the McCullough-
Quiggin theorem [26,32]; an alternative description is in [3]. Let us say that
the kernel k is irreducible if X cannot be partitioned into two disjoint non-
empty sets X1 and X2 such that k(x1, x2) = 0 whenever x1 ∈ X1, x2 ∈ X2.
The McCullough-Quiggin theorem says that an irreducible kernel has the
complete Pick property if and only if 1/k has exactly one positive square,
i.e. for every finite set of distinct points {λ1, . . . , λN} ⊂ X , the self-adjoint
matrix [
1
k(λj , λi)
]N
i,j=1
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has exactly one positive eigenvalue, counted with multiplicity.
Examples of such kernels and spaces are the Szego˝ kernel
1
1− w¯z for the
Hardy space on the unit disk; the Dirichlet kernel
−1
w¯z
log(1 − w¯z) on the
disk [28, 35]; the kernels
1
(1− w¯z)t for 0 < t < 1 on the disk [28, 35]; the
Sobolev space W 21 on the unit interval [1]; various weighted Sobolev spaces
[32]; superharmonically weighted Dirichlet spaces in the unit disc [37]; the
kernel
1
2− ζ(z + w¯) on a half-plane [24]; and the Drury-Arveson space, the
space of analytic functions on the unit ball Bd of a d-dimensional Hilbert
space (where d ∈ {1, 2, . . . ,∞}) with kernel
k(z, w) =
1
1− 〈z, w〉
[3, 8, 9, 18, 19, 23].
If λ0 is a point in X , and k(z, λ0) 6= 0 for all z ∈ X , one can define a new
kernel
ℓ(z, w) =
k(z, w)k(λ0, λ0)
k(z, λ0)k(λ0, w)
.
The new kernel will have the property that ℓ(z, λ0) = 1 for all z ∈ X (we call
this being normalized at λ0) and Hℓ is just k(λ0, λ0)1/2k(·, λ0)−1Hk. For an
irreducible Pick kernel, k(z, w) is never 0 [4, Lemma 7.2], so it is convenient
to assume that our kernels are always normalized.
The Drury-Arveson space is universal among all spaces that have the
complete Pick property, in the following sense [2].
Theorem 2.1. Let s be an irreducible kernel on X with the complete Pick
property, normalized at λ0. Then there is an auxiliary Hilbert space K and
there is a map b : X → K with b(λ0) = 0 and ‖b(z)‖K < 1 for all z ∈ X such
that
s(z, w) =
1
1− 〈b(z), b(w)〉K .
If H is separable, then K can be chosen to be separable.
2.2 Grammians
Let Hk be a reproducing kernel Hilbert space on a set X , with kernel k. We
will write kˆz = kz/‖kz‖ for the normalized kernel function at z. Let (λi)
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be a sequence of distinct points in X . The Grammian, or Gram matrix,
associated with the sequence is the (infinite) matrix G(k) = [Gi,j ], where
Gij := 〈kˆλi , kˆλj〉 =
k(λj, λi)√
k(λj , λj)k(λi, λi)
.
If the kernel k is understood, simply write G instead of G(k).
We shall say that the sequence (λi) ⊆ X has a bounded Grammian (BG)
if the Gram matrix, thought of as an operator on ℓ2, is bounded; we shall
say that it is bounded below (BB) if the Gram matrix is bounded below on
ℓ2. It is known that if the Grammian of a sequence for the Szego¨ kernel
sw(z) =
1
1−λz
is bounded below, then it is bounded above. The analogous
fact is not true for general complete Nevanlinna-Pick kernels, see [4, Example
9.55].
In the following lemma we have listed some elementary facts about Gram-
mians.
Lemma 2.2. (a) The Grammian is bounded (BG) if and only if the se-
quence satisfies the Carleson measure condition for Hk (condition (C) from
the Introduction).
(b) The following three conditions are equivalent:
1. the Grammian is bounded and bounded below (BG+BB),
2. the functions kˆλi form a Riesz sequence, i.e. there are c1, c2 > 0 such
that for all scalars ai
c1
∑
i
|ai|2 ≤ ‖
∑
i
aikˆλi‖2 ≤ c2
∑
i
|ai|2,
3. the sequence is interpolating for Hk (condition (IH) from the Introduc-
tion).
For the proof of (a) see [4, Proposition 9.5]. The equivalence of (1) and
(2) in (b) is [4, Proposition 9.13], while the equivalence of (2) and (3) follows
by considering the adjoint of the interpolation map Tf = ( f(λi)
‖kλi‖
).
To prove Theorem 1.1 we shall use the following result from [4, Theorem
9.46]; we use {ei} to denote the standard orthonormal basis for ℓ2.
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Theorem 2.3. Let k be an irreducible complete Pick kernel on X, let (λi) be
a sequence in X, and let G denote the Grammian associated with (λi). Then
(a) G is bounded below if and only if there is a function Ψ in Mult(Hk ⊗
ℓ2,Hk) such that
Ψ(λi) = e
∗
i = (0, . . . , 0, 1, 0, . . . ). (2.4)
(b) G is bounded and the sequence is weakly separated if and only if there
is a function Ψ in Mult(Hk,Hk ⊗ ℓ2) such that
Ψ(λi) = ei =

0
...
0
1
0
...

. (2.5)
Remark 2.6 In [4], a more restrictive definition of irreducibility is used.
In addition to our irreduciblity assumption, it is assumed that k(·, w) and
k(·, z) are linearly independent if z 6= w. However, the proof of [4, Theo-
rem 9.46] shows that this theorem remains valid under our less restrictive
definition of irreducibility.
3 The proof of Theorem 1.1 and some re-
marks
We are now in position to prove Theorem 1.1.
Proof: Let sw(z) be a complete Pick kernel on X , and assume that the
sequence (λi) is Hs separated and satisfies the Carleson condition (C). We
must prove that the sequence is interpolating.
By Lemma 2.2(a) the Gram matrix is bounded.
By the Marcus-Spielman-Srivastava theorem [27], since the Gram matrix
G is bounded, after a permutation the matrix G−I can be decomposed into a
finite block matrix such that each diagonal block has norm at most 1/2 (this
follows from the paving conjecture, which J. Anderson proved [6] is equivalent
to the Kadison-Singer conjecture, which was proved by the Marcus-Spielman-
Srivastava theorem). This means that the sequence (λi) is a finite union of
9
sequences (z
(1)
i ), . . . , (z
(n)
i ), for each of which the Gram matrix is bounded
above and below, so each (z
(j)
i ) is an interpolating sequence.
By Theorem 2.3 (a), for j = 1, . . . , n we can find a Hilbert space Lj with
an orthonormal basis {v(j)i }∞i=1 and a bounded multiplier ψj ∈ Mult(H ⊗
Lj,H) such that ψj(z(j)i ) = (v(j)i )∗. Let Ψ = (ψ1, . . . , ψn), which is a bounded
multiplier in Mult(H ⊗ (⊕nj=1Lj),H). Observe that for each i ∈ N, there
exists a unique element (µ(i), ν(i)) ∈ {1, . . . , n}×N such that λi = zµ(i)ν(i) . We
identify ⊕nj=1Lj with ℓ2 in such a way that ei is identified with vν(i)µ(i). Then
Ψ is a bounded multiplier in Mult(H⊗ ℓ2,H) that satisfies
Ψ(λi) = (∗ · · · ∗ 1 ∗ · · · ), (3.1)
where the 1 is in the ith slot.
By Theorem 2.3 (b), applied to the whole sequence (λi), there exists a
bounded multiplier Φ ∈ Mult(H,H⊗ ℓ2) such that
Φ(λi) = ei =

0
...
0
1
0
...

(3.2)
Let ∆ be the embedding of ℓ∞ into B(ℓ2) via diagonal operators and
define
T : ℓ∞ → Mult(H),
a 7→ Ψ∆(w)Φ.
It is clear that the range of T consists of multiplication operators and that
T is linear and bounded. Moreover, if w = (wi) is any sequence in ℓ
∞, then
T (w)(λi) =
(∗ · · · ∗ 1 ∗ · · ·)
w1 0 . . .0 w2 . . .
...
. . .
. . .


0
...
0
1
0
...

= wi.
10
Thus T (w) is a multiplier that solves the interpolation problem λi 7→ wi, so
(λi) is an interpolating sequence as required. ✷
Remark 3.3 One application of Theorem 1.1 is to give another proof
of the Marshall-Sundberg and Bishop theorem [12,28] characterizing the in-
terpolating sequences for the Dirichlet space, and the spaces with kernels
1/(1 − w¯z)t for 0 < t < 1, on the unit disk. Two other proofs of this have
been given by B. Bo¨e [13, 14].
Remark 3.4 The proof actually constructs a linear interpolation oper-
ator T : ℓ∞ → Mult(H). In the case of H∞(D), this is P. Beurling’s theorem
— see [20, Thm. VII.2.1]; it was proved for the Dirichlet space by Bo¨e [13].
Remark 3.5 Interpolating sequences for spaces with irreducible com-
plete Nevanlinna Pick kernels are “complete interpolating sequences”. In-
deed, if Wi ∈ B(K) with ‖Wi‖ ≤ C for all i, then one checks as in the proof
above that ϕ =
∑
iWiψiφi ∈ Mult(Hs ⊗ K) and it satisfies ϕ(λi) = Wi for
all i. Here ψ = (ψ1, ψ2, ...), φ = (φ1, φ2, ...)
t are the bounded row and col-
umn multiplication operators which satisfy ψi(λj) = φi(λj) = δij and whose
existence is guaranteed by Lemma 2.2 and Theorem 2.3.
Remark 3.6 In the papers [29,30,34] interpolating sequences are char-
acterized for various spaces of Dirichlet series (for which the set X would
be a half-plane), but with the proviso that the sequences are bounded. In
[25], spaces of Dirichlet series with the complete Pick property, including uni-
versal ones, are constructed. Theorem 1.1 describes all their interpolating
sequences.
Remark 3.7 The first part of the proof of Theorem 1.1 shows the
existence of Ψ satisfying (3.1), given Φ satisfying (3.2). If we could show
that Φt, the transpose of Φ, were bounded, we would not need to invoke the
Marcus-Spielman-Srivastava theorem. T. Trent proved this for the Dirichlet
space on the disk [38]. The following theorem, whose proof the authors intend
to give in an upcoming paper, shows that it is also true on the Drury-Arveson
space of finitely many variables.
Theorem 3.8. Let H be the Drury-Arveson space on the ball Bd, for d finite.
Then there is C > 0 such that whenever {ϕi} is a sequence of functions in
Hol(Bd) with
∞∑
i=1
‖ϕih‖2 ≤ ‖h‖2 for all h ∈ H,
then
‖
∞∑
j=1
ϕjhj‖2 ≤ C
∞∑
j=1
‖hj‖2 for all {hj} ∈ H ⊗ ℓ2.
Remark 3.9 It is easy to show [4, Proposition 9.11] that if the Gram
matrix is bounded, then the sequence is a finite union of sequences that have
(BG) and (S). So whenever the atomic measure
∑ ‖sλi‖2δλi is a Carleson
measure (i.e. (C) holds), the sequence (λi) is a finite union of interpolating
sequences. Carleson measures for the Drury-Arveson space were character-
ized in [7], and in a different way in [39].
4 Pairs of kernels
If k, ℓ are two reproducing kernels on a set X , then one can formulate a Pick
problem for Mult(Hk,Hℓ): For which λ1, ..., λn ∈ X and w1, ..., wn ∈ C is
there a multiplier ϕ ∈ Mult(Hk,Hℓ) with ‖ϕ‖M ≤ 1 and such that ϕ(λi) = wi
for i = 1, ..., n?
An obvious necessary condition is obtained by looking at M∗ϕ : Hℓ → Hk.
We have M∗ϕℓλ = ϕ(λ)kλ for all λ ∈ X , and one checks that ‖M∗ϕ‖ ≤ 1 if
and only if ℓλ(z) − ϕ(z)ϕ(λ)kλ(z) is positive definite. Thus, if ‖Mϕ‖ ≤ 1
and ϕ(λi) = wi for i = 1, ..., n, then by restricting M
∗
ϕ to the linear span of
ℓλ1 , ..., ℓλn one sees that the matrix
(ℓλi(λj)− wjwikλi(λj))1≤i,j≤n
is positive definite. We say that the pair (k, ℓ) has the Pick property if this
condition is always sufficient for the solution of the Pick problem in this
context.
A straightforward compactness argument shows that if the pair (k, ℓ) has
the Pick property, then one can solve Pick problems with infinitely many
points. More precisely if (k, ℓ) has the Pick property, then whenever an
operator T is defined on a subspace of Hℓ spanned by the kernel functions
12
from some set F ⊆ X in the following way
T : ∨{ℓλ : λ ∈ F} → Hk
ℓˆλ 7→ α(λ)kˆλ,
and T is bounded, then α extends to a (necessarily bounded) function on all
of X so that the extension of T given by
ℓˆλ 7→ α(λ)kˆλ ∀ λ ∈ X
has the same norm as T . Note that for the extension we have T = M∗ϕ for
ϕ ∈ Mult(Hk,Hℓ) with ϕ(λ) = α(λ) ‖ℓλ‖‖kλ‖ .
Proposition 4.1. (i) If (λi) is an interpolating sequence for Mult(Hk,Hl),
then the Gram matrix G(k) is bounded, and G(ℓ) is bounded below.
(ii) If (k, ℓ) has the Pick property, the converse holds.
Proof: Let ν(λ) = ||ℓλ||/||kλ||, and observe that a bounded operator
T : Hℓ →Hk maps ℓˆλ to α(λ)kˆλ if and only if the function ϕ(λ) = ν(λ)α(λ)
belongs to Mult(Hk,Hℓ) and T =M∗ϕ.
(i) Since (λi) is interpolating, the bounded linear map
Mult(Hk,Hℓ)→ ℓ∞, ϕ 7→ (ν(λi)−1ϕ(λi)),
is surjective. An application of the open mapping theorem therefore shows
that there exists M > 0 such that for every sequence (αi) in the unit ball of
ℓ∞ and every finitely supported sequence (ci) of complex numbers, we have∥∥∥∑
i
ciα¯ikˆλi
∥∥∥2
Hk
≤ M
∥∥∥∑
i
ciℓˆλi
∥∥∥2
Hℓ
.
Choosing αj = exp(itj) and integrating w.r.t. each tj, we get G(ℓ) is bounded
below; letting cj = exp(itj)aj and αj = exp(itj) and integrating, we get G(k)
is bounded above (cf. the proof of [4, Theorem 9.19]).
(ii) Suppose there are constants M1,M2 so that
M1
∥∥∥∑
j
aj kˆλj
∥∥∥2 ≤ ∑
j
|aj|2 ≤ M2
∥∥∥∑
j
aj ℓˆλj
∥∥∥2
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holds for every finitely supported sequence of complex numbers (aj). Let (αj)
belong to the unit ball of ℓ∞. Then for every finitely supported sequence of
complex numbers (aj), we have∥∥∥∑
j
ajα¯jkˆλj
∥∥∥2 ≤ 1
M1
∑
j
|ajα¯j|2 ≤ 1
M1
∑
j
|aj|2 ≤ M2
M1
∥∥∥∑
j
aj ℓˆλj
∥∥∥2,
hence there exists a unique bounded linear operator R from ∨{ℓλi : i ∈ N}
into Hk which maps ℓˆλj to α¯j kˆλj . Since the pair has the Pick property, this
implies that there is a ϕ ∈ Mult(Hk,Hℓ) with ϕ(λi) = αi ‖ℓλi‖‖kλi‖ for all i. Thus,
(λi) is interpolating for Mult(Hk,Hℓ). ✷
For the remainder of this section, s will be an irreducible complete Pick
kernel normalized at some point, and
ℓ(z, w) = s(z, w)g(z, w) (4.2)
where g is also a kernel. As mentioned in the Introduction for a concrete
example, think of s as the Szego˝ kernel, and ℓ as the Bergman kernel on the
disk.
As g is a kernel, there is a map Γ : X →M∗, for some Hilbert space M,
so that
g(z, w) = Γ(z)Γ(w)∗. (4.3)
Proposition 4.4. Let s and ℓ be as in (4.2). Then the pair (s, ℓ) has the
Pick property.
Proof: Suppose F ⊆ X , and T is a contraction defined by
T : ∨{ℓλ : λ ∈ F} → Hs
ℓˆλ 7→ α(λ)sˆλ.
Let ν(λ) = ‖ℓλ‖/‖sλ‖. Then[
Γ(z)Γ(w)∗ − α(z)ν(z)α(w)ν(w)
]
s(z, w) ≥ 0. (4.5)
So by Leech’s theorem (also known as the Toeplitz corona theorem) for com-
plete Pick kernels [5,11], see also [4, Theorem 8.57], there is a function ∆ of
norm at most one, defined on all of X , such that
Γ(z)∆(z) = ν(z)α(z) ∀z ∈ F . (4.6)
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Use (4.6) to extend α to all of X ; and then (4.5) will hold on X ×X . This
extended α will then give the desired extension of T . ✷
Let us find ∆ explicitly. From (4.5), we can represent the left hand-side
as Θ(z)Θ(w)∗, where Θ takes values in B(L,C) for some auxiliary Hilbert
space L: [
Γ(z)Γ(w)∗ − α(z)ν(z)α(w)ν(w)
]
s(z, w) = Θ(z)Θ(w)∗.
Then, writing φ(z) = α(z)ν(z) and using Theorem 2.1, we get for z, w in F :[
Γ(z)Γ(w)∗ − φ(z)φ(w)
]
= Θ(z)Θ(w)∗(1− 〈b(z), b(w)〉). (4.7)
Define
β(z) : L → ℓ2d ⊗ L
u 7→ b(z) ⊗ u.
Let E(z) := β(z)∗, so
E(z) :
∑
ξj ⊗ uj 7→
∑
〈ξj, b(z)〉uj.
A lurking isometry argument on (4.7) gives an isometry
U :
(
Γ(w)∗
β(w)Θ(w)∗
)
7→
(
φ(w)
Θ(w)∗
)
,
where the domain of U is the span of the vectors on the left as w ranges over
F . By enlarging the auxiliary Hilbert space L if necessary, we may extend
U to a unitary on the whole space, and write it as
U =
(
A∗ C∗
B∗ D∗
)
.
We get that for w ∈ F ,
φ(w) = [A∗ + C∗β(w)(I −D∗β(w))−1B∗]Γ(w)∗. (4.8)
Define ∆(w), for all w in X , to be the adjoint of the quantity in brackets
in (4.8):
∆(w) = A+BE(w)(I −DE(w))−1C, (4.9)
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so
φ(w) = Γ(w)∆(w).
Since U is a unitary, we get
[I −∆(z)∆(w)∗] s(z, w) ≥ B(I − E(z)D)−1(I −D∗E(w)∗)−1B∗,
and hence ‖∆‖ ≤ 1 as a multiplier from Hs to M⊗Hs.
So we have proved a realization formula. Taking F = X we get:
Proposition 4.10. Every contractive multiplier φ in Mult(Hs,Hℓ) can be
represented as in φ(w) = Γ(w)∆(w), where Γ is as in (4.3), and ∆ is a
contractive multiplier from Hs to M⊗ Hs, given by a realization formula
(4.9).
In the proof of Theorem 1.2, we require the following lemma.
Lemma 4.11. Let s and ℓ be as above, and let (λi) ⊆ X be any sequence.
(a) If G(s) is bounded, then G(ℓ) is bounded. Consequently, if (λi) sat-
isfies the Carleson condition for Hs, then it satisfies the Carleson condition
for Hℓ.
(b) Similarly, if G(s) is bounded below, then G(ℓ) is bounded below.
(c) If (λi) is interpolating for Hs, then it is interpolating for Hℓ.
Proof. Note that the Gram matrix G(g) is positive and that the Schur prod-
uct of G(g) with the identity matrix I equals I. Hence (a) and (b) of the
Lemma follow from the Schur product theorem and the observation that G(ℓ)
equals the Schur product of G(g) and G(s). For example, the boundedness of
G(s) implies that there is c > 0 such that cI−G(s) is positive definite, hence
taking the Schur product with G(g) we obtain cI −G(ℓ) is positive definite,
hence G(ℓ) is bounded. The statements about the Carleson conditions now
follow from Lemma 2.2.
We will now prove Theorem 1.2.
Proof: (a) By Proposition 4.4 the pair (s, ℓ) has the Pick property, hence
Proposition 4.1 implies that a sequence is interpolating for Mult(Hs,Hℓ) if
and only if G(s) is bounded above and G(ℓ) is bounded below. Now part (a)
follows from Lemmas 2.2 and 4.11.
(b) If a sequence is interpolating for Mult(Hs), then it must be inter-
polating for Hs. Thus Lemmas 2.2 and 4.11 imply that it is interpolating
for Hℓ and that it satisfies the Carleson condition for Hs. Thus by (a) the
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sequence is interpolating for Mult(Hs,Hℓ). Conversely, if a Hs separated se-
quence is interpolating for Mult(Hs,Hℓ), then by (a) it satisfies the Carleson
condition (C) for Hs and hence it follows from Theorem 1.1 that it must be
interpolating for Mult(Hs). ✷
We now turn to the proof of Theorem 1.3. For the reader’s convenience
we restate the theorem here.
Theorem 4.12. Let s1, s2 be normalized complete Pick kernels on X such
that s2/s1 is positive definite, and let t ≥ 1.
Then a sequence is interpolating for Mult(Hs1 ,Hst2) if and only if it sat-
isfies the Hs1 Carleson condition (C) and is Hs2 separated (S).
Proof: Note that for t ≥ 1 [4, Remark 8.10] implies that st−12 is positive
definite, hence the hypothesis and the Schur product theorem imply that
g = st2/s1 is positive definite and we can apply Theorem 1.2 (a).
Suppose a sequence is Mult(Hs1 ,Hst
2
) interpolating, then by Theorem 1.2
it satisfies the Carleson condition for Hs1 and it is interpolating for Hst2. But
then it must be Hst
2
separated, which is the same as being Hs2 separated.
Conversely, assume a sequence satisfies the Carleson condition for Hs1
and it is Hs2 separated. By Theorem 1.2 we must show that the sequence is
interpolating forHst
2
. By Lemma 4.11 the sequence satisfies theHs2 Carleson
condition, thus by Theorem 1.1 it must be interpolating for Mult(Hs2) and
for Hs2 . But now since st2 = st−12 s2 we can apply Lemma 4.11 (c) to conclude
that the sequence is interpolating for Hst
2
. ✷
The following is an example, where Theorem 1.2 applies, but Theorem
1.3 does not. In the case of the example there are Mult(Hs,Hℓ) interpolating
sequences that are not Mult(Hs) interpolating.
Example 4.13. Let Hs = H2, let Hℓ be the weighted Bergman space with
weight exp(− 1
1−|z|2
), and let
zj = 1− 2−j, wj = zj + i2−5j/4, j ≥ 0.
By [15, Theorem 2.4] the union of (zj) and (wj) is interpolating for Hℓ, so
G(ℓ) is bounded below. This union is not weakly separated in H∞(D), but
both sequences (zj) and (wj) are interpolating for H
2, so G(s) is bounded.
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5 Applications and Questions
S. Axler proved in [10] that the multiplier algebra of the Dirichlet space
had infinite interpolating sequences. He did this by using the Rosenthal-
Dor theorem to prove that any sequence either had a subsequence that was
interpolating, or a subsequence along which every function in the multiplier
algebra had a limit; then he exhibited sequences in which the latter did not
happen. Not all Hilbert function spaces with complete Pick kernels admit
infinite interpolating sequences. If α ≥ 0, then Kaluza’s lemma (see [36])
implies that sw(z) =
∑∞
n=0
(wz)n
(n+1)α
defines a normalized irreducible complete
Nevanlinna Pick kernel on the unit disk. If α > 1, then supw∈D ‖sw‖ < ∞,
and hence the Carleson condition (C) can never be satisfied for the constant
function f(z) = 1 ∈ Hs.
It is also easy to see that the converse to this last observation is true;
special cases of this result also appear in [21, Lemma 8.2] and [17, Proposition
9.1].
Proposition 5.1. Let s be a normalized complete Pick kernel on a set X, and
(λi) ⊆ X. If ‖sλi‖ → ∞, then (λi) has a subsequence which is interpolating
for Hs and for Mult(Hs).
Proof. Assume ‖sλi‖ → ∞. By Theorem 2.1, we may write sw(z) = (1 −
〈b(z), b(w)〉)−1 with ||b(w)|| ≤ 1 for all w ∈ X , so for all z, w ∈ X we
have |sw(z)| ≤ (1 − ‖b(w)‖)−1. Thus, since finite linear combinations of
reproducing kernels are dense in Hs, it follows that the normalized kernels
sˆλi converge to 0 weakly. It is now easy to see that sˆλi has a subsequence
that is a Riesz sequence. Thus the conclusion follows from Lemma 2.2.
In [22] Lech shows the existence of a multiplication operator Mφ on the
Dirichlet space that is not essentially normal. His result can be generalized.
We first require a routine lemma. Recall that if H is a reproducing kernel
Hilbert space on X with kernel k, the pseudo metric dH on X is defined by
1− dH(z, w)2 = |〈kz, kw〉|
2
||kz||2 ||kw||2 , z, w ∈ X.
Lemma 5.2. Let s be a normalized complete Pick kernel on a set X and let
(zn) be a sequence in X with ||szn|| → ∞.
(a) For all z ∈ X, we have limn→∞ dH(zn, z) = 1.
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(b) If (wn) is another sequence in X such that there exists r < 1 with
dH(zn, wn) < r for all n ∈ N, then limn→∞ ||swn|| =∞.
Proof. The proof of Proposition 5.1 shows that the normalized kernels ŝzn
tend to 0 weakly, so that 1− dH(zn, z)2 = |〈ŝzn, ŝz〉| tends to 0, which estab-
lishes (a).
To prove (b), note that
|s(zn, wn)|2 = s(zn, zn)s(wn, wn)(1− dH(zn, wn)2) ≥ s(zn, zn)(1− r2),
which tends to ∞. Therefore, writing sw(z) = (1 − 〈b(z), b(w)〉)−1 with
||b(w)|| ≤ 1 for all w ∈ X (see Theorem 2.1), we see that 〈b(zn), b(wn)〉 tends
to 1, which forces ||b(wn)|| to tend to 1, so that s(wn, wn) tends to ∞.
Every interpolating sequence is separated in the pseudo metric dH. The
following lemma allows us to find an interpolating sequence such that in-
finitely many pairs of points have small distance.
Lemma 5.3. Let X be a connected topological space and let H be a nor-
malized complete Pick space on X with jointly continuous kernel s. If s is
unbounded, then for every ε > 0, there exist sequences (zn) and (wn) in X
whose union is interpolating such that dH(zn, wn) < ε for all n ∈ N.
Proof. For ease of notation, we will write d = dH. Since s is unbounded,
there exists an interpolating sequence (zn) for Mult(H) by Proposition 5.1.
In particular, there exists δ > 0 such that d(zn, zm) > 5δ if n 6= m. We may
without loss of generality assume that 2δ < ε and that 2δ < 1.
If z ∈ X , then continuity of s shows that the map
f : X → [0, 1), x 7→ d(x, z),
is continuous. Clearly, f(z) = 0 and limn→∞ f(zn) = 1 by part (a) of Lemma
5.2, so connectivity of X implies that f is surjective. Therefore, for n ∈ N,
we may choose
wn ∈ {x ∈ X : δ < d(x, zn) < 2δ}.
Then d(zn, wn) < ε for all n ∈ N. Since s(zn, zn) tends to ∞ and since
s(zn, wn) < 2δ < 1, part (b) of Lemma 5.2 shows that s(wn, wn) tends to
infinity as well. By passing to a subsequence simultaneously for (zn) and
(wn), we may assume that (wn) is also interpolating by Proposition 5.1.
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It is straightforward to check that the union of the sequences (zn) and
(wn) is dH-separated by δ. Moreover, since each sequence is individually
interpolating, they both satisfy the Carleson condition, hence so does their
union. An application of Theorem 1.1 now shows that the union of (zn) and
(wn) is interpolating.
The following result is the desired generalization of Lech’s theorem.
Proposition 5.4. Let X be a connected topological space and let H be a
normalized complete Pick space on X with jointly continuous kernel s. If s
is unbounded, then there there exists a multiplication operator on H which is
not essentially normal.
Proof. We apply Lemma 5.3 with ε = 1/2 to find sequences (zn) and (wn)
whose union is interpolating with
dH(zn, wn) < 1/2
for all n ∈ N. In particular, there exists a multiplier ϕ ∈ Mult(H) with
ϕ(zn) = 0 and ϕ(wn) = 1 for all n ∈ N. We claim that Mϕ is not essentially
normal.
Since (zn) is interpolating, s(zn, zn) tends to ∞, which implies that the
sequence of normalized kernels ŝzn converges to zero weakly inH by the proof
of Proposition 5.1. Therefore, it suffices to prove that
||(M∗ϕMϕ −MϕM∗ϕ)ŝzn||
does not converge to zero. To this end, we use that fact that ϕ(zn) = 0 to
see that the sequence above is bounded below by
|〈(M∗ϕMϕ −MϕM∗ϕ)ŝzn , ŝzn〉| = ||Mϕŝzn ||2,
Using further that ϕ(wn) = 1, we see that this quantity, in turn, is bounded
below by
|〈Mϕŝzn , ŝwn〉|2 = |〈ŝzn, ŝwn〉|2 = 1− dH(zn, wn)2 ≥ 1−
1
4
=
3
4
,
which finishes the proof.
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Suppose that s, ℓ are reproducing kernels in the open unit disc D such
that ℓ/s is positive definite and s is a normalized complete Pick kernel.
Assume further that there is 0 6= f ∈ Hs such that for every g ∈ Hℓ we have
‖zng‖Hℓ/‖znf‖Hs → 0 as n → ∞. This is satisfied if e.g. Hℓ is a weighted
Bergman space and s is the Szego¨ kernel or the kernel for the Dirichlet space.
Then no ϕ ∈ Mult(Hs,Hℓ) can define a multiplication operator Hs → Hℓ
with closed range. That is because such a multiplication operator would have
to be bounded below and this would contradict the hypothesis
0 < c ≤ ‖z
nϕf‖Hℓ
‖znf‖Hs
→ 0 as n→∞.
Nevertheless it follows from the results on interpolating sequences be-
tween spaces that as long as ‖sz‖ is unbounded on D there always are non-
compact multiplication operators Hs → Hℓ. In the case where Hs = D is
the Dirichlet space and Hℓ = L2a is the Bergman space this is Lech’s result,
[22, Theorem 2]. By use of the results of Section 4 we can give a short proof.
Indeed, if (λi) is an interpolating sequence for Hs, then by Lemma 4.11
(c), it must also be an interpolating sequence for Hℓ. That means that sˆλi is
a Riesz sequence for Hs and ℓˆλi is a Riesz sequence for Hℓ. Thus the operator
T :
∨
i{ℓˆλi} →
∨
i{sˆλi} defined by ℓˆλi → sˆλi is bounded and invertible, hence
it is noncompact. Since (s, ℓ) has the Pick property T can be extended to
M∗ϕ for some ϕ ∈ Mult(Hs,Hℓ). Clearly Mϕ is not compact.
A positive answer to the following question would say that the analogue of
Theorem 1.1 holds in the context of Theorem 1.2. Theorem 1.3 and Example
4.13 provide situations where this is the case.
Question 5.5. If s is a normalized complete Pick kernel, and if ℓ = gs for
some positive definite kernel g, then is it true that a sequence (λi) ⊆ X is
interpolating for Mult(Hs,Hℓ) if and only if (λi) is a Carleson sequence for
Hs and is Hℓ separated?
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