This article proposes a new method for estimation of parameters in diffusion processes from discrete observations . The method is based on Markov-chain Monte Carlo methodolog y and applies to a wide class of models including systems with unobservabl e state variables and nonlinearities. The method is applied to the estimation of parameters in one-factor (CEV) interest-rate models and a two-factor model with a latent stochastic volatility componen t (SV). The CEV model is found to do a poor job in capturing the time-varying volatility interest-rate data. The SV model provides vastly superior t to that of the CEV model. The article also presents a simulation study that demonstrates that the method provides accurate parameter estimates of the SV model at moderate sample sizes.
Diffusion processes have become the standard tool for modeling prices in nancial markets for derivative and riskmanagement purposes. Although such continuous time processes offer analytic tractability, the parameters that govern their dynamics are often dif cult to estimate from discrete time data. In a nutshell, estimation is problematic because the model is formulated in continuous time, while sample data are naturally only available at discrete frequencies. This implies that estimates obtained by naive discretizations of diffusion processes can be subject to discretization bias.
A number of methods have been proposed to estimate diffusion parameters. Working with the difference equation resulting from a Euler discretization of the process can give rise to quasi maximum likelihood or moment-based estimators (e.g., Chan, Karolyi, Longstaff, and Sanders 1992) . Naive discretizations, however, give estimates subject to the discretization bias just mentioned if sampling times are infrequent. Prakasa Rao (1988) , Yoshida (1992) , and Kessler (1997) proposed estimators converging to the true parameter more rapidly as the data are sampled more frequently. An alternative strategy that relies on discretizations of the continuoustime likelihood function was given by Liptser and Shiryayev (1977) and Aase (1987) , among others. Other analytic methods include those of Sørensen (1995) , Bibby and Sørensen (1996) (estimating functions), and A¨t-Sahalia (1998) (analytic approximation to the likelihood function), while generalized method of moments (GMM)-based estimators were discussed by Duf e and Glynn (1996) , Hansen and Scheinkman (1995) , and Conley, Hansen, Luttmer, and Scheinkman (1997) , among others. Nonparametric methods were proposed by A¨t-Sahalia (1996a,b) , Jiang and Knight (1997) , and Stanton (1997) . Previously, simulation-based methods have been proposed for estimating diffusions by the method of simulated moments (Duf e and Singleton 1993), indirect inference methods (Gourieroux, Monfort, and Renault 1993) , and the ef cient method of moments (EMM) (Gallant and Tauchen 1996) , among others. The advantage of simulation-based methods is that they typically apply to more general processes than the analytic methods. For instance, Andersen and Lund (1997a,b) applied EMM in estimation of two-and three-factor nonlinear interestrate models with unobserved factors. The level of generality offered by such methods is important because there is mounting empirical evidence of the shortcomings of simple onefactor representations of asset prices.
I propose a new method for estimating parameters in diffusion models based on Markov-chain Monte Carlo (MCMC) simulations. In short, my proposed MCMC approach does the following: Since data are only available at discrete times and possibly infrequently, I introduce a set of m ƒ 1 auxiliary latent data points in between each pair of observations. These latent data points are integrated out of the likelihood function by Monte Carlo integration in my MCMC sampler. The idea of augmenting the observed low-frequency data with simulated high-frequency ones was previously pursued by Pedersen (1995) . My approach is similar to his, but with an important difference: MCMC simulations are conditioned on more information than the Euler simulations on which Pedersen's approach was based. This distinction offers crucial ef ciency advantages, one of which is that it allows me to easily incorporate latent, unobserved factors.
I apply the method to the estimation of parameters in onefactor interest-rate models of the constant elasticity of variance (CEV) class and to a two-factor model with a stochastic volatility (SV) component. Although neither of the example models match the data perfectly, the evidence suggests that the SV model provides a vastly superior t to that of the CEV model. The article also presents a simulation study that indicates that the method provides accurate estimates at moderate sample sizes.
MCMC methods are particularly suited to handle the diffusion problem. Indeed, MCMC methods have proven very useful for solving problems similar to this one in which the likelihood function involves the computation of a highdimensional integral. One such example is state-space models (e.g., Carlin, Polson, and Stoffer 1992) . Another recurring example in nancial econometrics is the SV model for which the log-variance of the asset price follows an (autoregressive) AR(1). An MCMC solution to this problem was initially proposed by Jacquier, Polson, and Rossi (1994a) and has since been revised and extended in a number of works. See Jacquier et al. (1994b) and Kim, Shephard, and Chib (1998) for a review. Kim et al. also pointed out that the methodology applies to observations missing in the time domain.
SV models provide an illuminating example of the advantages of MCMC. As shown by Jacquier et al. (1994a) , taking the posterior means as point estimates of the parameters gives estimates that compare favorably to GMM and quasilikelihood methods. The method also provides a solution to the ltering problem for the unobserved volatility path. In addition, computing times required often compare favorably to other simulation-based methods.
The MCMC approach to diffusion models suggested here inherits many of the attractive features of the discrete SV models. It also offers several principal advantages over previous methods. First, it applies to multivariate models. In particular, it avoids problems with an exploding number of parameters entering auxiliary models (as often will be the case with indirect inference methods) by doing away with the speci cation of auxiliary models altogether. Our method also provides a solution to the ltering and prediction problem for unobserved latent factors as a by-product of the parameter estimation problem. Third, the application of exact sample inference is often considered to be advantageous to that of asymptotic approximations. Although I am primarily concerned with Bayesian calculations here, MCMC simulations can also be used for maximum likelihood estimation (e.g., Geyer 1996) . Finally, though not pursued in detail, the principles outlined here allow estimation of multivariate models in which variables are sampled at different times and possibly nonsynchronousl y. This offers interesting possibilities for analyzing relations between infrequently released macroeconomic gures and higher-frequency nancial data. Since the rst version of this article appeared, similar methods have been described by Jones (1998) and Elerian, Chib, and Shephard (1999) . The methods suggested by these authors differ from this one in the design of MCMC algorithms for sampling the missing data. Jones proposed a somewhat simpler approach than suggested here. Elerian et al. proposed a more elaborate scheme based on an independence Metropolis sampler to draw larger blocks of missing data. Their algorithm applies to univariate, one-factor diffusion processes.
The remainder of the article is organized as follows: In the following section, I detail how MCMC methods can be used for analyzing diffusion models. Examples of how the methodology applies to particular models are provided and include the CEV model of the short-term interest rate, as well as a generalization of this model to allow for an SV component. Section 2 contains the empirical estimates and corresponding model diagnostics obtained from tting the example models to the short-term U.S. interest rate. I also present some evidence from sampling experiments suggestive of the accuracy of the MCMC solution for the SV model. Section 3 summarizes and discusses directions for future research.
METHODOLOGY
In the following, I describe an MCMC sampling scheme that allows sampling from the posterior distribution of parameters entering into the drift and diffusion functions. The process of interest is
where
k . I assume that the process generates discrete-time observations, and my overall objective is to conduct inference for the parameter vector,ˆ. Both the diffusion process, Y t , and the Brownian motion, W t , are assumed to be d-dimensional. I further assume the following:
1. The drift and diffusion functions satisfy the Lipschitz and linear growth conditions Assumption 1 is suf cient to ensure the existence of a strong (unique), square integrable solution Y t 1 t 2 601 T 7 to (1) (e.g., Øksendal 1995, p. 64) . More importantly, bounded growth of the diffusion function is required for the key step in the MCMC sampling algorithm. I shall elaborate further on this. It is suf cient that the conditions hold with probability 1. Assumption 2 is needed to have a well-de ned likelihood function. In accordance with Assumption 3, the process, Y t 1 may consist of both observable and nonobservabl e components. If Y t contains unobservables, the system in (1) de nes a continuous-time, nonlinear state-space model. An example of a system with an unobservable component is the continuoustime SV model. For the sake of clarity, it might be useful to write Y t D 4X t 1 Z t 5, where X de nes the observable part of the system and Z (henceforth referred to as "the state variable") denotes the unobserved part. X t and Z t are assumed d 1 -and d 2 -dimensional, respectively; hence d D d 1 C d 2 0 I work with the discretized version of (1) given by
where ãW is a d-dimensional iid N401 I d ãt5 random vector, where I d denotes a d-dimensional identity matrix. As argued, the discrete approximation in (4) implies a Gaussian transition density that is only guaranteed to be a good approximation to its continuous counterpart if the discretization interval, ãt, is suf ciently small. I have assumed that observations are available at integer times, but I do not assume that putting ãt D 1 is suf cient to approximate the transition density directly. 
where p4ˆ5 is the prior density for the parameter and Y 5-are proportional to (5).
Gibbs Sampling
The main goal of the analysis is to obtain a sequence of Monte Carlo samples, 8ˆ4 h5 9 M hD1 , of the parameter vector from the marginal posterior density. I follow a commonly used notational shorthand and henceforth let generically denote all posterior densities (i.e., will generally take on different forms depending on its arguments). Similarly, I let p generically denote in its unnormalized form.
The inclusion of unobserved data in my model setup needs to be dealt with speci cally. One way of handling such missing data is to formulate the joint density for parameters, as well as observed and unobserved data, and then to integrate the unobserved data out of this joint density. To perform this integration, it is suf cient that one is able to compute a simulation sequence, say 8ˆ4 h5 1 missing observations 4h5 9 M hD1 from the posterior (5). Then, the sequence 8ˆ4 h5 9 M hD1 is implicitly a sample from the marginal posterior 4ˆ-observations5. This principle is referred to as "data augmentation" and was formalized by Tanner and Wong (1987) . Because the number of unobservables (missing data points and parameters) is large, it is not possible to obtain independent samples of these quantities directly from (5). MCMC methods in general, and the Gibbs sampler in particular, are methods designed for sampling from such high-dimensional densities. The Gibbs sampler works by sampling one element at the time from the posterior, while keeping the other elements constant as conditioning arguments. For example, by samplingˆ4 h5 4ˆ-missing observations 4hƒ15 3 observations5 in one operation, one could, in principle, sample missing observations 4hƒ15 4missing observations -observations1ˆ4 h5 5 in a second step. By repeating this process, the sequence of simulated parameters and missing data forms a Markov chain for which the stationary distribution is the posterior distribution of interest (see Casella and George 1992; Albert and Chib 1996 , for discussions).
Conditional Posterior for Missing Data
Unfortunately, sampling all the missing observations in one operation is impossible due to high dimensionality of the associated density. Thus, it is necessary to work with smaller blocks in the Gibbs sampler. Although various choices of blocking schemes in the Gibbs sampler is possible for this problem, I concentrate on the case in which the Gibbs sampler updates one column vector of b Y at a time. To accomplish this, I need the conditional posterior for the ith column of b Y . This density is de ned by the proportionality relationship
and Y ni denotes all elements of b Y except the ith column. Equation (7) follows from (5) because all terms in the product sum in (5), where b Y i does not enter, can be absorbed into the proportionality constant. This is a consequence of the Markov property of the diffusion process.
It is clear that the unnormalized density in (7) may have various shapes depending on the particular form of the drift and diffusion functions. For instance, if the two normal terms in (7) have roots that are far apart, the density may be bimodal. This may be the case if the discretization step, ãt, is large. [As will become clear from Proposition 2, the conditional density in (7) has approximately the shape of a normal density for ãt suf ciently small.]
It is important to distinguish between the conditional den- 
for all i D 01 11 : : : 1 n. Naturally, whenever i is an integer multiple of m1 I only simulate the d 2 elements corresponding to the unobserved state, Z. To accomplish this, it is suf cient to
by Bayes theorem. Hence, we use the same expression for the target density to simulate Z i whenever X i is xed at an observed value.
As the Gibbs sampler iterates, it produces a trajectory that bridges the successive discrete observations. This is the key feature of my approach that ensures an ef cient Monte Carlo estimate of the likelihood function. To see this, consider sim- (Pedersen 1995) . Then, a number of the simulated trajectories will produce large jumps from b X iƒ1 to the observation X i . Since the probability of such large jumps is 0 under the diffusion speci cation, the simulations inducing large jumps are made redundant in the evaluation of the likelihood function. There are three situations in which the use of unconditional simulation along the lines of Pedersen (1995) will suffer from simulation inef ciencies; the inefciency increases as the discretization becomes ner and as the dimensionality, d, of the system increases. Most noticeably however, unconditional simulation is typically inadequate for handling models with latent variables [see Danielsson (1994) for a discussion of this in the context of discrete SV models].
The next step in setting up a Gibbs sampler for this problem is to devise some method to simulate b
. I start by considering the case of a one-dimensional process Y t 2 < with constant drift and diffusion functions, OE4x5 D OE1 ' 4x5 D ' for all x 2 <0 The parameter vector is nowˆD 8OE1' 9 and the following result obtains: Proposition 1. For a scalar process, Y t 2 < with constant drift and diffusion functions,
The preceding result generalizes straightforwardly to a multivariate system with constant drift and diffusion functions.
I now turn to the general case of arbitrary drift and diffusions. In the initial phase of this work, a random-walk Metropolis-Hastings algorithm (Metropolis et al. 1953 ) was successfully applied to one-factor models for the interest rate. Still, I suggest using the hybrid accept/reject MetropolisHastings (hereafter AR-MH) algorithm (see Tierney 1994) , to be discussed later, because this algorithm appears to give more rapid convergence. The AR-MH algorithm is very general and only requires knowledge of the unnormalized target density (here p) and a proposal density, q, that can be sampled from and that satis es supp4q5
supp4p5. This algorithm works best if the proposal density q and a positive constant C make qC a good approximation to the target density, p (see Appendix C for a brief review). I suggest a normal density with mean 
as ãt ! 0.
By virtue of the preceding result, I argue that, for sufciently small ãt, I have approximately
One further requirement for ef cient implementation of the hybrid AR-MH algorithm is to nd some constant C such that the target p is as close to qC as possible. To avoid costly numerical optimization, I suggest putting C to the ratio of the two densities evaluated at m i :
This choice is motivated by the fact that, if p approximately has the shape of q, then the ratio of the two densities is constant for all x and thus for x D m i . Figure 1 illustrates the convergence of qc to p as m gets larger. The gure plots the ratio of the two densities for the CEV process to be considered in the next section at the posterior parameter mean to be reported later. Since the support of both q and p shrink in ãt, the gure shows the ratio of the densities for numerically evaluated quantiles in the range 400011 09995. As shown in the gure, the ratio of the two densities gets closer to 1 as m increases.
For the sample applications considered here, this proposal density provided good results, and the acceptance probability ranged .9-.98 for the one-factor models considered. Moreover, the approximation generally proved better for small ãt, as is to be expected from the preceding result. It should be emphasized, however, that, since practical implementation requires a positive value of ãt, the normal proposal density does not necessarily dominate the target density in the tails, essentially violating the requirement that supp4p5
supp4q5. This, if not accounted for, can cause the algorithm to give seriously erroneous results. A simple remedy for handling such a situation is to scale the variance of the proposal density by some factor greater than 1. This leads to a higher rejection rate in the accept/reject step of the hybrid rejection MH algorithm and implies that the MH step is invoked less frequently. A simple strategy for ensuring that domination occurs is to monitor the number of MH steps invoked to ensure that these stay at a minimum since, if only the AR part of the algorithm is invoked, dominance is guaranteed.
Conditional Posterior for the Parameters
The second major step in the Gibbs sampler involves keeping b Y 4h5 xed and sampleˆ4
The general form of this conditional is given in (5). In the following example applications, I assume a standard noninformative prior.
Conditioning on the data, this density corresponds to a general nonlinear, heteroscedastic system. Although it is possible to implement a fully general algorithm to sample the parameter, one is typically better off devising a method for sampling the parameters on a case-by-case basis. Whenever the conditional density for the parameter vector is not recognized as one with a standard form, we might still impose a MetropolisHastings step, samplingˆ4 hC15 conditional onˆ4 h5 0 An example of a nonlinearity leading to a nonstandard conditional density is given in the following CEV example. Here I employ a normal approximation based on a Taylor expansion around the current state of the algorithm. This principle can be generalized to sample the entire or larger blocks of the parameter vector. Another possibility is the use of adaptive chains (e.g., Gilks, Best, and Tan 1994; Gilks, Roberts, and Sahu 1998) .
Fortunately, the general expression in (5) allows an explicit representation in terms of known densities for a rather wide class of diffusion models analogous to linear systems. Usually, this is at least the case for a subset of the parameters in the model. In such cases, one might sample from the known conditionals in one Gibbs step of the algorithm and use, for instance, a Metropolis-based algorithm for the parameters that enter in a nonlinear way. This is the case for the CEV model of the short-term interest rate discussed next.
Example 1: CEV Model of the Short-Term Interest Rate. A number of processes that have been proposed as models for the short-term interest rate fall into the class generally referred to as constant elasticity of variance (CEV) models. The CEV model is a one-factor model (i.e., Y t is a scalar) taking on the form
where ‚ is a constant. Clearly, ‚ D 0 produces the O-U process used by Vasicek (1977) as a model for the short-term interest rate, while letting ‚ D 05 gives the "square-root" process studied by Cox, Ingersoll, and Ross (1985) . Plugging the drift and diffusion functions de ned by (8) into (5), we get
If I de ne y to be the vector obtained by stacking 4 b
p ãt5 and X to be the matrix obtained by stacking
iƒ1 7 for all i, I can rewrite (9) as the likelihood function corresponding to a linear regression of y on X. Consequently,ˆr
and
2 and where N() and IG() denote multivariate normal and inverted gamma densities, respectively. Sampling from these densities is easily accomplished.
To estimate ‚, note that the second derivative of the log-
which is negative, implying that this density is log-concave. This renders sampling of ‚ possible by a variety of methods (e.g., see Wild and Gilks 1993 3. Drawˆr 1 Š r 4h5 using (10).
4. Draw ' 4h5 using (11). 5. Draw ‚ 4h5 using Metropolis-Hastings based on the proposal in (12).
6. Increase h and return to step 2.
Example 2: Continuous-Time Stochastic Volatility. As a generalization of the basic CEV model considered in the previous section, I study the model
where r t is assumed to be observed at discrete intervals (hence X D r in terms of the notation in the previous section), t D 01 11 : : : 1 T , and Z t is an unobserved process. At risk of abusing the term, I henceforth refer to Z t as the "log-volatility process" (which is accurate only if ‚ D 0). The model was previously studied by Andersen and Lund (1997a,b) . Downing (1999) pointed out that the Andersen-Lund SV model violates the growth condition (Assumption 1). Indeed, this condition does not hold for all values 4r t 1 Z t 5 2 < 2 , but it does hold with probability 1 if the joint process is bounded with probability 1. Downing used Euler simulations to verify that this is the case for the parameter estimates reported by Andersen and Lund (1997a,b) .
In obtaining samples ofˆconditional on the augmented data, b Y , I suggest at least two additional blocks in the Gibbs sampler containing the parameters entering the "interest-rate" process 8ˆr 1 Š r 9, the log-volatility process 8ˆz1 Š z 9 and ' z 0 Since I have
it is easily seen that 4ˆ-b Y 5 can be written as the product of two normal densities
where 
Here, the constant termˆz in the volatility drift is replaced by a ' r in the interest-rate diffusion. For both parameterizations, these parameterizations determine the unconditional standard deviation of the interest-rate changes. The parameterization in (14) is advantageous from a computational point of view, which is further elaborated in Appendix D. Notice that the reparameterizaton does not lead to problems in drawing the parameters, because the conditional for Š z is normal, while the conditionals for ' r and ' z are inverse gamma. Notice that, for multivariate models with drift and diffusion that are linear/multiplicative in the parameters, one obtains conjugate normal/Wishart posteriors with moments corresponding to general linear models.
Convergence Issues
The Gibbs sampler is generally convergent for problems with a continuous target density with nondisjoint support. As with many high-dimensional problems, this is dif cult to verify generally. Therefore, as for many practical applications of MCMC, one must assess convergence on the basis of empirical analysis of the output from the sampler. For instance, if the sampler is initialized at several different starting values and provides output for which the empirical distributions are indistinguishable by means of, for instance, analysis of variance tests, the process is assumed to have converged. The most common way, however, of evaluating the convergence of MCMC methods is simply to study the "time series" plots of the output from the sampler.
Even if a Gibbs sampler converges, it may provide highly dependent samples. In practical applications, it is dif cult to detect whether a sequence is nonconvergen t or just converging slowly. Slow convergence increases the computational burden, and excessively dependent sequences may be a practical problem. In applications to stochastic differential equations, convergence slows down as ãt gets small. In the limit, as ãt ! 01 the Gibbs sampler does not converge at all. This is easily seen by noting that certain expressions for the conditional posteriors collapse to Dirac measures in the limit. Consequently, the sampler does not move from its initial position as ãt goes to 0. On the other hand, as ãt gets large, the estimates are obviously worsened by the discretization bias. The empirical applications reported here and elsewhere indicate that this is not a problem in practice.
A further discussion on the issue of sampling algorithms with high serial dependence versus block Metropolis algorithms proposed elsewhere was given by Eraker, Jacquier, and Polson (1999) .
Regarding starting values, one strategy that has proven successful in the empirical applications given in the next section is to start the Gibbs sampler setting ãt large, say 1, and then subsequently to decrease it after convergence has been obtained. If, for instance, ãt is decreased by half, then the size of the augmented data is roughly doubled. I now have twice as many missing observations as before that can be sampled using the hybrid MH algorithm discussed previously. Similarly, one can continue to decrease ãt until further reductions have negligible effect on the empirical distribution of the chain.
EMPIRICAL APPLICATIONS
In this section, I present estimates of the parameters in the CEV one-factor model and the CEV/SV models considered in the previous sections. The data used consist of 2,288 weekly (Wednesday) observations of the three-month U.S. treasury bill (T-bill) yields, covering the period from 1/1/1954 to 10/5/1997. The data were collected from the Federal Reserve's weekly H.15 reports of daily market data. [The data are available at URL http://www.bog.frb.fed.us/Releases/ H15/data/h15.zip and are essentially the same as given by Andersen and Lund (1997a,b) but with a slightly longer sampling period.] As with most nancial data, these interest rates are known to exhibit large amounts of heteroscedasticity. They are also highly autocorrelated as can be seen from the sample statistics presented in Table 1 . A more in-depth exploratory analysis of these data was given by Andersen and Lund (1997b) . Figure 2 plots the density estimates of the parameters in the CEV model for different orders of discretization. For computational details such as posterior sample sizes and running times, see Appendix B. There is generally little difference between the estimated densities. Indeed, forˆr and Š it is dif cult to distinguish between the m D 4 and m D 8 cases. Generally, the largest shift in the estimated posteriors seems to occur when going from m D 1 to m D 2. Table 2 quanti es the differences in the posterior moments across different levels of discretization. As can be seen from this table, the shift in the posterior means is largest between m D 1 and m D 2 and relatively small for m D 4 and m D 8. The parameter estimates for the CEV process indicate that the U.S. T-bill data are highly persistent: The posterior meanreversion parameter Š r has about 8% of its mass above 0 for the highest discretization (m D 8). The similar gure for m D 1 is 3.7%, indicating that a decision on the 5% level about the positivity of this parameter is reversed by employing the higher-order discretization scheme.
Empirical Results for the CEV Model
The CEV parameter ‚ is estimated to about .75, which is roughly half of the 1.5 estimate obtained by GMM by Chan et al. (1992) . Andersen and Lund (1997a) estimated this parameter to .67. Figure 3 presents model diagnostics for the CEV model. The upper plot in the gure compares the distribution of observed interest-rate differentials to that implied by the CEV model by means of a quantile-quantile (Q-Q) plot. The model implied that distribution was estimated by a long sample path (100 the actual sample size) using the posterior means for ãt D 1=8. There is a systematic departure between the model's implied stationary distribution and the sample data evidenced by the S shape in the estimated quantiles. The discrepancy between the two densities is due to large outliers in the sample data. In short, the CEV model is incapable of reproducing the high kurtosis in the observed interest-rate differentials. The inability of the CEV model to capture the tails of the distribution of interest-rate differentials was previously pointed out by Andersen and Lund (1997b) , among others. Figure 3 also plots the autocorrelations for the interest-rate changes and the squared interest-rate changes. The autocorrelations are compared to that of corresponding autocorrelations obtained from simulations of the same sample size. The gure plots the mean of these simulations along with its 5th and 95th percentiles. As can be seen, the autocorrelations in the observed interest-rate changes often exceed those of the 5th and 95th percentiles from the simulated series. This suggests that the simple linear drift speci cation does not fully capture the dynamics in the interest rates. Alternative drift speci cations such as the nonlinear one of A¨t-Sahalia (1996b) and the central tendency factor model (e.g., Andersen and Lund 1997b) could potentially capture this model departure.
Yet the inability of the CEV model to t the conditional mean dynamics of the interest-rate process is not the only evidence of misspeci cation: The CEV model dramatically fails to capture the conditional variance in the interest-rate changes. This is evidenced by the model's inability to generate sufciently high autocorrelations in squared interest-rate changes, in particular for the shorter lags. The bottom plot depicts the residuals obtained from one particular MCMC run with parameters near the mode of the posterior. These residuals are obtained by integrating over the Brownian increments over each unit of time and should be iid N401 15 if the CEV model holds true. Notice that the posterior distribution of Bayesian residual terms generally departs from normality, but normality still holds around the mode of the likelihood function (see Zellner 1975) . The residuals change minimally across the posterior simulations, so the plot is representative.
Clearly, the CEV error terms are strongly heteroscedastic. For example, in the period 1962-1965 the residual standard deviation is about .3, while the corresponding gure is 1.9 during 1980-1983. Notice that the high-volatility periods do not necessarily correspond with high levels of the interest rate itself, which is evidenced by the high residual variance over the 1958-1960 period. The average interest rate in this period was about 3.6%. There are a number of subperiods in the data with high volatility/low interest rates and vice versa. This renders it doubtful that any one-factor model in which the diffusion term depends on the interest-rate level itself can accurately capture the dynamics in these data. Rather, the evidence of signi cant autocorrelation in squared residuals suggests that ARCH-like processes such as the SV model considered next, hold greater promise. Figure 4 and Table 3 summarize the posterior simulations for the SV model. Notice that the results in the table correspond to a reparameterization of the model that improves the convergence speed of the algorithm. This is elaborated in Appendix D. The parameters in the interest-rate drift are of similar magnitude as those in the CEV model. One noticeable difference, however, is the posterior standard deviation for Š r , which is about 1=3 that of the CEV model. None of the posterior draws for this parameter were positive, indicating that the evidence of mean reversion in interest rates is stronger in the SV framework.
Empirical Results for the Stochastic Volatility Model
An examination of the parameters in the log-volatility process reveals the usual high-volatility persistence: The Š z estimate implies a rst-order autocorrelation of the log-volatility process of .976. This, of course, is in line with evidence reported elsewhere in the GARCH/SV literature. Notice also that the posterior densities of ' z and Š z are skewed to the right. The nonnormality of these posteriors implies that inference based on normality assumptions will give misleading inference for these parameters.
My analysis allows direct comparison with the results obtained by the method of EMM of Andersen and Lund (AL, 1997a). Of particular interest, are the estimates of the volatility-related parameters, Š z , ' z , and ‚. Our estimate of Š z is close to the AL estimates: Their estimate translates into ƒ002 at the weekly frequency. The AL estimate of ' z translates to .176, so my estimate of 027 implies a volatility process behaving considerably more erratically. Similarly, my estimates of ‚ are higher and thus imply more time variation in the interest-rate volatility. Both studies nd that this parameter is imprecisely estimated.
Another interesting comparison between the results here and those of AL is the precision in the parameter estimates. The posterior standard deviation for the Š r parameter is slightly lower than that of AL. However, for the parameters in the volatility process, this is reversed: The posterior standard deviations reported here for Š z and ' z are about three times greater than the corresponding standard errors of AL.
Regarding the parameter posteriors for the SV model, it is also worth noting that different values of ‚ lead to very small changes in the posteriors for the other parameters. Results obtained with ‚ xed to 1/2 (not reported here) give almost identical t for the remaining parameters.
Turning to an examination of different discretization schemes, we see that the relative shift in the posterior mean across different values of the discretization parameter is largest for ‚. The signi cance of this shift is less evident because of the large posterior standard deviation for this parameter. The volatility parameters Š z and ' z also change by relatively large amounts. As with ‚, these changes seem small relative to the estimation errors as measured by the posterior standard deviations. Taking estimation error into account, the effect of discretization error is largest for the ' z . The posterior of the low-level discretization (m D 1) has about 62% of its mass in common with the posterior based on m D 8. Also relating to discretization bias, it is worth noting that, in general, it is well known that discretization errors for simple O-U processes increase with the level of mean reversion. Here, both processes are close to the unit root, so the lowerlevel discretizations tend to provide better approximations than what can be expected for data with lower amounts of mean reversion. There are many examples of nancial-market models with more rapidly mean-reverting processes than those studied here. For example, stock-market volatility is typically found to be mean reverting faster than the results reported here for interest-rate volatility. Moreover in interest-rate models that specify a central tendency factor (e.g., see Andersen and Lund 1997b), the short rate typically reverts rapidly to the central tendency factor. Figure 5 presents some diagnostics suggestive of the t of the SV model to the observed interest-rate data. First of all, it is evident that the SV model provides a much better t to the unconditional density of interest-rate changes than the CEV model does. As seen from the Q-Q plot in the upper plot of the gure, the simulated SV path gives a good match to the empirical quantiles of the sample data. Figure 5 also indicates that the SV model does not seem to generate enough autocorrelation in squared interest-rate changes to match the observed patterns. In fact, in this respect the CEV model rather surprisingly seems to be doing better than the SV model. The evidence suggests longer-range dependence in volatility as suggested by Bollerslev and Mikkelsen (1996) in stock-market returns. Recent suggestions to capture these effects in the context of continuous time diffusions were given by Gallant, Hsu, and Tauchen (1998) .
Still, the SV model outperforms the CEV model in terms of autocorrelations for the rst 20 lags of the squared series. The residual plot in Figure 5 also suggests dramatically less heteroscedasticity than was the case for the CEV model. This, in my view, along with the drastic improvement in t to the unconditional distribution of the data, indicates that the SV model ts the data markedly better than the CEV model does. 
Small-Sample Evidence
To assess the accuracy of the Bayesian MCMC estimator of the parameter in the SV model, this section presents evidence on the performance of the estimator on data generated by Monte Carlo for the SV model. Due to the computational demands, we limit the posterior draws to 20,000. Each experiment was repeated 200 times, and the resulting parameter estimates are summarized in Table 4 . Moreover, ‚, the posterior distribution of which requires an extensive number of draws to estimate accurately, is xed to 1/2 in the simulation study. The results from estimating the model with ‚ xed to 1/2 using the U.S. T-bill data are very close to those in Table 3 . This suggests that xing ‚ should have a negligible effect on the remaining estimated parameters in the simulation study.
The sampling experiments produce estimates that, on average, are close to the true parameters that generated the sample data. Naturally, the biases are larger for the smaller datasets consisting of 500 observations. For instance, Š r , which measures the speed of the mean reversion of the (arti cial) interest-rate process, has a "true value" of ƒ0002, while it was on average estimated to ƒ00127 when using 500 observations. The accuracy increases as the sample size is increased to 2,000, yielding an estimate of ƒ00031 on average. For the parameter measuring the reversion in the log-volatility process, Š z , the estimates are also slightly downward biased, while the estimate of the diffusion coef cient for the logvolatility process, ' z , is virtually unbiased using a sample size of 2,000.
When interpreting the results in Table 4 , it should be kept in mind that the reversion coef cients can be interpreted as approximately "autocorrelation -1." This, coupled with the well-known fact that sample autocorrelation coef cients are downward biased for processes with near unit roots, may explain, at least partially, the direction of the bias in the sampling experiments.
It should be noted that the relatively small posterior sample size of 101 000 used to calculate the posterior means in our sampling experiments may be expected to give estimates of the posterior means that are in uenced by Monte Carlo errors.
Since these errors have mean 0, provided that the sampler has been run with a suf ciently long "burn-in" period, this does not affect the biases of our estimates. It does, however, in uence the dispersion of the posterior means, as measured by the root mean squared error (RMSE). Hence, the results in Table 4 are likely to underestimate the ef ciency of the MCMC estimator.
Overall, the performance of the MCMC method for estimating the parameters in the SV model is dif cult to assess. Arguably, the relevant measure of its accuracy would be in comparing the numbers in Table 4 with those of competing methods. For the SV model, the competition narrows down to indirect inference methods such as EMM. Unfortunately, the small-sample performance of EMM for diffusion processes currently remains an unexplored area of research.
CONCLUDING REMARKS
This article has been concerned with the estimation of parameters entering the drift and diffusion functions of stochastic differential equations. The proposed estimator is based on simulation-based inference through Markov-chain Monte Carlo (MCMC) methods. Such methods have proven to be particularly well suited for solving the high-dimensional integrals associated with the calculation of marginal posterior densities in previous applications involving latent, or missing, observations. In particular, this results from the fact that the posterior density can be written as the joint posterior density of the "augmented data" consisting of both observable and unobservable parts of the continuous system.
My Gibbs sampling approach consists of two major steps: First, I simulate points on the unobserved paths between discrete-time observations of the partially observed system, and I simulate the entire path of the unobserved part. The essential point is that this simulation should be conducted conditional on all observed values of the process. As argued, these simulations can be carried out by sampling from the sequence of conditional densities in a Gibbs sampler. I propose a sampling scheme based on Tierney's hybrid rejection Metropolis-Hastings algorithm to simulate missing vectors of observations. The second major step in the Gibbs sampler is to simulate the parameter vector conditional on the "augmented data." Since the data are kept constant at this step, the problem is typically reduced to simulating from the posterior of a regression model.
Applications of the proposed methodology include the constant elasticity of variance (CEV) model and a stochastic volatility (SV) model. The empirical examples suggest that the MCMC method is largely successful in capturing the discretization bias associated with the weekly data. This is particularly evident from the sampling experiments carried out for the SV model. Neither of these models seem to t the observed interest data perfectly. In particular, the CEV model seems incapable of capturing the highly leptokurtic distribution of interest-rate differentials as well as the high serial correlation in squared interest changes at lower lags. Not surprisingly, the SV model alleviates both of these problems but still has some problems in capturing the long-run autocorrelations in the squared interest-rate changes. Nevertheless, my evidence indicates that the SV model captures the predominant features of the interest-rate data.
There are several interesting extensions to the current modeling framework. Applications to jump diffusion models were considered by Johannes, Kumar, and Polson (1999) . Their framework relies on a discretized diffusion component with normally distributed jump sizes and allows for possible state dependence in the jump frequencies. The assumption of normally distributed jump sizes allows for generalizations into models with arbitrary drift and diffusion functions, as shown here. The case of nonnormal jump sizes has been considered in an application to af ne jump-diffusion models with jumps to both returns and stochastic volatility by Eraker, Johannes, and Polson (1999 
which is recognized as the kernel of a normal density with mean 1=24Y iƒ1 C Y iC1 5 and variance 1=2' 2 ãt0
Proof of Proposition 2
First, note that, although the limit lim ãt!0 b Y i = p ãt does not exist, it can be seen from (4) 
Let ¡ denote the derivative operator applied to the rst argument. By the boundedness of derivatives of the drift and diffusion functions implied by Assumption 1,
Similarly,
One can then rewrite (7) as
where the proportionality relationship in the last expression follows by multiplying with the constant necessary to complete the quadratic terms and normalize.
APPENDIX B: COMPUTATIONAL ISSUES
To obtain posterior estimates for the CEV model, the MCMC sampler was run for 20,000 iterations for m D 11 21 4 and for 40,000 iterations for m D 8. Each was run with different m, the additional missing points were initiated by interpolating the values from the lower-level discretization. The rst 5,000 iterations with a new value of m were discarded for "burn-in," leaving effective posterior sample sizes of 15,000 and 35,000, respectively. A run using 10,000 iterations with ãt D 1=8 took about 30 minutes of Origin 2000 computer time, which translates to about 1.5 hours on a Pentium II 200 mhz. Notice, however, that lower-level approximations with fewer MCMC runs can give Pentium 200 running times down to about 30 minutes with satisfactorily low numerical errors. The computer program did not take advantage of the scalar arithmetic available for the one-factor example, indicating that drastically lower running times are available for such models. With respect to computing times for one-factor models, I also compared this algorithm with the one proposed by Elerian et al. (1999) . In a previous version of their paper, Elerian et al. reported a simulation experiment using 500 iterations with m D 4 to take 258 seconds running on a Pentium 133 processor. The algorithm proposed here used 4.5 seconds to run the same experiment on a similar processor.
For the SV example, I ran the sampler for 200,000 iterations with m D 11 21 4 and for 500,000 iterations using m D 8. The large number of posterior draws is necessary to produce the smooth density estimates in Figure 4 for ‚. The remaining posteriors can be accurately estimated with 100,000 iterations and m D 8. Every 10th simulation was recorded for posterior analysis. The Origin 2000 running time for 100,000 iterations with m D 8 is about 8.5 hours.
Numerical standard errors reported in Tables 2 and 3 were based on methods suggested by Geweke (1992) using a Parzen window with a maximum lag of 1,000.
The empirical results reported in this article were obtained using computer programs written in the C language by me and with auxiliary routines from Press, Teukolsky, Vetterling, and Flannery (1992) . The simulation results reported were obtained by running independent processes in parallel on various IBM RS 9000 580/590 and a Cray Origin 2000 at the University of Bergen, Norway.
APPENDIX C: THE HYBRID ACCEPT/REJECT METROPOLIS-HASTINGS ALGORITHM
Assume that the aim is to sample a parameterˆi from a posterior density 4ˆi5 available only in its unnormalized form denoted p4ˆi5. Suppose one has available proposal densities q4ˆi5 (for every ith element ofˆ) which are nondependent on the current state of the Markov chain. To provide a sample from the target density , the hybrid rejection MH algorithm works as follows: At the hth iteration (1), use rejection sampling to sample a candidateˆü i by proposing from q and with accept probability min811 6p4ˆü i 57=6q4ˆü i 5c79. . That is, the ith element ofˆis unchanged.
Notice that in the rst step I continue until I accept a proposal. In the second step, I keep the previous value ofˆi if the uniformly distributed number u is less than the acceptance probability.
APPENDIX D: REPARAMETERIZING THE SV MODEL
MCMC samples for the SV model given in (13) will typically have high serial dependence. For example, consider the conditional sample mean of the volatility process Z 4g5 D 1=n P n iD1 Z 4g5 i 0 The successive draws of Z 4g5 are likely to be close, so the MC draws for any of the remaining parameters in the model that are highly correlated with Z 4g5 are also likely to be highly serially dependent. This is primarily a concern with the CEV parameter, ‚0 In the following I consider ways to reduce this problem and to reduce the running times of the sampler. Now the log-volatility process, Z ü t 1 has mean 0, and the average volatility is determined by the scaling parameter ' 2 r , which conditional distribution is of the usual inverted gamma form. Again, the parameters ' r and ‚ will be highly correlated, but this problem can effectively be handled by drawing these parameters jointly (e.g., by MH) if their correlation seriously slows the convergence of the Gibbs sampler. Notice also that I cannot simultaneously identify ' r andˆz (other than through informative priors) since both determine the average volatility.
Unfortunately, this parameterization has certain undesirable characteristics: The mean of the conditional distribution for Š z is given by P ïZ
