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Two experimental studies relating to electrostatic self-assembly have been the subject of dynamic computer simulations, where the consequences of changing the charge and the dielectric constant of the materials concerned have been explored. One series of calculations relates to experiments on the assembly of polymer particles that have been subjected to tribocharging and the simulations successfully reproduce many of the observed patterns of behaviour. A second study explores events observed following collisions between single particles and small clusters composed of charged particles derived from a metal oxide composite. As before, observations recorded during the course of the experiments are reproduced by the calculations. One study in particular reveals how particle polarizability can influence the assembly process.
This article is part of the theme issue 'Modern theoretical chemistry'.
Introduction
The electrostatic self-assembly of particles has become an important and effective route to the synthesis of structured materials, many with unique optical, magnetic or mechanical properties [1] [2] [3] [4] [5] . By using particulate components carrying charges of opposite sign, it has become possible to assemble two-and three-dimensional structures from a wide range of dielectric and conducting particles [6] [7] [8] [9] . A cursory search of the literature reveals a steady year-on-year increase in the number of experimental papers devoted to this topic, with almost 8000 publications in the past 10 years. In many respects, theory has failed to keep pace with the numerous and innovative developments in experimentation. The very close proximity of large numbers of assembled charged particles requires a knowledge of electrostatic interactions beyond the two-body problem, with the non-additivity of forces involving polarizable dielectric and/or conducting particles necessitating the application of a many-body theory [10] [11] [12] [13] [14] [15] [16] [17] . However, using the many-body approach just to predict minimum energy structures does not necessarily mimic the assembly process, where particles are free to explore numerous confirmations and metastable geometries, each possibly having their own set of interesting properties. The alternative approach, whereby the dynamics of electrostatic self-assembly process is modelled, introduces one overriding problem, namely, computational complexity. The long-range nature of the Coulomb interaction requires that forces be evaluated well beyond the immediate vicinity of any particular charged particle. In addition, a proper account of polarization effects is needed because the induction of bound charge on one particle is coupled to the same process on all others. Hence, summations need to be taken over the manifold of terms in, for example, a multipole description of the electrostatic interactions present in any collection of polarizable neutral and charged particles. Coupled with this is the added requirement that any dynamical study of M particles requires the simultaneous solving of 6M equations of motion at each time step in a simulation. To date, there have been a number of 'coarse grain' studies where the dissipative particle dynamics (DPD) technique has been used to simulate a range of electrostatic assembly processes [18] [19] [20] [21] [22] [23] [24] . For the most part these studies have used pair potentials; however, in a related study, Dahirel et al. [25, 26] have used an interaction potential that included three-body terms to study the dynamical behaviour of charged particles in aqueous solutions of electrolytes. The introduction of electrostatic forces into DPD derives from the work of Groot [27] and, more recently, Gavrilov et al. [28] have extended these ideas to particulate systems with high charge densities.
Presented here are initial results from a series of calculations where an integral equation approach has been used to calculate many-body electrostatic interactions between charged particles, and for large numbers of particles a linear scaling has been achieved through the use of a fast multipole method (FMM). This approach has been combined with a method for solving the classical equations of motion to give time-dependent images of charged particle assembly processes. To link the simulations to experimental data, two separate series of quite different experiments have been identified where electrostatic assembly has been promoted in the absence of additional constraints, such as the presence of a solvent or ionic medium. Whitesides and co-workers [29] [30] [31] [32] [33] have made extensive use of contact electrification to create two-dimensional models of electrostatic self-assembly. Collections of millimetre-sized polymer spheres of varying size and composition, Nylon, Teflon, etc. have been subjected to tribocharging, whereby they acquired either a positive or negative charge of the order of a few hundred picocoulombs (pC). As a consequence of the resultant electrostatic interactions, the spheres self-organized into a range of lattice structures [29] [30] [31] [32] [33] . In a second series of experiments, Lee et al. [34] succeeded in capturing images of submillimetre-sized particles clustering in charged granular streams. Time sequences of particle motion in a vacuum and under gravitational force showed examples of orbiting binary collisions and clustering events where one charged particle collides with and can eventually attach itself to a pre-existing stable collection of particles. These experiments differ from those of Whitesides and co-workers in several ways: first, the particles were smaller (approx. 300 µm) and carried less charge (approx. 0.1 pC), but more significantly, the material used, a composite of zirconium dioxide and silicate, has a much higher dielectric constant than any of the polymer spheres used by Whitesides and co-workers [29] [30] [31] [32] [33] . From the composition of the ZrO 2 /SiO 2 particles, Lee et al. [34] estimated the dielectric constant to be approximately 15, which is to be compared with values of between 2 and 4 for the polymer particles. Both these studies have been the subject of a series of computer simulations where attempts have been made to reproduce the collision dynamics that ultimately leads to the experimental observation of assembled structures [29] [30] [31] [32] [33] [34] . Although the fabrication of many devices [1] [2] [3] [4] [5] [6] [7] [8] [9] can involve (nano)particles that are much smaller than those studied here, it can be shown through scaling relationships [35] that as a function of their charge to size ratio, there is a direct correspondence between forces predicted for any given collection of charged spheres and those that will be present in either a larger or smaller system.
Theory
A three-dimensional geometric representation of the system to be simulated is illustrated in figure 1 , which shows a collection of M non-overlapping charged dielectric spheres, Ω 1 -Ω M . Each particle is centred at a position given by x i (i = 0, 1, . . . , M), has a radius r i and a dielectric constant k i . All particles are suspended in a homogeneous medium of dielectric constant k 0 , which defines a boundary, Γ i = ∂Ω i between each sphere and the medium, which is air or vacuum in the present case and is represented by Ω 0 .
Each particle carries a free charge, q i , uniformly distributed over its surface and represented by a surface charge density
The electrostatic potential Φ created by the free charge residing on the surface of each particle satisfies standard boundary conditions in electrostatics: 
As presented elsewhere [17] , an integral equation that uniquely represents Φ for a global charge density σ f can be derived and a solution obtained through a discretization based on numerical integration in the space of truncated spherical harmonics. The resultant set of linear equations can be solved iteratively. The total electrostatic energy of the system can be obtained from equation (2.1) and the net electrostatic force on each particle, Ω i , comes as the gradient of the energy with respect to changes in x i . For examples that involve large numbers of particles, the implementation of a FMM provides an effective linear scaling of computational time with respect to the number of particles [17] . In this paper, a comparatively simple (first-order) dynamic model has been adopted for the purposes of identifying gross features that might contribute to a better qualitative understanding of events leading up to the self-assembly of charged particles. Simulations consisted of fixed numbers of non-overlapping particles, each with an assigned dielectric constant, charge, radius and mass. At the start of simulations which explored the experiments by Whitesides and coworkers [29] [30] [31] [32] [33] , the particles were allocated a position and a velocity in a simulation box with rigid walls. The initial placement of particles within the box was the same in each simulation and was chosen to avoid any bias in the outcome towards a particular final geometry. Figure 1 . Schematic depicting the geometric configuration of charged particles and the various labels assigned to the system. Definitions of the terms are given in the text.
gravitational force with no constraining box, which means that particle numbers were not always conserved during the course of a simulation. The total electromagnetic force between any pair of interacting charged particles can be obtained from Mazur [38] :
where v 1 and v 2 are the velocities of particles 1 and 2, respectively, h is their separation,ĥ is a unit vector and c is the speed of light. Since the velocities of the particles in these simulations were very much lower than c, the second term in the brackets is very small and so can be neglected. Therefore, all interactions are accurately represented just from a consideration of electric components to the electromagnetic force. The set of differential equations representing the classical equations of motion have been integrated using the Euler method [39] , which is a comparatively simple first-order method that builds on a pre-defined set of initial conditions. The first derivatives required by the integrator were taken as analytical expressions from the theory outlined above. To avoid any accumulated errors, time step sizes were small in comparison to the length of the simulations. For simulations reported in §3(a) the step size was 0.5 ms and for those in §3(b) the value was 0.1 ms, which meant that each simulation typically consisted of between 4000 and 8000 time-frames. The computational routine also included a collision handler to ensure that particles did not overlap. To facilitate assembly, a frictional component or coefficient of restitution (CR) has been incorporated into the equations of motion, in such a way that linear momentum is conserved, but some fraction of the kinetic energy is dissipated at each collision: CR = relative speed after a collision relative speed before a collision .
Values assigned to CR have been taken from experimental measurements [34, 40] , some of which were the subject of these simulations [34] . Although the particle trajectories were dissipative, for a number of reasons the computations described here differ significantly from the electrostatic DPD studies [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] discussed in the Introduction and from DPD studies, in general [41, 42] . First, the number of particles involved in each simulation was sufficiently small that no attempt was made to consider the system as constituting a canonical (NVT) ensemble through the assignment of a temperature. Therefore, the pair-wise CR or frictional force was not balanced by any random temperature-dependent force acting as a heat source or sink [42] . This omission was helped by the fact that in all close encounters between charged particles U >> k B T, where k B is the Boltzmann constant and T is a temperature. In addition, both experiments were undertaken in the presence of an external force, which was either mechanical [29] [30] [31] [32] [33] or gravitational [34] . Furthermore, a manybody electrostatic theory has been used to describe charged particle-neutral particle and charged particle-charged particle interactions, whereas DPD studies have used pair potentials within a 'smeared charge' formalism to avoid problems with point charges [20, 23, 24, 27, 28] . Finally, the experiments being reproduced have been undertaken in either vacuum or air, hence there was no electrolyte present, and therefore no charge screening.
Results and discussion
The calculations began by exploring how the collision dynamics might be influenced by the two key parameters, namely dielectric constant and CR. Two particles with nominal radii r 1 = r 2 = 1, nominal charges q 1 = 1 and q 2 = 0 and nominal masses m 1 = m 2 = 1 were assigned the starting coordinates (x 1,x , x 1,y , x 1,z ) = (0, 0, 0) and (x 2,x , x 2,y , x 2,z ) = (3,0,0) and the trajectories allowed to evolve from rest. Apart from when k 1 = k 2 = 1, these starting conditions ensured the particles were always trapped within an attractive electrostatic potential. Figure 2a illustrates the consequences a change in dielectric constant has on the particleparticle interaction energy as a function of time. At one extreme, k i = 1 represents a hard sphere collision between a charged and a neutral non-polarizable particle for which there is no change in interaction energy during the course of a collision. At the other extreme, k i = 80 leads to a strong, mutual polarization of bound charge on each of the particles [43] , which in turn causes a rapid increase in magnitude of the interaction energy. Accompanying the latter is a noticeable increase in collision frequency, which is associated with the elastic encounters taking place at a comparatively high speed. To explore the impact of CR < 1, the trajectories shown in figure 2a were repeated with CR = 0.9 and the results presented in figure 2b. Changing the CR has two obvious consequences; first there is the expected decline in the interaction energy because each collision now dissipates some fraction of the kinetic energy and secondly, the collision frequency increases because the particles are no longer returning to their initial starting coordinates after each encounter. Both of these effects become more pronounced as the dielectric constant of the particles increases. Eventually, the two particles aggregate, but the time scale over which this happens is dependent on the dielectric constant, which in turn, could have additional consequences for self-assembly processes.
(a) Simulation of experiments by Whitesides and co-workers
A generic experiment of the kind undertaken by Whitesides and co-workers consisted of a collection (approx. 100-200) of polymer spheres with different compositions, for example poly-(methyl methacrylate) (PMMA) and Teflon, being vigorously agitated in a square or circular dish to allow each type of sphere to acquire either a negative or positive charge through tribocharging [29] [30] [31] [32] [33] , a process that appears to take approximately 100 s. As a consequence of their charge, the particles self-assembled into different two-dimensional lattice structures with geometries that could vary according to particle charge, size and the fraction of each polymer type. The simulations began at the point where the particles were assumed to have acquired their maximum charge (as determined by experiments [29] [30] [31] [32] [33] ) and then explored a limited range of the very extensive experimental parameter set (size, dish shape, dish composition, etc.) surveyed by Whitesides and co-workers [32] . In particular, the effects of varying the following physical parameters have been examined: particle charge, dielectric constant, and the ratio of the number of negatively and positively charged particles; in addition, the simulations made it possible to investigate changes in lattice geometry due to variations in the dielectric constant. Table 1 lists the physical characteristics assigned to each particle type, and specific variables, such as the sign and magnitude of the charge, are also identified in the text. In addition to the above, these many-body calculations have made it possible to investigate the influence the number of electrostatic multipole terms, N, has on the observed lattice structures. Figure 3 shows the time evolution of a collection of equal numbers of PMMA spheres (yellow) and Teflon spheres (blue), with q = +0.31 nC on PMMA and q = −0.31 nC on Teflon, to give a system that is overall charge neutral. Electronic supplementary material, figure S1, provides a guide as to the colour scheme adopted to denote sign and change of charge on each of the particles. For the simulation shown in figure 3 N interactions cover terms up to hexadecapole. How the strength of a polarizing interaction depends on the magnitude of the dielectric constant can be illustrated by considering the simple example of a point charge q at a distance h interacting with a neutral particle of radius r. The first multipole term, a charge-induced dipole is given by Bichoutskaia et al. [43] :
As the above equation shows, a small change in a dielectric constant with a low value has greater impact on U id , the electrostatic energy, than when k is large and approaches the metallic limit. The consequences of this effect can be seen when comparing the behaviour of PMMA and Teflon spheres.
As can be seen in figure 3 , 2 s into the simulation the system has assembled into a lattice structure that primarily consists of square arrangements of alternating PMMA and Teflon particles, which is very similar to what is observed in an experiment where equal numbers of particles of the two polymer types each carry a charge of the same magnitude, but different sign (e.g. [29, fig. 1b]) . The experiments also showed evidence of the enclosed gap seen in some of the simulations [32] . The differing colour shades within each sphere reflect subtle changes in the density of charge residing on the surface as a consequence of charge-induced polarization (see electronic electronic supplementary material, figure S1 , for a guide to the colour scheme). In the final image at 2 s, it can be seen (green → yellow) that the more polarizable PMMA particles exhibit an increase in charge density in the four regions where they are in closest contact with the Teflon particles. The Teflon particles, which are less polarizable (lower value of k), show a similar but weaker response. The numbers shown at the top of each frame correspond to the maximum values of the total surface charge density (nC mm −2 ) at a particular time; at infinite separation, these numbers correspond to the density of free charge. For the simulation shown in figure 3 , the latter values for the total surface charge density are +0.01 nC mm −2 and −0.01 nC mm −2 . Since the free charge is fixed, any increase in charge density during the course of a simulation corresponds to a polarization of bound charge, which in turn is reflected in the value of the dielectric constant. The largest fluctuations in charge density occur on the more polarizable PMMA particles. Figure 3f shows the changes that take place in the electrostatic interaction energy of the system (blue; in µJ) and the root mean square (RMS) particle speed (red; in m s −1 ) during the course of the simulation. The large drop in the electrostatic energy occurs because the system moves from an initial configuration that is very repulsive to one that is ultimately very attractive. The RMS speed starts from zero, rapidly increases because of particle-particle repulsion, but is then moderated by the CR and gradually drops towards zero as stable structures emerge. Figure 4 describes the outcome of a simulation involving 36 PMMA and 12 Teflon particles, with the former carrying a charge of +0.31 nC and the latter −0.93 nC, which makes the simulation overall charge neutral. The equivalent surface charge densities are 0.01 nC mm −2 and −0.29 nC mm −2 , respectively, at infinite separation. Experiments (e.g. [29, fig. 2c ]) showed that systems with this combination of characteristics resulted in the formation of a lattice that is predominantly hexagonal, but with the occasional pentagonal configuration. The same structures appear in the simulation after 2 s; but it is quite possible that the single pentagon is due to too few particles in the simulation rather than to deficiencies in the lattice dynamics. However, it is interesting to note that after 1.5 s of simulation, pentagonal configurations are predominant, and that it is only after further relaxation that hexagonal geometries appear and begin to dominate. Compared with the previous example, the effect of increased free charge on the Teflon particles is to significantly enhance the magnitude of induced bound charge that appears on the surfaces of PMMA particles; however, through mutual polarization, an equivalent charge density is induced on the Teflon particles [43, 44] . Note the contrasting pattern of polarized charge density on the PMMA particles at the centre of the hexagonal lattice after 2 s, when compared with those in the square lattice seen in figure 4 . If the simulation shown in figure 4 is repeated, but with k = 1 (non-polarizable particles with a pure Coulomb interaction), then the average surface-to-surface separation between particles in the final lattice increases from 0.069 mm to 0.094 mm; however, these figures are of limited quantitative value as they will be very dependent on the numbers of each type of particle present. From figure 4f, it can be seen that the final lattice energy is significantly lower than for the arrangement in figure 3 , and although this is probably a consequence of a much stronger, attractive Coulomb interaction, it is also evident from the final lattice geometry that there are a significant number of repulsive PMMA-PMMA interactions. However, even under circumstances where there is a strong repulsive Coulomb force between like-charged particles, any additional interactions arising from the polarization of bound charge are always attractive and will serve to moderate repulsion [43, 44] . Under favourable circumstance, such interactions can actually lead to like-charge attraction [45] . What most probably reflects an increase in particle-particle repulsion when compared with figure 3 is the RMS speed. In this case, the RMS drops rapidly, more so than in figure 3 , but then as the PMMA particles begin to come into close proximity, mutual repulsion increases the electrostatic energy, and this is matched by a corresponding jump in the RMS speed. In fact, the RMS speed reaches a value close to that seen at the very start of the previous simulation. In a final simulation of the Whitesides data [29] [30] [31] [32] [33] , a system is examined that includes features taken from the two previous results. Figure 5 shows the outcome of a simulation where there are 36 PMMA and 12 Teflon particles, with the former carrying a charge q = +0.31 nC, but the charge on the latter has been decreased to q = −0.31 nC. There are two consequences of this change; first, the final assembly seen after 2 s is, at best, very disordered with some evidence of transient trigonal and square arrangements where PMMA particles surround Teflon particles. It would appear that the charge on the Teflon particles is not sufficient to stabilize an extended lattice network of the type shown in figure 4 . Secondly, positively charged particles (yellow) that are not part of a lattice are expelled to the boundaries of the container. Evidence for both these patterns of behaviour can be found in the experiments (e.g. [32, fig. 11a]) . The inability of the system to stabilize can also be seen from a calculation of the electrostatic energy, which unlike the other two examples, remains positive throughout the simulation; however, it should be noted that an imbalance between the number of different particles means that the system has an overall positive charge. The final time snapshot corresponding to 2.0 s of simulation time shows the presence of an alternating chain of PMMA and Teflon particles (figure 5c); a feature that has again been observed under certain experimental conditions [32] , and can probably be attributed to attempts by the system to minimize particle-particle repulsion.
From this series of simulations, it would appear that configurations adopted by the charged particles are very sensitive to the relative numbers of negatively and positively charged particles and to the charge allocated to each particle. These qualitative conclusions closely match observations made during the course of experiments on the equivalent polymer particles [29] [30] [31] [32] . Although it is clear from figures 3-5 that bound charge is being polarized, this effect appears to have minimal influence on the dynamics and final geometries, which is probably a consequence of the polymer particles having low polarizabilities (dielectric constants).
(b) Simulation of experiments by Lee et al.
In a series of experiments designed to break down the self-assembly process into a sequence of single collisions between grains or particles, Lee et al. [34] have captured high resolution images of the individual collision events that contribute to the fabrication of a dielectric material. Individual and collections of isolated particles were allowed to free-fall in a vacuum chamber where single collision events were recorded using a high-speed video camera. As before, the particles became tribocharged, but this time as a result of the many collisions they experienced both during preparation and their passage through a grain hopper that feeds the vacuum chamber. The types of events that were observed between pairs of colliding species (individual particles and collections of two or more particles) depended on a slightly different set of variables from those considered above for the polymer particles. In addition to there being like-and oppositely charged particles, the outcome of a collision will also depend on the impact parameter and the centre-ofmass collision energy [46] ; however, events are still moderated by the CR. Lee et al. [34] succeeded in capturing images corresponding to three types of event: (i) capture-where the centre-of-mass collision energy is either below the binding energy for a small cluster of particles, or is effectively dissipated in a larger collection; (ii) escape-where an incoming particle bounces away from a stable cluster; and (iii) fragmentation-mainly seen at high collision energies and leads to the breakup of a cluster. The simulation of a collision between just two particles followed a sequence of multiply close encounters very similar to those shown in figure 2b , and where the application of a CR ultimately led to a stable dimer (a pattern of behaviour that is also very similar to that depicted in [34, figure 1d] ). Since the particles have a comparatively high dielectric constant (k = 15), the polarization of bound charge made an important contribution towards stabilizing the dimer, which at the point of closest contact in the simulation had a total electrostatic energy of −8.26 pJ, of which induced (polarization) interactions contributed −2.28 pJ. An example of a simulated two-body collision is given in electronic supplementary material, figure S2 .
The results that follow report on an examination of the conditions necessary for a cluster of charged particles to collide with and capture a single particle. The first set of simulations comprised a cubic cluster of four negatively (−5.2 × 10 6 e) and four positively (+5.2 × 10 6 e) charged particles in collision with a neutral particle. The values chosen for the charge are representative of those measured by Lee et al. [34] , and equate to surface charge densities at infinite separation of ±18.4 e µm 2 (note the change in units in order to identify with the data as presented [34] ). 100 ms) , but the initial configuration is restored by a combination of strong Coulomb forces between oppositely charged constituent particles and the application of CR. As might be expected for a neutral, non-polarizable particle, the colliding particle is not captured, but is scattered away. Confirming the non-polarizable nature of the particles, the surface charge densities remain fixed at ±18.4 e µm 2 throughout the trajectory. Figure 6a(vi) shows the interaction energy of the system, where it can be seen that prior to the collision at approximately 150 ms (denoted by a yellow circle) the eight-particle unit settles to a stable cubic structure. Following the collision the total energy increases rapidly, but the cube is slowly restored through the application of CR. By contrast, figure 6b shows the same trajectory, but this time with all particles assigned a value of k = 15 and N = 4. The maximum surface charge density on the cube is double that attributed to the free charge and as the trajectory evolves this increases to a factor of 3. As a consequence of the enhanced polarizability, a collision with the neutral particle is far less disruptive and the particle is actually captured by the cluster. A quantitative summary of these events is given in Figure 6b(vi) , where it can be seen that, prior to the collision, the energy of the initial cubic structure is significantly lower than that composed from non-polarizable particles. Figure 7a shows a trajectory run with k = 1 and where the relative velocity has been increased to 0.06 m s −1 . This time the collision has two consequences. First, it leads to a breakup of the cluster through the loss of a single particle, which the Coulomb forces are unable to prevent, and secondly, the remaining seven particles settle into a structure that appears to be a local energy minimum rather than the most stable unit. This pattern of behaviour is confirmed in figure 7a(vi) where the interaction energy of the final structure is much higher than would be expected from a slightly reduced sum of pair potentials present in the starting geometry. Figure 7b shows the same trajectory, but with all the particles assigned a value of k = 15. This time the colliding particle is scattered rather than captured by the cluster, and although the collision is very disruptive, the additional contributions from polarization are effective in restoring the original composition, but not the starting structure of the eight particle cluster. The final configuration formed at 800 ms appears to occupy a local energy minimum with alternating positively and negatively charged spheres, with the less stable status being confirmed from a plot of the interaction energy. Figure 8a shows the outcome of a collision where the relative velocity has been increased to 0.08 m s −1 and this time the non-polarizable cluster experiences quite extensive disruption, with only pairs of oppositely charged particles surviving. The same type of event with k = 15 is shown in figure 8b , and although there is still extensive disruption, a core of polarizable particles remains intact. Interestingly, the final structure formed after 400 ms has evolved into a chain which minimizes repulsion by having alternate negatively and positively charged particles-an arrangement not unlike the chain configurations seen in figure 5 where the simulation also involved particles with charges of equal magnitude, but opposite sign. What is also interesting is that, of the final structures shown in figures 6-8, the chain structure shown in figure 8b is associated with a maximum in surface charge density. However, the latter structure also displays a minimum number of contact points between oppositely charged particles, which means that bound charge is polarized in only one or two directions, rather than spread over 4, 5 or 6 contact points as seen in some of the more complex geometries present in figures 4 and 5.
Since it is very unlikely that the events recorded by Lee et al. consist solely of neutral particle colliding with clusters of charged particles, a further series of simulations were run to model collisions with single charged particles at a relative velocity of 0.06 m s −1 . However, preliminary calculations showed that it was necessary to reduce the magnitude of the charge on the single particle (initially +5.2 × 10 6 e) by a factor of three or four in order to improve the chances of observing capture. From [34, fig. 1b ], it can be seen that there is a high probability that experiments could involve particles that carry a lower charge than has been considered above. Figure 9a shows the consequences of a collision between a single particle with a charge of 1.7 × 10 6 e and a cubic cluster with four negatively (−5.2 × 10 6 e) and four positively (+5.2 × 10 6 e) charged particles. As the particle becomes incorporated into the cluster, the collision causes two negatively charged particles to be expelled, but eventually one particle is attracted back into the structure. Unlike simulations of the Whitesides data, these particles are not contained by a hard wall; therefore, unless there are strong attractive forces free particles, such as those depicted in figure 9a, can be lost from the main body of the simulation. The final geometry seen after 800 ms has a ringlike structure of alternating positively and negatively charged particles and carries a net negative charge. Figure 9a (vi) shows this latter structure to be significantly less stable than the starting configuration. Figure 9b shows the outcome of a collision where the charge on the colliding particle has been further reduced to 1. the aggregate and successfully complete the capture process. However, the final structure is again less stable than that of the starting geometry. Most of the clusters of charged particles examined by Lee et al. [34] did not have the very stable, regular cubic structure selected for the simulations discussed above. In order to examine how effective a less stable structure might be at capturing a particle, a series of simulations were run using geometries that were themselves generated through initial particle-cluster collisions. Taking, for example, the final structure shown in figure 7 , it can be seen that this has more or less achieved a minimum energy after 800 ms, but is still about 6 pJ less stable than the starting (a) Figure 9 . As figure 6 , but where the colliding particle carries a positive charge of either +1.7 × 10 6 e (a) or +1.3 × 10 6 e (b) and k = 15.
geometry. Despite numerous calculations, none of the metastable structures examined showed any evidence of being able to capture additional single particles.
Since the experiments of Lee et al. clearly show the capture of particles by irregular structures, one further modification was made to the calculations in order to try and initiate such a process. Figure 10 shows the sequence of events that follow a double collision. As before the cube consists of eight particles carrying charges of ± 5.2 × 10 6 e, and in the first instance this is in collision with a particle carrying a charge of −5. Figure 10 . As for figure 6 , but for the sequence of events following a double collision. The first particle carries a charge of −5.2 × 10 6 e and CR has a value of 0.94. For the second collision the particle carries a change of +5.2 × 10 6 e and the value of CR has been reduced to 0.74. disordered structure which is then the subject of a further collision at 0.045 m s −1 with a particle carrying a charge of + 5.2 × 10 6 e; however, coincident with this collision the value taken for CR has been reduced from 0.94 to 0.74. It is clear from a plot of the interaction energy that the structure generated by the first collision relaxes close to an energy minimum for that particular metastable geometry, and that any residual internal energy is unlikely to make a significant contribution to further dissociation following a second collision. However, only through a reduction in the value of CR does it become possible for the simulations to reproduce particle capture by these more disordered structures.
In a final example, the calculations explore an observation by Lee et al. [34] that stable triangular geometries evolve when two particles with the same magnitude of charge but with opposite polarities interact with a particle carrying a lesser charge. In an example taken from Lee et al. [34, fig. 4e ,f ], figure 11 shows how two particles of radii 150 µm and carrying charges of +1.8 × 10 6 e and +0.2 × 10 6 e, respectively, interact with a particle of radius 100 µm and with a charge of −2.3 × 10 6 e, N = 4 and k = 15. A plot of their interaction energy shows that, in the absence of polarization, this becomes increasingly less attractive as θ increases and the two positively charged particles move closer together. By contrast, the inclusion of polarization terms creates a situation where there is an initial slight long-range repulsion between the positively charge particles, but as θ increases beyond 80°the polarization of bound charge becomes significant and the three particles adopt a stable triangular configuration; one which matches exactly the experimental result [34] .
From this series of simulations on collisions between single particles and small clusters, it is very clear that particle polarizability (dielectric constant) plays a major role in the outcome of individual trajectories. Where polarizability is absent, particles do not aggregate during low velocity collisions, and collisions can become very destructive as the relative velocity is increased. By contrast, it is shown that polarizability contributes towards clusters retaining 6 e and +0.2 × 10 6 e, respectively, and the third has a radius of 100 µm and a charge of −2.3 × 10 6 e. N = 4 and k = 15.
particles following a collision. It is also evident that polarizability has a significant influence on the geometries adopted by captured particles, and the non-additivity of such interactions has been quantified [17] . While there is, as before, qualitative agreement with experimental observations, it is clear that some aspects of the interpretation need further clarification, and the value assigned to the CR is an example.
Conclusion
A theory that takes into account the many-body interactions present in close-packed collections of charged particles has been used to model the dynamics of elementary electrostatic self-assembly processes. Simulations have successfully reproduced patterns of behaviour seen in two quite distinct experimental studies [29] [30] [31] [32] [33] [34] , both of which were undertaken in the 'gas phase' but involved particles of very different size, composition, charge and dielectric constant. As might be expected, the simulations of experiments which comprised particles with a high dielectric constant were found to be more sensitive to the inclusion of terms involving the polarization of bound charge. Although these simulations have addressed very specific topics, the work has broader implications with regard to other situations where dielectric particles have been observed to coalesce or aggregate under similar 'gas phase' conditions. Laboratory experiments on the aggregation of tribocharged hydrocarbon particles have identified a mechanism by which grain dunes on Titan could resist interference from the prevailing wind [47] , and studies undertaken on the Space Shuttle on quartz and volcanic ash particles have also shown how tribocharging can promote aggregation [48] . Indeed the latter experiments provided evidence for the formation of filaments with estimated mean lengths of five particles, which is not unlike the behaviour seen above in figures 5, 8b and 10. 
