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Toward a Tactile Internet Reference Architecture:
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Abstract—The term Tactile Internet broadly refers to a com-
munication network which is capable of delivering control,
touch, and sensing/actuation information in real-time. The Tactile
Internet is currently a topic of interest for various standardization
bodies. The emerging IEEE P1918.1 standards working group is
focusing on defining a framework for the Tactile Internet. The
main objective of this article is to present a reference architecture
for the Tactile Internet based on the latest developments within
the IEEE P1918.1 standard. The article provides an in-depth
treatment of various architectural aspects including the key
entities, the interfaces, the functional capabilities and the protocol
stack. A case study has been presented as a manifestation of the
architecture. Performance evaluation demonstrates the impact of
functional capabilities and the underlying enablers on user-level
utility pertaining to a generic Tactile Internet application.
Index Terms—Tactile Internet, architecture, radio access net-
work, interface, protocol stack, 5G.
I. INTRODUCTION
W IRELESS communications is unarguably an indispens-able element of modern life. The unprecedented devel-
opment of wireless technologies has completely transformed
the way we perceive the Internet today. The wireless revolution
has successfully connected a vast majority of the global popu-
lation. The focus of wireless is now shifting towards providing
ubiquitous connectivity for machines and devices, which will
create the Internet-of-Things. Recently, the notion of Tactile
Internet [1] has emerged, which is envisioned to provide a
paradigm shift by enabling wireless for real-time steering and
control communications. Such powerful wireless connectivity
would enable remote interaction for humans, e.g., through
exchange of real-time haptic information, or for machines, e.g.,
through exchange of control and sensing/actuation information
in real-time.
In order to provide a medium for delivering haptic and
control information in real-time, the Tactile Internet requires
highly reliable, responsive, and intelligent wireless connectiv-
ity. The high-availability, the ultra-fast reaction times, and the
carrier-grade reliability of the Tactile Internet will also add a
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new dimension to human-machine interaction by building real-
time interactive systems [2]. The Tactile Internet is envisioned
to enable unprecedented applications that will have a marked
impact on almost every segment of the society [3].
In March 2016, the IEEE Standards Association approved
the creation of the IEEE P1918.1 standards working group [4].
The scope of the baseline standard is to define a framework
for the Tactile Internet, including description of its application
scenarios, definitions and terminology, technical assumptions,
architecture and reference models, and functional capabilities.
The working group is actively engaged in standardizing var-
ious aspects of the Tactile Internet since its kick-off meeting
in May 2016. The core activities of the working group can
be broadly classified into three distinct areas: (i) definitions
and use-cases, (ii) haptic codecs, and (iii) reference architec-
tural framework. The group defines the Tactile Internet as a
network, or a network of networks, for remotely accessing,
perceiving, manipulating or controlling real and virtual ob-
jects or processes in perceived real-time. Some of the key use-
cases considered by the working group include teleoperation,
immersive virtual reality, interpersonal haptic communication,
live haptic broadcasting, automotive, and drone control. The
ongoing work on haptic codecs is broadly focused on various
aspects of haptic information exchange.
To this end, the main objective of this article is to present
a reference architecture for the Tactile Internet in light of
the latest developments within the IEEE P1918.1 standard. A
preliminary investigation of the architectural aspects of Tactile
Internet has been conducted in some recent studies [5], [3].
However, a comprehensive and detailed treatment of the archi-
tecture, including key entities, physical and logical interfaces,
and functional description is not available in literature, and
therefore, it is the main focus of this article.
II. THE IEEE P1918.1 REFERENCE ARCHITECTURE
The Tactile Internet has been a topic of interest for various
standardization bodies. In August 2014, the ITU released a
technology watch report1 [2] on the Tactile Internet, identi-
fying it as an important area for innovation. The report also
highlighted various use-cases and technical requirements of the
Tactile Internet. The ETSI IP6 ISG has recently completed a
work item on IPv6-based Tactile Internet [6]. The work item
identifies the key features of IPv6 for meeting the stringent
technical requirements of the Tactile Internet along with the
best practices for different use-cases. 3GPP has recently re-
leased the 5G New Radio (NR) specification [7] that provides
1The ITU technology watch reports capture new topics for standardization.
2Fig. 1. The IEEE P1918.1 Tactile Internet reference architecture wherein the gateway node and the network controller are part of the tactile edge. The key
physical interfaces are also shown.
various enhancements pertaining to ultra reliable low latency
communication (uRLLC) which is a key enabler for the Tactile
Internet.
Development of a reference architecture for the Tactile
Internet has been rarely discussed in any of the aforementioned
activities. Therefore, it is one of the key work items in the
IEEE 1918.1 standard. To this end, the key principles of
the reference architecture design within the IEEE P1918.1
workging group are stated as follows.
• To develop a generic architecture that can be mapped to
any Tactile Internet application.
• To support local area as well as wide area connectivity
through wireless or hybrid wireless/wired networking.
• To have a modular design with flexibility for interwork-
ing, computing, caching, intelligence, and other network
functions for reliable and responsive service composition.
• To minimize dependencies between the device and net-
work domains.
• To support separation between control and data planes.
• To support integration/interaction with third-party service
and application providers.
• To enable oversight in resource management to guarantee
end-to-end interface mandates.
• To leverage computing resources from cloud variants at
the edge of the network.
The IEEE P1918.1 reference architecture for the Tactile
Internet, which is illustrated in Fig. 1, consists of two tactile
edges and a network domain. The tactile edges actually refer
to the master and slave domains. The master domain typically
consists of a human controller or a machine controller. The
slave domain consists of entities which are remotely controlled
by the master domain. The network domain provides the
medium for bi-directional information exchange between the
tactile edges. Such bi-directional information exchange may
result in a closed-loop control system. The network domain
can either provide local area connectivity or wide area con-
nectivity through external networks or the Internet. The two
tactile edges can also exchange information via peer-to-peer
connectivity. Hence, the tactile edges may also refer to two
peer domains.
A. Key Architectural Entities
The reference architecture consists of a various entities
which are described as follows.
• Tactile Device – The tactile device is the core element
of any tactile edge. The nature of the tactile device
depends on the underlying Tactile Internet application. In
one embodiment it consists of a system of sensor nodes
(SNs) and actuator nodes (ANs), which are entities with
sensing, actuation and limited processing capabilities,
respectively, along with necessary connectivity modules
for networking capabilities. In a more basic form, third
party sensors and actuators can be connected to SNs and
ANs, through a sensor gateway (SG) and an actuator
gateway (AG), respectively. In another embodiment, the
tactile device consists of a human system interface (HSI)
that converts human input to haptic input. If equipped
with networking capabilities, such a device is referred to
as the HSI node (HN). In yet another embodiment, the
tactile device consists of a controller which runs control
algorithms for controlling a system of SNs and ANs. If
equipped with networking capabilities, such a device is
referred to as the controller node (CN).
• Gateway Node – The gateway node is an entity with
enhanced networking capabilities that provides interwork-
ing functionality between a tactile edge and the network
3Fig. 2. An alternate representation of the reference architecture wherein the gateway node and the network controller are part of the network domain.
domain. The gateway node can be co-located with the
network controller (described later) and may exist in the
tactile edge or the network domain (see Fig. 1 and Fig.
2).
• Network Controller – The network controller is an entity
that handles the operation of the tactile edge through in-
telligent network-side and device-side functions. It further
comprises of the network management controller (NMC)
and device management controller (DMC). The network
controller can be co-located with the gateway node, in
which case the resulting entity is termed as the gateway
network controller. It may exist in the tactile edge or the
network domain.
• Support Engine – The support engine refers to an entity
that provides computing and/or storage resources for
improving the performance/experience of the tactile edge.
The support engine can be part of the tactile edges or
the network domain or both. In one embodiment, the
support engine runs predictive intelligence algorithms for
enabling the perception of real-time connectivity under
the imperfections of wireless environments. In another
embodiment, the support engine provides computation
offloading capabilities by handling processing operations
that are resource intensive for the tactile devices. In yet
another embodiment, the support engine provides caching
capability.
• Tactile Service Manager – The tactile service manager
is a network domain entity which is primarily responsible
for providing interface to external service and application
providers. In one embodiment, it may also be responsible
for session-level functionalities, e.g., authentication and
access rights, session establishment, and charging and
billing.
• User-Plane Entity (UPE) – An entity which handles the
user-plane functions for the tactile edge inside the net-
work domain, e.g., context activation, data forwarding to
external networks, and quality-of-service (QoS) support.
• Control-Plane Entity (CPE) – An entity which handles
the control-plane functions for the tactile edge inside the
network domain, e.g., authentication, session establish-
ment, and mobility management.
B. Functional Description
The functional description of the reference architecture is
provided as follows. Note that two variants of the reference
architecture can be distinguished depending on the placement
of the gateway network controller. In the first scenario (Sce-
nario 1), which is depicted in Fig. 1, this entity is part of
the tactile edge. The tactile edges A and B represent the
master and slave domains, respectively, or two peer domains.
The network domain provides the medium for bi-directional
information exchange of control and feedback signals between
the tactile devices in the two tactile edges. The network
domain may represent wireless connectivity (cellular, Wi-Fi,
etc.), wired connectivity (fieldbus system, industrial Ethernet,
etc.), or hybrid wired/wireless connectivity. In the second
scenario (Scenario 2), which is depicted in Fig. 2, the gateway
node and the network controller reside in the network domain.
The support engine can be realized through different man-
ifestations of the edge-computing paradigm such as fog-
computing, cloudlet-computing, and mobile-edge computing.
The support engine can be centralized or distributed in nature.
As mentioned earlier, the support engine provides predictive
intelligence, computation offloading and/or storage/caching
functionalities. For predictive intelligence, the support engine
runs a model of the Tactile Internet application which could be
obtained in either online or offline manner. The support engine
may provide full or partial computation offloading capabilities.
The offloading decision is made by either the tactile device or
the gateway network controller.
4The tactile service manager is an optional entity. Its exis-
tence is dependent on the use-case and the underlying connec-
tivity technology. The user-plane and control-plane entities are
specific to the underlying connectivity technology.
Note that the reference architecture mainly encompasses
entities which are important from a networking and standard-
ization perspective. There could potentially be other entities
that are part of the tactile edges or the network domain. For in-
stance, in some Tactile Internet applications the master tactile
edge may have the provisioning for audio/visual feedback from
the slave tactile edge. Hence, the tactile edge may additionally
contain necessary audio/visual equipment.
III. KEY INTERFACES IN THE REFERENCE ARCHITECTURE
The IEEE P1918.1 working group has adopted the alpha-
betical naming convention for the interfaces between different
architectural entities. The key physical and logical interfaces
are described as follows.
A. Key Physical Interfaces
• Access Interface – The access interface, or the A inter-
face, provides connectivity between a tactile edge and the
network domain. It is the main reference point for user-
plane and control-plane information exchange between
the network domain and the tactile edge. The end points
of the A interface are actually dependent on the variant of
the reference architecture. In Scenario 1, the A interface
connects the gateway node and the network controller to
a network domain entity such as a cellular base station.
In Scenario 2, the A interface connects a tactile device to
the gateway node and the network controller, which are
part of the network domain.
• Tactile Interface – The tactile interface, or the T inter-
face, provides connectivity between entities of the tactile
edge. It is the main reference point for user-plane and
control-plane information exchange between the entities
of the tactile edge. In Scenario 1, it either connects
a tactile device to the gateway node and the network
controller or provides connectivity between two tactile
devices. In Scenario 2, it only provides connectivity
between two tactile devices. The T interface can also be
based on peer-to-peer connectivity paradigms which are
under active investigation within the IEEE 802.15.8-2017
standard [8].
• Open Interface – The open interface, or the O interface,
provides connectivity between any architectural entity
and the support engine. In on embodiment, it provides
connectivity between the support engine and any entity
pertaining to the tactile edge, e.g., the tactile device or
the gateway node and the network controller. In another
embodiment, it provides connectivity between the support
engine and any network domain entity such as a base
station or an access point.
• Service Interface – The service interface, or the S
interface, provides connectivity between the tactile ser-
vice manager and the gateway node and the network
controller. The S interface only carries the control-plane
information.
• Network-side Interface – The network-side interface,
or the N interface refers to any interface providing
internal connectivity between network domain entities.
The N interface is the main reference point for user-
plane or/and control-plane information exchange between
various network domain entities. To further distinguish
the N interface, various supplementary interfaces have
been defined. The N1 interface provides connectivity
between the control-plane entity and the base station
(in Scenario 1) or the gateway network controller (in
Scenario 2). Similarly, the N2 interface provides the
respective connectivity with the user-plane entity. Finally,
the N3 interface interconnects the user-plane entity and
the control-plane entity.
B. Key Logical Interfaces
In addition to the above mentioned physical interface, the
reference architecture has identified various logical interfaces.
• L0 Interface – The L0 interface interconnects the gate-
way node and the network controller.
• L1 Interface – The L1 interface interconnects a tactile
device and the tactile service manager.
• L2 Interface – The L2 interface interconnects a tactile
device and the control-plane entity.
• L3 Interface – The L3 interface interconnects a tactile
device and the user-plane entity.
IV. FUNCTIONAL CAPABILITIES
To support the envisioned Tactile Internet applications, the
interfaces must fulfil certain performance requirements or
capabilities. With reference to the majority of Tactile Internet
applications, such capabilities can be characterized in terms
of various metrics such as availability, latency, reliability, and
scalability. In context of Tactile Internet, we define these
metrics as follows.
• Availability – The availability of an interface is a measure
of its accessibility. It is defined as the probability that a
given interface is available for any user-plane or control-
plane connectivity service.
• Reliability – The reliability of an interface is a measure
of its packet delivery performance. It is defined as the
capability of transmitting a fixed-size protocol data unit
(PDU) within a predefined time duration with high suc-
cess probability.
• Latency – The latency of an interface is a measure
of its responsiveness. It is defined as the capability to
successfully deliver a protocol layer packet from its
ingress point (at the transmitter) to the same protocol
layer egress point (at the receiver) in order to fulfil the
end-to-end latency requirement. The end-to-end latency
is defined as the one way delay to successfully deliver an
application layer packet from a tactile device in tactile
edge A to a tactile device in tactile edge B.
• Scalability – The scalability of an interface describes
its capability to cope and perform under an increased
5number of devices. It is defined as the maximum number
of devices that can be supported without compromising
the availability, reliability, and latency requirements.
The working group has specified two different grades of
capabilities for interfaces: an ultra-grade and a normal-grade.
The functional capabilities of the A and T interfaces are
summarized in TABLE I. It can be easily inferred that the
desired functional capabilities create a set of stringent require-
ments that need to be fulfilled irrespective of the underlying
connectivity technology. Some of the most important enablers
for realizing such functional capabilities are stated as follows.
A. Key Enablers for High Availability
Redundancy is the key to achieving high availability. The
IEC 62439-3 standard [9] has specified seamless redundancy
protocols for fault tolerance in industrial Ethernet networks.
Such protocols can also be applied for achieving high avail-
ability in wireless communications.
B. Key Enablers for High Reliability
Diversity is the key to achieving high reliability. However,
diversity in time domain is not suitable as it incurs additional
latency. Some of the key enablers for high reliability without
incurring additional latency include multi-connectivity, effi-
cient channel coding techniques, cooperative transmissions,
and packet duplication with multi-path diversity.
C. Key Enablers for Low Latency
Achieving low latency becomes particularly challenging,
especially considering its trade-off with providing high reli-
ability. Some of the key enablers for achieving low latency,
that could be extended to any wireless technology in context
of the Tactile Internet, include short packet transmissions,
short frame structure, full-duplex communication, lean pro-
tocol stack, flexible resource allocation, edge-intelligence, and
powerful and efficient hardware designs.
D. Key Enablers for High Scalability
Achieving high scalability becomes particularly important
from network utilization perspective. Some of the key enablers
for high scalability include efficient and dynamic multiple ac-
cess techniques, spectrum aggregation, successive interference
cancellation, and interference averaging.
V. OVERVIEW OF PROTOCOL STACK
The protocol stack for different interfaces is specific to
the underlying connectivity technology. In order to provide
a generic stack for different interfaces, the working group has
adopted the standard TCP/IP protocol stack model.
Fig. 3a depicts the protocol stack for connectivity between
the tactile edge and the network domain in Scenario 1, i.e.,
via the gateway network controller. Note that in this case
the gateway network controller has a dual protocol stack.
The stack for the A interface provides connectivity to the
network domain whereas the stack for the T interface provides
connectivity to the tactile device. First, we explain the user-
plane protocol stack in this case. The application layer (Layer
5) in the tactile device generates the desired control, haptic,
sensing, or actuation information that needs to be transmitted
to a tactile device in the other tactile edge. Depending on
the nature of the T interface, the tactile device may connect
to the gateway network controller at Layer 2 or Layer 3. In
the former case, the application layer directly resides over
Layer 2. The gateway network controller connects with any
network domain entity at Layer 3 over the A interface. From a
control-plane perspective, there is Layer 3 connectivity at both
T and A interfaces. The control-plane uses the same Layer 1
and Layer 2 as in the user-plane. However, the control-plane
protocol (CPP) at Layer 3, which handles typical control-plane
functionalities, could be different for each interface.
Fig. 3b shows Scenario 2 wherein the tactile device directly
connects to the network domain over the A interface. The
tactile device connects to the gateway network controller at
Layer 3. Note that the latter has a single protocol stack in this
case. The user-plane and control-plane protocol stacks for the
A interface are similar to that in Scenario 1.
Fig. 3c depicts the protocol stack for the O interface and
the S interface. For both interfaces the respective entities
hold a full protocol stack for both user-plane and control-
plane. The nature of both interfaces is specific to the physical
implementation. The protocol stack for various network-side
interfaces is specific to the underlying connectivity technology.
Hence, it has been deemed as beyond the scope of the working
group.
VI. CASE STUDY
This section presents a case study that describes how the
architecture maps to a specific use-case. We consider the case
of multi-player virtual/augmented reality over 5G wireless
networks [10], which is a prominent application of the Tactile
Internet. In this case, the two Tactile edges are connected via
a 5G wireless network and correspond to an indoor gaming
arcade with multiple players and a virtual/augmented reality
server, respectively. The TDs possibly refer to wireless head-
mounted virtual/augmented reality displays. The TDs can
directly connect to the 5G network through the A interface
which would be based on 5G air-interface specifications [7].
The gateway network controller corresponds to the gNB as
part of the 5G radio access network. It provides various
functionalities including connection management, radio re-
source management and mobility management as per 5G
specifications. The support engine provides computation of-
floading functionality for various processing-hungry tasks such
as rendering and processing of high-definition video frames.
It can also provide local content caching for enhancing the
immersive experience and avoiding cybersickness. The tactile
service manager provides an interface to various third-party
virtual/augmented reality content providers.
VII. PERFORMANCE EVALUATION
To demonstrate the impact of functional capabilities as
part of the reference architecture, we conduct a system-level
6TABLE I
FUNCTIONAL CAPABILITIES
Interface Ultra-Grade Capabilities Normal-Grade Capabilities
A and T Interfaces
Availability: ultra-high; >99.99999%
Reliability: ultra-high; >99.999%
Latency: ultra-low; 10% of end-to-end latency (e.g., 1 ms)
Scalability: medium; 1 – 50 tactile devices
Availability: very-high; >99.999%
Reliability: very-high; >99.99%
Latency: very-low; 50% of end-to-end latency (e.g., 10 ms)
Scalability: high; 50 – 100 tactile devices
(a)
(b)
(c)
Fig. 3. The user-plane and control-plane protocol stack for different interfaces: (a) the A interface and the T interface for Scenario 1; (b) the A interface in
Scenario 2; (c) the O interface and the S interface. The layers highlighted in blue are optional from an implementation perspective.
7TABLE II
PARAMETERS FOR PERFORMANCE EVALUATION
Parameter Value
Overall resource pool 100 Resource Blocks
Path loss 128.1 + 37.6log
10
(rkm)
Standard deviation of Shadowing 8 dB
Noise figure 5 dB
Transmit power (macrocell) 36 dBm
Transmit power (small cell) 25 dBm
Transmit power (user) 18 dBm
Latency requirement 5 ms
simulation for a generic Tactile Internet application running
over a 5G wireless network. We consider a two-tier deploy-
ment wherein the first tier consists of a single macrocell with
a radius of 100 meters. The second tier contains 4 small
cells, with a radius of 30 meters each, randomly distributed
in the coverage of the macrocell. We assume 50 uniformly
distributed users (tactile devices) in the coverage of the macro-
cell. The channel model accounts for large-scale path loss
and shadowing and small-scale Rayleigh fading. Owing to bi-
directional information exchange, we assume that the overall
utility of a user is jointly determined by its downlink and
uplink utilities. Further, the utility in either downlink or uplink
is determined by the achieved data rate, the overall latency, and
the packet loss ratio. The respective utility functions, which
are shown in Fig. 4a, have been adopted from [11]. For the
normal-grade capabilities, we assume single-connectivity with
macrocell only. For the ultra-grade capabilities, we assume
dual-connectivity solution wherein the user is simultaneously
served from two base stations. A user is configured with
dual-connectivity only if it is within the coverage of both
tiers. Further, we implement packet duplication [12] using
the split bearer architecture in dual-connectivity. The link-
level model is based on standard signal-to-noise ratio (SNR).
We perform Monte Carlo simulations over different user and
small cell distributions with 1000 packets (per user) in each
iteration. We adopt the joint radio resource allocation for sum
utility maximization from [13]. Other simulation parameters
are given in TABLE II.
The results in Fig. 4b show the cumulative distribution func-
tion (CDF) of sum utility for all the Tactile Internet users. As
shown by the results, ultra-grade capabilities outperform the
normal-grade capabilities in terms of meeting the requirements
of Tactile Internet application. The performance gain of ultra-
grade capabilities is mainly from packet duplication in dual-
connectivity which not only enhances the data rate but also
reduces packet losses.
VIII. SECURITY CONSIDERATIONS
Security is an important requirement for many Tactile
Internet applications. In order to achieve both security and
stringent latency requirements, novel approaches are needed.
Typically, IP security functionalities are far from the tactile
edges, and therefore, providing security with end-to-end la-
tency constraints becomes particularly challenging. Potential
locations/interfaces that must be equipped with security capa-
bilities need to be identified and designed appropriately. So-
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Fig. 4. Performance evaluation for a generic Tactile Internet application: (a)
utility functions for data rate, latency and packet loss ratio; (b) CDF of sum
utility generated over 100 iterations.
lutions from software-defined networking (SDN) and network
function virtualization (NFV) could be adopted, since a thin
core network can potentially decrease protocol overheads and
reduce latency.
The security considerations are often specific to the scenario
or application. However, partially these need to be addressed
at the architectural and protocol level. In the proposed archi-
tecture, the interface that provides connection to the external
networks/interfaces can contain firewall protection features. In
addition, if the communication of internal elements is through
wireless links then eavesdropping must be considered as a
threat and measures need to be taken. For instance, malicious
users/hackers may want to invade the system in battlefields
or in cases where remote surgeries are taking place. It is
also important to identify the modules that must support
security, such as end-to-end encryption of the critical data
between paired end devices, especially against man-in-the-
middle attacks. Security at the PHY layer is also attractive
as it does not require and additional layer incurring overhead
and latency.
The current architecture supports a registration phase for
critical components in the architecture, that will aid in rapid
authentication and careful augmentation of resources/devices.
IX. CONCLUDING REMARKS
The Tactile Internet has received significant attention from
various standardization bodies. This article presented a refer-
ence architecture for the Tactile Internet based on the latest
8developments within the IEEE P1918.1 standards group. The
reference architecture has been characterized in terms of
various entities and interfaces. Further, functional capabilities
for different interfaces have been identified which are crucial
in providing the required QoS for the Tactile Internet appli-
cation as demonstrated by the performance evaluation. Such
capabilities would be realized through various technology
enablers at different layers of the protocol stack. The reference
architecture has been developed in a connectivity-agnostic
manner. Hence, it can be mapped to any Tactile Internet
application over any connectivity technology include 5G.
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