This paper proposes the shrinkage generalized method of moments estimator to address the "many moment conditions" problem in the estimation of conditional moment restriction models. This estimator is obtained as the minimizer of the function constructed by modifying the GMM objective function, such that we shrink the effect of a subset of moment conditions that are less important and used only for efficiency. We provide the closed form of the shrinkage parameter that minimizes the asymptotic mean squared error. A simulation study shows encouraging results.
Introduction
This paper considers the estimation of conditional moment restriction models. An important practical problem is that a conditional moment restriction model can yield a large number of potential unconditional moment conditions. Even though using many moment conditions is desirable according to conventional first-order asymptotic theory, it has been found that the two-step generalized method of moments (GMM) estimator (Hansen (1982) ) has a considerable bias in finite samples in the presence of many moment restrictions. This paper addresses this "many moment conditions" problem by extending the shrinkage method proposed by Okui (2008) to conditional moment restriction models.
The consequences of having many moment conditions have been studied intensively in linear homoskedastic instrumental variable regression models (see, for example, Kunitomo (1980) , Morimune (1983) , and Bekker (1994) ). Donald et al. (2003) , Newey and Smith (2004) , Han and Phillips (2006) and Newey and Windmeijer (2009) study this problem for GMM estimation in more general moment restriction models. One important finding from the existing literature is that there is a bias-variance trade-off in the number of moment conditions used for estimation. Newey and Smith (2004) show that the bias of the GMM estimator is proportional to the number of moment conditions. To address this "many moment conditions" problem, Donald et al. (2009) propose a procedure to choose the number of moment conditions for the estimation of conditional moment restriction models. This procedure is an extension of Donald and Newey's (2001) procedure.
As an alternative, Okui (2008) puts forward shrinkage methods to allevi-ate the problem of having many moment conditions for linear homoskedastic simultaneous equation models. We propose the shrinkage generalized method of moments (SGMM) estimator, which extends Okui's (2008) shrinkage method to possibly nonlinear and heteroskedastic models. The SGMM estimator is obtained as the minimizer of the objective function of the GMM estimator modified by: 1) dividing it into two parts, where the first part corresponds to the "main" moment conditions, which guarantee identification, and where the second part corresponds to "supplemental" moment conditions, which are used for efficiency; and 2) shrinking the effect of the second set of moment conditions. The shrinkage parameter is chosen to minimize the asymptotic mean squared error (MSE). We use the Nagar (1959) approximation of the MSE (see also Donald and Newey (2001) and Donald et al. (2009)) . It is the MSE of leading terms in a stochastic expansion of the estimator. We use "many moment conditions asymptotics," under which both the sample size and the number of moment conditions are taken to infinity. It is found that the optimal shrinkage parameter has a closed form, which makes it easy to implement. It has been observed that shrinkage methods perform better than variable selection approaches in many circumstances. See, for example, Hastie et al. (2001) and Okui (2008) . The key decision involved in selection methods is to select which instruments to discard. Even though we alleviate the many-instruments problem by doing so, we also ignore the information that the discarded instruments might reveal. On the other hand, shrinkage methods not only mitigate the many-instruments problem, but also enable the use of the information that is lost by discarding variables. It can then be expected that the SGMM estimator is a good alternative to the moment selection method.
A limitation of the shrinkage method proposed here is that it requires us to specify the set of "main" moment conditions which are a priori known to be strong. While this requirement may be restrictive in some applications, there are situations in which it is possible to specify the set of "main" moment conditions. For example, Angrist and Krueger (1991) use quarter-of-birth variables and their interactions with year-of-birth or state-of-birth variables as instruments. In this case, the quarter-of-birth variables may be considered as "main" instruments and the interactions may be considered as other instruments. Another example arises in the situation considered by West et al. (2009) . Suppose that we consider a (possibly misspecified) linear (in parameters) model for the relationship between the endogenous regressors and instruments. The main moment conditions in this case would be given by the model we specify and the other moment conditions are generated by other functions of the instruments. We may also consider the situation in which the instruments are some polynomial series. The first few polynomial terms might be the main instruments. We note that selection methods such as those of Donald et al. (2009) typically require a different assumption, that an ordering of instruments is pre-specified, to make them computationally feasible and to justify the method theoretically.
Shrinkage methods have been studied intensively in statistical literature.
There are a few articles that consider the application of shrinkage methods in moment restriction models, in addition to Okui (2008) on which the shrinkage estimator proposed here is based. Chamberlain and Imbens (2004) propose a procedure, called random effect quasi-maximum likelihood, which could be categorized as a shrinkage method. It is hard to extend their idea into general conditional moment restriction models because it may be difficult to specify the likelihood of these models, particularly in the presence of heteroskedasticity of unknown form. The kernel-weighted GMM in ARMA models by Kuersteiner (2002) is also related to the ideas explored here. This idea is extended by Canay (2009) such that the "main" instruments are fully used but the effects of the other instruments are shrunk according to the ordering of the instruments. We note that Canay (2009) considers linear instrumental variables regression models, but his specification allows heteroskedasticity. Another related paper is Carrasco (2008) . Her idea is different from the one considered here. Her approach involves regularization of the inverse of the covariance matrix of the sample moment conditions while our approach is to shrink the effect of additional moment conditions. The shrinkage method considered here may be regarded as a special case of the model averaging method. It turns out that the SGMM estimator minimizes a weighted average of the objective function of the GMM estimator with "main" moment conditions and that of the estimator with all moment conditions. Kuersteiner and Okui (2009) propose the model averaging two-stage least squares estimator for linear instrumental variables regression models based on the model averaging method of Hansen (2007) . This paper considers conditional moment restriction models which are more general than those discussed in Kuersteiner and Okui (2009) . On the other hand, the SGMM estimator combines only two models while Kuersteiner and Okui (2009) allow the number of models to be large.
The remainder of the paper is organized as follows. Section 2 defines the SGMM estimator and explains its implementation. The theoretical results on which the procedure is based are stated in Section 3. Section 4 contains the results of small Monte Carlo experiments conducted to investigate the small sample properties of the SGMM estimator and to compare the SGMM estimator and the moment selection method proposed by Donald et al. (2009) . Section 5 concludes the paper and discusses possible future areas of research. All mathematical proofs are given in the supplementary material that is available at the author's webpage.
Throughout the paper, i signifies N i=1 .
Model and procedure

Model
This paper considers the following conditional moments restriction models:
where 
. Conditional moment restriction models are widely used in economics and related fields. For example, a linear instrumental variable regression model belongs to this class with ρ i (β) = z 1i − z 2i β, where z 1i is the dependent variable, z 2i is a vector of endogenous regressors, and x i is the vector of instrumental variables. An important difference from the linear instrumental variable regression model considered in Okui (2008) is that the residual, ρ i (β), may be conditionally heteroskedastic in the current model.
A widely used approach to estimate the parameter β is the GMM estimation using unconditional moment restrictions implied by the conditional moment restriction. We write those unconditional moment restrictions as:
where q i is aK × 1 vector of functions of x i . The vector q i is often considered a vector of instrumental variables.
The GMM estimator proposed by Hansen (1982) is defined as follows:
whereβ is some preliminary consistent estimator of β. The vectorĝ(β) is the sample analog of the vector of the moment conditions and the matrixΥ(β) is an estimator of the covariance matrix of the moment conditions. Then, the GMM estimator of β is:β = arg min
The GMM estimator is the value of β which makes the vectorĝ(β) closest to 0 in the quadratic distance with the weighting matrixΥ(β). ChoosingΥ(β) as a weighting matrix gives the smallest (first-order) asymptotic variance, provided that the number of moment conditions is fixed. We consider the situation where the dimension of q i ,K, is large. Let
In the current model, the asymptotic variance of a √ N -consistent regular estimator cannot be smaller than (Chamberlain (1987) ). It can be achieved by the GMM estimator if d i /σ 2 i can be written as a linear combination of the instruments q i . Likewise, if there is a linear combination of the instruments which is close to d i /σ 2 i , then the asymptotic variance of the GMM estimator is small. This observation implies that conventional first-order asymptotic theory favors using all moment conditions to estimate the parameter, as the asymptotic variance of the estimator decreases with the number of moment conditions. However, even though this approach results in a small standard error, it has been observed that the GMM estimator is very sensitive to the number of moment conditions and has considerable bias in the presence of many moment conditions (Newey and Smith (2004) ). Furthermore, if a set of instruments can approximate d i /σ 2 i well, then adding more instruments is not helpful to reduce the asymptotic variance since it cannot be smaller than E(σ
It is, therefore, important to consider how to handle a large number of instruments.
This paper proposes the SGMM estimator to overcome this problem. This is an extension of the shrinkage estimator proposed in Okui (2008) to more general situations that allow nonlinearity and heteroskedasticity.
The SGMM estimator
This section introduces the shrinkage generalized method of moments (SGMM) estimator.
Suppose we decide that a small subset of available moment conditions are more important for estimation than the remaining moment conditions. We may call the former subset the "main moment conditions" and the latter the "supplemental moment conditions." That is, we write q i = (q 1,i , q 2,i ), where q 1,i is the m × 1 vector of "main instruments" and q 2,i is the K × 1 vector of supplemental instruments used for efficiency. Note thatK = m + K. This situation is similar to those of Chamberlain and Imbens (2004) and Okui (2008) . We believe that the division of moment conditions is clear in many economic applications as discussed in Section 1. We note that dividing the set of moment conditions arbitrarily does not cause a problem in order for the theoretical results presented in the next section to hold. However, it is better to choose instruments that are reasonably strong as main instruments. In a Monte Carlo simulation reported in Section 4, we discuss the effect of an inappropriate choice of main moment conditions.
To describe the SGMM estimator, we first divide the objective function according to the division of the instruments. To this end, definê
With these new notations, the GMM estimator can be rewritten as:
The first and second terms in the objective function correspond to the main moment conditions (those created by q 1,i ) and the supplemental moment conditions (those created by q 2,i ), respectively. Even though using only q 1,i as instruments would give a consistent estimate, we lose efficiency since we only use a small subset of moment conditions. However, adding q 2,i into the set of instruments might result in a large bias. Our procedure introduces the shrinkage parameter to weigh down the effect of having supplemental moment conditions. It can be achieved by putting the shrinkage parameter in front of the second term in the objective function. The SGMM estimator,β s , is defined as:
for some shrinkage parameter s, 0 ≤ s ≤ 1. Note that the choice s = 1 leads to the GMM estimator using all the moment conditions. Likewise, setting s = 0 yields the GMM estimator using only the main moment conditions.
The SGMM estimator is also understood to be an extension of the model averaging estimator of Kuersteiner and Okui (2009) . The SGMM estimator can be written as:
The SGMM estimator minimizes a weighted average of the objective function of the GMM estimator with main moment conditions and that of the GMM estimator with all moment conditions.
Choice of shrinkage parameter
To implement the SGMM estimator in practice, a method is required to choose the shrinkage parameter. We propose to choose the shrinkage parameter by minimizing the Nagar (1959) approximation of the MSE. The definition of the approximation and the theoretical results are stated in the next section. This section focuses on the procedure itself.
The choice of the shrinkage parameter this paper recommends is the following:
t is a (possibly estimated) weighting vector, and
The termΠ 2 is an estimate of the bias of the GMM estimator caused by adding q 2,i into the set of instruments. The matrixΩ 2 is an estimate of the amount of the variance reduction as a result of including q 2,i into the instrument set. We recommendŝ * because it estimates the shrinkage parameter that minimizes the Nagar approximation of the MSE of a linear combination of the estimator t β s , as explained in the following section. Let us summarize the procedure. The first step is a preliminary estimation and can be done with any estimator satisfying Assumption 4 (stated in the next section) such as the GMM estimator with a fixed number of instruments and the IV estimator of Donald et al. (2003) . (The IV estimator is a GMM estimator using the matrix i q i q i /N as a weighting matrix. In linear models, it is equivalent to the two stage least squares estimator.) The second step is to estimate the shrinkage parameter by the formula (2.2) and the weighting matrix. The SGMM estimator is obtained by minimizing the objective function in (2.1) with the estimated shrinkage parameter.
Theoretical results
This section provides the theoretical results that justify the use of the SGMM estimator and the choice of the shrinkage parameter explained in the previous section. We make several assumptions that are similar to those imposed in Donald et al. (2009) . Taylor series expansions are used in order to calculate the asymptotic MSE. This assumption is needed in order to guarantee the existence of the expansion and to control the remainder terms. The following assumption imposes restrictions on the instrumental variables.
Assumption 3. (a) There is ζ(K) such that, for each K, there is a nonsingular constant matrix B such thatq(x) = Bq(x) for all x in the support of x and sup x∈X q(x) < ζ(K) and the smallest eigenvalue of E(q(x)q(x) ) is bounded away from zero, and √ K ≤ ζ(K) ≤ CK for some finite constant C. (b) For each K there exists a sequence of constants π and π * such that
We note that while the dimension of q isK = m+K, the assumption is given in terms of K because m is assumed to be fixed. Assumption 3(a) is important in order to bound remainder terms in the stochastic expansion. With Assumption 3(b), the asymptotic variance of the SGMM estimator (and the GMM estimator) is E(σ
The next set of assumptions is about the preliminary estimateβ.
The estimatorβ is required to be √ N -consistent. However, it is not required to be efficient. This assumption is satisfied for many common choices of preliminary estimates, such as the IV estimator of Donald et al. (2003) .
The first theorem derives the consistency and asymptotic normality of the SGMM estimator.
Theorem 1. Suppose that Assumptions 1-4 are satisfied, and that
The proof of this theorem is essentially the same as that of Theorems 5.3 and 5.4 in Donald et al. (2003) . This result justifies the use of the SGMM estimator. The SGMM estimator has the same properties as those of the GMM estimator in the first-order asymptotics. It is therefore semi-parametrically efficient. Unfortunately, this result also indicates that the first-order asymptotic theory does not provide useful information to choose the shrinkage parameter.
As in Okui (2008) , we propose to choose the shrinkage parameter to minimize the Nagar approximation of the MSE (c.f. Nagar (1959) and Donald and Newey (2001) ). We approximate the MSE of a linear combination of the estimator E(Nt (β − β 0 )(β − β 0 ) t) by t Ω * −1 t + S(s) where
E(Q(s)|X) = t Ω * −1 t + S(s) + T (s), (3.1) [R(s) + T (s)]/S(s) = o p (1) as K → ∞, N → ∞, and Ω
The Nagar approximation involves two layers of approximation. The first layer concerns the stochastic expansion, i.e., we divide Nt (β − β 0 )(β − β 0 ) t into two parts,Q(s) andR(s), and discardR(s), which goes to zero faster than S(s). The second layer is the approximation of the mean of the leading term, i.e., we ignore the term T (s), which goes to zero faster than S(s) when we evaluate the conditional mean ofQ(s) given the exogenous variable x. The term t Ω * −1 t corresponds to the first-order asymptotic variance. Hence, S(s) is the nontrivial and dominant term of the MSE of the dominant term for estimatorβ. Our goal is to find S(s).
While a common approach to choosing the shrinkage parameter in statistical literature is an exact finite sample approach, this paper uses the Nagar approximation because there are several disadvantages in following an exact finite sample approach for the current model as argued in Okui (2008) . First, finite sample approaches have to rely on some distributional assumption. Second, they usually provide a complicated result, which makes the choice of the shrinkage parameter difficult in practice. We believe that the Nagar approximation of the MSE is the most practical way to choose the shrinkage parameter among those with theoretical justification. Moreover, since the moment selection method by Donald et al. (2009) also uses the Nagar approximation of the MSE to choose the number of moment conditions, the comparison between the selection method and the SGMM estimation should be easier.
The next theorem derives the form of S(s).
To state the theorem, we introduce the following notations.
We also impose an additional assumption that |Π 2 | > cK for some constant. It requires that E(η i ρ i |x i ) = 0. It guarantees that the MSE formula has the term for the square of the bias, the order of which is K 2 /N . If E(η i ρ i |x i ) = 0, then the bias term disappears and the formula of the MSE presented later is not appropriate. An example where this assumption is violated is the standard linear regression model with conditional heteroskedastic error studied by Cragg (1983) . On the other hand, this assumption is satisfied in typical instrumental variables regression models.
Theorem 2. Suppose that Assumptions 1-4 are satisfied, N
Assume that |Π 2 | > cK for some constant c with probability one. Then, forβ s , the decomposition given by (3.1) holds with:
The proof is similar to that of Proposition 1 in Donald et al. (2009) . The first term on the right-hand side represents the square of the bias, whose order is proportional to the number of moment conditions. The bias is large if E(η i ρ i |x i ) is large. In linear models, E(η i ρ i |x i ) corresponds to the correlation between the endogenous variables and the error term. It can be seen that introducing the shrinkage parameter mitigates the bias of the GMM estimator. The second term on the right hand side corresponds to the second-order variance term, which is a decreasing function of the shrinkage parameter. The term Ω 2 corresponds to the amount of the variance reduction by including q 2,i into the set of instruments. This theorem is a generalization of the results in Okui (2008) . Under linear homoskedastic instrumental variable regression models, the formula is the same as in Theorem 2 in Okui (2008) . Note that the result of Proposition 1 in Donald et al. (2009) can be obtained by setting s = 1.
The optimal shrinkage parameter is obtained by minimizing the asymptotic MSE with respect to s and has the closed form:
We observe that 0 ≤ s * ≤ 1, which means that the optimal shrinkage parameter always lies in a natural parameter region of the shrinkage parameter. The form of the optimal shrinkage parameter has an interesting interpretation. Adding q 2,i into the set of instruments increases the bias by Π 2 2 /N , and reduces the variance by Ω 2 . Therefore, if the bias caused by adding q 2 is large, which happens when there is strong endogeneity, then the optimal shrinkage parameter is close to 0 and, if the variance gain is large, which happens when q i,2 is a set of strong instruments, then it is close to 1. Note that, if β is unidimensional, the choice of t does not affect the optimal shrinkage parameter.
Monte Carlo experiments
This section reports the results of the Monte Carlo experiments. This Monte Carlo simulation is conducted with Ox 5.1 (Doornik (2007) ) for Linux. The aim of these experiments is to show how the SGMM estimator behaves in finite samples and to compare the SGMM estimator with the moment selection procedure proposed by Donald et al. (2009) .
Design
Our data generating process is the following model:
. . , n, where δ is a scalar parameter of interest, π is a scalar parameter that represents the strength of instruments, Z i ∼ i.i.d. N (0, 1), and
The function σ(·) is specified below. The vector of instruments is (1, Z i , Z 2 i , . . . , Z 9 i ); there are ten instrumental variables. We fix the true value of δ, δ = 1 and we examine how well each estimator estimates δ. The strength of the instrument Z i is determined by the value of π, and we set π = 0.2. (We also consider π = 0.5, but the results are qualitatively similar.) In this framework, each experiment is characterized by a vector of (n, c, σ(Z) ). We use n = 100 and 500. The degree of endogeneity is summarized in c and we set c = 0.1, 0.5, and 0.9. The number of replications is 5000.
Two different functional forms of σ(·) are considered. The first specification is σ(Z) = 1 (homoskedasticity). The second is σ(Z) = √ 0.7 + 0.2Z + 0.3Z 2 (heteroskedasticity). This functional form of σ(Z) is used in Cragg (1983) . The functional form of σ(·) affects the strength of each instrument. For example, if the errors are homoskedastic, then using only Z i as an instrument achieves efficiency; other variables are not useful to reduce the asymptotic variance of the estimator. On the other hand, if the errors are highly heteroskedastic, employing many instrumental variables may be needed to achieve a small asymptotic variance.
We compare the following four estimators: the instrumental variable estimator using only Z i (IV); the GMM estimator with all the instruments (GMM); the GMM estimator with the number of instruments selected by the procedure of Donald et al. (2009) (DIN) ; and the SGMM estimator proposed in the current paper (SGMM). For DIN, we select a set of instruments among ten sets:
. Among instruments, the variable Z i is treated as the "main" instrument (q 1,i in the previous section) for SGMM. We also examine the effect of a "wrong" order of instruments or a "wrong" choice of main moment conditions. DIN-W is the GMM estimator with the number of instruments selected by the procedure of Donald et al. (2009) , but the order of instruments is reversed so that it is Z 9 i , Z 8 i , . . . , 1, Z i . SGMM-W is the SGMM estimator whose choice of the main instrument is Z 9 i . To implement GMM, DIN, SGMM, DIN-W and SGMM-W, a preliminary estimate is needed in order to compute the weighting matrix, the selection criteria, and/or the shrinkage parameter. We use the estimator "IV" for this purpose.
Results
For each estimator, we report the median bias (Median bias) and the median absolute deviation (MAD). We use these "robust" measures because of concerns about the existence of moments of estimators. In fact, we often obtain very large MSEs for IV and DIN. A disadvantage of using these robust measures is that the relationship between the theoretical results and the simulation results becomes less clear. To overcome this issue at least partially, we also compute the root 
for each estimatorδ. We note that a similar measure is used in Chamberlain and Imbens (2004) . This measure is always finite and should be closely related to the MSE. The coverage rate of the (Wald) 95% confidence interval based on the estimate (Cov. Rate) is also computed. Tables 1-2 summarize the results of the experiments. The results in terms of However, IV tends to have a large RMTSE even when its MAD is small. This result seems to be caused by the fact that IV does not have any moment. We first examine the performances of GMM and IV. If endogeneity is small (c = 0.1), GMM performs very well and often is best among the estimators. However if c = 0.5 or 0.9, then GMM works poorly because of its large bias, and it is outperformed by IV in terms of MAD. This result shows the "many moment conditions" problem. The confidence intervals based on IV give good coverage rates. On the other hand, the coverage rates of those based on GMM show poor performance. This phenomenon is also a consequence of using many moment conditions.
Next, we examine the performances of DIN and SGMM. The performances of the SGMM estimator are remarkable. SGMM have small MAD in cases with c = 0.5 and c = 0.9. If c = 0.1, GMM outperforms SGMM, yet SGMM still works better than DIN in any measure. The performances of DIN are not satisfactory in the current design. Even though selecting the number of moments improves the precision of the estimator in cases with c = 0.9, DIN is outperformed by IV and SGMM in those cases. If c = 0.1 or 0.5, GMM has a smaller MAD than DIN while the bias of GMM is often larger than that of DIN. In all cases, applying the selection method or the shrinkage method leads to improvements in coverage probability. Between these two, the confidence intervals based on SGMM have better coverage rates.
Lastly, we examine of the performance of DIN-W and SGMM-W. When c = 0.1, their performances are comparable to other estimators. It is probably because the strength of instruments is not important when the degree of endogeneity is small. However, when c = 0.5 or c = 0.9, DIN-W is outperformed by DIN and SGMM-W is outperformed by SGMM. There are also cases in which they perform worse than GMM does. This result illustrates the importance of appropriate choice of main moment conditions or appropriately deciding the order of instruments when we implement shrinkage or selection methods. We observe that SGMM-W performs better than DIN-W does. This indicates that the SGMM estimator is relatively robust to the a priori information about the strength of instruments. The simulation results also show that the performances of estimators improve as the sample size increases, which indicates that the results of the asymptotic analysis hold even when we fail to see which moment conditions are strong.
In summary, the shrinkage GMM estimator performs well and often outperforms other estimation methods, at least in the current simulation design. However, we should be careful in choosing the set of main instruments because it affects the performance.
Conclusion
This paper proposes the shrinkage GMM estimator to address the "many moment conditions" problem in the estimation of conditional moment restriction models. The shrinkage GMM estimator shrinks the effect of a subset of moment conditions. It may also be regarded as a model averaging estimator that averages the objective function of the GMM estimator with a small number of moment conditions and that with a large number of moment conditions. The Monte Carlo simulation shows that the shrinkage GMM estimator often performs better than conventional estimators. It would be beneficial if future applied research utilized the shrinkage method as an alternative approach to moment selection.
There are several directions to which we extend this paper. An interesting extension is to consider a shrinkage version of other estimation methods. As observed in the literature, the generalized empirical likelihood (GEL) estimators (see, e.g., Qin and Lawless (1994) , Hansen et al. (1996) , Kitamura and Stutzer (1997) , Smith (1997) and Imbens et al. (1998) ) have superior finite sample properties in the presence of many moments conditions (see, e.g., Newey and Smith (2004) ). It is therefore beneficial to consider a shrinkage version of the GEL estimators in order to improve their finite sample properties further. An approach may be to shrink the value of the Lagrange multiplier associated with supplemental moment conditions toward zero.
Another possible extension is concerned with the assumption that we assume that all the instruments are orthogonal to the error term. It is important to examine the validity of instruments in practice. As considered by Hall and Peixe (2003) , we may apply the method of Andrews (1999) first in order to eliminate invalid instruments and then apply the shrinkage method. Investigating the properties of such a procedure is also an interesting future research topic.
Higher-order efficiency property of selection and shrinkage estimators would also be an interesting theoretical question. For linear instrumental variables regression models with Gaussian errors, Takeuchi and Morimune (1985) establish a higher-order efficiency of LIML-type estimators whose asymptotic bias is adjusted. Anderson et al. (2005) and Anderson et al. (2009) obtain a similar result in the presence of many instruments. For general moment restriction models, Newey and Smith (2004) provide a discussion on higher-order efficiency of biascorrected empirical likelihood estimators when the distribution is multinomial. Their framework excludes the possibility of instrument selection or shrinkage estimation. It is an important but challenging future research topic to explore how to discuss higher-order efficiency properties with instrument selection and shrinkage estimators in conditional moment restriction models.
