We study the complexity of Fredholm problems of the second kind u − k(·, y)u(y) dy = f . Previous work on the complexity of this problem has assumed that was the unit cube I d . In this paper, we allow to be part of the data specifying an instance of the problem, along with k and f . More precisely, we assume that is the diffeomorphic image of the unit d-cube under a C r 1 mapping ρ : I d → I l . In addition, we assume that k ∈ C r 2 (I 2l ) and f ∈ W r 3 ,p (I l ) with r 3 > l/p. Our information about the problem data is contaminated by δ-bounded noise. Error is measured in the L p -sense. We find that the nth minimal error is bounded from below by (n −µ 1 + δ) and from above by (n −µ 2 + δ), where
In particular, the nth minimal error is proportional to (n −µ 1 + δ) when p = ∞. The upper bound is attained by a noisy modified Galerkin method, which can be efficiently implemented using multigrid techniques. We thus find bounds on the ε-complexity of the problem, these bounds depending on the cost c(δ) of calculating a δ-noisy function value. As an example, if c(δ) = δ −b , we find that the ε-complexity is between (1/ε) b+1/µ 1 and (1/ε) b+1/µ 2 .
Introduction
We are interested in the worst case complexity of solving Fredholm problems of the second kind u(s) − k(s, t)v(t) dt = f (s) ∀ s ∈ .
(1.1)
Previous work on the complexity of this problem has dealt with the case where the domain of the integral equation has been the unit cube I d . Moreover, most of this work has either assumed that we have had complete information about k, or that k and f have had the same smoothness (see, e.g., [8] , [9] , [11] , [13] , [18] , [19, Sec. 6.3] , and the references contained therein). Furthermore, most of the work (with the exception of [11] and a few papers referenced therein) has assumed that the information was exact.
In [20] , we studied the complexity of this problem under the assumption that we had noisy standard information about the kernel k and the right-hand side f , with k and f having different smoothness. This lifted many of the restrictions in the previous studies of this problem. However, [20] still assumed that the problem was being solved over the unit cube.
Clearly, the assumption = I d is exceptionally restrictive. We need to be able to solve Fredholm problems over whatever domains they naturally arise. Examples include the following:
• The solution of Poisson's equation can be written in terms of integral equations involving single layer potentials, see (e.g.) [6, pg. 390] and [10, Chap. 8] .
• The solution of the exterior Helmholtz problem (which arises in scattering theory) can expressed in terms of the solution of a Fredholm problem, see [2] .
Note that the integral equations arising in these examples need to be solved over whatever domain the particular problem is defined, and not merely (say) a cube. For problems defined over boundaries of regions (such as the examples given above), the domain in question is a d-dimensional subset of R d+1 . This motivates our interest in solving Fredholm problems over general d-dimensional subsets of R l , where d ≤ l. In this paper, we study the worst case complexity of Fredholm problems, assuming that we have noisy standard information about all the elements that prescribe our problem. Roughly speaking, this means the following:
1. Error is measured in the L p -sense, for some p ∈ [1, ∞].
The domain is the image ρ(I
d ) of the unit cube under an injection ρ ∈ C r 1 (I d ; I l ). Hence is a subregion of I l when d = l, whereas is a d-dimensional surface in I l if d < l.
3. The kernel k belongs to a ball of C r 2 (I 2l ). Moreover, the operator appearing on the left-hand side of (1.1) is invertible, with all such operators satisfying a "uniform invertibility" condition. 4 . The right-hand side f belongs to the unit ball of W r 3 ,p (I l ), with the Sobolev embedding condition r 3 > l/p holding. 5 . Only δ-noisy standard information (i.e., noisy function values) is available about the functions determining a particular problem instance.
See Section 2 for the full details. We are able to determine bounds on the nth minimal radius r(n, δ) of δ-noisy information, i.e., the minimal error when we use n evaluations with a noise level of δ. In Section 3, we establish the following lower bounds: Note that the problem is unsolvable if d < l and r 1 = 1, i.e., we cannot make the error arbitrarily small using finitely many noisy evaluations, no matter how small the noise level nor how large the number of evaluations. Hence, we the problem is solvable only if d = l or if r 1 = 1. Next, we seek upper bounds on the nth minimal noisy error. These bounds are given by a noisy Galerkin method, described in Section 4. This method uses two meshsizesh and h, for approximating the Fredholm kernel k and the right-hand side f (respectively). In Section 5, we analyze the error of this method in terms of h,h, and δ. Then in Section 6, we show how to choose h andh minimizing, for a given number n of δ-noisy function evaluations, the upper bound on the error of the noisy Galerkin method. We find that if d = l or r 1 ≥ 1, then r(n, δ) 1 n
where When do we have tight bounds on the minimal error? Since the problem is unsolvable if d < l and r 1 = 1, we can restrict our attention to the case where d = l or r 1 ≥ 2. Our lower and upper bounds match, yielding 5) in the following cases:
• If r 1 ≥ 2, r 2 ≥ 2, and p = ∞, then ν = 0, and so (1.5) holds with
However, our upper and lower bounds are not always tight. For an especially appalling case, suppose that d = l and r 1 = 1. Then the upper bound on the minimal error does not converge to zero as n → ∞, whereas the lower bound does converge to zero as n → ∞, and so we don't even know whether the problem is convergent when d = l and r 1 = 1. The task of determining tight bounds on the minimal error in the remaining cases is currently an open problem.
Let us discuss the cost of the noisy Galerkin method. Let c(δ) denote the cost of evaluating a function with a noise level δ. Then the information cost of this algorithm is c(δ) n. However, since this algorithm involves the solution of a full linear system of equations, the combinatory cost is much worse than (n). As in [20] , we overcome this difficulty by using a two-grid implementation of the noisy Galerkin method. This algorithm has the same order of error as the original noisy Galerkin , and its combinatory cost is (n). Hence, we can calculate the two-grid approximation using (n) arithmetic operations, which is optimal. The details are given in Section 7.
We use these results in Section 8 to determine bounds on the ε-complexity of the Fredholm problem. First, suppose that d < l and r 1 = 1. Since the nth minimal radius is bounded away from zero, there exists ε 0 > 0 such that comp(ε) = ∞ for 0 ≤ ε ≤ ε 0 . So, we consider the case where d = l or r 1 ≥ 2. We find that there exist positive constants C 1 , C 2 , and C 3 , independent of ε, such that the problem complexity is bounded from below by
and from above by
These upper bounds are attained by two-grid implementations of the noisy modified Galerkin method, with δ chosen to minimize the right-hand sides of the upper bound.
In particular, suppose that c(δ) = δ −b for some b > 0. We find that
Note that when µ 1 = µ 2 = µ, we have tight bounds
on the ε-complexity. This holds (for example) when r 1 ≥ 2, r 2 ≥ 2, and p = ∞. We close this Introduction by mentioning future extensions of this work.
1. One glaring problem is that the lower and upper bounds are not always tight; we hope to remedy this problem in the near future.
2. The other major issue to raise is that not all domains of interest are images of cubes. For example, a smooth region (such as a ball or sphere) is not the diffeomorphic image of a cube. One way of getting around this difficulty is to consider domains that are images of balls. This approach was studied (for the surface approximation and integration problems) in [21, Sect. 5 ]; it appears that the results of this paper also apply to the case where the domain is the image of a ball, the main difference being a slight extra complication appearing in the definitions of certain integrals that will appear in the noisy Galerkin method.
Another idea is to use oriented cellulated regions (OCRs) [7, pp. 
Problem description
In this section, we precisely describe the class of Fredholm problems whose solutions we wish to approximate.
For an ordered ring X , we shall let X + and X ++ respectively denote the non-negative and positive elements of X . Hence (for example), Z + denotes the set of natural numbers (non-negative integers), whereas Z ++ denotes the set of strictly positive integers. For a normed linear space Y , we let BY denote the unit ball of Y . We assume that the reader is familiar with the standard concepts and notations involving Sobolev norms and spaces, as found in, e.g., [4] .
As in [21] , we shall deal only with nondegenerate domains that are bijective images of I d (see Figure 1 ), the nondegeneracy meaning that the Jacobian associated with the domain never vanishes. 
where ρ 1 , . . . , ρ l are the components of ρ. Then the Jacobian of ρ(
For a nondegenerate region, we have the change of variables formula Given such ρ, let ρ = ρ(I d ), and suppose that u is the solution of the Fredholm problem (1.1) over the domain ρ , i.e.,
Writing s = ρ(x) and using the change of variables formula (2.1), this may be rewritten
as a problem over I d . It will be convenient to write (2.2) as an operator equation. Define
Moreover, for v : I d → R and g : I 2d → R, let us write
Then we may rewrite (2.2) in the form
We are now ready to describe the admissible problem elements [ρ, k, f ]. We begin with the class R of functions ρ :
. Let positive numbers c 1 and c 2 be given, along with r 1 ≥ 1. Then R consists of the functions ρ ∈ C r 1 (I d ; I d ) that satisfy the condition
as well as the "uniform nondegeneracy condition"
For simplicity, we shall assume that c 1 < 1 ≤ c 2 in this paper.
Remark. The mapping id :
Remark. Why do we require ρ(I d ) ⊆ I l ? Under this condition, any k : I 2l → R will be defined on ρ × ρ , and any f : I l → R will be defined on ρ . Thus any such k and f will be allowable in our integral equation (1.1). Had we not imposed this condition on ρ, we would have needed to impose more complicated conditions on our k and f than those stated below.
Remark. The conditions defining R imply that we have an a priori bound on the volume or surface area element of ρ , which is independent of ρ, namely
Indeed, the bound for the case d = l follows from the fact that the codomain of ρ is the unit cube, whereas a very rough calculation shows the bound for the case d < l. Hence for any ρ ∈ R, the volume (or surface area) of ρ , which is merely
Next, we describe our class K of kernels k. Let c 3 > 0 and c 4 > 1 be given, along with r 2 ≥ 0 and
for which the "uniform invertibility condition"
is the usual operator norm.
Remark. Suppose that c 3 < 1 and
.
where κ d,l is given by (2.4), then k ∈ K . This follows from the easily-proven fact that
where
is the exponent conjugate to p, along with the Neumann series for (I − T ρ,k ρ ) −1 .
Our class of right-hand sides will be BW r 3 ,p (I l ), where we will require r 3 > l/p, so that the Sobolev embedding theorem will hold. Hence our class of problem elements will be
Now we can define our solution operator S :
is the solution of the operator equation (2.3). We wish to calculate approximate solutions to this problem, using noisy standard information. To be specific, we will be using uniformly sup-norm-bounded noise. Our notation and terminology is essentially that of [14] , although we sometimes use modifications found in [15] .
Here, for each index i ∈ {1, . . . , n(z)}, either
The choice of whether to evaluate ρ, k ρ or f ρ at the ith sample point, as well as the choice of the ith sample point itself, may be determined either nonadaptively or adaptively. Moreover, the information is allowed to be of varying cardinality.
Remark. The reader may have expected that instead of using the "noisy composite information" (2.6)-(2.7), that we would use the simpler noisy information
about the kernel and
about the right-hand side. The main reason for using noisy composite information is that the algorithm that gives us our upper bounds uses this information. However, there is essentially no loss of generality in using noisy composite information instead of the the simpler noisy information, since 1. any lower bound on the error of algorithms using noisy composite information is a lower on algorithms using the simpler noisy information, and 2. if k and f satisfy a Lipschitz condition, then the simpler noisy information is also noisy composite information (albeit with a different value of δ involving the Lipschitz constant).
Since the definition of F is already fairly complicated, we prefer using noisy composite information to imposing additional conditions on F .
denote the set of all possible noisy information values. Then an algorithm using the noisy information N δ is a mapping φ :
Remark. Note that the permissible information consists of noisy function values of k ρ and f ρ . One could allow the evaluation of derivatives as well. We restrict ourselves to function values alone, since this simplifies the exposition. There is no loss of generality in doing this, since the results of this paper also hold if derivative evaluations are allowed.
We want to solve the Fredholm problem in the worst case setting. This means that the cardinality of information N δ is given as card
and the error of an algorithm φ using N δ is given as
Remark. Rather than measuring the error in approximating the composite function
, one might maintain that it is more natural to directly approximate u itself in L p ( ρ ). It turns out that these tasks are essentially equivalent. More precisely, let φ be an algorithm using
(This follows easily from the conditions defining R.) Although the direct approximation of u may be more natural than approximating the composite function u ρ , the technical details for handling the latter are simpler.
As usual, we will need to know the minimal error achievable by algorithms using specific information, as well as by algorithms using information of specified cardinality. Let n ∈ Z + and δ ∈ [0, 1]. If N δ is δ-noisy information of cardinality at most n, then
is the radius of information, i.e., the minimal error among all algorithms using given information N δ . An algorithm φ * using N δ is said to be an optimal error algorithm 2 if
the proportionality constant being independent of n and δ. The nth minimal radius
is the minimal error among all algorithms using δ-noisy information of cardinality at most n. Noisy information N n,δ of cardinality n such that r(N n,δ ) r(n, δ), the proportionality factor being independent of both n and δ, is said to be nth optimal information. An optimal error algorithm using nth optimal information is said to be an nth minimal error algorithm. Next, we describe our model of computation. We will use the model found in [14, Section 2.9]. (However, note that in the present paper, the accuracy δ is the same for all noisy observations, whereas δ may differ from one observation to another in [14] .) Here are the most important features of this model:
1. The cost of calculating a δ-noisy function evaluation is c(δ).
2. Real arithmetic operations and comparisons are done exactly, with unit cost.
Here, the cost function c : R + → R ++ ∪ {∞} is nonincreasing. For any noisy information N δ and any algorithm φ using N δ , we shall let cost(φ, N δ ) denote the worst case cost of computing φ(z)(x) for z ∈ Z (N δ ) and x ∈ I d . We can decompose this as follows. Let
{cost of computing z} denote the worst case information cost. Note that if N δ is information of cardinality n, then
Here, equality holds for nonadaptive information, but strict inequality can hold for adaptive information, since we must be concerned with the cost of choosing each new adaptive sample point. We also let
Now that we have defined the error and cost of an algorithm, we can finally define the complexity of our problem. We shall say that
is the ε-complexity of our problem. An algorithm φ using noisy information N δ for which e(φ, N δ ) ≤ ε and cost(φ, N δ ) comp(ε), the proportionality factor being independent of both δ and ε, is said to be an optimal algorithm.
Lower bounds
In this section, we prove a lower bound on the nth minimal radius of δ-noisy information. One tool for doing this is to show that some other problem is a special case of our Fredholm problem, whence the minimal radius of this other problem is a lower bound on that of our problem. Hence, we will sometimes need to discuss the nth minimal radius of δ-noisy information for a problem given by another solution operator. This means that it will sometimes be necessary to explicitly show how the minimal radius depends on the solution operator.
Theorem 3.1.
If d < l and r
There is a constant M 0 , independent of n and δ, such that
Proof. We first consider the case d < l and r 1 = 1. Let
and define k * ≡ 1 2 and
Let N be noise-free information of cardinality at most n. Without loss of generality, assume that the ρ-
We find
and so
Using [17, pp. 45 , 49], we see that
Following the proof of [22, Thm. 4.3] , we now see that
from which we see that r(n, δ) ≥ r(n, 0) 1.
To see the matching upper bound, let N δ be noisy information of cardinality at most n, and let φ 0 be the zero algorithm
It is easy to see that the error of φ 0 is bounded, independent of n and δ, and so
Thus r(n, δ) 1, as claimed.
We now treat the case where d = l or r 1 ≥ 2. First, we claim that
Since the problem given by this solution operator is a special case of our Fredholm problem, we see that the nth minimal noise-free radius of S is bounded from below by that forS, i.e., r(n, 0; S) ≥ r(n, 0;S).
Following the proof of [21, Lemma 3.4], we have r(n, 0;S) n −r 1 /d , and so (3.1) holds, as claimed. We next claim that r(n, δ) δ.
Define a solution operatorS :
SinceS is a special case of S, we have r(n, δ; S) ≥ r(n, δ;S).
Replicating the proof of [20, inequality (6)], we find that r(n, δ;S) δ, and hence (3.2) holds, We next claim that r(n, 0) n
holds. Our argument based on that found in the proof of the analogous bound in the second part of [20, Thm. 3.1] . Let
4 , 1) and
Clearly id ∈ R and f * ∈ BW r 3 ,p (I l ). We have
Thus k * ∈ K . Let N be noiseless information of cardinality at most n. Then we may write
for some n ≤ n, where each z i is an evaluation of either id, k * id or f * id . Suppose that there are n evaluations of k * id . Without loss of generality, we may assume that that these evaluations have the form
From [3] (see also [12, pg . 34]), we can find a function w ∈ BC r 2 (I 2l ) such that
where θ 2 is a positive constant that is independent of the points (x (i) , y (i) ) and of n . Let
and define
where id
As in the proof of [20, Thm. 3 .1], we find
and
Hence, k * * ∈ K . Thus we have found [id, k
From the proof of [20, Thm. 3 .1], we have
Since n ≤ n and N is arbitrary information of cardinality at most n, the desired bound (3.3) holds. We next claim that r(n,
Define the solution operatorS :
That is,S is the solution operator corresponding to the L p (I d ) approximation problem for the unit ball of W r 3 ,p (I l ). SinceS is a special case of S, we have r(n, 0; S) ≥ r(n, 0;S), and thus it suffices to show that r(n, 0;
Let N be noiseless information of cardinality at most n forS. By the results in [17, Sect. 4.5.2], we can assume that N is nonadaptive without loss of generality. Hence, there exists n ≤ n and points
Suppose that n of these points lie in id(I d ); without loss of generality, assume that these points are x (1) , . . . , x (n ) . It is well-known (see, e.g., [12] ) that we can construct w ∈ W r 3 ,p id(
where θ 4 > 0 is independent of w, see (e.g.) [1, § 7.56] . Now let
Since n ≤ n and N is arbitrary information of cardinality at most n, this establishes (3.5), and hence (3.4).
Combining (3.1)-(3.4), we get
as required.
The noisy modified Galerkin method
Having established a lower bound on the nth minimal radius for our problem, we now seek an upper bound. Of course, since our problem is unsolvable when d < l and r 1 = 1, we shall assume that d = l or r 1 ≥ 2 in the sequel. Our upper bound will be provided by a modified Galerkin method using noisy standard information. In this section, we describe the method; we analyze its error in the next section. We first present a weak formulation of our problem.
Here, ·, · denotes the standard duality pairing
Next, we describe a class of useful spline spaces; for further details, see [22] . Let m ∈ Z ++ (to be determined later) and h > 0. Then S h denotes a d-fold tensor product of one-dimensional C 1 -splines of degree m, over a uniform grid of mesh-size h.
Let n h = dim S h , noting that n h h −d . Associated with S h is a quasi-interpolation operator
where each s j,h is a d-fold tensor product of one-dimensional splines and we can write
where each λ j (w) can be computed with cost independent of h, once the values w(
Not only is this projection operator well-defined, but we have the stronger result that
is finite, see [19, pp. 177-178] and the references cited therein. We will also have need of a 2d-variate spline space Sh⊗Sh involving a (possibly) different mesh-sizeh. The quasi-interpolation operator Qh ⊗h of Sh ⊗ Sh takes the form
Remark. Note since the maximum continuous differentiability of a degree-m spline is m − 2, we must have m ≥ 3 to guarantee that S h and Sh ⊗ Sh are globally C 1 . We also note that S h and Sh ⊗ Sh are subspaces of Now that we have a bilinear form and a family of spline spaces, we can define a "pure" Galerkin method. Let [ρ, k, f ] ∈ F and let h > 0. Then the pure Galerkin method consists of finding u h ∈ S h such that
Alternatively, we seek u h ∈ S h satisfying
where P h is the projection operator mentioned above. Note that u h is an approximation of u ρ , and not of u.
If we write
. . , υ n h ] satisfies the linear system
and, for 1 ≤ i, j ≤ n h , we have
Since the pure Galerkin method requires the calculation of weighted integrals involving ρ, k ρ and f ρ , and we are only using (noisy) standard information, the pure Galerkin method is not admissible for us. Instead, we shall replace ρ, k ρ , and f ρ by their noisy quasi-interpolants (defined below); this will give us an algorithm using permissible information.
Let h,h, δ > 0, and let [ρ, k, f ] ∈ F . For j ∈ {1, . . . , n h }, calculateρ j ;h,δ satisfying
For i, j ∈ {1, . . . , nh}, calculatek i,j,δ satisfying
Define noisy quasi-interpolants of ρ, f ρ , and k ρ by using the quasi-interpolants (4.1) and (4.3), but using noisy function values instead of exact function values. Thus
and define a new linear functional
It would be reasonable to seek u h,h,δ ∈ S h satisfying
However when d < l, this formulation leads to a linear system whose coefficient matrix contains entries that may not be computable. To see why, let us once again write
T and, for 1 ≤ i, j ≤ n h , we have
Hence
If d < l, the integrands s i ,h (y)s i,h (y)J (y; Q h,δ ρ) involve the square roots of piecewise polynomials. Hence these integrands may not have closed form antiderivatives. Thus the entries of B may not be computable, as claimed.
To deal with this problem, we use an approach found in [22, pg. 458] (and given in more detail in [21] ), namely, replacing the square root appearing above by its Taylor expansion. For η ∈ R ++ and any integer q, let R q (·, η) denote the Taylor series of degree q − 1 for the square root at the point η, i.e.,
We now define a modificationT ρ,k ρ ;h,hδ of our operator T ρ,k ρ ;h,hδ . First of all, if d = l, we simply takẽ T ρ,k ρ ;h,h,δ = T ρ,k ρ ;h,h,δ . Now suppose that d < l. Let Q h denote the set of h −d cubes of side h into which I d is partitioned when constructing S h . Then for v ∈ L p (I d ), we let
with y (K) a fixed evaluation point in K (such as the center or a specific corner) for each K ∈ Q h . We are now ready to define our noisy modified Galerkin method. For [ρ, k] ∈ R × K , we define a new bilinear formB h,h,δ ·,
Then the noisy modified Galerkin method consists of finding u h,h,δ ∈ S h satisfying
If we write
Note that the integrand appearing in each b i,j is piecewise polynomial. Hence the entries of B are computable, as required.
with
If u h,h,δ is well-defined, we can write
Error analysis of the noisy modified Galerkin method
In this section, we establish an error bound for the noisy modified Galerkin method. As mentioned above, since the problem is unsolvable when d < l and r 1 = 1, we only need to consider the case of d = l or r 1 ≥ 2. To derive our error bound, we first establish the uniform weak coercivity of the bilinear forms B(·, ·; ρ, k ρ ) for [ρ, k] ∈ R × K . Once we know that the bilinear forms are uniformly weakly coercive, we can obtain an abstract error estimate, as a variant of the First Strang Lemma (see, e.g., [4, pg. 186]). The remaining task is then to estimate the various terms appearing in this abstract error estimate. So, the first task is to establish uniform weak coercivity. Before doing so, we lay some groundwork. The first thing we need to do is to recall approximation properties of the quasi-interpolation operators introduced in the previous section:
Lemma 5.1. Let S h and Sh ⊗ Sh be the spline spaces of degree m described in the previous section. For any p ∈ [1, ∞] and q ∈ Z ++ , there exists M 1 > 0 (independent of h andh) such that for any r ∈ {0, . . . , min{m, q, 2}}, the following hold:
Proof. See, e.g., [16] .
Next, we need to establish an auxiliary lemma, which shows that the inverses of certain operators are uniformly bounded. By [21, Lemma 3.1], there exists C > 0 such that
Recall that the adjoint of a linear transformation A :
In particular, for any ρ ∈ R and any g ∈ C(I 2d ), we have
where κ d,l is defined in (2.4). For [ρ, k] ∈ R × K and h ∈ (0, h 0 ], we may use Lemma 5.1 to find that
Now follow the proof of [20, Lemma 8] , replacing "k" by "k ρ ", "c 2 " by "c 4 ," and "M 1 " by "κ d,l M 1 ."
We now establish uniform weak coercivity.
Lemma 5.3.
There exist h 1 > 0 and γ > 0 such that the following holds: for any
, and any v ∈ S h , there exists nonzero w ∈ S h such that
, then this inequality holds for any nonzero w ∈ S h . So, we may restrict our attention to the case v = 0. By [20, Lemma 10] , there exists nonzero
Since T * Qh ⊗h k ρ : S h → S h , we may use (4.2) and Lemma 5.2 to see that w is a well-defined element of S h , and that
from which we see that w = 0. Using the Minkowski inequality (as in the proof of [20, Lemma 11]), we find
Combining the last two inequalities and setting
the lemma follows.
Since the bilinear forms B(·, ·; ρ, k) are uniformly weakly coercive for k ∈ K , we have the following variant of the First Strang Lemma found in [4, pg. 186 
where γ is as in Lemma 5.3. Then there exists M 2 > 0 such that the following hold for any δ ∈ [0, δ 0 ] and any h,h ∈ (0, h 2 ]:
The noisy modified Galerkin method is well-defined. That is, there exists a unique
Proof. See, e.g., [19, pp. 310-312] for the proof of a version having slightly more restrictive conditions.
We now estimate the quantities appearing in the second part of Lemma 5.4. First, we estimate the difference between the bilinear forms B(·, ·; ρ, k ρ ) andB h,h,δ (·, ·; ρ, k ρ ). .7), where ν is given by (1.4) . There exists M 3 > 0 such that for any positive h,h, and δ, for any [ρ, k] ∈ K , and for any v, w ∈ S h , we have
Proof. Given h,h, δ, ρ, k, v, and w as in the statement of the lemma, define
We first estimate |A 1 |. From (2.4), we see that
Using Lemma 5.1, we obtain
Next, we estimate |A 2 |. We have
Let d denote the set of all permutations of {1, . . . , d}. Define
, where ∂ i = (∂/∂y i ) and a i,j andā i,j respectively denote the (i, j )th components of A(·, ρ) and A(·, Q h ρ).
As on [22, pp. 455-456], we find
where |π| denote the sign of π ∈ d and we define
Suppose we only have r 1 ≥ 1 or r 2 ≥ 1. Then
and hence
Now suppose that r 1 ≥ 2 and r 2 ≥ 2. Fix π ∈ d and i, j ∈ {1, . . . , d}. Let I 
Hence we can integrate by parts, obtaining
where θ π,i,j ;1 =
Let us estimate θ π,i,j ;1 . We clearly have
Using Lemma 5.1, along with the conditions defining F , we find that
Using the inverse theorem [4, Thm. 3.2.6], we have
for a = 0 and a = 1.
Similarly, we find
Let us estimate θ π,i,j ;2 . Using the product rule of differential calculus, we find
Using Lemma 5.1, along with the conditions defining F , we find
Our estimate of |I 2 | is satisfactory, but we need to do some work on the estimate of |I 3 |. Once again using the inverse theorem [4, Thm. 3.2.6], we have
Thus we find
Using our estimates of |I 2 | and |I 3 |, we have
Combining (5.3)-(5.9), we obtain
We next estimate |A 3 |. Let
Then there exist positive constants σ 1 and σ 2 , independent of x, j , andh, such that
We now estimate |A 4 |. Of course, A 4 = 0 when d = l, so we only need to consider the case d < l. For a cube K ∈ Q h , let
Recalling the definition (4.7), along with the error estimate (4.5), we find that
(5.12)
Finally, substituting (5.2), (5.4), (5.10), (5.11), and (5.12) into (5.1), we get the estimate in the statement of our lemma.
Next, we need to estimate the difference between the linear forms f ρ , · and f h,δ (·, ρ). Before doing this, we will need to do prove a result concerning the Sobolev smoothness of composite functions. Lemma 5.6. Let ρ ∈ R and v ∈ W r 3 ,p (I l ). There exists M 4 > 0, independent of ρ and v, such that
Proof. Let ρ and v be as given. Let α be a multi-index with d entries. The multivariate Faa di Bruno formula
The set p i (α, β) mentioned in the inner sum consists of all (k 1 , . . . ,
If |α| ≤ r 1 , the conditions defining R guarantee that max 1≤|β|≤|α| ζ α,β L ∞ (I d ) is bounded, independently of ρ. Moreover
Recalling the definitions of σ 1 and σ 2 in Lemma 5.5, we have
Our lemma follows from these last two inequalities, along with (5.14).
Our final preparatory step is to establish a "shift theorem" relating the smoothness of (I − T ρ,k ρ ) −1 f to the smoothnesses of ρ, k, and f .
where M 6 > 0 is independent of ρ, k, and f .
Proof. Given such ρ, k, and f , we have
by Lemma 5.6. Following the proof of [20, Lemma 16] , we find that
The desired result follows from these two bounds.
We are now ready to show that the noisy modified Galerkin method is well-defined, as well as to give an upper bound on its error.
Minimizing the error of the noisy modified Galerkin method
Let n ∈ Z + , and consider noisy modified Galerkin methods using at most n noisy function evaluations. How can we choose the parameters h andh that will minimize the error of the noisy modified Galerkin method?
Recall that card N h,h,δ n 2 h + n h , where
It will be useful to rewrite this bound in terms of a proportionality constant, so that we have
As in the proof of Theorem 5.1, let
where ν is given by (1.4). Let
We define parameters κ andκ as follows:
1. Suppose that r 2 < 2r, so that r 2 < 2 min{r 1 , r 2 }. Take
2. Suppose that r 2 = 2r. Take
3. Suppose that r 2 > 2r. Takē
With these definitions of κ andκ, define meshsizes
Since the degree of the spline space satisfies
we find that
In the sequel, we shall assume without loss of generality that h andh have been chosen so that n h and nh are positive integers. With these choices of h andh, let
We now have Theorem 6.1. Suppose that d = l or r 1 ≥ 2. Let m = max{r 1 , r 2 } − 1 and let q ≥ r 1 − ν in (4.6) and (4.7), where ν is given by (1.4) . Then there exists n 0 ∈ Z ++ and δ 0 > 0 such that φ n,δ is well-defined for n ≥ n 0 and δ ∈ [0, δ 0 ]. Furthermore, there exists a positive constant M 8 such that
where µ 2 is defined by (1.3) .
Proof. The proof is the same as that of [20, Thm. 18] , with the obvious minor notational changes.
Comparing Theorems 3.1 and 6.1, we find the following bounds on the nth minimal error of noisy information:
Corollary 6.1.
Let d < l and r
where µ 1 , µ 2 , and ν are defined by (1.2)-(1.4).
Using Corollary 6.1, we see that for some values of the parameters r 1 , r 2 , r 3 , d, l, and p, we can obtain the tight bounds on the minimal noisy error that are given in the Introduction. However, tight bounds for the remaining cases remain an open problem.
Two-grid implementation of the noisy modified Galerkin method
We have just developed error estimates for the the noisy modified Galerkin method φ n,δ . This algorithm has information cost c(δ) n. Unfortunately, its combinatory cost is much worse than (n), since it involves the solution of a full n h × n h linear system, where
Hence, if we were to use Gaussian elimination to solve this linear system, the combinatory cost would be proportional to n a , where
Since a ∈ [ 3 2 , 3], the combinatory cost of the noisy modified Galerkin method overwhelms the informational cost.
Rather than using Gaussian elimination to directly solve the linear system (A − B)u = f, we shall use a two-grid algorithm to obtain a sufficiently accurate approximation of the solution u. Our approach is that of [20] , which (in turn) closely follows that of [10] .
For given n, we shall define κ,κ, h, andh as at the beginning of Section 6. This will give us a linear system (A − B)u = f whose solution we wish to approximate. Following an idea that can be traced back to [8] , we let n * be a second integer, satisfying n * = (n 1/3 ). If we were to set up the linear system corresponding to the noisy Galerkin method using information of cardinality n * , we would get an n h * × n h * linear system (Ã −B)ũ =f. Here, h * is h of Section 6, but defined for n * rather than for n, and n h * is defined for h * via relationship (6.1), but with h replaced by h * . Before describing the two-grid method, we need to introduce some prolongation and restriction operators, as described in Sections 5.2 and 5.3 of [10] . Let X = L p (I d ), X n h = (R n h , · p ), and X n h * = (R n h * , · p ). We define the canonical prolongation P h : X n h → X and
The canonical restriction R h : X → X n h is defined as
We then define the intergrid prolongation operator p : X n h * → X n h and the intergrid restriction operator r : X n h → X n h * as p = R h P h * and r = R h * P h .
We will also need to use the adjoint operator p * : X n h → X n h * , defined as p * v · w = v · pw ∀ v ∈ X n h , w ∈ X n h * .
Our two-grid algorithm is defined in Figure 2 .75 This is essentially the same algorithm as we used in [20, Sect. 8] , which (in turn) is the variant ZGM of the two-grid method found on [10, pg. 179] .
Let us writeǔ n,δ = P h [TG(n, A, B, f)] = n h j =1 υ j s j,h , (7.1)
Suppose that we define two-grid information of cardinality at most n aš
Thenǔ n,δ depends on [ρ, k, f ] ∈ F only through the informationŇ n,δ ([ρ, k, f ]), and so we may writě u n,δ =φ n,δ Ň n,δ ([ρ, k, f ]) , whereφ n,δ is an algorithm using the informationŇ n,δ . We callφ n,δ the twogrid algorithm. Our main result is then Proof. This theorem is the same as [20, Theorem 26] , with the more-or-less obvious textual substitutions. Now the proof of [20, Theorem 26 ] is based on the estimates in the lemmas of [20, Sect. 6] . Hence, we need only replicate the proof of [20, Theorem 26] , replacing the estimates in the lemmas of [20, Sect. 6] by those appearing in the corresponding lemmas of Section 5 in this paper, to get a proof of our theorem.
Complexity
In this section, we determine the ε-complexity of the noisy Fredholm problem. Recalling the definitions of µ 1 , µ 2 , and ν from (1.2)-(1.4), our main result is Proof. The first part follows from Theorem 3.1. The proof of the second part is identical to that of [20, Thm. 27 ].
For any particular cost function c : R + → R ++ ∪ {∞}, we can use use the lower and upper bounds in Theorem 8.1 to get specific complexity bounds corresponding to that cost function.
For a cost function c, an error level ε, an exponent a, and a constant C, define g ε,a,C : R ++ → R ++ as This inequality allows us to determine complexity bounds for any particular cost function c. In particular, if c is differentiable, then the optimal δ minimizing the left-hand or right-hand sides of (8.2) must satisfy g ε,a,C (δ) = 0, i.e., we must have Thus we see that the optimal δ * ε,a is proportional to ε, and that
In particular, if µ 1 = µ 2 = µ, then we have tight bounds comp(ε) 1 ε b+1/µ on the ε-complexity of our Fredholm problem.
