We show that the orthogonal projection operator onto the range of the adjoint * of a linear operator can be represented as , where is an invertible linear operator. Given a Normal random vector and a linear operator , we use this representation to obtain a linear operator ̂s uch that ̂i s independent of and −̂is an affine function of . We then use this decomposition to prove that the conditional distribution of a Normal random vector given  , where  is a linear transformation, is again a multivariate Normal distribution. This result is equivalent to the well-known result that given a -dimensional component of a -dimensional Normal random vector, where < , the conditional distribution of
Introduction
What can we ascertain about the conditional distribution of a multivariate Normal random vector ∈ ℝ given ( ), where ∶ ℝ ↦ ℝ is a measurable function? 
Article No~e01136
Clearly, given a particular functional form of , the problem is a very specific one, and depending on the functional form, may or may not have a closed form solution.
Our objective is to derive an approximation to the conditional distribution in question based on some regularity properties of . Specifically, in this paper we find the conditional distribution when is a linear transformation; in a companion paper, we expect to derive the desired approximation when is a continuously differentiable vector field, that is, an element of 1 , by exploiting the local linearity of and the results of this paper.
Before proceeding further, we present a brief review of what is known about the conditional distribution when is a linear transformation, to be denoted by  in what follows. Casella and Berger (2002, Definition 4.5.10 ) define the bivariate Normal distribution by specifying the joint density in terms of the five parameters of the distribution -the means 1 and 2 , the variances 2 1 and 2
2
, and the correlation .
They calculate the marginal density of 1 and note that it is easy to verify, using the 
Anderson (1984, Section 2.5.1) and Flury (1997, Theorem 3.3 .1) generalize this result to the multivariate Normal distribution. While Anderson (1984) deals with the Lebesgue density of the multivariate Normal distribution (which exists only when the covariance matrix is of full rank), Flury (1997) avoids dealing with the density by defining the multivariate Normal distribution in terms of linear functionals, but requires the covariance matrix of the conditioning component to be of full rank.
Though their approaches to defining the multivariate Normal distribution differ, both Muirhead (1982, Theorem 1.2.11) and Eaton (1983, Proposition 3.13) 
where the × matrix represents the transformation  with respect to the standard orthonormal bases of ℝ and ℝ . By the results of Muirhead (1982) and Eaton (1983) cited in the previous paragraph, we obtain that the conditional distribution of given  is multivariate Normal in ℝ with mean
Unfortunately, this derivation of the conditional distribution of given  , because of its dependence on manipulative matrix algebra, is not of much help when it comes to exploiting the local linearity of for approximating the conditional distribution of given ( ) for a in 1 . In what follows, we present an alternative derivation of the conditional distribution of given  . Our derivation is expected to facilitate the approximation of the conditional distribution when the transformation is nonlinear but continuously differentiable; see Remark 5.
We define a multivariate Normal distribution in terms of an affine transformation of the random vector with coordinates independent and identically distributed (iid, hereinafter) standard Normals, as in Muirhead (1982) , but work with the covariance operator (instead of matrix) and the characteristic function. This coordinate-free approach allows us to seamlessly subsume the possibility that the multivariate Normal distribution is supported on a proper subspace of ℝ which is not spanned by a subset of the standard orthonormal basis
In the spirit of Axler (2015) , this relegates the manipulative matrix algebra that so dominates the multivariate Normal literature to the back burner.
In Theorem 3, given ∈  (ℝ ) we find ̂∈  (ℝ ), depending on and the covariance of , such that ̂i s independent of and −̂is an affine function of . In Theorem 4, given  ∈  (ℝ , ℝ ) we find ∈  (ℝ ) such that the conditional distribution of given equals that given  , and use the decomposition obtained in Theorem 3 to obtain the conditional distribution of Eaton, 1983) as an immediate corollary.
The paper is organized as follows. In Section 2, we introduce all the background results from linear algebra used in Section 3. In Section 3, we present all the results on the multivariate Normal distribution, including Theorem 3 and Theorem 4.
Background
Let , be finite-dimensional real vector spaces. Since every finite-dimensional real vector space is isomorphic to an Euclidean space (Axler, 2015, Theorem 3 .59),
we assume, without loss of generality, that and are real inner product spaces. Axler, 2015, Definition 7.2) . For any subspace of , let ⟂ denote the orthogonal complement of (Axler, 2015, Definition 6.45 ) and Π ∈  ( ) denote the orthogonal projection operator onto (Axler, 2015, Definition 6.53 Proof of Lemma 1. Let ∈  ( ) be invertible such that =  for every ∈ . Let ∈ be such that  = 0, implying = 0. Since is invertible, hence injective (Axler, 2015, Theorem 3.69) , we obtain = 0, showing that  is injective.
To show the converse, let be a direct sum complement of and a direct sum complement of  ( ), where the existence of and are guaranteed by Theorem 2.34 of Axler (2015) . Let { 1 , ⋯ , } be a basis for and
basis for . By the fundamental theorem of linear maps (Axler, 2015, Theorem 3.22) , dim  ( ) ≤ dim , implying, by Theorem 2.43 of Axler (2015) , ≤ . Recall that every ∈ can be uniquely decomposed as + , where ∈ and = ∑ =1 ∈ . Define ∈  ( ) as
Since is a direct sum complement of  ( ), = 0 implies  = = 0.
Since  is injective and
is linearly independent, is injective, hence invertible (again by Theorem 3.69 of Axler, 2015) . □ Theorem 1. Given ∈  ( ), there exists ∈  ( ), invertible and depending on , such that Π ( * ) = .
Proof of Theorem 1. We first observe that * is a positive operator (Axler, 2015, Definition 7.31) . By Theorems 7.6(e) and 7.6(c) of Axler (2015) , * is self-adjoint;
since, by the definition of the adjoint operator, for every ∈ ,
the positivity of * follows.
By the Real Spectral Theorem (Axler, 2015, Theorem 7.29(b) ), has an orthonormal
consisting of eigenvectors of * with corresponding eigenvalues
, we obtain
If = 0 for every = 1, ⋯ , , then * is the zero operator, implying, by (5), that is the zero operator. By Theorem 7.7 of Axler (2015) , * is the zero operator as well, and the theorem trivially holds with = .
Thus, for the remainder of the proof, we assume that
For ∈ , ∈  ( ) by (6); since  ( ) = ( ( * )) ⟂ (Axler, 2015, Theorem 7.7(c)), we have
By (7) and (8), for any ∈ ,
By (6) and the definition of , for any ∈ ,
By definition of and , 1 ≤ ≤ , the list of vectors
in is orthonormal, and consequently, by Theorem 6.26 of Axler (2015), linearly independent; the same conclusion holds for the list
By Lemma 1 there exists an invertible operator ∈  ( ) such that
Now note that, for any ∈ , by (10), (11), the definition of  , and (9), in that order,
completing the proof. □ Lemma 2. Given ∈  ( ) positive, there exists −1∕2 ∈  ( ) positive such that
and
where 1∕2 denotes the unique positive square root of .
Remark 1.
The operator −1∕2 is the Moore-Penrose inverse (Penrose, 1955) of the operator 1∕2 .
Proof of Lemma 2. By Theorem 7.36 of Axler (2015) , 1∕2 exists and is defined
where
is an orthonormal basis of consisting of eigenvectors of with corresponding non-negative eigenvalues
Let −1∕2 ∈  ( ) be defined by
Clearly,
For any ∈ , by (15) and (17),
Since is self-adjoint,
by Theorem 7.7(d) of Axler (2015) ; by Theorem 6.50 of Axler (2015),
Since { ∶ ∈ } is contained in  ( ) and { ∶ ∈ } in  ( ), it follows from Theorem 2.39 of Axler (2015) that { ∶ ∈ } is a basis of  ( ), and (13) follows from (18). Note that (14) follows from the observation that both
Results
We first present a coordinate-free definition of the multivariate Normal distribution and verify that some well-known basic facts about the multivariate Normal distribution seamlessly carry over to our coordinate-free setup. Theorem 2 shows that if is ℝ -valued multivariate Normal, then ( ,  ) is ℝ × ℝ -valued multivariate Normal, where  ∈  (ℝ , ℝ ) and  ∈  (ℝ , ℝ ). Corollary 1, which is used in our proof of Theorem 3, then formulates a necessary and sufficient condition for the independence of  and  in terms of ,  , and the covariance operator of .
We also present alternative derivations of the independence of the sample mean and the sample variance of a random sample from a Normal distribution [Remark 2], the "partialled out" formula for population regression in the Normal model [Corollary 2], and the sufficiency of the sample mean in the Normal location model [Remark 4]. We simplify the expressions for the conditional mean and covariance obtained in Theorem 4 in Remark 3, rendering the verification of the iterated expectation and the analysis of variance formulae immediate. We outline in Remark 6 a direction in which our method can possibly be extended.
The following notational conventions and their consequences are used throughout the rest of the paper. The equality of two random variables, unless otherwise mentioned, implies equality almost surely. For any Polish space , let  ( ) denote the Borel -algebra of . Let ℎ be a map from an arbitrary set into a measurable space (ℨ, ). For an arbitrary subset of ℨ, let ℎ −1 ( ) denote { ∈ ∶ ℎ ( ) ∈ }, whereas for an arbitrary subset of , let ℎ ( ) denote {ℎ ( ) ∶ ∈ }. Note that ℎ −1 (ℎ ( )) = for every subset of . Let (ℎ) denote the smallest -algebra of subsets of that makes ℎ measurable. Since { ℎ −1 ( ) ∶ ∈  } is a -algebra of subsets of (Dudley, 1989 , page 98), we obtain (ℎ)
Let 1 , ⋯ , be iid standard Normal random variables. The distribution of
is defined to be the standard multivariate Normal distribution (0, ), where ∈  (ℝ ) is the identity operator.
Lemma 3. The characteristic function Ψ 0, of the (0, ) distribution is given by
Proof of Lemma 3. Follows from Proposition 9.4.2(a) of Dudley (1989) . □ Lemma 4. Given ∼ (0, ), ∈ ℝ , and ∈  (ℝ ), let
Then, for any , ∈ ℝ ,
Proof of Lemma 4. Straightforward algebra using the bilinearity of the inner product and the definitions of * , in (21), and in (23), along with the fact that 1 , ⋯ , are iid standard Normal random variables, proves the lemma. □ Definition 1. The distribution of in (23) is defined to be the multivariate Normal distribution with mean vector and covariance operator * . Recall that a distribution on ℝ is uniquely determined by its characteristic function (Dudley, 1989 , Theorem 9.5.1); since the characteristic function of is determined by its mean and covariance * , the multivariate Normal distribution ( , ) with mean and covariance (for any ∈  (ℝ ) positive) is uniquely defined in terms of the characteristic function
Lemma 5. Given ∼ ( , ) and  ∈  (ℝ , ℝ ),
Proof of Lemma 5. The proof is a straightforward consequence of Definition 1. □ Recall that given 
Proof of Theorem 2. We first verify that  ∶ ℝ × ℝ ↦ ℝ × ℝ is a positive operator. The verification of  ∈  (ℝ × ℝ ) being linear and self-adjoint is routine. Since
the non-negativity of 
Since
the proof follows. □ Corollary 1. Given ∼ ( , ),  ∈  (ℝ , ℝ ), and  ∈  (ℝ , ℝ ),  and  are independent if and only if   * ∈  (ℝ , ℝ ), equivalently   * ∈  (ℝ , ℝ ), is the zero operator.
Proof of Corollary 1. From (29),
Now by (30),
Thus, by (25) and Lemma 5,
That is, the characteristic function of ( ,  ) is the product of two factors; one factor is the characteristic function of the product measure of the distributions induced by  on  (ℝ ) and  on  (ℝ ), whereas the other factor is exp
. Therefore,  and  are independent if and only if exp ( − ⟨ ,   * ⟩) = 1 for every ∈ ℝ and ∈ ℝ , equivalently, ⟨ ,   * ⟩ = 0 for every and . Since   * = (  * ) * by Theorems 7.6(e) and 7.6(c) of Axler (2015), the proof follows. □ Remark 2. For 1 , ⋯ , iid Normal random variables with mean and
are independent (Casella and Berger, 2002, Theorem 5.3 .1(a)). Most textbooks prove this result by working with the (joint) density of the sample and using the Jacobian formula for finding the density of the transformation that maps the sample to the sample mean and the sample variance. Some textbooks use Basu's Theorem (Basu, 1955) on an ancillary statistic (the sample variance) being independent of a complete sufficient statistic (the sample mean) to prove this result. We are going to show that this result is a straightforward consequence of Corollary 1.
Let be the sum of the standard orthonormal basis vectors, and { } the span of .
we havē
. By Corollary 1, using the fact that an orthogonal projection operator is self-adjoint, we obtain Π { } and ( − 
Since is an eigenvector of 2 , the independence of ̄a nd 2 follows from that of Π { } and (
It is interesting to note that the class of positive operators with as an eigenvector does not reduce to the singleton set { }. For = 2, define the positive ∈  (
; clearly, = (1, 1) is an eigenvector for . Thus, for the sample mean and the sample variance to be independent, it is not necessary for the sample to be iid. As long as the joint distribution of the sample is multivariate Normal such that is an eigenvector of the covariance operator, the independence of the sample mean and the sample variance holds. However, for Normal random variables that are dependent, whether the joint distribution is multivariate Normal becomes a modeling question, as the joint distribution of even pairwise uncorrelated Normal random variables may not be multivariate Normal.
We are now ready to present the two main results.
Proof of Theorem 3. For any ∈ ℝ and ∈  (ℝ ), we obtain from (14),
implying, by (37), that
) * is the zero operator, whence (38) follows from Corollary 1.
To prove (39) we first observe that, by (19) and (13) in that order,
Now we are going to show that
implying, by (41), that
Let , , , and be as in the proof of Lemma 2. Recall that { ∶ ∈ } is an orthonormal basis for  ( ) and { ∶ ∈ } is an orthonormal basis for  ( ). For ∈ and ∈ ℝ, by (25),
By Theorems 6.47 and 7.7(c) of Axler (2015),
implying, by (43),
By Theorem 1, there exists an invertible ∈  (ℝ ) such that
applying (47), (37), and (43) in that order, we obtain that RHS(46) equals
thereby establishing (39). □
Theorem 4. Given ∼ ( , ) and  ∈  (ℝ ,ℝ ), the conditional distribution of given  is multivariate Normal on  (ℝ ).
The following lemma on measurability is used in the proof of Theorem 4.
Lemma 6. Let and be Polish spaces. If ℎ ∶ ↦ is Borel measurable and injective, then (ℎ) =  ( ).
Proof of Lemma 6. The inclusion (ℎ) ⊆  ( ) follows from the pertinent definitions. To establish the reverse inclusion, fix ∈  ( ) arbitrarily. Since = ℎ −1 (ℎ ( )) and ℎ ( ) ∈  ( ) by Theorem I.3.9 of Parthasarathy (1967) ,
∈ (ℎ). □
We now present the proof of Theorem 4.
Proof of Theorem 4. We first construct ∈  (ℝ ) such that ( ) = ( ), and then use Theorem 3 to find the conditional distribution of given .
Let ∈  (ℝ , ( )) be defined by =  for every ∈ ℝ . Clearly, is surjective, hence injective and invertible (Axler, 2015, Theorem 3.69) . By Theorem 7.7 of Axler (2015) , * ∈  ( ( ) , ℝ ) is invertible as well. Let ∈  (ℝ ) be defined by = * ; note that , being the composition of two invertible transformations, is invertible.
Let (Ω,  , ) denote the probability space underlying . Since  is continuous,
, and  ( ), by virtue of being closed, is an element of  (ℝ ), whence  ( ( )) is the trace of  (ℝ ) on  ( );
Since and are injective (and measurable), ( ) =  (ℝ ) = ( ) by Lemma 6; that is,
for any ∈  ( ( )) and ∈  (ℝ ),
we obtain
That establishes the equality of ( ) and ( ).
By the pull-out property of conditional expectation (Kallenberg, 2002 , page 105), (38), and (39),
where is as in (37). By Lemma 5 and (25),
where the operator = 1∕2 Π  ( ) −1∕2 −1∕2 Π  ( ) 1∕2 equals, by (14) and
. Therefore, the conditional distribution of given , hence the conditional distribution given  , is Normal with mean ( ) = − 1∕2 Π  ( ) −1∕2 ( − ) and covariance . □ Remark 3. The expressions for the mean and the covariance of the conditional distribution of given  can be considerably simplified, rendering the verification of the iterated expectation formula and the analysis of variance formula immediate.
Since − = Π ( ) ( − ) by (19) and (42), applying (45) and (13) in that order,
To simplify the expression of the conditional covariance operator (which does not depend on ), first note that, by (13) and (14),
By (47), (37), (55), (37), and (47), in that order,
Consequently, equals
by (55)
by (56)
Recall that if and are random vectors in ℝ such that is an affine function of , i.e., = + , where ∈ ℝ and ∈  (ℝ ), then
implying ( ( | )) = by (54), verifying the iterated expectation formula.
Defining the expected value of an operator-valued random element Υ as the operator (Υ) such that (Υ) ( ) = (Υ ( )) for every ∈ ℝ , provided the expected value on the right hand side is well defined for every , we conclude from (57) that
By (54) and Lemma 5,
where the second equality follows by (14), (13), (56), and idempotence of Π ( * ) , in that order. Clearly, (45) 
thereby verifying the analysis of variance formula.
An immediate corollary of Theorem 4 is the "partialled out" formula (Wooldridge, 2013, page 78) for population regression in the Normal model.
Corollary 2. If ( , , ) is multivariate Normal such that
where the indicator function of a set is denoted by , and
denotes the measurable function of that equals 0 if Var ( | ) = 0 and
The following lemma on projection operators is used in the proof of Corollary 2.
Lemma 7. For a proper and closed subspace of a Hilbert space and ∈ \ , let denote the closure of the subspace { + ∶ ∈ , ∈ ℝ}. Then, for any ∈ ,
Proof of Lemma 7. By the definition of there exists a sequence
Since ⊂ , Π = Π Π ; since Π is continuous, by (63),
Since − Π = Π ⟂ , subtracting (64) from (63),
since ∉ , that is, Π ⟂ ≠ 0, and ℝ is complete, lim →∞ exists, implying
Since LHS(62) = Π ⟂ − Π ( ) ⟂ , taking the inner product of both sides of (66) with Π ⟂ and using the linearity and homogeneity of inner product, we obtain
Since ∈ and
since ‖ ‖ Π ⟂ ‖ ‖ 2 ≠ 0, the lemma follows from (67) and (66). □
We now present the proof of Corollary 2.
Proof of Corollary 2. Let  1,3 ∈  ( ℝ , ℝ −1 ) and  3 ∈  ( ℝ , ℝ −2 ) be defined by  1,3 = ( , ) and  3 = , where = ( , , ). From the proof of Theorem 4, using (54), we obtain
where = ( , , ), ∈ ℝ is the mean of and ∈  (ℝ ) is the covariance of , 1,3 = 1,3 1∕2 with 1,3 ∈  (ℝ ) defined by 1,3 = ( , 0, ), and 3 = 3 1∕2 with 3 ∈  (ℝ ) defined by 3 = (0, 0, ).
To show RHS(61) = RHS(68), we first observe, using (57) and (54),
Since 1,3 = if ≠ 2, 1,3 2 = 0, 3 = if ≥ 3, and 3 = 0 if = 1, 2, we obtain, using that 1,3 , 3 , and 1∕2 are all self-adjoint,
implying RHS(68) = 0; in that case Var ( | ), a constant function of , is also equal to 0 by the second row of (69), thereby vacuously satisfying (61).
Therefore, RHS(68) equals
which, by the first two rows in (69), equals, since
Since by (45), (13), and (19),
the proof follows by the third row in (69) and (42). □ Remark 4. Given a random sample 1 , ⋯ , from the Normal distribution with mean and (known) variance 2 , ̄i s a sufficient statistic for (Casella and Berger, 2002, Example 6.2.4) . While the typical proof uses the powerful factorization theorem (Casella and Berger, 2002 
we successively obtain that * = −1 Π { } ,  ( * ) = { }, and Π ( * ) = Π { } , implying that the mean equals Π { } and the covariance equals 2 ( − Π { } ) .
Remark 5. The next step in this line of research is to approximate the conditional distribution of given ( ), where is a 1 vector field on ℝ that takes values in ℝ , by using the local linearity of and the decomposition of in Theorem 3. If is constant, then the -algebra generated by ( ) is the trivial -algebra consisting of the empty set and the entire sample space, making independent of ( ), so that the conditional distribution of given ( ) is the unconditional distribution of . If is injective, ( ) equals  (ℝ ) by Lemma 6; consequently, ( ( )) equals ( ), implying that the conditional distribution of given ( ) is the point mass at . Thus, the interesting problem unfolds when is non-constant and non-injective.
Let ∶ ℝ ↦  (ℝ , ℝ ) map ∈ ℝ to the total derivative of at . Let ( ) denote the × matrix that represents ( ) with respect to the standard orthonormal bases of ℝ and ℝ . Since is in 1 , for every 1 ≤ ≤ and 1 ≤ ≤ , the function ↦ ( ) is continuous from ℝ to ℝ. Since the operator norm on  (ℝ , ℝ ) is equivalent to the Euclidian norm on ℝ , is continuous.
Given > 0, there exists a compact subset of ℝ such that ( ∈ ) > 1 − . Restricted to , the function is uniformly continuous. Consequently, it admits a modulus of continuity which, restricted to the closed interval
is the diameter of , is uniformly continuous. We are working to show that, for a suitably chosen metric for weak convergence of probability measures on ℝ and > 0 (that depends on the given through the supremum of the modulus of continuity on [ 0, ] ), the conditional distribution of given ( ) is in a -neighborhood of the family of multivariate Normal distributions.
Remark 6. Proposition 3.13 of Eaton (1983) holds at a much greater level of generality; see Bogachev (1998, Theorem 3.10 .1). Extending our approach, in the absence of an inner product, to finding the conditional distribution of a Gaussian random element given a (non-injective, non-constant) linear transformation appears to be an interesting area of future research. In particular, if is the Brownian motion, 
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