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1. Introduction
In recent, several papers have been devoted to studying polynomial approximation with constraints. In particular
in [1–4] one-sided approximation was considered. Although several problems concerning one-sided approximation have
been studied, the theory is not as well-developed as the one for the classical polynomial approximation. In this note we
present some operators for one-sided polynomial approximation of differentiable functions. Recall that approximation
of differentiable functions is usually used as an intermediate step in approximation theory. Approximation of non-
differentiable functions will be considered in another paper. We remark that other operators for one-sided approximation
were constructed in [5–7].
Let Lp[a, b] (1 ≤ p <∞) be the space of all real-valued Lebesgue measurable functions, f : [a, b] → R, such that
∥f ∥p,[a,b] =
 b
a
|f (t)|pdt
1/p
<∞.
As usual, we denote byW rp [0, 1] the space of all functions f : [0, 1] → R such that f , f ′, . . . , f (r−1) are absolutely continuous
and f (r) ∈ Lp[0, 1]. We also denote by Pn the family of all algebraic polynomials of degree not greater than n.
It is easy to verify that there are not linear polynomial operators for one-sided approximation in W rp [0, 1]. Some non-
linear constructions have been proposed in [5–7]. Here we construct some new families of polynomial operators which, in
our opinion, are more convenient for applications.
Let us consider the step function
G(t) =

0, if − 1 < t ≤ 0,
1, if 0 < t ≤ 1 (1)
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and fix two sequences of polynomials {Pn} and {Qn} (Pn,Qn ∈ Pn) such that
Pn(t) ≤ G(t) ≤ Qn(t), t ∈ [−1, 1] (2)
and
αn = ∥Qn − Pn∥1,[−1,1] −→ 0. (3)
For each fixed p ∈ [1,∞), we construct two different sequences of operators. For the first onewework in the spaceW 1p [0, 1].
For n ∈ N, f ∈ W 1p [0, 1] and x ∈ [0, 1], define
λn(f , x) = f (0)+
 1
0
Pn(t − x)f ′+(t)dt −
 1
0
Qn(t − x)f ′−(t)dt (4)
and
Λn(f , x) = f (0)+
 1
0
Qn(t − x)f ′+(t)dt −
 1
0
Pn(t − x)f ′−(t)dt, (5)
where, as usual
g+(x) = max{0, g(x)} and g−(x) = max{0,−g(x)}.
We will prove that λn(f ),Λn(f ) ∈ Pn,
λn(f , x) ≤ f (x) ≤ Λn(f , x), x ∈ [0, 1]
and
max
∥f − λn(f )∥p, ∥f −Λn(f )∥p ≤ αn∥f ′∥p,
where αn is given by (3).
In the second case, for functions f ∈ W rp [0, 1]we construct some related operators Vn,r such that Vn,r(f , x) ≤ f (x) and
∥f − Vn,r(f )∥p ≤ (αn)r∥f (r)∥p. (6)
Our constructions can be modified to approximate Riemann integrable functions. However, since the arguments are more
complicated, we will discuss the extension in another paper.
In [3]Motornyi and Pas’ko proved that, for each positive integer r , there exists a constant C(r) such that, if f ∈ W r1 [−1, 1],
then
E±n (f )1 ≤

2∥Br∥∞
nr
+ C(r)
nr+1

∥f (r)∥1, (7)
where E±n (f )1 is the best one-sided approximation from above and from below in the L1[−1, 1] norm and Br is the rth
normalized Bernoulli spline
Br(t) =
∞
k=1
cos(kt − rπ/2)
kr
.
On the other hand, here we construct a sequence {Vn,r} of operators (for one-sided approximation) for which
∥f − Vn,r∥p ≤

4π2
n+ 2
r
∥f (r)∥p. (8)
Notice that we give a explicit constant (although non optimal). In fact, we can obtain another construction with error
∥f − Vn,r∥ ≤ (αn)r∥f (r)∥p (9)
satisfying (see Remark 1)
αn ≍ 2π/n.
We can only compare our result with (7) in the case p = 1. Since
|Br(t)| ≤
∞
k=1
1
kr
= ζ (r),
(where ζ (r) is the Riemmann function) and ζ (r)→ 1 as r →∞, Eq. (7) provides a better bound than (8) and (9) for large r
and n. But, for small values of nwe cannot estimate the term of the error, because it is not explained in [3] how the constant
C(r) varies on r .
The paper is organized as follows. In Section 2 we construct sequences of polynomials satisfying (2) with αn = O(1/n)
and present another one due to Lenzewith αn = O(1/√n). Section 3 is devoted to verifying the upper estimates announced
J. Bustamante et al. / J. Math. Anal. Appl. 393 (2012) 517–525 519
above. Finally, in Section 4 we consider some variations. In particular, we analyze an extension for functions in the class
W rp [0, 1] and discuss another construction.
2. L1 approximation of the step function
In order to construct sequences of polynomials satisfying (2), we first study a similar problem for periodic functions.
The local modulus of continuity of a 2π-periodic function g at a point x is defined by
ω(g, x, t) = sup {|g(v)− g(w)| : v,w ∈ [x− t, x+ t]} . (10)
This modulus is well defined whenever g is a bounded function.
Let F be the 2π-periodic function such that
F(x) =

1, if x ∈ [−π/2, π/2],
0, if x ∈ [−π, π] \ [−π/2, π/2]. (11)
For this function, we set
ω(x, t) = ω(F , x, t).
Set J = (−π/2, π/2) and I = [−π, π] \ J and, for t ≥ 0,
J(t) = (−π/2− t, π/2+ t) and I(t) = [−π,−π/2+ t) ∪ (−t + π/2, π],
i(x, t) =

1, if x ∈ I(t),
0, if x ∉ I(t) and j(x, t) =

1, if x ∈ J(t),
0, if x ∉ J(t).
Proposition 1. If F is defined by (11), then for x ∈ [−π, π) and t > 0,
ω(x, t) = ω(−x, t) (12)
and
ω(x, t) = j(x, t)i(x, 0)+ i(x, t)j(x, 0). (13)
Proof. The first assertion follows from the fact that F is an even function. For the second one we consider two cases.
Case 1. If x ∈ I , then
ω(x, t) =

1, if dist(x, J) < t,
0, if dist(x, J) ≥ t,

= j(x, t).
Case 2. If x ∈ J , then
ω(x, t) =

1, if dist(x, I) < t,
0, if dist(x, I) ≥ t,

= i(x, t).
Therefore
ω(x, t) = j(x, t)i(x, 0)+ i(x, t)j(x, 0). 
Proposition 2. For all x, y, t, u ∈ R one has
|F(x)− F(y)| ≤ ω(y, |u|)+ ω(x+ u, |x− y|). (14)
Proof. The left side in (14) can never be larger than 1 and the right side is greater than 1 or equal 1, if | u |≥ π or | x−y |≥ π .
Since F is a 2π-periodic function, we can consider that x, y ∈ [−π, π]. Moreover, if x and y are in the same set I or J , then
(14) holds.
Assume that x and y are in different sets. We consider two cases
(a) x ∈ J and y ∈ I . For |u| ≥ dist(y, J) it follows from the definition of ω that ω(y, |u|) = 1 and hence (14) is true. If
|u| < dist(y, J), then we have ω(x+ u, |x− y|) = 1. Indeed, y+ u ∈ I and
x+ u− |x− y| ≤ y+ u ≤ x+ u+ |x− y|.
Moreover, since |u| < |x− y|, we have
x+ u− |x− y| < x < x+ u+ |x− y|.
Hence, x ∈ J and y+ u ∈ I , are elements of {z ∈ R : |z − (x+ u)| < |x− y|}, and from the definition of ω we conclude that
ω(x+ u, |x− y|) = 1.
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(b) x ∈ I and y ∈ J . For |u| > dist(y, I) it follows from the definition of ω that ω(y, |u|) = 1, and hence (14) is true. If
|u| ≤ dist(y, I), then we have ω(x+ u, |x− y|) = 1. Indeed, y+ u ∈ J and
x+ u− |x− y| ≤ y+ u ≤ x+ u+ |x− y|.
Moreover, since |u| < |x− y|, we also have
x+ u− |x− y| ≤ x ≤ x+ u+ |x− y|.
Hence, x ∈ I and y + u ∈ J , are elements of {z ∈ R : |z − (x + u)| < |x − y|}, and from definition of ω we conclude that
ω(x+ u, |x− y|) = 1. 
For n ∈ N the Fejér–Korovkin kernel is defined by
Kn(t) = 2 sin
2(π/(n+ 2))
n+ 2

cos((n+ 2)t/2)
cos(π/(n+ 2))− cos t
2
for t ≠ ±π/(n+ 2) and Kn(t) = n+22 for t = ± πn+2 . It can be written in the form
Kn(t) = 1+ 2
n
k=1
θn(k) cos kt,
where, for 1 ≤ k ≤ n,
θn(k) = (n− k+ 3) sin(π(k+ 1)/(n+ 2))− (n− k+ 1) sin(π(k− 1)/(n+ 2))2(n+ 2) sin(π/(n+ 2)) .
In particular θn(1) = cos(π/(n+ 2)). It is known that Kn is an even, positive trigonometric polynomial of degree n and
1
2π
 π
−π
Kn(t)dt = 1.
These properties of the Fejér–Korovkin kernels are taken from [8, p. 79–80].
Note that
1
π
 π
0
t Kn(t)dt ≤
 π
0

sin
t
2

Kn(t)dt ≤

π
 π
0

sin
t
2
2
Kn(t)dt
=

π
2
 π
0
(1− cos t) Kn(t)dt = π

1
2

1− cos π
n+ 2

= π sin

π
2(n+ 2)

.
Hence
1
π
 π
0
t Kn(t)dt ≤ π
2
2(n+ 2) . (15)
Theorem 1. Assume that F is given by (11) and, for x, u, t ∈ [−π, π], set
U(x, t, u) = ω(x+ t, |u|)+ ω(x+ u, |t|).
For n ∈ N define
T−n (F , x) =
1
4π2
 π
−π
 π
−π
[F(x+ t)− U(x, t, u)]Kn(t)dt

Kn(u)du
and
T+n (F , x) =
1
4π2
 π
−π
 π
−π
[F(x+ t)+ U(x, t, u)]Kn(t)dt

Kn(u)du,
where Kn is the Fejér–Korovkin kernel.
Then T−n (F), T+n (F) ∈ Tn are even polynomials such that
T−n (F , x) ≤ F(x) ≤ T+n (F , x), x ∈ [−π, π], (16)
and
∥T+n (F)− T−n (F)∥1,[−π,π ] ≤
8π2
n+ 2 .
J. Bustamante et al. / J. Math. Anal. Appl. 393 (2012) 517–525 521
Proof. Since ω(F , v, w) is a 2π-periodic function of the variable v and
4π2 T−n (F , x) = −
 π
−π
 π
−π
ω(x+ t, |u|)Kn(u)du

Kn(t)dt
−
 π
−π
 π
−π
ω(x+ u, |t|)Kn(t)dt

Kn(u)du+ 2π
 π
−π
F(x+ t)Kn(t)dt
= −2
 π
−π
 π
−π
ω(x+ t, |u|)Kn(u)du

Kn(t)dt + 2π
 π
−π
F(x+ t)Kn(t)dt
it is clear that T−n (F) ∈ Tn.
Since ω(x − t, |u|) = ω(−x + t, | u |) (see (12)) and F(x − t) = F(−x + t) we immediately obtain that T−n (F ,−x) =
T−n (F , x). This proves that T−n (F) is an even trigonometric polynomial of degree not greater than n. For T+n (F) the proof is
similar.
It follows from Proposition 2 that (16) holds. For instance, in order to obtain the inequality T−n (F , x) ≤ F(x), it is sufficient
to notice that
F(x+ t)− F(x)− U(x, t, u) ≤ | F(x)− F(x+ t) | −U(x, t, u)
≤ ω(x+ t, | u |)+ ω(x+ u, | t |)− U(x, t, u) = 0.
On the other hand, from Proposition 1, we have
4π2∥T+n − T−n ∥1,[−π,π ] = 2
 π
−π
 π−π
 π
−π
U(x, t, u)Kn(t)dt

Kn(u)du
 dx
= 4
 π
−π
 π
−π
 π
−π
ω(x+ u, |t|)Kn(u)du

Kn(t)dtdx
= 4
 π
−π
 π
−π
 π
−π
ω(x, |t|)dx

Kn(t)dt Kn(u)du
= 8π
 π
−π
 π
−π
ω(x, |t|)dx

Kn(t)dt = 32π
 π
0
 π
0
ω(x, t)dx

Kn(t)dt
= 32π
 π
0
 π
0
[j(x, t)i(x, 0)+ i(x, t)j(x, 0)]dx

Kn(t)dt
= 32π
 π
0
 π
π/2
j(x, t)dx

Kn(t)dt +
 π
0
 π/2
0
i(x, t)dx

Kn(t)dt

= 32π
 π
0
 π/2+t
π/2
dx

Kn(t)dt +
 π
0
 π/2
π/2−t
dx

Kn(t)dt

= 64π
 π
0
t Kn(t)dt.
Thus, taking into account (15), we obtain
∥T+n − T−n ∥1,[−π,π] =
16
π
 π
0
t Kn(t)dt ≤ 8π
2
n+ 2 . 
Theorem 2. Assume that F and G are given by (11) and (1), respectively. For n ∈ N and x ∈ [−1, 1], define
P−n (G, x) = T−n (F , arccos x) and P+n (G, x) = T+n (F , arccos x).
Then P−n (G), P+n (G) ∈ Pn,
P−n (G, x) ≤ G(x) ≤ P+n (G, x), x ∈ [−1, 1], (17)
and
∥P+n (G)− P−n (G)∥1,[−1,1] ≤
4π2
n+ 2 .
Proof. If we set x = cos t (t ∈ [0, π]), then g(x) = F(t). Hence
P−n (G, x) = T−n (F , t) ≤ F(t) = G(x) ≤ T+n (F , t) = P+n (G, x).
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On the other hand
∥P+n (G)− P−n (G)∥1,[−1,1] =
 π
0
|T+n (F , t)− T−n (F , t)| sin t dt
≤ 1
2
 π
−π
|T+n (F , t)− T−n (F , t)|dt ≤
4π2
n+ 2 . 
Let us show another two sequences of polynomials satisfying conditions (2) and (3). Define
hn(t) = an
 t
−1
(1− ξ 2)n−1dξ − 1
2
(1− t2)n (18)
and
Hn(t) = an
 t
−1
(1− ξ 2)n−1dξ + 1
2
(1− t2)n, (19)
where
an =
 1
−1
(1− ξ 2)n−1dξ
−1
.
In [7] Lenze verified that hn(t) ≤ G(t) ≤ Hn(t) and hn,Hn ∈ P2n.
3. Approximation of differentiable functions
Theorem 3. Fix p ∈ [1,∞). Let {Pn} and {Qn} be two sequences of polynomials in Pn satisfying (2) and (3). Assume that
f ∈ W 1p [0, 1] and let λn(f ) andΛn(f ) be defined by (4) and (5), respectively. Then λn(f ),Λn(f ) ∈ Pn,
λn(f , x) ≤ f (x) ≤ Λn(f , x) (20)
and
max
∥f − λn(f )∥p, ∥f −Λn(f )∥p ≤ αn∥f ′∥p, (21)
where αn is defined by (3).
Proof. It is clear that that λn(f ),Λn(f ) ∈ Pn. Also, from (2) we obtain
λn(f , x) ≤ f (0)+
 1
0
G(t − x)f ′+(t)d(t)−
 1
0
G(t − x)f ′−(t)dt
= f (0)+
 1
0
G(t − x)f ′(t)d(t) = f (0)+
 x
0
f ′(t)d(t) = f (x).
The inequality f (x) ≤ Λn(f , x) is obtained with similar arguments.
In order to estimate the norm, note that
|f (x)− λn(f , x)| =
 x
0
f ′(t)dt −
 1
0

Pn(t − x)f ′+(t)− Qn(t − x)f ′−(t)

dt
=
 1
0
[G(t − x)f ′(t)− Pn(t − x)f ′+(t)+ Qn(t − x)f ′−(t)]dt
=
 1
0

(G(t − x)− Pn(t − x))f ′+(t)+ (Qn(t − x)− G(t − x))f ′−(t)

dt
≤
 1
0
(Qn(t − x)− Pn(t − x)) |f ′(t)|dt
=
 1−x
−x
(Qn(y)− Pn(y)) |f ′(x+ y)|dy.
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Puttingwn(y) := Qn(y)− Pn(y) and applying Hölder’s inequality, we have
∥f − λn(f )∥pp ≤
 1
0
 1−x
−x
|f ′(x+ y)|wn(y)dy
p
dx
≤
 1
0
 1−x
−x
wn(y)dy
p−1  1−x
−x
|f ′(x+ y)|pwn(y)dy dx
≤
 1
−1
wn(y)dy
p−1  1
0
|f ′(z)|p
 z
z−1
wn(y)dy

dz
≤
 1
−1
wn(y)dy
p  1
0
|f ′(z)|pdz.
Hence
∥f − λn(f )∥p ≤ ∥Qn − Pn∥1,[−1,1]∥f ′∥p = αn∥f ′∥p.
The estimate for ∥f −Λn(f )∥p can be obtained with similar arguments. 
As an application of Theorem 3, we consider the polynomials defined in (18) and (19). For functions f : [0, 1] → R of
bounded variation, Lenze studied one-sided approximation by means of operators defined by
ϕn(f , x) = f (0)+
 1
0
hn(t − x)df +(t)−
 1
0
Hn(t − x)df −(t)
and
Φn(f , x) = f (0)+
 1
0
Hn(t − x)df +(t)−
 1
0
hn(t − x)df −(t),
where
f +(x) = 1
2
[Vf (x)+ f (x)], f −(x) = 12 [Vf (x)− f (x)],
and Vf (x) is the total variation of f over [0, x]. He proved that
ϕn(f , x) ≤ f (x) ≤ Φn(f , x)
and there exist positive constants C1 and C2 such that if 1 ≤ p ≤ ∞ and n ≥ 2 then
∥Φn(f )− ϕn(f )∥p ≤ C1τ(Vf , 1/
√
n)p ≤ C2∥Φn(f )− ϕn(f )∥p, (22)
where τ(g, t)p is the average modulus in Lp given by τ(g, t)p = ∥ω(g, ·, t)∥p.
For a non-periodic function, the local modulus of continuity is defined as in (10), but with the restriction v,w ∈ [0, 1].
Since the functions hn andHn satisfy (2) and (3), they can be used for the operators presented in (4) and (5). Wewill show
that in this case the rate of convergence is the same as the one obtained by Lenze.
Corollary 1. Fix p ∈ [1,∞) and n ∈ N. Assume that f ∈ W 1p [0, 1] and let λ2n(f ) and Λ2n(f ) be defined by (4) and (5) with
P2n = hn and Q2n = Hn respectively. Then λ2n(f ),Λ2n(f ) ∈ P2n,
λ2n(f , x) ≤ f (x) ≤ Λ2n(f , x)
and
max
∥f − λ2n(f )∥p, ∥f −Λ2n(f )∥p ≤  π4n+ 2∥f ′∥p.
Proof. From Theorem 3 we only need an estimate for α2n. But from (18) and (19) one has
α2n = ∥Hn − hn∥1,[−1,1] =
 1
−1
(1− y2)ndy
= 2
 1
0
(1− y2)ndy =
 1
0
(1− z)n dz√
z
= 2n(2n− 2)(2n− 4) · · · 2
(2n+ 1)(2n− 1) · · · 3 ≤

π
4n+ 2 . 
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Corollary 2. Fix p ∈ [1,∞) and n ∈ N. Assume that f ∈ W 1p [0, 1] and let λn(f ) and Λn(f ) be defined by (4) and (5) with
Pn = P−n (G) and Qn = P+n (G), where P−n (G) and P+n (G) are constructed as in Theorem 2. Then λn(f ),Λn(f ) ∈ Pn,
λn(f , x) ≤ f (x) ≤ Λn(f , x)
and
max
∥f − λn(f )∥p, ∥f −Λn(f )∥p ≤ 4π2n+ 2∥f ′∥p.
Remark 1. The construction of Corollary 2 provides the best rate of convergence (up to a constant) that we can obtain with
themethod given here. In fact, one can improve the rate of convergence by taking Pn andQn as polynomials of best one-sided
approximation to G from Pn. In such a case, see [9, Remark 6], we can take a sequence of polynomials {Pn} and {Qn} satisfying
(2) and (3) such that
αn ≍ 2πn .
Note that this selection only improves the constant in the estimate. But we find some problems. The polynomials of best
one-side approximation in L1[−1, 1] are not necessarily unique. Moreover, also in [9], it is proved that such a polynomials
are obtained by Hermite interpolation at the zeros of some Jacobi polynomials. Thus it is difficult to use it in constructive
approximation. Thus we should use near best one-sided approximants instead of best one-sided approximants.
4. Some extensions
Let us show how the construction of the last theorem can be modified to approximate functions with higher derivative.
For f ∈ Lp[0, 1] define
I(f , x) =
 x
0
f (s)ds.
Theorem 4. Fix p ∈ [1,∞), r > 1 and assume that the operator λn is given by (4). For each f ∈ W rp [0, 1] define
Vn,2(f ) = I(λn(f ′))+ λn(f − I(λn(f ′)))
and, for r > 2,
Vn,r(f ) = I

Vn,r−1(f ′)
+ λn f − I(Vn,r−1(f ′)) .
Then Vn,r(f ) ∈ Pn+r−1,
Vn,r(f , x) ≤ f (x)
and
∥f − Vn,r(f )∥p ≤ (αn)r ∥f (r)∥p,
where αn is defined by (3).
Proof. The proof goes by induction. First, it follows from Theorem 3 that λn(f ′), λn(f − I(λn(f ′))) ∈ Pn, thus Vn,2 ∈ Pn+1.
Moreover
f − Vn,2(f ) = f − I(λn(f ′))− λn(f − I(λn(f ′))) ≥ 0
and
∥f − Vn,2(f )∥p ≤ αn ∥(f − I(λn(f ′)))′∥p ≤ αn ∥f ′ − λn(f ′)∥p ≤ (αn)2 ∥f (2)∥p.
Thus we have proved the assertion for r = 2.
Now, assume the assertion holds for 2 ≤ k ≤ r , then it follows from Theorem 3 that
f − Vn,r+1(f ) = f − I

Vn,r(f ′)
− λn(f − I(Vn,r(f ′))) ≥ 0.
On the other hand
∥f − Vn,r+1(f )∥p ≤ αn ∥(f − I(Vn,r(f ′)))′∥p
= αn ∥f ′ − Vn,r(f ′)∥p ≤ (αn)r+1 ∥f (r+1)∥p. 
Now we present another construction of operators. We only consider the case of the second derivative.
Fix p ∈ [1,∞) and n ∈ N. Assume that f , f ′ : [0, 1] → R are absolutely continuous function and f (2) ∈ Lp[0, 1]. Let us
consider the function
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G1(t) =
−t, if t ≤ 0,
0, if t > 0
and fix two sequence of polynomials {Pn,1} and {Qn,1} (Pn,1,Qn,1 ∈ Pn) such that
Pn,1(t) ≤ G1(t) ≤ Qn,1(t), t ∈ [−1, 1]
and
βn = ∥Qn,1 − Pn,1∥1,[−1,1] −→ 0.
For x ∈ [0, 1], define
λn,1(f , x) = f (0)+ f ′(0)x+
 1
0
Pn,1(t − x)f (2)+ (t)dt −
 1
0
Qn,1(t − x)f (2)− (t)dt
and
Λn,1(f , x) = f (0)+ f ′(0)x+
 1
0
Qn,1(t − x)f (2)+ (t)dt −
 1
0
Pn,1(t − x)f (2)− (t)dt.
In this case one has
λn,1(f , x) ≤ f (0)+ f ′(0)x+
 1
0
G1(t − x)f (2)+ (t)d(t)−
 1
0
G1(t − x)f (2)− (t)dt
= f (0)+ f ′(0)x+
 1
0
G1(t − x)f (2)(t)dt
= f (0)+ f ′(0)x−
 x
0
(t − x)f (2)(t)dt = f (x).
The inequality f (x) ≤ Λn,1(f , x) is obtained with similar arguments. As in Section 3 it can be proved that 1
0
|f (x)− λn,1(f , x)|pdx
1/p
≤ βn∥f (2)∥p.
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