Abstract. Existence of weak solutions for systems of quasilinear degenerate parabolic equations with non-diagonal main part and nonlinear boundary conditions is proved. Under some restrictions we find also L ∞ -bounds for the solutions.
Introduction
We consider the following quasilinear system of parabolic equations with nonlinear Neumann boundary conditions a.e. in Ω T for each 1 ≤ i ≤ m , whereū ∈ R m−i ,q = (q i+1 , . . . , q m ) , q i ∈ R n , r ≤ p 0 (1 − 1/p),ᾱ, α are positive constants and p 0 is defined in (H2).
From now on the hypotheses related to the second case will be denoted by prime characters. Moreover, 
where β,β are positive constants and u, v ∈ R m . In the second case we assume that R i can be split 
satisfy the Carathéodory condition and
and satisfy the Carathéodory condition and the growth condition
where δ, µ, ν ≥ 0 and
Moreover, we assume that
For measurable set A ⊂ R n , |A| denotes its Lebesque measure.
We shall consider two problems related to the system (1.1) with the initial and boundary conditions (1.2) and (1.5) :
(P1) -determined by the hypothesis: (H0), (H1), (H2), (H3), (H4) and (P2) -determined by: (H0) , (H1) , (H2) , (H3), (H4).
Below, we present two examples of P.D.E. systems related to (P1) and (P2) respectively: Example 1. The following system of equations is quasilinear, non-diagonal and non-degenerate
where u = (u 1 , u 2 ) and u(· , 0) = u 0 (·),
. . , 4 and b 0 are positive constants such that
and f 1 , f 2 satisfy (H4) and (1.3), (1.4).
Example 2. The following triangular system is related to the class of models describing the cross-diffusion effect
where a 1 , a 3 > 0, a 2 ∈ R are constants, p , ≥ 2 , (r/2) + ( /p) ≤ 1 with f 1 , f 2 satisfying (H4) and satisfying g i (H3).
In the following example we demonstrate degenerate nondiagonal system for which we are not able to show existence of solutions, because the monotonicity condition is not satisfied. Nevertheless, we are able to show a priori L ∞ bounds for such systems (see Section 3).
It easy to chack that for each ε > 0
Hence,
where φ 1 and φ 2 are nonnegative measurable functions (see Proposition 3.4 for farther assumptions on the data).
Now, we introduce some spaces appearing naturally in the weak formulation of problems (P1) and (P2).
By · B we denote a norm in a Banach space B and by · p the norm in the space L p (Ω). By W 1,p (Ω), p > 1, we denote the Sobolev space equipped with the norm
Then X ∩ Y is the Banach space with the norm
Identifying H with its dual, we have
with dense and continuous embeddings. Therefore, the dual pairing between the spaces X ∩ Y and X + Y may be introduced by means of the scalar product in H: 6) where v is the time derivative in the sense of X + Y valued distributions (see [6] ) and
We will make use of the following multiplicative inequality (see e.g. [2, 3] )
where q = p(n + 2)/n and C i , i = 1 , 2 , 3, here and below are positive constants. Equation (1.7) holds for functions
and V 2,p (Ω T ) is a Banach space with the norm
From Ch. 1 of [3] we recall also the inequality
Moreover, we need the property of the trace operator 9) where 
) and the initial condition is well defined.
We emphasize that this paper deals only with global in time solutions. The existence of local in time solutions can be proved by means of various interpolation inequalities (see [5] ) for wider range of parameters b, µ and ν than that in (H3), (1.3) and (1.4). However, this topic exceeds the scope of this paper.
In Section 2 we show the existence of weak solutions for problems (P1) and (P2) and under some additional assumptions in Section 3 we prove also L ∞ -bounds for the solutions.
As far as the existence of solutions is concerned the paper refers to the series of papers [1] , [5] , [9] and [10] . Although we assume parabolic term (b(u)) t with b = id , we partially generalize these papers by assuming nonlinear boundary condition and studying triangular systems.
We also generalize the existence results of [8] from the scalar case to some systems of equations. Notice also that we do not assume any monotonicity condition on nonlinear functions
The structure of the system is also enriched by functions R(u)u i on the left hand sides which satisfy the growth conditions independently of f i . Introducing them we want to investigate their influence on L ∞ -bounds of solutions.
It is worth pointing out that the results of DiBenedetto [2] on the regularity of solutions of degenerate parabolic systems cannot be applied in our case since they essentially relay on the hypothesis that [a ij ] is diagonal e.g. a ij = 0 for i = j and
We extend the method of De Giorgi [4] (generalized in [8] and [2] ) from a scalar case to some nondiagonal systems of equations. We do not make any assumptions on smoothness of nonlinear boundary data as it is done in [2] .
Notice also that the case of Dirichlet boundary conditions for a similar class of equations is studied in [10] .
Finally, we describe our methods and results. To prove the existence of solutions to problems (P1), (P2) we use Faedo-Galerkin, monotonicity and compactness methods from [8, Ch. 5, 6] .
In view of (2.10) the existence of the approximate solution in [0, T ], with arbitrary T , follows from the Caratheodory theory of differential equations (see e.g. [7] ). To pass to the limit with the approximate solutions we need the monotonicity conditions (H1.i), (H2.ii) for (P1) and (H1.i) , (H2.ii) for (P2). Since the monotonicity condition for (P1) is very restrictive for systems we consider separately the case of the triangular system (see (P2)) for which the condidtion holds only for diagonal elements. It is worth pointing out here that the growth condition imposed on the non-diagonal terms may be the same as that on the diagonal ones.
To obtain the a priori L ∞ -estimate we apply the truncation method of DeGiorgi for the scalar case developed by DiBenedetto in [2, Ch. 5] by using the test function φ i = (u i − k) + in (1.7) . The difference appears when we want to estimate the source terms , the boundary conditions and the non-diagonal elements of matrix [a ij ] (see estimates of I 2 , I 3 , I 4 in (3.8)-(3.17)). In this case additionally the energy estimate (2.1) is used. Using the test function φ i = (u i − k) + in (1.7) we are able to obtain L ∞ -estimate for systems with diagonal main part (a ii 1 ≤ i ≤ m need not to be the same). Similar problem was considered for the Dirichlet boundary condition in [10] .
We are not able to prove existence of weak solutions under the assumption (3.1) and in this case only a priori L ∞ bound is found under restrictions on growth conditions for nonlinear terms which are listed in Proposition 3.4. Notice that under there assumptions if φ 0 = 0 in (3.1) then it follows the existence of bounded weak solutions.
Existence of solutions
To show the existence of solutions to (P1) and (P2) we shall use the Galerkin method in much the same way as in [8] . Since some parts of our proof are standard we only give references to this monograph. We shall first show in Theorem 2.3 existence of solutions to (P1) and then we extend the result in Theorem 2.4 for the case (P2).
It is worth pointing out that the restrictions imposed on the data functions are mainly due to the necessity of showing the strong convergence of gradients of approximating solutions to their weak limits.
We shall use the following auxiliary fact.
Proposition 2.1. Let W be the space defined in (1.6). Then the following embedding is continuous
Proof. Our proof requires only a small modification of the proof of [6, Theorem 1.17, Ch. 4] therefore we only sketch it. At first, one proves, following [6, Lemma 1.12] , that the embedding
is dense. Then, using the integration by parts formula one derives
∩Y and by density argument also for u ∈ W .
The following a priori estimate is a main tool for proving existence of weak solutions.
Lemma 2.2. Weak solutions of (P1) satisfy the following a priori estimate
Ωt
Proof. Multiplying i-th equation in (1.1) by u i , integrating on Ω t and then using (H1), (H2), (H3) and (H4) we obtain
We will use the following inequality (see [5, p. 22 
for ε sufficiently small, 0 < ε ≤ ε 0 , where ε 0 depends on the boundary of Ω. Using (H3) and (2.3) and then the Young inequality we obtain |Ω|, t) . If p 0 = 2 we find similarly
where C 2 ε = C 2 ε (γ, |Ω|, t; ε). Using (1.4) and the Young inequality we obtain 6) where
. If p 0 = 2 choosing ε sufficiently small in (2.4) and in (2.6) we obtain (2.1). If p 0 = 2 we arrive at (2.1) using (2.5) and the Gronwall lemma .
Theorem 2.3. There exists a weak solution to (P1).
Proof. Let {ψ k ; k = 1, 2, . . . } be a linearly dense system in the space
where k ≥ 1 and C k , are positive constants. We are looking for an approximate solution to (1.1) in the form
where c N k (t) ∈ R m , k = 1, 2, . . . , N satisfy the following system of ordinary differential equations 9) where u N i is defined in (2.7) and ∇u
. By the hypotheses (H0)-(H4) and Lemma 2.2 it follows that system (2.8) has at least one solution in the sense of Carathéodory determined on [0, T ] such that ess sup
where C 1 is a constant independent of N . Notice that if 2 < p 0 < p then by (1.7) u N is also uniformly bounded in L p (Ω T ). Hence, by the weak compactness, there exists a subsequence still denoted by (
We shall show that for a subsequence
uniformly with respect to t ∈ [0, T ]. Applying for fixed k the Hölder inequality we obtain
where ε k is independent of N thanks to (2.10) and ε k (h) → 0 as , h → 0 . Now using the same arguments as in [8, Theorem 4.1, Ch. III] we arrive at (2.13). 1, 2, . . . , m, where p > 2n/(n + 2) for n ≥ 2 and p ≥ 1 for n = 1. In view of (2.1) and (2.15) for N and M sufficiently large I 1 < ε and I 2 < ε2C 1 . Hence, for a subsequence 
From (2.8) it follows that for
which follows from (2.17), (2.10) and (H2.i) . Similar argument yields by (2.18)
Letting N → ∞ we obtain 
Following the proof of [6, Lemma 1.12, Ch. IV] one also shows that the latter space is dense in both X ∩ Y and W . Consequently (2.20) is also true for all ϕ i ∈ X ∩ Y .
To complete the proof we shall show that ∇u
) and using (H1.i) we obtain
By (2.21) and Lemma 2.1
Hence, using (2.9)
Proceeding as in [10] we have
where
and it is continuous (see e.g. [6] ). Therefore,
We proceed in much the same way with forth term on the r.h.s. of (2.22). Thus,
where η 2 > 0. Similar arguments as in the previous case yield
Notice that by (2.10) and (2.17)
and by (2.18)
Taking r < p 0 such that 1/r + ν/r ≤ 1 , µ + 1 ≤ r and using (2.10) and the Hölder inequality yields
where C 1 and C 2 are positive constants. Hence,
Thus, comming back to (2.22) we conclude that ∇u N → ∇u in L p (Ω T ) and consequently
). This completes the proof.
Theorem 2.4. There exists a weak solution to (P2).
Proof. In order to show the apriori estimate we proceed step by step starting from the last equation. Proceeding analogously to the proof of Lemma 2.1 using (H2.i) , (H2.ii) , (H3), (H4) we obtain for the m-th equation
ε R ,
Using (2.23) and (H1.ii) , (H2.i) , (H2.ii) , (H3), (H4) we arrive at
Taking ε < α 0 /(1 + d) m−1 and applying the Gronwall lemma we obtain desired estimate. Except of the last part of the proof related to the strong convergence of gradients other steps of the proof are the same as that of Theorem 2.3. At first one shows that for i = m 
A priori L ∞ bounds for the weak solutions
In this section we make the following assumptions:
in Ω T and
with nonnegative constants r 1 , r 2 which will be specified later.
It is easy to check that under the assumptions (3.1), (3.2) the energy estimate (2.1) still holds. To show L ∞ -estimate we need Lemma 3.1. Let u i ∈ W , i = 1, . . . , m, be a solution to the problem either (P1) or (P2) supplemented by the assumptions (3.1) and (3.2) . Assume that 5) where p * = max{q, p 0 } and q = p(n + 2)/n. Letk be a positive number such that
Then the following estimate holds
and C 0 is a positive constant depending on the data.
Proof. Using (3.1), (3.2) and testing (1.7) with ϕ i = (
Using (H2.ii) for the last term on the l.h.s. we obtain
Hölder's inquality applied to the first term on the r.h.s. of (3.7) yields
where the second integral is estimated by
Using (1.8), (1.9) and (2.1) we find
where K denotes a positive constant depending on the data. Using (H4) we obtain
Hölder's inequality and (3.4) implies
and
By the Young inequality and (3.5) we find
where To estimate the last integral on the r.h.s. of (3.24) we consider
Then by Hölder's inquality 
From (3.26) and (3.27) we obtain (3.19 ). This concludes the proof.
Finally we arrive at 
where C 0 is a positive constant dependeing on constants in the energy estimate (2.1) and in ( 
