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CARTAN-AMBORSE-HICKS THEOREM BASED ON
SUBMANIFOLDS
CHENGJIE YU1
Abstract. In this paper, we obtain the Cartan-Ambrose-Hicks
theorem based on a submanifold which contains the uniqueness
part of the fundamental theorem for submanifolds as a special case
and relaxes the topological assumption of simply connectedness in
the Cartan-Ambrose-Hicks theorem to relatively simply connect-
edness.
1. Introduction
The classical Cartan-Ambrose-Hicks theorem [5] can be viewed as
the converse of the fact that local isometries between two Riemann-
ian manifolds will preserve curvature tensors. It was Cartan [4] first
obtained such a kind of result in local setting by noting that local
isometries will preserve geodesics and parallel displacements, commute
with exponential maps. Later, Ambrose [1] extended Cartan’s result
to a global setting by assuming that the source manifold is simply con-
nected. Ambrose [1] observed that broken geodesics are also preserved
by local isometries and used them to extend Cartan’s construction to
the whole manifold. In [10], O’Neil gives an alternative proof of Am-
brose’s result. Finally, Hicks [7] generalized Ambrose’s result to affine
manifolds. In [9], Maltz gave an alternative proof of Hicks’ result by
using a similar idea in [10].
In [13], by observing the fact that local isometries will also pre-
serve developments (see [8]). We obtained an alternative form of the
Cartan-Ambrose-Hicks theorem by using developments of curves. In
[14], by generalizing the notion of developments to the positive codi-
mensional case and observing that isometric immersions will preserve
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developments and generalized developments, we extended the Cartan-
Ambrose-Hicks theorem to the case of isometric immersions which con-
tains the existence part of the fundamental theorem for submanifolds
as a special case and can also be used to obtain sufficient and necessary
conditions for isometric immersions into more general target spaces.
Let’s first recall the notion of developments of curves in [8]. Let
(M, g) be a Riemannian manifold and let v : [0, T ]→ TpM be a curve
in TpM . A curve γ : [0, T ]→M such that
γ(0) = p and γ′(t) = P t0(γ)(v(t)) for any t ∈ [0, T ],
where P t0(γ) means the parallel displacement from γ(0) to γ(t) along
γ. We would like to mention that, in [8], Kobayashi and Nomizu in-
troduced the notion in the language of principal bundles. Here, we
present an equivalent definition which is easier to manipulate. A proof
of the uniqueness and local existence for developments of curves can be
found in [13]. We will denote the development of v as dev(p, v) when
it exists.
In this paper, we first extend the Cartan-Ambrose-Hicks theorem for
local isometries to the case that based on a submanifold.
Theorem 1.1. Let (Mn, g) and (M˜n, g˜) be two Rimannian manifolds
(not necessary complete and may have boundary), and let Sr and S˜r
be closed submanifolds of M and M˜ respectively. Let ϕ : S → S˜ be a
local isometry and ψ : T⊥S → T⊥S˜ be a bundle map along ϕ reserving
metrics, the second fundamental forms and normal connections. Sup-
pose that Sr is connected and pi1(M,S) is trivial, and for any smooth
curve γ : [0, 1] → M with γ(0) ∈ S, the development γ˜ of v˜ exists in
M˜ . Here
v˜ = (ϕ∗ + ψ)(P
0
t (γ)(γ
′(t)))
for t ∈ [0, 1]. Moreover, suppose that
τ ∗γRM˜ = RM
for any smooth curve γ : [0, 1]→M with γ(0) ∈ S where
τγ = P
1
0 (γ˜) ◦ (ϕ∗ + ψ) ◦ P
0
1 (γ).
Then, the map f(γ(1)) = γ˜(1) from M to M˜ is well defined and f is
the local isometry from M to M˜ with f |S = ϕ and f∗|T⊥S = ψ.
Note that pi1(M,S) is trivial if and only if for any two curves γ0, γ1 :
[0, 1]→M with γ0(0), γ1(0) ∈ S and γ0(1) = γ0(1), there is a homotopy
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Φ : [0, 1]× [0, 1]→M with

Φ(u, 0) ∈ S
Φ(0, t) = γ0(t)
Φ(1, t) = γ1(t)
Φ(u, 1) = γ0(1) = γ1(1).
We will also say that M is relatively simply connected with respect to
S when pi1(M,S) is trivial. When M itself is simply connected and S
is connected, by the long exact sequence connecting homotopy groups
and relative homotopy groups (see [6, P. 344]), we know that M is also
relatively simply connected with respect to S. So, one of the advantages
in considering Cartan-Ambrose-Hicks theorem based on submanifolds
is that one can relax the topological assumption of the source manifold
from simply connectedness to relatively simply connectedness. More-
over, when taking M = M˜ as space forms, Theorem 1.1 will give us
the uniqueness part of the fundamental theorem for submanifolds (see
[3, 11, 12]).
Theorem 1.1 may especially have potential applications in the study
of Riemannian manifolds with boundary. Interested readers may ask if
one can used Theorem 1.1 to relax the assumption of simply connect-
edness to relatively simply connectedness with respect to the boundary
in the de Rham decomposition theorem for Riemannian theorem with
boundary in [13]. Unfortunately, this can not be done in general. For
example, let M = D×R2/Z2 equipped with the standard metric, then
M is relatively simply connected with respect to its boundary. How-
ever, let
(1.1) T1 = span
{
∂
∂x
,
∂
∂y
,
∂
∂z
+ r
∂
∂w
}
and
(1.2) T2 = span
{
−r
∂
∂z
+
∂
∂w
}
where r is an irrational number. Here (x, y) is the natural coordinate
on D and (z, w) is the natural coordinate on R2. It is clear that T1 and
T2 are parallel distributions on M that are orthogonal complements of
each other with T1 containing the normal vectors ofM on the boundary.
However, M can not be decomposed according to T1 and T2 since r is
irrational.
The second main result of this paper is to extend the Cartan-Ambrose-
Hicks theorem for isometric immersions in [14] to case that based on a
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submanifold. Let’s recall the definition of generalized developments in
[14].
Definition 1.1. Let (M˜n+s, g˜) be a Riemannian manifold and p˜ ∈ M˜ .
Let Tp˜M˜ = T
n ⊕ N s be an orthogonal decomposition of Tp˜M˜ and
h˜(t) : [0, b]→ Hom(T ⊙ T,N) and v˜ : [0, b]→ T be smooth maps. Let
e˜1, e˜2, · · · , e˜n be an orthonormal basis of T and let e˜n+1, · · · , e˜n+s be an
orthonormal basis of N . A curve γ˜ : [0, b] → M˜ satisfies the following
equations:
(1.3)

∇˜γ˜′(t)E˜i =
n+s∑
α=n+1
〈
h˜(t)(v˜(t), e˜i), e˜α
〉
E˜α i = 1, 2, · · · , n
∇˜γ˜′(t)E˜α = −
n∑
i=1
〈
h˜(t)(v˜(t), e˜i), e˜α
〉
E˜i α = n + 1, · · · , n+ s
γ˜′(t) =
n∑
i=1
〈v˜(t), e˜i〉 E˜i
γ˜(0) = p˜
E˜A(0) = e˜A A = 1, 2, · · · , n+ s
is called a generalized development of v˜ and h˜. Here T ⊙ T means the
symmetric product of T .
The uniqueness and local existence for generalized development was
shown in [14]. We will denote the generalized development of v˜ and h˜
by dev(p˜, v˜, h˜) when it exists. It is not hard to see that
(1.4) dev(p˜, v˜, 0) = dev(p˜, v˜).
Moreover, as mentioned in [14], it is not hard to see that the defi-
nition above is independent of the choices of the orthonormal basis
e˜1, e˜2, · · · , e˜n+r. Moreover, it is also not hard to see that the map
Dt0(γ˜) : Tp˜M˜ → Tγ˜(t)M˜ defined by sending
∑n+r
A=1 cAe˜A to
∑n+r
A=1 cAE˜A(t)
is also independent of the choices of orthonormal basis. It was also
shown in [14] that Dt0(γ˜) preserves inner products. When h˜ = 0, it is
clear that
Dt0(γ˜) = P
t
0(γ˜).
Before stating the second main result of this paper, we first fix some
notations that will be used. Let (Mn, g) be a Riemannian manifold,
(V s, h, D) be a Riemannian vector bundle with a compatible connection
D on M and h ∈ Γ(TM ⊙ TM, V ). For any η ∈ Vp, we will define
Aη : TpM → TpM by
(1.5) 〈Aη(X), Y 〉 = 〈h(X, Y ), η〉
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for any tangent vectors X, Y ∈ TpM . Let S
r be a closed submanifold
of M . We will equip with the vector bundle T⊥S ⊕ V |S the natural
direct-sum metric and the connection D˜ defined as follows:
(1.6) D˜Xξ = ∇
⊥
Xξ + h(X, ξ)
and
(1.7) D˜Xη = DXη − Aη(X)
for any tangent vector X of S and any sections ξ and η of T⊥S and V
respectively. It is not hard to see that D˜ is compatible with the natural
direct-sum metric on T⊥S ⊕ V |S.
We are now ready to state our second main result.
Theorem 1.2. Let (Mn, g) and (M˜n+s, g˜) be two Riemannian mani-
folds (not necessary complete and may have boundaries). Let (V s, h, D)
be a Riemannian vector bundle with a compatible connection D on M ,
and h ∈ Γ(TM ⊙ TM, V ). Let Sr and S˜r be closed submanifolds of
M and M˜ with second fundamental forms σ and σ˜ respectively. Let
ϕ : S → S˜ be a local isometry and ψ : T⊥S ⊕ V |S → T
⊥S˜ be a bundle
map along ϕ that preserves inner products, connections and satisfies
(1.8) ψ∗σ˜ = σ + h|S.
Suppose that S is connected and pi1(M,S) is trivial, and for any smooth
γ : [0, 1] → M with γ(0) ∈ S, the generalized development γ˜ of v˜ and
h˜ exists in M˜ . Here
v˜(t) = ψ˜
(
P 0t (γ)(γ
′(t))
)
for any t ∈ [0, 1] and
h˜(t)(x, y) = ψ((P 0t (γ)h)(ψ˜
−1(x), ψ˜−1(y)))
for t ∈ [0, 1] and any x, y ∈ T where T = ψ˜(Tγ(0)M) and
ψ˜ = ϕ∗γ(0) + ψ|T⊥
γ(0)
S.
Moreover, suppose that
(1) for any X, Y, Z,W ∈ Tγ(1)M ,
R(X, Y, Z,W ) = (τ ∗γ R˜)(X, Y, Z,W )+〈h(X,W ), h(Y, Z)〉−〈h(X,Z), h(Y,W )〉 ,
where R and R˜ are the curvature tensors of M and M˜ respec-
tively;
(2) for any tangent vectors X, Y, Z ∈ Tγ(1)M and ξ ∈ Vγ(1),
〈(DXh)(Y, Z)− (DY h)(X,Z), ξ〉 = (τ
∗
γ R˜)(Z, ξ,X, Y );
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(3) for any X, Y ∈ Tγ(1)M and ξ, η ∈ Vγ(1),
RV (ξ, η,X, Y ) = (τ ∗γ R˜)(ξ, η,X, Y )+〈Aξ(Y ), Aη(X)〉−〈Aη(Y ), Aξ(X)〉 ,
where RV is the curvature tensor of the vector bundle V .
Here γ : [0, 1]→ M is any smooth curve and
τγ = D
1
0(γ˜) ◦ (ϕ∗ + ψ) ◦ P
0
1 (γ) : Tγ(1)M ⊕ Vγ(1) → Tγ˜(1)M˜.
Then, the map f(γ(1)) = γ˜(1) from M to M˜ and the map f˜ : V →
T⊥M with f˜ |γ(1) = τγ |Vγ(1) are well defined. Moreover f is an isometric
immersion from M to M˜ with f |S = ϕ and f∗|S = ϕ∗ + ψ|T⊥S, and f˜
is a linear isometry of Riemannian vector bundles preserving connec-
tions such that f˜ |S = ψ|(V |S) and f˜
∗hM˜ = h where hM˜ is the second
fundamental form of the isometric immersion f :M → M˜ .
Note that the curvature assumption of Cartan’s result is less re-
stricted than the curvature assumption of Ambrose’s result, because
Cartan’s result only requires the curvature condition to be true for any
geodesics starting from a given point while Ambrose’s result requires
the curvature condition to be true for any broken geodesics starting
from a given point. We would like to mention the corresponding Car-
tan’s lemmas for local isometries and isometric immersions based on
submanifolds. Note that, in this case, curvature conditions are only
required to be checked for geodesics perpendicular to the base subman-
ifold. Because the proofs are similar to and simpler than the proofs of
Theorem 1.1 and Theorem 1.2, we will omit the proofs.
Theorem 1.3 (Cartan’s lemma for local isometries base on subman-
ifolds). Let (Mn, g) and (M˜n, g˜) be two Rimannian manifolds with M˜
complete. Let Sr and S˜r be closed submanifolds of M and M˜ respec-
tively. Let ϕ : S → S˜ be a local isometry and ψ : T⊥S → T⊥S˜
be a bundle map along ϕ preserving metrics, normal connections and
the second fundamental forms. Let Ω be an open neighborhood of S
such that for each x ∈ Ω the is a unique geodesic γ : [0, 1] → Ω with
γ(0) ∈ S, γ′(0) ⊥ S and γ(1) = x. Moreover, suppose that
τ ∗γRM˜ = RM
for any geodesic γ : [0, 1]→ Ω with γ(0) ∈ S and γ′(0) ⊥ S where
τγ = P
1
0 (γ˜) ◦ (ϕ∗ + ψ) ◦ P
0
1 (γ).
Here γ˜ is the geodesic on M˜ with γ˜(0) = ϕ(γ(0)) and γ˜′(0) = ψ(γ′(0)).
Then, the map f(γ(1)) = γ˜(1) from Ω to M˜ is the local isometry from
Ω to M˜ with f |S = ϕ and f∗|T⊥S = ψ.
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Theorem 1.4 (Cartan’s lemma for isometric immersions based on sub-
manifolds). Let (Mn, g) and (M˜n+s, g˜) be two Riemannian manifolds
(not necessary complete and may have boundaries). Let (V s, h, D) be a
Riemannian vector bundle with a compatible connection D on M , and
h ∈ Γ(TM ⊙ TM, V ). Let Sr and S˜r be closed submanifolds of M and
M˜ with second fundamental forms σ and σ˜ respectively. Let ϕ : S → S˜
be a local isometry and ψ : T⊥S ⊕ V |S → T
⊥S˜ be a bundle map along
ϕ that preserves inner products, connections and satisfies
(1.9) ψ∗σ˜ = σ + h|S.
Let Ω be an open neighborhood of S such that for each x ∈ Ω the is a
unique geodesic γ : [0, 1] → Ω with γ(0) ∈ S, γ′(0) ⊥ S and γ(1) = x.
Suppose that for each geodesic γ : [0, 1]→ Ω with γ(0) ∈ S, γ′(0) ⊥ S
the generalized development of v˜ and h˜ exists where
(1.10) v˜(t) = ψ(γ′(0))
for any t ∈ [0, 1] and
h˜(t)(x, y) = ψ((P 0t (γ)h)(ψ˜
−1(x), ψ˜−1(y)))
for t ∈ [0, 1] and any x, y ∈ T where T = ψ˜(Tγ(0)M) and
ψ˜ = ϕ∗γ(0) + ψ|T⊥
γ(0)
S.
Moreover, suppose that
(1) for any X, Y, Z,W ∈ Tγ(1)M ,
R(X, Y, Z,W ) = (τ ∗γ R˜)(X, Y, Z,W )+〈h(X,W ), h(Y, Z)〉−〈h(X,Z), h(Y,W )〉 ,
where R and R˜ are the curvature tensors of M and M˜ respec-
tively;
(2) for any tangent vectors X, Y, Z ∈ Tγ(1)M and ξ ∈ Vγ(1),
〈(DXh)(Y, Z)− (DY h)(X,Z), ξ〉 = (τ
∗
γ R˜)(Z, ξ,X, Y );
(3) for any X, Y ∈ Tγ(1)M and ξ, η ∈ Vγ(1),
RV (ξ, η,X, Y ) = (τ ∗γ R˜)(ξ, η,X, Y )+〈Aξ(Y ), Aη(X)〉−〈Aη(Y ), Aξ(X)〉 ,
where RV is the curvature tensor of the vector bundle V .
Here γ : [0, 1]→ Ω is any geodesic with γ(0) ∈ S and γ′(0) ⊥ S and
τγ = D
1
0(γ˜) ◦ (ϕ∗ + ψ) ◦ P
0
1 (γ) : Tγ(1)M ⊕ Vγ(1) → Tγ˜(1)M˜.
Then, the map f(γ(1)) = γ˜(1) from Ω to M˜ is an isometric immersion
with f |S = ϕ and f∗|S = ϕ∗ + ψ|T⊥S. Moreover, the map f˜ : V |Ω →
T⊥M with f˜ |γ(1) = τγ|Vγ(1) is a linear isometry of Riemannian vector
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bundles preserving connections such that f˜ |S = ψ|(V |S) and f˜
∗hM˜ = h
where hM˜ is the second fundamental form of the isometric immersion
f : Ω→ M˜ .
The rest of the paper is organized as follows. In Section 2, we will
prove Theorem 1.1 and in Section 3, we will prove Theorem 1.2. For
purpose of simplicity, we will adopt the Einstein summation convention
and the following notations throughout the paper:
(1) denote indices in {1, 2, · · · , n+ s} as A,B,C,D etc.;
(2) denote indices in {1, 2, · · · , n} as a, b, c, d etc.;
(3) denote indices in {1, 2, · · · , r} as i, j, k, l etc.;
(4) denote indices in {r + 1, r + 2, · · · , n} as λ, µ, ν etc.;
(5) denote indices in {n+ 1, n+ 2, · · · , n+ s} as α, β, γ etc.;
(6) the symbol ′ means taking derivative with respect to t.
Acknowledgement. The author would like to thank Professor En-Xin
Wu for helpful discussions on relative homotopy groups.
2. Cartan-Ambrose-Hicks based on submanifolds for
local isometries
In this section, we will prove Theorem 1.1. We first derive the equa-
tion for the variation field of a variation of developments starting from
a submanifold. The only difference with the case we discussed before
in [13] is the initial data.
Lemma 2.1. Let (Mn, g) be a Riemannian manifold and Sr be a closed
submanifold of M and σ be its second fundamental form. Let θ(u) :
[0, 1]→ S be a curve in S and v(u, t) : [0, 1]× [0, 1]→ TM be a smooth
map such that v(u, t) ∈ Tθ(u)M . Let
Φ(u, t) = γu(t) = dev(θ(u), v(u, ·))(t).
Moreover, let e1, e2, · · · , er be an orthonormal frame parallel along θ on
S and er+1, er+2, · · · , en be an orthonormal frame parallel along θ on
the normal bundle T⊥S of S. Let
EA(u, t) = P
t
0(γu)(eA(u)).
Suppose that
(2.1)
∂
∂u
:=
∂Φ
∂u
= UaEa
and
(2.2) ∇ ∂
∂u
Ea = XabEb.
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Moreover, suppose that v = vaea, θ
′ = θiei and
σµij = 〈σ(ei, ej), eµ〉 .
Then, Xab = −Xba, and

U ′′a = RbacdvbvcUd + ∂u∂tva + ∂tvbXba
X ′ab = RabcdvcUd
Ui(u, 0) = θi(u)
Uµ(u, 0) = 0
Xij(u, 0) = 0
Xiµ(u, 0) = σ
µ
ijθj(u)
Xµν(u, 0) = 0
U ′i(u, 0) = ∂uvi(u, 0)− vµ(u, 0)σ
µ
ijθj(u)
U ′µ(u, 0) = ∂uvµ(u, 0) + vi(u, 0)σ
µ
ijθj(u).
Here Rabcd = R(Ea, Eb, Ec, Ed).
Proof. The proof of the equations is the same as in [13]. We only need
to show the initial data. Note that
(2.3)
∂
∂u
∣∣∣∣
t=0
= θ′.
So, Ui(u, 0) = θi(u, 0) and Uµ(u, 0) = 0. Because ei is parallel along θ
on S, we have
(2.4) ∇ ∂
∂u
Ei
∣∣∣∣
t=0
= ∇θ′ei = h(θ
′, ei) = σ
µ
ijθjeµ.
So, Xij(u, 0) = 0 and Xiµ(u, 0) = σ
µ
ijθj(u). Similarly, because eµ is
parallel along θ on T⊥S, we have
(2.5) ∇ ∂
∂u
Eµ
∣∣∣∣
t=0
= ∇θ′eµ = −σ
µ
ijθjei.
So, Xµν(u, 0) = 0. Moreover,
∇ ∂
∂t
∂
∂u
∣∣∣∣
t=0
=∇ ∂
∂u
∂
∂t
∣∣∣∣
t=0
=∇ ∂
∂u
(vaEa)
∣∣∣∣
t=0
=(∂uva(u, 0) + vb(u, 0)Xba(u, 0))ea.
(2.6)
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So,
(2.7) U ′i(u, 0) = ∂uvi(u, 0)−vµXiµ(u, 0) = ∂uvi(u, 0)−vµ(u, 0)σ
µ
ijθj(u)
and
(2.8) U ′µ(u, 0) = ∂uvµ(u, 0)+viXiµ(u, 0) = ∂uvµ(u, 0)+vi(u, 0)σ
µ
ijθj(u).

We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. For each x ∈ M , let γ0, γ1 : [0, 1] → M be two
smooth curves with γ0(0), γ1(0) ∈ S and γ0(1) = γ1(1) = x. Because
pi1(M,S) is trivial, there is a smooth homotopy Φ : [0, 1]× [0, 1]→ M
such that 

Φ(u, 0) ∈ S
Φ(0, t) = γ0(t)
Φ(1, t) = γ1(t)
Φ(u, 1) = x.
Let γu(t) = Φ(u, t), θ(u) = Φ(u, 0) and
v(u, t) = P 0t (γu)(γ
′
u(t)).
Then
γu = dev(θ(u), v(u, ·)).
Let v˜ = ψ(v), θ˜(u) = ϕ(θ(u)) and
(2.9) Φ˜(u, t) = γ˜u(t) = dev(θ˜(u), v˜(u, ·))(t).
Moreover, let e1, e2, · · · , er be an orthonormal frame parallel along θ
on S and er+1, er+2, · · · , en be an orthonormal frame parallel along θ
on T⊥S. Let e˜i = ϕ∗(ei) and e˜µ = ψ(eµ). Then, e˜1, e˜2, · · · , e˜r is an
orthonormal frame parallel along θ˜ on S˜ since ϕ is a local isometry,
and e˜r+1, e˜r+2, · · · , e˜n is an orthonormal frame parallel along θ˜ on T
⊥S˜
since ψ preserves metrics and normal connections. Suppose that
(2.10) v = vaea,
(2.11) θ′ = θiei,
and
(2.12) σµij = 〈σ(ei, ej), eµ〉
where σ is the second fundamental form of S. It is clear that
(2.13) v˜ = vae˜a,
(2.14) θ˜′ = θie˜i,
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and
(2.15) σµij = 〈σ˜(e˜i, e˜j), e˜µ〉
where σ˜ is the second fundamental form of S˜, since ψ preserves second
fundamentals.
Furthermore, let Ea(u, t) = P
t
0(γu)(ea(u)) and E˜a(u, t) = P
t
0(γ˜u)(e˜a(u)).
Suppose that
(2.16)
∂Φ
∂u
= UaEa
and
(2.17)
∂Φ˜
∂u
= U˜aE˜a.
Note that from the curvature assumption, we have
(2.18) Rabcd = R˜abcd.
So, by Lemma 2.1 and the above, Ua’s and U˜a’s will satisfy the same
Cauchy problems for ODEs. Therefore
(2.19) Ua(u, t) = U˜a(u, t).
In particular, U˜a(u, 1) = Ua(u, 1) = 0 and hence γ˜0(1) = γ˜1(1) which
implies that f is well defined. It is then not hard to verify that f is the
local isometry satisfying the properties f |S = ϕ and f∗|T⊥S = ψ. 
3. Cartan-Ambrose-Hicks theorem based on submanifolds
for isometric immersions
In this section, we will prove Theorem 1.2. Similar as before, we
first come to derive the equation for the variation field of a variation
of generalized developments starting from a submanifold.
Lemma 3.1. Let (Mn, g) and (M˜n+s, g˜) be two Riemannian manifolds
(not necessary complete and may have boundaries). Let (V s, h, D) be a
Riemannian vector bundle with a compatible connection D on M , and
h ∈ Γ(TM ⊙ TM, V ). Let Sr and S˜r be closed submanifolds of M and
M˜ with second fundamental forms σ and σ˜ respectively. Let ϕ : S → S˜
be a local isometry and ψ : T⊥S ⊕ V |S → T
⊥S˜ be a bundle map along
ϕ that preserves inner products, connections and satisfies
(3.1) ψ∗σ˜ = σ + h|S.
Let ψ˜ : TM |S → TM˜ |S be the bundle map along ϕ given by
ψ˜ = ϕ∗ + ψ|T⊥S.
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Let θ : [0, 1] → S be a smooth curve on S and θ˜ = ϕ ◦ θ, and let
v(u, t) : [0, 1] × [0, 1] → TM be a smooth map with v(u, t) ∈ Tθ(u)M
and v˜ = ψ˜(v). Let
T (u) = ψ˜(Tθ(u)M) ⊂ Tθ˜(u)M˜
and
N(u) = ψ(V |θ(u)) ⊂ Tθ˜(u)M˜.
Let
h˜(u, t) : [0, 1]× [0, 1]→ Hom(T ⊙ T,N)
be a smooth map with h˜(u, t) ∈ Hom(T (u)⊙ T (u), N(u)) defined by
h˜(u, t)(x, y) = ψ((P 0t (γu)(h))(ψ˜
−1(x), ψ˜−1(y)))
for any x, y ∈ T (u) where γu = dev(θ(u), v(u, ·)). Moreover, let
(3.2) Φ˜(u, t) = γ˜u(t) = dev(θ˜(u), v˜(u, ·), h˜(u, ·))(t),
e1, · · · , er be an orthonormal frame parallel along θ on S, er+1, er+2, · · · , en
be an orthonormal frame parallel along θ on T⊥S and en+1, · · · , en+s
be an orthonormal frame parallel along θ for V . Let e˜A = (ϕ∗+ψ)(eA),
EA(u, t) = P
t
0(γu)(eA(u)) and E˜A(u, t) = D
t
0(γ˜u)(e˜A(u)). Suppose that
(3.3) θ′(u) = θi(u)ei(u),
(3.4) v(u, t) = va(u, t)ea(u)
and
(3.5) h(Ea(u, t), Eb(u, t)) = h
α
ab(u, t)Eα(u, t),
(3.6)
∂
∂u
:=
∂Φ˜
∂u
= U˜AE˜A
and
(3.7) ∇˜ ∂
∂u
E˜A = X˜ABE˜B.
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Then, X˜AB = −X˜BA and
(3.8)

U˜ ′′a = 2U˜
′
αh
α
abvb + U˜α∂t(h
α
abvb) + U˜bh
α
bch
α
advcvd + R˜bacAU˜Avbvc
+∂u∂tva + (∂tvb)X˜ba − vbvch
α
bcX˜aα
U˜ ′′α = −2U˜
′
ah
α
abvb − U˜a∂t(h
α
abvb) + U˜βh
β
abh
α
bcvavc + R˜aαbAU˜Avavb
+(∂tva)X˜aα + ∂u(vavbh
α
ab) + vavbh
β
abX˜βα
X˜ ′ab = X˜aαh
α
bcvc − h
α
acvcX˜bα + R˜abcAU˜Avc
X˜ ′aα = −X˜abh
α
bcvc + ∂u(h
α
abvb) + h
β
abvbX˜βα + R˜aαbAU˜Avb
X˜ ′αβ = X˜aαh
β
abvb − X˜aβh
α
abvb + R˜αβaAvaU˜A
U˜i(u, 0) = θi(u)
U˜µ(u, 0) = U˜α(u, 0) = U˜
′
α(u, 0) = X˜ij(u, 0) = X˜µν(u, 0) = X˜αβ(u, 0) = 0
X˜iµ(u, 0) = σ
µ
ijθj(u)
X˜aα(u, 0) = h
α
aiθi(u)
U˜ ′i(u, 0) = ∂uvi(u, 0)− vµ(u, 0)σ
µ
ijθj(u)
U˜ ′µ(u, 0) = ∂uvµ(u, 0) + vi(u, 0)σ
µ
ijθj(u).
Here
(3.9) R˜ABCD = R˜(E˜A, E˜B, E˜C , E˜D).
Proof. The proofs of the equations are the same as in [14, Theorem
2.2]. We only need to verify the initial data.
Note that
(3.10)
∂
∂u
∣∣∣∣
t=0
= θ˜′(u) = θi(u)e˜i.
So, U˜i(u, 0) = θi(u) and U˜µ(u, 0) = U˜α(u, 0) = 0. By that
∇˜ ∂
∂u
E˜i
∣∣∣∣
t=0
= ∇˜θ˜′ e˜i = σ˜(θ˜
′, e˜i) = σ
µ
ijθj e˜µ + h
α
ijθj e˜α,(3.11)
we have X˜ij(u, 0) = 0, X˜iµ(u, 0) = σ
µ
ijθj(u), and X˜iα(u, 0) = h
α
ijθj(u).
Moreover,
X˜µν(u, 0) =
〈
∇˜ ∂
∂u
E˜µ
∣∣∣∣
t=0
, e˜ν
〉
=
〈
∇˜θ˜′ e˜µ, e˜ν
〉
=
〈
∇˜⊥
θ˜′
e˜µ, e˜ν
〉
=
〈
∇⊥θ′eµ + h(θ
′, eµ), eν
〉
=0,
(3.12)
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X˜µα(u, 0) =
〈
∇˜ ∂
∂u
E˜µ
∣∣∣∣
t=0
, e˜α
〉
=
〈
∇˜θ˜′ e˜µ, e˜α
〉
=
〈
∇˜⊥
θ˜′
e˜µ, e˜α
〉
=
〈
D˜θ′eµ, eα
〉
=
〈
∇⊥θ′eµ + h(θ
′, eµ), eα
〉
=hαiµθi(u),
(3.13)
and
X˜αβ(u, 0) =
〈
∇˜ ∂
∂u
E˜α
∣∣∣∣
t=0
, e˜β
〉
=
〈
∇˜θ˜′ e˜α, e˜β
〉
=
〈
∇˜⊥
θ˜′
e˜α, e˜β
〉
=
〈
D˜θ′eα, eβ
〉
= 〈Dθ′eα −Aeα(θ
′), eβ〉
=0.
(3.14)
Furthermore, by that
∇˜ ∂
∂t
∂
∂u
∣∣∣∣
t=0
=∇˜ ∂
∂t
(U˜AE˜A)
∣∣∣∣
t=0
=U˜ ′A(u, 0)e˜A + U˜A(u, 0)∇˜ ∂
∂t
E˜A
∣∣∣∣
t=0
=U˜ ′A(u, 0)e˜A + U˜i(u, 0)∇˜ ∂
∂t
E˜i
∣∣∣∣
t=0
=U˜ ′A(u, 0)e˜A + θi(u)h
α
iava(u, 0)e˜α
(3.15)
and
∇˜ ∂
∂t
∂
∂u
∣∣∣∣
t=0
=∇˜ ∂
∂u
∂
∂t
∣∣∣∣
t=0
=∇˜ ∂
∂u
(vaE˜a)
∣∣∣∣
t=0
=∂uva(u, 0)e˜a + va(u, 0)X˜aA(u, 0)e˜A,
(3.16)
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we have
U˜ ′i(u, 0) =∂uvi(u, 0) + va(u, 0)X˜ai(u, 0)
=∂uvi(u, 0) + vµ(u, 0)X˜µi(u, 0)
=∂uvi(u, 0)− σ
µ
ijθj(u)vµ(u, 0),
(3.17)
U˜ ′µ(u, 0) =∂uvµ(u, 0) + va(u, 0)X˜aµ(u, 0)
=∂uvµ(u, 0) + vi(u, 0)X˜iµ(u, 0)
=∂uvµ(u, 0) + σ
µ
ijθj(u)vi(u, 0)
(3.18)
and
U˜ ′α(u, 0) =va(u, 0)X˜aα(u, 0)− θi(u)h
α
iava(u, 0) = 0.(3.19)
This completes the proof of the lemma. 
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. For each x ∈ M , let γ0, γ1 : [0, 1] → M be two
smooth curves with γ0(0), γ1(0) ∈ S and γ0(1) = γ1(1) = x. Because
pi1(M,S) is trivial, there is a smooth homotopy Φ : [0, 1]× [0, 1]→ M
such that 

Φ(u, 0) ∈ S
Φ(0, t) = γ0(t)
Φ(1, t) = γ1(t)
Φ(u, 1) = x.
Let γu(t) = Φ(u, t), θ(u) = Φ(u, 0) and
v(u, t) = P 0t (γu)(γ
′
u(t)).
Then
γu = dev(θ(u), v(u, ·)).
Let the other notations be the same as in Lemma 3.1. Suppose that
(3.20)
∂Φ
∂u
= UaEa.
(3.21) ∇ ∂
∂u
Ea = XabEb,
and
(3.22) D ∂
∂u
Eα = XαβEβ.
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By comparing the initial data in Lemma 3.1 and Lemma 2.1 and by the
same argument as in the proof of the main theorem in [14], we know
that
(3.23)


U˜a = Ua
U˜α = 0
X˜ab = Xab
X˜αβ = Xαβ
X˜aα = h
α
abUb.
The same as in the proof of the main theorem in [14], we complete the
proof of the theorem. 
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