Abstract. We study L p bounds on spectral projections for the Laplace operator on compact Riemannian manifolds, restricted to small frequency dependent neighborhoods of submanifolds. In particular, if λ is a frequency and the size of the neigborhood is O(λ −δ ), then new sharp estimates are established when δ ≥ 1, while for 0 ≤ δ ≤ 1/2, Sogge's estimates [17] turn out to be optimal. In the intermediate region 1/2 < δ < 1, we sometimes get sharp estimates as well. Our arguments follow closely the recent work [7] by Burq and Zuily.
Introduction and statement of results
Let (M, g) be a compact smooth Riemannian manifold without boundary of dimension n ≥ 2, and let −∆ g be the Laplace operator associated to the metric g. The operator −∆ g is self-adjoint on L 2 (M) with the domain H 2 (M), the standard Sobolev space on M. The spectrum of −∆ g is discrete, consisting of the eigenvalues 0 = λ 2 0 < λ 2 1 ≤ λ 2 2 ≤ · · · → ∞, where each eigenvalue is repeated according to its multiplicity. Associated to the eigenvalues λ 2 j , we have an orthonormal basis of eigenfunctions ϕ j , −∆ g ϕ j = λ 2 j ϕ j . Let λ ≥ 1 and consider the spectral projection operator on the space, generated by the eigenfunctions, corresponding to the eigenfrequencies λ j in the spectral cluster [λ, λ + 1),
In recent years there have been numerous works devoted to the study of various types of concentration exhibited by eigenfunctions. One way of measuring such concentration, which is due to Sogge [17] , is by means of the size of the L p -norms of eigenfunctions for various values of p > 2. Specifically, it was shown in [17] that one has the following sharp estimates for the spectral projection operators, see also [18] and [14] , We refer to [23] , [25] , [20] , [2] , [16] , [12] , [22] , [11] for some of the more recent results concerning the growth of the L p norms of eigenfunctions, including improvements in the case of manifolds with nonpositive sectional curvature. See also the recent survey [21] .
Another way of measuring the concentration of eigenfunctions is by considering their restrictions to submanifolds of M, and here sharp L p bounds for the restrictions were established by Burq, Gérard, and Tzvetkov [6] , see also [13] , [5] , [9] , [24] , [26] .
Sogge [19] , and Blair and Sogge [4] , [3] , [1] , [2] studied the L 2 concentration of eigenfunctions on small frequency dependent neighborhoods of geodesics and provided a relation between such concentration and the growth rate of L p norms of eigenfunctions. They also established improved estimates when the manifold has nonpositive sectional curvature.
Recently Burq and Zuily [7] , [8] studied the L 2 concentration of eigenfunctions on small frequency dependent neighborhoods of general submanifolds of M.
Sogge [20] investigated the L 2 concentration of eigenfunctions in small frequency dependent balls, see also [10] , [12] , and [21] for the case of manifolds of nonpositive sectional curvature.
Motivated by the works above, in this paper we study L p bounds on the eigenfunctions, restricted to small frequency dependent neighborhoods of submanifolds. To state our results, we let Σ k be a smooth embedded submanifold of M of dimension k = 1, 2, . . . , n − 1. Following [7] , for β > 0 small, we consider a β-neighborhood of the submanifold Σ k ,
The main result of the paper is as follows.
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(1.12) Remark 1. By Hölder's inequality one can also easily obtain the following consequences of Sogge's estimates (1.1):
However, explicit computations show that all estimates in Theorem 1.1 that involve exponents that are different from the Sogge exponents γ(p) in (1.1) cannot be derived in such a way for any choice of q.
Remark 2. All the estimates in Theorem 1.1, apart from the first estimate in (1.5) and the second estimate in (1.11), and the estimates (1.6), (1.9), and (1.12), are sharp. The estimates (1.6), (1.9) and (1.12) are sharp up to logarithmic factors. We refer to Section 3 for the proof of the optimality. It would be interesting to investigate whether the first estimate in (1.5) and the second estimate in (1.11) are sharp as well.
Remark 3. An application of [7, Theorem 1] shows that for δ > 1/2, we have
) .
In the cases k = n − 2 and k = n − 1 these bounds agree with our bounds. In the case 1 ≤ k ≤ n − 3 when 1/2 < δ ≤ 1 these bounds also agree with our bounds, however when δ > 1 our bounds are sharper.
The plan of the paper is as follows. Section 2 is devoted to the proof of Theorem 1.1. Following the method of proof in [7] by Burq and Zuily closely, we apply a T T * argument to the smoothed out spectral projection operator, localized to an h δ -neighborhood of the submanifold Σ k . To establish L p ′ − L p estimates for the corresponding operator, we use dyadic decomposition and interpolation arguments, whereby a key step becomes obtaining an L 2 − L 2 estimate for the dyadically localized operator. Such estimates are extracted from [7] thanks to the uniformity of the method of their proof. The optimality of the estimates of Theorem 1.1 is discussed in Section 3.
Proof of Theorem 1.1
We shall follow the work [7] by Burq and Zuily closely.
2.1. Main step of the proof. First, let χ ∈ S(R) be such that χ(0) = 1. Then there exists N ∈ N and c > 0 such that |χ(t)| ≥ c for |t| ≤ 1/N. For λ ≤ µ < λ+1 and f ∈ L 2 (M), we set
We have
where
,
where the union is disjoint, we get
Combining (2.1) and (2.2), we conclude that
Hence, Theorem 1.1 will be a consequence of similar estimates on the norm of the operator χ(
We shall now proceed to derive those estimates.
Let k = 1, . . . , n − 1 be fixed. Set λ = h −1 , where 0 < h ≤ 1 is a semiclassical parameter. For every y ∈ Σ k , there exist an open neighborhood U y of y in M, a neighborhood B 0 of the origin in R n , and a diffeomorphism θ : U y → B 0 such that θ(y) = 0,
Let U y 1 , . . . , U yn 0 be finitely many such neighborhoods so that
and let us write
Assuming that supp ( χ) is contained in a sufficiently small neighborhood of 0 and applying [18, Theorem 4.1.2], we have
Here the kernel Q(t, x, y) is supported in a small neighborhood of the diagonal in M × M for |t| small, and R(t, x, y) ∈ C ∞ . Let O 1 ⊂⊂ O be fixed so that
Combining (2.4) and (2.5), we get in
where R λ has a C ∞ kernel which is O(λ −N ) for any N. We therefore may neglect the remainder R λ and bound the terms χ(
In what follows we shall skip the index j and use the following result of Burq, Gérard, and Tzvetkov [6] on the representation of χ( √ −∆ − λ)ζ in local coordinates, following the earlier result by Sogge [18, Lemma 5.1.3], see also [7] .
Theorem 2.1 ([6, Theorem 4]).
There exists a function χ ∈ S(R) such that
] with ε > 0 small, and for any
Here
is the geodesic distance on M between θ −1 (x) and θ −1 (y). Furthermore, the principal symbol of a is real nonnegative, does not vanish for |x| ≤ cε, and
Writing
and using (2.7), we get
Let us first estimate the contribution of R λ . It follows from (2.3) that the volume of N h δ is bounded by Ch δ(n−k) and therefore, using also (2.6), we obtain that
First let us observe that γ(p) ≤ 0, as well as that
and when k = n − 1,
Furthermore, if k ≤ n − 2 and p ≥ 2, we see that
. Hence, in view of (2.10), we conclude that in order to prove Theorem 1.1, it suffices to estimate the first term in the right hand side of (2.9).
When deriving bounds on
, it is convenient to work with the operator
and its adjoint 
We write
Let us now estimate
n−k , using Minkowski's and Young's inequalities in the a-variables, we get
This estimate together with Hölder's inequality implies that
we shall use the following description of the kernel K 2 λ , established in [6] , see also [7] .
where ψ(x, x ′ ) is the geodesic distance between the points θ −1 (x) and θ −1 (x ′ ). Moreover, a ± l have supports of size O(ε) with respect to the two first variables and are uniformly bounded with respect to λ. Finally,
Let us estimate first the contribution of the remainder b N in (2.15). In doing so, we set
For x b ∈ R n−k , using Minkowski's and Young's inequalities in the a-variables, we obtain that
Considering first the case 0
b |y a and passing to the polar coordinates, we see that the expression in the right hand side of (2.17) does not exceed
, performing similar computations we see that the expression in the right hand side of (2.17) can be estimated by
Altogether we conclude that
and therefore, arguing as in (2.14), we get
Notice that the estimate (2.18) is the same as the estimate (2.14) and therefore, in the subsequent analysis, it suffices to keep the upper bound in (2.14), forgetting about the contribution of 1 B B N 1 B .
Let us now turn to estimate the contribution of the sum
in (2.15), treating each term separately and concentrating on the leading term, corresponding to the plus sign, say. It will be seen that the contributions of the other summands can be treated similarly. To take advantage of some oscillations in the phase in (2.15), we decompose the set
We consider a partition of unity of {x ∈ R n : |x| ≤ Cε},
where 20) we consider the dyadic partition of the kernel l λ and the corresponding operator L λ ,
We shall estimate the norm 1
To estimate 1 B L λ,j 1 B L 2 →L 2 we shall follow [7] closely. There exists 0 ≤ χ ∈ C ∞ (R n ) such that supp ( χ) ⊂ {x ∈ R n : |x| ≤ √ n} and
see [15, Theorem 1.4.6] . We write
As in [7] , by the quasi-orthogonality in L 2 , we have
where the operator L jm m has the integral kernel l jm m (x, x ′ , λ). We now come to
and consider the operator L jm m with the integral kernel
. Letting τ z (x) = x + z be the translation in R n , we see that
, and therefore, since translations are unitary on L 2 , we get
we introduce the operator Q jm m with the integral kernel,
.
and using (2.20), (2.21) and (2.23), we obtain that
(2.26) In particular, we see that
The change of variables
Similarly to [7] , in order to estimate 1 where ϕ ∈ C ∞ (R n × R n ; R) and a ∈ C ∞ (R n × R n ) are such that
Then there exists C > 0 such that for every λ > 0, we have
Writing X a = (X a 1 , X a ), X a 1 ∈ R, X a ∈ R k−1 , using (2.26) and Theorem 2.3 with ρ = k − 1, uniformly in j, as explained in [7, Theorem A.4], we get
(2.28) Here in the last step we have used the Cauchy-Schwarz inequality. It follows from (2.28), (2.27), (2.25) and (2.24) that
By the Riesz-Thorin interpolation theorem we have
30) and using (2.22) and (2.29), we get
Let us introduce the operator S 2 λ,j with the integral kernel s
where s 2 λ is given by (2.19) , and the operator S 
We observe that the same estimate as (2.31) holds for the operator 1 B S 2 λ,j 1 B ,
, we shall perform a summation for 1 ≤ j ≤ log λ/ log 2 in (2.32). When doing so, we shall distinguish the following three cases.
Using the fact that
for 1 ≤ k ≤ n − 3 and 2 ≤ p ≤ ∞, and for k = n − 2 and 2 < p ≤ ∞.
Case 2. In case case k = n − 2 and p = 2, we have
Case 3. Let k = n − 1 and 2 ≤ p ≤ ∞. We have
we shall combine the estimate (2.14)
. Using (2.9) and (2.12), we shall then get the required estimate for
In Case 1, where 1 ≤ k ≤ n − 3, 2 ≤ p ≤ ∞, or k = n − 2, 2 < p ≤ ∞, observing that the upper bounds in the estimates (2.14) and (2.34) are the same, we get
In Case 2, where k = n − 2 and p = 2, we see that (2.14) becomes
Comparing (2.40) and (2.35), we get
In Case 3, where k = n − 1, the estimate (2.14) has the following form,
Then the upper bounds in the estimates (2.42) and (2.38) are precisely the same, and therefore,
. A direct computation shows that the upper bound in the estimate (2.36) is worse than the upper bound in the estimate (2.42), and we conclude that
. Then the powers of h are the same in the right hand sides of the estimates (2.37) and (2.42), and therefore, we get
Comparing with Sogge's estimates. Let us now compare the estimates for χ λ ζ L 2 (M )→L 2 (N h δ ) obtained above with the estimates (1.1) of [17] , and to take the sharpest ones.
Consider Case 1, where 1 ≤ k ≤ n−2. If
≤ p ≤ ∞, comparing the powers of h in the estimates (2.39) and (1.1), we have
Thus, if δ ≥ 1, the estimate (2.39) is better than the estimate(1.1) and we end up with (2.39). If 0 ≤ δ < 1, our final estimate will be (1.1).
Let now 2 ≤ p <
, when 1 ≤ k ≤ n − 3, and 2 < p <
Hence, if δ ≥ 1, the estimate (2.39) is better than the estimate (1.1) and we take (2.39) as our final estimate. If 0 ≤ δ ≤ 1/2, we have
and therefore, (1.1) is better than (2.39) and we take (1.1) as our final estimate. In the intermediate case 1/2 < δ < 1, we can no longer compare the estimates (2.39) and (1.1) in a direct way, and we are left with the following bound,
The bound (2.46) will be improved in Subsection 2.3 leading to the first bound in (1.5).
Consider Case 2, where k = n − 2 and p = 2. It follows from (1.1) that
hence, if δ > 1/2, we take the estimate (2.41), and if 0 ≤ δ ≤ 1/2, we take the bound (2.47).
Consider Case 3, where
. Comparing the powers of h in (2.44) and (1.1), we observe that
Thus, if δ > 1/2, the estimate (2.44) is better than (1.1), and we use (2.44) as our final estimate, and if 0 ≤ δ ≤ 1/2, we use (1.1) as our final estimate.
Let next
. Comparing the powers of h in (2.43) and (1.1), we see that if δ ≥ 1, then
We conclude that the estimate (2.43) is better than (1.1), and we use (2.43) as the final estimate in this case. If 0 ≤ δ ≤ 1/2, we have
which shows that (1.1) is better than (2.43), and therefore, we take (1.1) as the final estimate. In the intermediate region 1/2 < δ < 1, for now, we shall content ourselves with the estimate involving the minimum of (2.43) and (1.1), i.e.
The bound (2.48) will be improved in Subsection 2.3 leading to the second estimate in (1.11).
Let now
Comparing the powers of h in (2.43) and (1.1), we see that
This shows that if δ ≥ 1, the estimate (2.43) is better than (1.1), and we take (2.43) as the final estimate. If 0 ≤ δ < 1, we take (1.1) as the final estimate.
Finally, let p = 2n n−1
. Then (1.2) implies that
and we have (n − 1)
Hence, if δ > 1/2, the estimate (2.45) is better than (1.1), and we take (2.45) as the final bound. If 0 ≤ δ ≤ 1/2, we use (1.1) as the final bound.
To complete the proof of Theorem 1.1 we only have to improve the estimates (2.46) and (2.48) by obtaining the first bound in (1.5) and the second estimate in (1.11), correspondingly.
2.3.
Proof of the first bound in (1.5) and the second estimate in (1.11). Let 1/2 < δ < 1, and assume that one of the following case holds:
We shall proceed similarly to the discussion in Subsection 2.1 improving some of the estimates when δ < 1. First using (2.13) and Young's inequality, we get
and therefore,
which is sharper than (2.14) for δ < 1.
Let us now estimate the contribution of the remainder b N in (2.15). Setting
as before, and using (2.16) and Young's inequality, we get
provided that (
− n > 0. Hence,
which is the same as the estimate (2.49). Therefore, in the subsequent analysis, it suffices to keep the upper bound in (2.49), forgetting about the contribution of 1 B B N 1 B .
Let us now estimate 1 
where ϕ ∈ C ∞ (R n × R n ; R) and a ∈ C ∞ (R n × R n ) are such that
Using Theorem 2.4 with ρ = n − 1, uniformly in j, as explained in [7, Remark A.3] , we obtain that
Therefore, this together with (2.27), (2.25) and (2.24) implies that
By the Riesz-Thorin interpolation theorem (2.30), using (2.22) and (2.50), we get
It follows that
To obtain a useful estimate for
we shall follow [7] and combine both estimates (2.32) and (2.51) to perform a summation for 1 ≤ j ≤ log λ/ log 2. First notice that the right hand sides of (2.32) and (2.51) are equal precisely when h 1−2δ = 2 j < h −1 , for δ < 1. Hence, we write To see the optimality of all the estimates of Theorem 1.1, except for the first estimate in (1.5) and the second estimate in (1.11), we shall follow [7] and consider the sphere S n = {x ∈ R n+1 : |x| = 1} and two types of spherical harmonics: the Gaussian beams and the zonal harmonics. The Gaussian beams are the following family of eigenfunctions
corresponding to the eigenvalues λ 2 j = j(j + n − 1). We have
and therefore, e j concentrates on an j −1/2 -neighborhood of the geodesic given by {x ∈ S n : x ′ = 0}, the equator. By stationary phase, we know that e j is (asymptotically) normalized by a constant in L 2 (S n ).
Following [7] , let us consider the following smooth embedded submanifold of S n of dimension k = 1, 2, . . . , n − 1, containing the equator: . Assume first that 2 ≤ k ≤ n − 1. Making successively the following changes of variables y = rθ with θ ∈ S k−2 , r > 0, and z = ρω with ω ∈ S n−k−1 , ρ > 0, r = (1 − ρ 2 ) 1/2 s, we obtain that Let us estimate the first integral in the last line of (3.1). Using that for 0 ≤ t ≤ 1/2,
we conclude that
Using that (1 − ρ 2 ) k 2 1 for ρ ≤ 1/2, the inequality (3.2), and the change of variables ρ = h 1/2 τ , we get The first estimate in (3.5) demonstrates the optimality of the first estimates in (1.8), (1.11) and (1.6), (1.12), the latter two up to logarithmic factors. The second estimate in (3.5) shows the optimality of (1.4) and (1.10), both for 2 ≤ p < 2(n+1) n−1 , and (1.7).
The zonal spherical harmonics are family of eigenfunctions φ j on the sphere S n , which correspond to the eigenvalues λ , in a neighborhood of size ∼ h of two antipodal points (north and south poles). If Σ k contains the north pole, say, then we can choose local coordinates x ∈ R n near the pole so that the pole is given by x = 0, and writing x = (x a , x b ) ∈ R k × R n−k , we have Σ k is given by x b = 0. Considering an h δ -neighborhood of Σ k ,
