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In this paper, we calculate the quantum time delays for neutron scattering off the Earth’s linear
gravitational potential. The quantum time delays are obtained by subtracting the classical returning
time (CRT) from the Wigner time, the dwell time and the redefined Larmor time respectively.
Different from the conventional definition, our Larmor time is defined by aligning the magnetic
field along the neutron propagation direction, and this definition does give reasonable results for
motions through a free region and a square barrier. It is worth noting that in the zero magnetic
field limit, the Larmor time coincides well with the CRT, which is due to the special shape of linear
barrier, and may have some relevance to the weak equivalence principle. It is also found that the
classical forbidden region plays an essential role for the dwell time τDW to match with the CRT,
and the difference between the dwell and the phase times, i.e., the self-interference time delay, is
barrier shape sensitive and clearly shows the peculiarity of the linear barrier. All the time delays
are on the order of sub-millisecond and exhibit oscillating behaviors, signaling the self-interference
of the scattering neutron, and the oscillations become evident only when the de Broglie wavelength
λk = 2pi/k is comparable to the characteristic length Lc = [2m
2g/~2]−1/3. If the time delay
measurement is experimentally realizable, it can probe the quantum nature for particle scattering
off the gravitational potential in the temporal domain.
PACS numbers:
I. INTRODUCTION
Quantum tunneling is a pure quantum phenomenon
without any classical analogy, and the relevant traversal
time in tunneling is an intensively debated issue since the
early days of quantum mechanics [1]. Many controversial
definitions on tunneling time coexist along the debate.
To name a few, the Wigner phase time [2][3], dwell time
[4] and Larmor time [5] are among the most widely dis-
cussed tunneling times, and they capture distinctive fea-
tures of quantum tunneling by definition [6]. Aside from
the lack of a unified definition of tunneling time, not all
time definitions essentially describe traversal time [7][8],
and hence the interesting superluminal Hartman effect [9]
is only an artifact of the misinterpretation [8][10]. Nev-
ertheless, a unified derivation of Larmor time, Bu¨ttiker-
Landauer time [11], Wigner phase time and Pollak-Miller
time [12], in terms of the Gell-Mann–Hartle decoherence
functionals has been obtained recently [6], where various
times have been neatly classified as the total time for
particle sojourning in the barrier and the ultimate time
difference for a particle traversal across the barrier. One
can consult to several excellent review articles for further
reading [13][7][8][14].
In our opinion, there are at least two reasons for the is-
sue being suspended more than 80 years. First, it is only
very recently one seems to reach an acceptable answer to
the question of whether traversal time is best viewed as a
distribution, or as a single time scale [7]. From the path
integral approach, Ref. [15] undeniably pointed out that
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at least for opaque barriers, there is no room for a defin-
able unique tunneling time. Further, tunneling time does
not possess a direct probability distribution, rather it can
be assigned a somewhat vague distribution, a distribu-
tion where temporal interference occurs between differ-
ent times corresponding to “distinctive classical paths”
(in the sense of path integral) for a particle traveling
beneath the barrier, just like spatial interference in a
double-slit experiment for a particle traveling through
alternative slits [15]. Besides, for different definitions of
tunneling times, the exact meanings of temporal distri-
butions maybe quite distinct [16][17]. Second, the esti-
mated time scales for most systems are far too small. For
example, the possible ionization tunneling delay is about
10 ∼ 100 attoseconds (1as=10−18s, approximately the
time light orbiting around a circle with Bohr radius), so
to pin down the time issue experimentally is extremely
difficult. However, the situation is dramatically changed
with the advent of attoclock [18], whose time resolution
can already reach the level of attosecond [19][20]. This
ultra-precise temporal resolution revives a surge of inter-
est in tunneling time [21][22][23][24], and also makes a
satisfactory answer to the tunneling issue more urgent.
Recently, evidence of finite tunneling time comes from
the studies of strong field ionization in multi-electron
atoms [25], and some theoretical calculations [21] also
favor tunneling as a finite process, while other studies
claim supports for instantaneous tunneling [24][20]. Up
to now, there is still no theoretical consensus on whether
tunneling is an instantaneous or a finite process.
To shed new light on the issues mentioned above, we
utilize an ultracold neutron (UCN) scattering off a linear
gravitational potential as an illustrative model. Firstly,
the linear potential provides an alternative analytical ex-
ample to the study of tunneling time besides the exten-
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2sively discussed square barrier. This may be used to ex-
plore the barrier-shape sensitive time definitions (e.g.,
dwell time [21]), which cannot be uncovered by the square
barrier itself. Secondly, due to the tiny kinematic energy,
the characteristic quantum time delay is on the order of
sub-millisecond (will be shown in the following), which is
much easier to calibrate than the ultrafast ionization tun-
neling mentioned above. Actually, for slow-moving mas-
sive neutral particles such as atoms, the tunneling time
measurements have successfully achieved the microsec-
onds accuracy [26][27][28]. Though UCN is neither easy
to prepare nor to manipulate compared to the precisely
controllable cold atoms with laser field, it still allows pre-
cise measurement, such as the precisely measured tran-
sition frequencies between different gravitational states,
which has already attained 0.1Hz accuracy [29]. So we
believe that with sophisticated design, precise time mea-
surement with UCN may still be possible. Further, this
simple model can also evade the complication due to
multi-time scales in ionization tunneling, where the tem-
poral scales include not only the tunneling delay, but also
the resonance lifetimes of bound states [21].
Though for a linear potential, tunneling delay has al-
ready been discussed by Davies [30] aiming to validate the
weak equivalence principle, our study here is to demon-
strate a potentially testable time delay caused by the lin-
ear barrier from the discussion of phase time, dwell time
and Larmor time. Note our definition on Larmor time
is experimentally feasible, as only weak magnetic field
instead of zero magnetic field limit [5] is required. More-
over, different from the original definition [5], the mag-
netic field in our case is parallel instead of orthogonal to
the direction of motion. We prove that our definition can
reduce to the traversal time for a free particle and also
give meaningful results for a square barrier. For example,
the transmitted Larmor time through square barrier ap-
proaches the Bu¨ttiker-Landauer time in the opaque limit.
As our focus is the temporal behavior for a particle scat-
tering off a linear barrier, we degrade the proof in the
appendix. We hope with our extensive discussion on the
various tunneling times and their relations, linear bar-
rier as another theoretical test ground (besides square
barrier) in resolving the tunneling time issue can be ap-
preciated and may even draw the interest of experimental
physicists.
The remainder of the paper is organized in the follow-
ing way. In Sec.II, we review the preliminary knowledge
in describing neutron’s motion in the linear potential.
At the end of this section, we also provide rough esti-
mates on the time scales involved in particular tunneling
process based on the uncertainty principle and the semi-
classical approximation. In Sec.III, we discuss in detail
about the calculations of phase and dwell times, and the
deviation of these times from the classical returning time
(CRT). In Sec.IV, we illustrate our definition of Larmor
time and calculate its zero magnetic field limit for a lin-
ear barrier. Interestingly, the limit is just the CRT. At
last, we summarize our main results in Sec.V.
II. BASIC THEORY
A. A neutron in a linear potential
Before discussing tunneling time, we briefly review the
quantum description of neutron’s motion in the linear
potential Vb = mGgz [31]. The general solution to the
Schro¨dinger equation
i~
∂
∂t
Φ(z, t) =
[
− ~
2
2m
I
∂2
∂z2
+m
G
gz
]
Φ(z, t) (1)
is Φ(z, t) =
∫
dEe−iEt/~ρ(E)φE(z), where φE(z) is the
solution of the stationary Schro¨dinger equation
φ′′E(z) +
2mE
~2
(1− mg
E
z)φE(z) = 0, (2)
and ρ(E) is the weighting factor for the Fourier expan-
sion of the wave-packet Φ(z, t). For simplicity, we assume
the equality between the gravitational mass and inertial
mass of neutron, i.e., m = m
G
= m
I
. From the di-
mensional constants g, m, a characteristic length scale
Lc ≡ (2m2g/~2)−1/3 (Lc = 5.866µm for neutron) can
be constructed. Associatively, the characteristic momen-
tum pc ≡ ~/Lc and energy Ec ≡ [(mg~)2/2m]1/3 can
be defined. With these dimensional constants, we can
rewrite the equation (2) with the dimensionless variables
z
D
= z/Lc and ED = E/Ec. The general solution is
φE(zD ) = c1Ai[zD − ED ], (3)
where we have abandoned the Bi[z − E
D
] branches as
limz
D
→∞ φE(zD ) = 0. To fix the undetermined constants
c1, a normalization condition is needed for bound state
solutions and an additional ansatz and continuity condi-
tion are needed for scattering state solutions. According
to different boundary conditions, the scattering and the
bounded solutions can be obtained respectively. This pa-
per is mainly to discuss the temporary behavior of the
scattering state, so in the following, we will shortly review
the scattering state solution. For details on the neutron
gravitational bound states, see [32][33].
B. Scattering Solution
We assume initially a beam of neutrons with a given
energy is injected from the z < 0 region, and the effect
of gravity can be ignored in the negative z-zone to sim-
plify our discussion. Consequently, the potential can be
approximated as Vs = mgzΘ(z). The general solution is
still a linear superposition
Φ(z, t) =
∫ ∞
0
dkρ(k)e−iEkt/~φ(k, z), (4)
where the energy Ek = (~k)2/2m, ρ(k) is the weighting
factor and φ(k, z) is the plane wave component
φ(k, z) =
{
eikz +Re−ikz, z < 0,
c1Ai[z/Lc − ED ], z > 0. (5)
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FIG. 1: Potential barrier Vs[z] and the sample scattering
wavefunctions. The red, green and purple curves correspond
to the |φ(k, z)|2 with different Ek = (~k)2/2mI , which are
also shown in the corresponding colors with dashed horizon-
tal lines. The three points are the cross points for each Ek at
the corresponding classical turning heights.
From the continuity equation
1 +R = c1Ai[−ED ], (1−R)ik =
c1
Lc
Ai′[−E
D
] (6)
we get the coefficients
c1 =
2ikLc
Ai′[−E
D
] + ikLcAi[−ED ]
, (7)
R = Ai[−ED ] +
i
kLc
Ai′[−E
D
]
Ai[−E
D
]− ikLcAi
′[−E
D
]
. (8)
From (8), we can readily obtain R = |R|2 = 1, since for
any real argument x, Ai[x] ∈ R and Ai′[x] ∈ R. From the
asymptotic form of Airy function at sufficiently (positive)
large z,
Ai[z] ∼ e
− 23 z
3
2
2
√
piz
1
4
∞∑
n=0
[
(−1)nΓ(n+ 56 )Γ(n+ 16 )( 34 )n
2pin!z
3n
2
]
=
e−
2
3 z
3
2
2
√
piz
1
4
[
1− 5
48
z−
3
2 +
385
4608
z−3 + ...
]
, (9)
we get the expected asymptotic decay behavior. From
the asymptotic behavior, we can define the barrier pene-
tration length as Lp ≡ Lc(1 + k2L2c), which is the depth
where the argument in the Airy function in Eq. (5),
z/Lc − ED = Lp/Lc − ED = 1. In Fig.1, we plot the
relative probability density |φ(k, z)|2 with the linear po-
tential VS . From Fig.1, we can readily see the small
tails of |φ(ki, z)|2 penetrating into the classical forbid-
den region (CFR), and the amplitudes of |φ(ki, z)|2 de-
crease at much lower z than the classical turning heights
z
C
= Ek/mg for each ki (i = 1, 2, 3), indicated by the
cross points of the dashed horizontal lines (representing
the corresponding eigen-energies) and the oblique solid
blue line (representing the linear potential). The small
penetrating tails indicate that the incoming neutron has
a small probability tunneling into the CFR. Later we will
see the advanced decreasing of wave amplitude at posi-
tion lower than z
C
and the penetration of wave amplitude
into the CFR conspire to match the total dwell time with
the CRT.
Tunneling ETI[34] NTLG ATL[26]
L 0.591nm( I0
eF
) 5.866µm(Lc) 1.3µm(waist)
m 510.99keV(me) 939.57MeV(mn) 81.69GeV(m87Rb)
E 24.59eV 0.602peV(Ec) 10.47peV(122nK)
V 24.59eV 6.624peV(mgLp) 15.51peV(180nK)
τuc 48as 1.09ms 0.06ms
τsm 284as 0.55ms 0.39ms
τexp 34as[34] ? 0.62ms[26]
TABLE I: Simple estimations on time scales in various tun-
neling processes. In this table, τuc is the estimate from uncer-
tainty principle, τsm is the semi-classical estimate, and τexp
comes from experimental measurements. Up to know, we
don’t know any measurement on neutron’s tunneling delay in
the surface gravity of the Earth. For briefness, ETI, NTLG
and ATL refer to electron tunneling ionization in helium, neu-
tron tunneling in linear gravity, and atom tunneling through
blue detuned laser field, respectively.
Before diving into any specific definition of tunneling
time, we give simple estimates on the time scales involved
in three particular tunneling processes based on:
• Uncertainty principle estimate, τuc ∼ ~δE , where
δE is the characteristic energy involved in a specific
process;
• Semi-classical estimate, τsm ∼ L√
2(V−E)/m , where
L is the characteristic length, m and V − E are
the mass and the negative kinetic energy of the
tunneling particle.
Let’s take the electron tunneling ionization in a hydro-
gen atom as an example, where the ionization potential is
I0 = 13.6eV. Given that the laser peak intensity is 2.9×
1014W/cm2, the corresponding electric field strength is
around E = 4.67×1010V/m. There are two characteristic
lengths, the effective barrier width d1 = I0/(eE) = 2.91A˚
[35] and the Bohr radius a0 = ~/(mecα) ' 0.53A˚ (for the
natural field strength E = αc~/(ea20) = 5.14× 1011V/m,
the effective barrier width d2 ' a0/2). Here −e, me are
the charge and mass of the electron, and α is the fine
structure constant. The uncertainty principle estimate
gives τuc ∼ 48as, and the semiclassical estimate gives
τsm = d1/
√
2I0/m ∼ 134as (for d2, τsm ∼ 12as, roughly
the same order as τuc). The estimations give roughly
10 ∼ 100as for the duration of tunneling ionization, com-
parable to the measurement performed on Helium [34].
For other tunneling processes, we summarize the simple
estimates in Table I, where in the last row, “?” means
that up to now, no corresponding result is known exper-
imentally.
4III. REFLECTIVE PHASE TIME AND DWELL
TIME
The Wigner phase time (or Eisenbud-Wigner time, or
group time delay) [2][4] is to follow the peak evolution
of the wave packet and can be determined by the sta-
tionary phase method. As there is no obvious causal
connection between the peaks of incoming packet and
the transmitted one [7], and a simple barrier behaves like
a high-energy components filter [36], phase time cannot
directly correspond to the true time duration in tunnel-
ing [8]. However, it can still characterize the time scales
in a quantum process [10], and can clearly demonstrate
the self-interference between the incoming and reflective
partial waves. By definition, a stringent and satisfactory
treatment should start with a wave packet with finite
width, however, for simplicity, we choose the monochro-
matic approximation, i.e., ρ(k) ' δ(k − k0) instead. In
the following, we stick to this assumption and drop the
low index 0 in k0. However, we have to keep in mind
that, strictly speaking, all the finite tunneling delays
obtained below are specific averages over the peculiar
weighting function ρ(k) ' δ(k − k0), and this is suffi-
cient for most illustrative purposes. As there is no trans-
mitted neutron for an infinite high barrier, indicated by
R = 1, we only need to calculate the reflective phase
time τRphase ≡ 2~∂θR∂E . According to Eq.(8), we can re-
form the reflective amplitude as R ≡ exp[i2θR], where
θR ≡ arctan
[
Ai′[−E
D
]/(kLcAi[−ED ])
]
and E
D
= k2
D
≡
(kLc)
2. With a tedious calculation, we can get
τRphase =
2m
~k
∂θ
∂k
=
2Lc
v(k)
2E
D
(
Ai′[y]2 −Ai[y]Ai′′[y])−Ai′[y]Ai[y]
Ai′[y]2 + E
D
Ai[y]2
,
(10)
where v(k) ≡ ~k/m and y ≡ −E
D
. To clearly demon-
strate the quantum induced time delay, we subtract the
classical returning time τ
CE
≡ 2v(k)/g from the reflective
phase time τRphase, and the difference τ
R
phase − τCE is plot-
ted in Fig.2. As an illustration, we also plot τRphase (solid
blue curve) and τCE (dashed red line) with respect to
wave number k in the upper right inset. From the inset,
we see that for large k (corresponds to energetic neu-
tron), τRphase matches with τCE very well, while for small
k with the corresponding de Broglie wave length compa-
rable to Lc, the quantum deviation τ
R
phase− τCE becomes
clear, as evidently shown by the solid blue curve in Fig.2.
Clearly, with the increase of neutron wave number k, the
oscillating amplitude of τRphase − τCE decreases quickly.
We can interpret the oscillating behavior as a manifes-
tation of the self-interference between incoming and re-
flective partial waves [37]. The de Broglie wave length of
a neutron with wave number k is λk = 2pi/k. Only two
partial waves with comparable de Broglie wave lengths
can interfere coherently, so a rough estimate of the time
scale is τcoh = αλk/v(k) = α
2mpi
~k2 , where α is a O(1) free
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FIG. 2: The quantum deviation of reflective phase time
around the classical returning time, τRphase − τCE , represented
by the solid blue curve. The envelope fitting curves are given
by ±τcoh, represented by the dashed red and green curves,
respectively. The inset on the upper right corner shows the
reflective phase time τRphase and the classical returning time
τCE , represented by solid blue curve and dashed red line, re-
spectively.
factor inserted for numerical fitting. We choose α = 1/5
to fit the quantum deviation τRphase − τCE . The rough
estimate τcoh fits the envelope of the oscillating phase
time delay very well, see the dashed red and green fitting
curves in Fig.2. Therefore the excellent fitting supports
our self-interference interpretation [37].
Next we turn to the dwell time, which was first intro-
duced in Ref. [4]. Unlike phase time, dwell time is a
positively defined quantity, averaged over all scattering
channels. The indistinguishability between reflected and
transmitted channels means dwell time is better viewed
as a lifetime or a storage time rather than a traversal
time. However, in the case of a linear barrier, as all par-
ticles including the ones penetrated into the barrier are
finally reflected, indicated by |R| = 1, dwell time does
encode the tunneling time delay. According to Ref. [38],
dwell time can be defined as
τDW [−zL, zR] ≡
m
~k
∫ zR
−zL
dz|φ(k, z)|2, (11)
where the positive zL, zR can be chosen as the charac-
teristic length Lc and the penetration depth Lp, respec-
tively. The integral in (11) is given by∫ Lp
−Lc
dz|φ(k, z)|2 =
∫ 0
−Lc
dz
[
2 + (Re−2ikz + c.c)
]
+ |c1|2
∫ Lp
0
dzAi2[z/Lc − ED ] =
Leff +
4
Ai2 + ( Ai
′
kLc
)2
∫ Lp
0
dzAi2[z/Lc − ED ], (12)
where Ai, Ai′ represent Ai[−E
D
], Ai′[−E
D
] respectively,
Leff ≡
[Ai2 − ( Ai′kLc )2]
sin(2kLc)
k +
2Ai′Ai
k2Lc
[cos(2kLc)− 1]
[Ai2 + ( Ai
′
kLc
)2]
+ 2Lc, (13)
54 6 8 10
k/(105m-1)4
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τDW/ms Dwell Time
τCE τDW[0,Lp]τDW[0,zC], τDW[-Lc,Lp]
(a) Dwell time τDW vs classical returning time τCE
4 6 8 10
k/(105m-1)0.2
0.4
0.6
0.8
1.0
δτDW/ms Dwell Time Fluctuation
τC τDW[-Lc,0] δτDW
(b) Dwell time fluctuation δτDW
FIG. 3: a. Dwell time with respect to CRT, represented by
the solid red and dashed blue curves respectively. The first
part of τDW in (14), τDW [0, Lp], and the dwell time in the
classical expected region, τDW [0, zC ], are represented by the
dashed green and solid purple curves, respectively. b. The
second part of τDW , mLeff/(~k), and the quantum deviation
(or fluctuation) of τDW from the CRT, δτDW ≡ τDW − τCE ,
are represented by the dashed green and solid red curves, re-
spectively. The solid blue curve represents τC ≡ 2mLc/(~k).
and
∫ Lp
0
dzAi2[z/Lc−ED ] is given in (A1). Substituting
all these terms into (11), we can get
τDW [−Lc, Lp] = τCE
{
1 +
Ai2[1]−Ai′2[1]
EDAi
2 + (Ai′)2
}
+
mILeff
~k
,
(14)
where τCE = τDW [0,+∞] is the dwell time in the region
of linear barrier. We plot the dwell time with respect
to the classical returning time τ
CE
in Fig.3(a), where the
dashed blue line and the solid red curve correspond to
τ
CE
and the dwell time in (14), respectively. To analyze
the contributions of the first and second parts in (14) to
τ
DW
[−Lc, Lp] (briefly referred as τDW in the following),
we plot them separately in Fig.3(a) and Fig.3(b), rep-
resented by the corresponding dashed green curves. For
later convenience, we also plot the dwell time in the clas-
sical expected region [0, z
C
] in Fig3(a), see the solid pur-
ple curve. Similar to the phase time shown in the inset
of Fig.2, we see that the dwell time τ
DW
also gets closer
to τ
CE
with increasing k, see Fig.3(a). This confirms our
previous observation that the deviation of the behavior
for a vertically injected neutron in the Earth gravita-
tional field from the classical prediction tends to 0 with
increasing kinetic energy. From the nearly overlap of the
dashed green line, τDW [0, Lp], with the dashed blue line,
τCE , in Fig.3(a), we see that the dominant part of τDW is
τDW [0, Lp], while the quantum fluctuation is largely due
to τDW [−Lc, 0] ≡ mLeff/(~k), the dwell time in the region
where the gravitational interaction is ignored in our sim-
ple approximation. In comparison, we plot the quantum
deviation δτ
DW
≡ τ
DW
− τ
CE
(the solid red curve) with
τ
DW
[−Lc, 0] (the dashed green curve) in Fig.3(b), where
the two curves nearly coincide, and the tiny discrepancy
is due to τ
DW
[0, Lp]− τCE , represented by the dotted red
curve (slightly shifted by 0.45ms) in Fig.4(a). The solid
blue curve in Fig.3(b) represents τ
C
≡ 2mLc/(~k), and
the factor 2 is to count for the time of return of the in-
coming neutron. Clearly, τ
DW
[−Lc, 0] oscillates around
τ
C
, a naive classical estimate of the returning delay for a
free particle. To show the important contribution of the
classical forbidden region (CFR) [zc, Lp] to τDW , we plot
τ
DW
[zc, Lp] in Fig.4(a), see the solid blue curve. To facil-
itate the comparison, we also plot the constantly shifted
deviations of τ
DW
[0, z
C
] − τ
CE
and τ
DW
[0, Lp] − τCE in
Fig.4(a), represented by the dashed green and dashed
red curves, respectively. The shifted time constants are
shown in the legends below the figure. By comparing the
oscillation amplitudes of the dashed green and dashed red
curves in Fig.4(a) (the constant time shifts are not very
relevant here), we find that τ
DW
[0, Lp] is much closer to
τ
CE
than τ
DW
[0, z
C
], which can also be seen transparently
in Fig.3(a), where there is a nearly constant gap between
the dash green line and the solid purple line, representing
τ
DW
[0, Lp] and τDW [0, zC ], respectively. So without the
contribution from the CFR, represented by the solid blue
curve in Fig.4(a), the intuitively more “classical” return-
ing time τDW [0, zC ] deviates from τCE by an indispensable
discrepancy, which is a constant −4mL2cpi/(~32/3Γ[1/3]2)
when k → +∞ [can also be seen from the rapidly decreas-
ing oscillating amplitude of τDW [zC , Lp], represented by
the solid blue curve in Fig.4(a)].
As elegantly displayed by the manipulation of the sta-
tionary Schrodinger equation in Ref.[39], there is a re-
lation between dwell time and phase time. The direct
application of the relation in [39] does not work, as there
is no asymptotically transmitted region in the far right
side for a linear barrier. However, with a small alteration,
the relation becomes
τDW [0,+∞] =
m
~ k2
Im[R] + τRphase. (15)
The formal simplicity of this relation strongly depends on
the specifically chosen integration interval [0,+∞], where
the wave function and its derivatives simply vanishes at
+∞ (Actually, even replacing +∞ in τ
DW
[0,+∞] by a fi-
62 4 6 8 10 12
k/(105m-1)0.35
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ΔτDW/ms Contributions to Dwell Time
τDW[zC,Lp] τDW[0,Lp]-τCE+0.45msτDW[0,zC]-τCE+0.87ms
(a)Various contributions to dwell time
2 3 4 5 6 7 8
k/(105m-1)
-0.3-0.2
-0.1
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-τIF/ms
Step B Linear B(9.8m/s2)
Tanh B(a=6.6μm) Tanh B(a=0.9μm)
(b) Self-interference time −τIF
FIG. 4: a. Deviations of dwell time in various region
to τCE and the dwell time in the classical forbidden re-
gion (CFR) τDW [zc, Lp]. The τDW [zc, Lp] is represented by
the solid blue curve. The deviations τDW [0, LP ] − τCE and
τDW [0, zC ]− τCE are plotted with dashed red and solid green
curves, respectively. For comparison convenience, they are
constantly shifted by 0.45ms and +0.87ms, respectively. b.
Self-interference time delay for various semi-infinite barriers.
The −τIF for gravitational linear barrier is shown in solid red
curve, while for step barrier, −τIF is shown in solid green
curve. For the barrier V = A
2
[1 + tanh(x/a)], the time for
a = 0.9µm and a = 6.6µm are represented by the dashed
purple and solid blue curves, respectively.
nite large coordinate zR > 0 in the left hand side of (15),
it still holds true to an good approximation, due to the
exponential decay of wave function in the barrier region).
Other choice of integration interval may generate a rela-
tion looking more complicated. For example, if choosing
zR = Lp instead of +∞ or any other large value, there
will be an additional term
τ
Lp
=
m
~ k
4LcED
(
Ai2[1]−Ai′2[1])
Ai′2[−E
D
] + E
D
Ai2[−E
D
]
, (16)
which is just τ
DW
[0, Lp]− τCE , and is represented by the
dotted red curve in Fig.4(a). Eq. (15) is also applicable
to barriers with |R| = 1, and the term τIF ≡ − m~ k2 Im[R]
is called self-interference delay [8], originated from the
overlap between incoming and reflective partial waves,
and is very sensitive to barrier shape. As an illustration,
we plot the corresponding −τ
IF
in Fig. 4(b) for three dif-
ferent semi-infinite barriers: the step barrier V = Aθ(x),
the tanh-like barrer V = A2 [1 + tanh(x/a)] [40] and the
linear barrier V = mgxθ(x). To facilitate the compari-
son, we set A = 27mgLc for step barrier and tanh-like
barrers [40], and we choose two different length parame-
ters, a = 6.6µm and a = 0.9µm for the latter. In com-
parison, the barrier with a = 0.9µm is much steeper than
a = 6.6µm and resembles more to the step barrier.
From Fig.4(b), we see that the self-interference effect
is more significant for low energy particles, and becomes
more evident for smooth and gentle barriers (linear bar-
rier and a = 6.6µm tanh-like barrier, see the solid red
and solid blue curves, respectively) than for steep barri-
ers (step barrier and a = 0.9µm tanh-like barrier, see the
solid green and dashed purple curves, respectively), as ex-
pected. Interestingly, as τ
DW
[0,+∞] = τ
CE
= 4mkL3c/~
for linear barrier, τ
IF
is exactly the phase time delay
shown in Fig.2, and confirms our assertion that the os-
cillating phase time delay is due to the self-interference.
Since τ
IF
is sensitive to barrier shape, it also provides a
clue of why dwell time is barrier shape sensitive [21] from
the relation (15).
At last, we also note that the time estimate from
the WKB approximation due to the CFR, τ
WKB
≡∫ Lp
zc
dz 2g
√
2(mgz − E) = 2√2Lc/g ' 2.19ms, is roughly
the same order as δτ
DW
for small k, and is consistent with
the rough estimate in Table I.
IV. LARMOR TIME AND NEUTRON IN AN
EXTERNAL MAGNETIC FIELD
In analogy with the attoclock, where a highly circularly
polarized electric field rotating on the plane orthogonal
to its direction of motion plays the role of a hand on the
face of a clock, the neutron spin can also act as a clock
pointer. The picture is that, as neutron carries non-zero
magnetic moment, its spin precesses in an external mag-
netic field. This internal degree of freedom acts as a
“pointer” and the precession angle with respect to the
initial spin measures the time elapsed during which the
neutron is in the region covered by magnetic field. The
spin precession is well-known as the Larmor precession,
and hence the measured time is called the Larmor time
[5]. Larmor time has been discussed extensively in the
literature [5][6][21][38], and has an intimate connection
with the complex time obtained by the path integral ap-
proach [41]. Different from the conventional definition
of Larmor time, in our approach the external magnetic
field is defined to be parallel instead of orthogonal to
the direction of motion, whereas the initial spin polariza-
tion is still orthogonal to the magnetic field to allow spin
precession. To illustrate the distinction, the initial spin,
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FIG. 5: The sketch map of the spin and magnetic field con-
figurations for conventional definition and our definition of
Larmor times, shown in right and left, respectively. The dot-
ted region indicates the region with barrier is covered by weak
magnetic field ~B.
momentum and magnetic field for both definitions are
shown in Fig. 5. We find that for a free particle, our def-
inition reduces to the classical traversal time L/v, where
L is the length of the space interval and v is the speed
of incoming particle. For a rectangular barrier, the defi-
nition also gives a meaningful transmitted and reflected
Larmor time. As our goal is to discuss the tunneling time
of a linear barrier, we degrade the Larmor time for the
motion through the free space and a rectangular barrier
to the Appendix C.
For a linear potential, to implement a Larmor clock,
we introduce a magnetic field in the region z ∈ [0, zu],
where zu  zc = E/mg. The Hamiltonian is given by
Hˆ
EG
=
~ˆp2
2m
+mgzΘ(z)− ~µ · ~BΘ(z)Θ(zu − z),(17)
where ~µ ≡ ~µN g˜2 ~σ is the magnetic moment, g˜ =−3.826085 is the neutron Lande´ g-factor and µN is the
nuclear magneton. For simplicity, suppose the mag-
netic field is homogeneous such that ~B = B0~n, and
the non-relativistic neutron wave-function is described
by a two-component Pauli-spinor φ ≡ (χ, η)T . Defin-
ing µ˜N ≡ µNmI , b0 ≡ B0L2C/~, we can recast the static
eigen-equation in the region 0 < z < zu into the dimen-
sionless form
φ˜′′(z
D
) +
[
E
D
(1− zD
E
D
) + g˜µ˜Nb0~σ · ~n
]
φ˜(z
D
) = 0. (18)
Assume the upward going neutron is initially polarized
in a horizontal direction, e.g., being initially prepared
in the eigen-state of σx, and the magnetic field is along
the direction ~n ≡ (sin θ cosφ, sin θ sinφ, cos θ). We keep
a general (θ, φ) temporarily, and at later stage we will
set θ = 0 for results checking convenience. Imposing the
continuity condition at z = 0 with the ansatz
φ(z) =

1√
2
[(
e−iα
1
)
eikz +
(
R+
R−
)
e−ikz
]
, z < 0,
U
(
c+Ai[
z
Lc
− E
D
− g˜µ˜Nb0]
c−Ai[ zLc − ED + g˜µ˜Nb0]
)
, z ≥ 0,
(19)
where U ≡
(
cos(θ/2) sin(θ/2)e−iφ
sin(θ/2)eiφ − cos(θ/2)
)
, we get the co-
efficients below
c+ =
√
2[e−iα cos θ2 + e
−iφ sin θ2 ]
Ai[−E
D
(1 + r)]− ik
D
Ai′[−E
D
(1 + r)]
, (20)
c− =
−√2[cos θ2 − ei(φ−α) sin θ2 ]
Ai[−E
D
(1− r)]− ik
D
Ai′[−E
D
(1− r)] , (21)
R+ =
{
i
k
D
(Ai′+Ai− −Ai′−Ai+)[e−iα cos θ + e−iφ sin θ]
+e−iα(Ai+Ai− +
1
k2
D
Ai′+Ai
′
−)
}
/
[
(Ai+ − i
k
D
Ai′+)
·(Ai− − i
k
D
Ai′−)
]
, (22)
R− =
{
i
k
D
(Ai′−Ai+ −Ai′+Ai−)[cos θ − ei(φ−α) sin θ]
+(Ai+Ai− +
1
k2
D
Ai′+Ai
′
−)
}
/
[
(Ai+ − i
k
D
Ai′+)
·(Ai− − i
k
D
Ai′−)
]
, (23)
where we have defined r ≡ g˜µ˜Nb0E
D
= (g˜µ
N
m
I
B0)/(k
2~),
Ai± ≡ Ai[−ED (1± r)] and Ai′± ≡ Ai′[−ED (1± r)].
At this stage, we set θ = 0. Since the incoming neutron
is in spin state 1√
2
(e−iα, 1)T , by comparing the spin state
of the reflected neutron, we can read out the elapsed time
through the spin precession angle
ΘR = 2
{
tan−1
[
(Ai′+Ai− −Ai′−Ai+)
(kDAi+Ai− +
1
k
D
Ai′+Ai
′
−)
]
mod pi
}
, (24)
for details, see Appendix B. Note the modulus of pi in
(24) is only for mathematical rigor and not necessary
when the magnetic field strength B0 is sufficiently small.
The magnetic field B0-dependent Larmor time can be
defined as
τLar ≡ ΘR
ωLar
=
2m
k2r~
tan−1
[
−G
F
]
=
−2
γNB0
[
G
F
]
, (25)
where F ≡ [Ai′+Ai′− + k2DAi−Ai+], G ≡ [Ai+Ai′− −
Ai−Ai′+]kD , γN = g˜µN = 1.832× 108rad/(sT) is the gy-
romagnetic ratio of neutron and ωLar ≡ γNB0 = r~k2/m
is the Larmor frequency. Clearly, our definition can be
also applied to other potentials. For the case of a finite
barrier such as a rectangular barrier or a free region, it
can have transmitted Larmor time as well. In that case,
ΘR in (25) has to be replaced by the spin precession an-
gle of the corresponding transmitted partial wave with
respect to the incoming partial wave, see Appendix C.
Interestingly, we find in the B0 → 0 limit (hence r →
8FIG. 6: Deviation of Reflective Larmor time. The two-
dimensional surface displays the deviation of δτLar ≡ τLar −
τCE with respect to wave number k and the magnitude of
weak magnetic field B0. The magnetic field is in unit of
1mG = 10−7T, and the time deviation is in unit of µs.
0),
lim
r→0
τLar =
2m
k2~
d
dr
[
tan−1(−G/F )]
= lim
r→0
2mk3
D
k2~
{
2 + r
GG˜
[F 2 +G2]
}
=
4mkL3c
~
= τ
CE
, (26)
where G˜ ≡ [Ai+Ai′− + Ai−Ai′+]kD . This is clearly
demonstrated in Fig.6, where we plot the deviation of
τ
Lar
from the τ
CE
, δτ
Lar
≡ τ
Lar
− τ
CE
. In Fig.6, we see
that as the weak magnetic field decreases toward zero,
τ
Lar
approaches the τ
CE
as close as possible, and the de-
viation oscillates more frequently with the increase of the
wave number k. Compared with those deviations of the
phase and the dwell times from CRT, the oscillating am-
plitude decreases more gently with increasing k. Note
that limr→0 τLar = τCE is not a common feature for gen-
eral potentials, such as a rectangular barrier, where the
reflective Larmor time does not reduce to the CRT in
the zero magnetic field limit. This can be viewed as an-
other support that a linear barrier is virtue of study for
shape sensitive tunneling times. Further, this is the sec-
ond case where a quantum sojourning time agrees well
with the classical returning time τ
CE
= 2~ k/(mg) for a
linear barrier.
Similar to conventional definition of Larmor times, we
can also define
τsyL ≡ 〈Sy〉s/(
1
2
~ω
Lar
), τszL ≡ 〈Sz〉s/(
1
2
~ω
Lar
) (27)
associated with spin precession for an incoming spin- 12
particle initially polarized in the x-direction. The su-
perscript or subscript s = R, T , denote the reflective
and transmitted scattering channels, respectively, for a
general potential. However, by intentionally aligning the
magnetic field parallel instead of orthogonal to the mo-
mentum of an incoming neutron, the magnetic interac-
tion in the potential region or the free region of inter-
est gives rise to the asymmetry between opposite helicity
components instead of “spin-z” components (should be
the spin-x components in the coordinate frame defined
here) for the spin state of the scattered particle. We ob-
serve that, when the barrier interaction dominates, such
as the case of a particle tunneling through an opaque
barrier, the helicity asymmetry is large, and correspond-
ingly, τT
Lar
gets much closer to τTzL . Whereas for the
case of a transversely polarized particle reflected from an
opaque barrier, or transmitted through a free region or a
low barrier with A < E (A is the maximum height of the
barrier), i.e., when magnetic interaction dominates, the
resultant helicity asymmetry is tiny and the spin evolu-
tion is largely confined in the transverse plane, then our
definition of τs
Lar
is dominated by τsyL .
In fact, resembling the Bu¨ttiker-Landauer (BL) time
τ
BL
≡ √(τy
LM
)2 + (τz
LM
)2 [38] defined as the modulus
of the complex time τ
Ω
≡ τy
LM
− iτz
LM
[41][42], where
τy
LM
, τz
LM
are the conventional Larmor times, we can also
define the modulus τ
L
≡√(τzL)2 + (τyL)2. Note we have
omitted the superscripts R and T unless the distinction
is necessary. Interestingly, for the barriers we considered,
τ
L
= τ
Lar
, just as expected. Also it is not surprising that
for opaque barriers, τ
Lar
gets close to τ
BL
, and hence to
the semi-classical time τ
SC
≡ ∫
Ω
dx
√
m/[2(V (x)− E)],
since τ BL ' τSC for opaque barriers.
For the linear barrier, we find
τy
L
= 〈Sy〉/(−~
2
ω
Lar
) = − 1
γ
N
B0
2FG
F 2 +G2
(28)
where we have set α = 0 for calculational simplicity. Also
we have omitted the superscript R in τy
L
, since there is
no transmitted flux for a linear barrier. As mentioned
above, for the reflective particle off a linear barrier, τLar
is dominated by τy
L
, thus τy
L
also gets closer to τCE with
decreasingB0 as τLar . However, unlike the case of τLar , τ
y
L
monotonically deviates away from the classical returning
time τ
CE
with increasing k, rather than oscillating around
it.
Another interesting observation for linear barrier is
that, if we formally follow the standard definition τ
LM
≡
−~∂φR∂ V [6][21], where φR is the phase of the reflective am-
plitude R ≡ |R|eiφR and V is the height of the barrier,
and define the reflective Larmor time as
τR
LM
≡ −~∂φR
∂ Vg
= −2~
[
∂θR
∂ g
∂ g
∂ Vg
+
∂θR
∂ m
∂m
∂ Vg
]
, (29)
where Vg = mgz and φR = 2θR is independent of
z, see the statements above Eq.(10). Clearly, τR
LM
is
z-dependent. Interestingly, by appropriately choosing
z = (~ k)2/(m2g) and substituting it into (29), a di-
rect calculation shows that τR
LM
= τR
phase
, where τR
phase
is given by Eqn. (10). We think this “coincident equal-
ity” is due to the special choice of z = 2z
C
and a par-
ticular feature of linear barrier, since for other semi-
infinite barriers, such as the step barrier V = Aθ(x),
τR
LM
= ~ kκA 6= τRphase = 2m~ kκ , where κ ≡
√
2m(A− E)/~2.
9V. SUMMARY
In this paper, we utilize phase time, dwell time and
Larmor time to calculate the time delays for a neutron
scattering off the linear gravitational potential. As the
Earth gravitational field is very gentle due to the ex-
treme weakness of gravity, the time scale for a vertically
injected UCN climbing the potential is on the order of
sub-millisecond, which is indicated by the naive estimates
in Table I and the following calculations. As far as we
know, the tunneling particles in most time measurements
include photon [43] and electron [18][20], whose relevant
time scales are very short, say, femosecond. A fraction of
experiments use atoms [26][28], and the time scales are
10 ∼ 100 microseconds. So sub-millisecond shall be ex-
perimentally realizable, though UCN may be not easy to
manipulate. However, if the time measurement of UCN
in the gravitational potential is experimentally feasible,
it may probe the quantum nature of scattering states of
linear potential in the temporal domain, in complemen-
tary to the spatial domain quantum test of the discrete
turning heights of gravitational bound states [44].
By comparing these times, we obtain the relation be-
tween Wigner phase time and dwell time, shown in
Eq.(15). In the end of last section, we also find that the
conventionally defined reflective Larmor time, Eq.(29)
coincides with the phase time for the linear barrier. For
our definition of Larmor time, it reduces to the clas-
sical returning time τ
CE
= 2v/g in the zero magnetic
field limit. Actually, dwell time in the barrier region,
τ
DW
[0,+∞], also equals τ
CE
. We think this may not be
an accident, but rather a temporal manifestation of the
weak equivalence principle (WEP). By subtracting off
the τ
CE
from these times, we obtain the corresponding
time delays. All these time delays tend to be vanishingly
small with increasing neutron wave number k, and the
amplitude of Larmor time delay decreases gently with
increasing k, compared with other time delays, see Fig.6.
The excellent fit of the envelope of phase time delay,
τcoh, and the analysis of dwell time delay (for e.g., see
τ
C
in Fig.3) are all manifestations of the self-interference
between incoming and reflective partial waves [37]. To
further reveal the self-interference effects, we plot the re-
flective self-interference delay τ
IF
[8] for linear barrier,
step barrier and tanh-like barrier in Fig.4(b), where the
peculiar self-interference delay of linear barrier is demon-
strated transparently. This can be attributed to the very
gentleness and particular shape of linear barrier. This
peculiarity may be one of the reasons that WEP holds
true even in quantum domain [45], where the advance
decrease of the wave amplitude lower than the classical
turning height cancels exactly with the tunneling induced
quantum lag in the classical forbidden region. Actually,
the classical forbidden region contributes a small but in-
dispensable part for the dwell time to match with the
CRT in the large k limit.
It is also interesting to note that the Larmor time de-
fined here does have operational meanings since no need
for zero magnetic field limit. The magnetic field in our
calculation is on the order of 0.1mG, which is not very
stringent for current technologies. Further, the configura-
tion of magnetic field, initial spin and momentum is quite
distinct from conventional definitions, and thus provides
an alternative for experimental realization.
Further, the formalism can be directly applied to neu-
tral atoms such as lithium. Lithium is of comparable
mass with neutron, say, m7Li ∼ 7mn, and the combined
Laser and the rf-induced forced evaporative coolings have
already been able to reach T ' 300nK for 7Li [46][47].
Since alkali atom is much easier to manipulate [48] and
the sub-millisecond timing accuracy is not technically
very stringent, ultracold 7Li (6Li) may be a good can-
didate to probe the quantum temporal behavior in the
Earth gravitational field. For example, for a 7Li atom
with effective T ' 823nK (corresponds to v ' 54mm/s
and classical turning height ' 148µm), the dwell time
delay is on the order of 20 ∼ 35µs.
At last, we note that a more rigourous and complete
treatment is to start with a wave packet. In that case,
all the time delays and the relevant processes we have
calculated before, such as finding the spin expectation
value of the reflective wave packet, have to be averaged
over the weighting factor (or the distribution in k-space)
ρ(k) of the wave packet, see Eqn.(4). That involves very
tedious calculations, and will be left to future work.
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Appendix A: Integral of Airy function
The integral of Airy function used in the main context
is ∫ zR
0
dzAi2[z/Lc − ED ] = Lc
{
[EDAi
2 + Ai′2]
+(
zR
Lc
− ED )Ai[
zR
Lc
− ED ]2 −Ai′[
zR
Lc
− ED ]2
}
.
(A1)
Appendix B: Spin-precession angle
For a spin- 12 particle carrying non-zero magnetic mo-
ment, the spin precession equation is
dSi
dt
=
i
~
[−~µ · ~B, Si] = g˜µN (~S × ~B)i. (B1)
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From (B1) we get the spin precession frequency, ωL =
g˜µN | ~B| = gµNB0, suppose the magnetic field | ~B| = B0.
Now assume initially the spin is polarized along the po-
lar and azimuthal angles (β, γ), i.e., the initial spin state
is 1√
2
(
cos[β/2]e−iγ , sin[β/2]
)T
. For later comparison, we
can write it in the standard way up to a normalization
constant
|β, γ〉 = 1√
2
(
cot[β/2]e−iγ
1
)
. (B2)
For example, for the neutron polarized in the an-
tipodal direction, β → β + pi, the spin state is
1√
2
(− tan[β/2]e−iγ , 1)T . Assume the magnetic field is in
the z-direction (θ = 0 in the main context) and the initial
state is polarized horizontally with the azimuthal angle
α, in other words,
|pi/2, α〉〈 z|k〉 = 1√
2
(
e−iα
1
)
eikz.
The reflected partial wave is in the spin state
|pi/2 + δϑ, α+ δφ〉〈 z| − k〉 = 1√
2
(
R+
R−
)
e−ikz, (B3)
where δϑ, δφ are the change of polarization angles. From
the standard form of spin state (B2), we can immediately
read out
cot[
1
2
(pi/2 + δϑ)] = |R+R− | = 1⇒ δϑ = 0, (B4)
so the spin evolves on the horizontal large circle on the
Bloch sphere, which is dictated by the spin evolution
equation (B1). The rotated angle is then purely δφ, and
can be determined by the following two methods.
1. method A
First note that
R+
R− =
e−iα
(Ai+Ai− + 1k2
D
Ai′+Ai
′
−) +
i
k
D
(Ai′+Ai− −Ai′−Ai+)
(Ai+Ai− + 1k2
D
Ai′+Ai
′
−)− ik
D
(Ai′+Ai− −Ai′−Ai+)
= e−i(α+δφ), (B5)
where −δφ is the rotated angle of the spin on the hori-
zontal large circle. From (B5), we find
− tan[δφ/2] = kD (Ai
′
+Ai− −Ai′−Ai+)
(k2
D
Ai+Ai− + Ai′+Ai
′
−)
⇒
δφ = −2 tan−1
[
k
D
(Ai′+Ai− −Ai′−Ai+)
(k2
D
Ai+Ai− + Ai′+Ai
′
−)
]
. (B6)
So the time measured by the Larmor clock is
τLar ≡ δφ
ωLar
=
2mI
k2r~
tan−1
[
kD (Ai
′
+Ai− −Ai′−Ai+)
(k2
D
Ai+Ai− + Ai′+Ai
′
−)
]
, (B7)
2. method B
The other method is to calculate the expectation value
of spin vector ~ˆS = ~2~σ. Substituting the reflective spin
state (B3), we can get
〈Sz〉 = 1
4
[|R+|2 − |R−|2], 〈Sy〉 = 1
4i
[R∗+R− − c.c],
〈Sx〉 = 1
4
[R∗+R− + c.c]. (B8)
In the case θ = 0, where the magnetic field is along
z-direction, direct calculation gives 〈Sz〉 = 0, and
〈Sy〉 = 2GF cosα+ (F +G)(F −G) sinα
2[Ai′2− + (kDAi−)2][Ai′
2
+ + (kDAi+)
2]
,
〈Sx〉 = (F +G)(F −G) cosα− 2GF sinα
2[Ai′2− + (kDAi−)2][Ai′
2
+ + (kDAi+)
2]
, (B9)
where F ≡ [Ai′+Ai′− + k2DAi−Ai+], G ≡ [Ai+Ai′− −
Ai−Ai′+]kD , and the denominator in (B9) is 2(F
2 +G2).
Note 〈Sz〉 = 0 means the reflected spin state is on the
horizontal plane, i.e., δϑ = 0, so the azimuthal angle of
the new spin state can be obtained from
tan[α+ δφ] =
〈Sy〉
〈Sx〉 =
2GF/(F 2 −G2) + tanα
1− 2GF/(F 2 −G2) tanα.(B10)
Finally we can read out the rotated angle
δφ = arctan[2GF/(F 2 −G2)] = 2 arctan[G/F ]. (B11)
It is easy to check that (B11) is exactly the same as (B6),
confirming our calculations.
Appendix C: Larmor time for free motion and
square barrier
In this section, we discuss two special cases with our
definition of Larmor time, the free motion and rectan-
gular barrier. For the former case, we will show that
it indeed reduces to the classical traversal time as ex-
pected, while for the latter case, the definition also gen-
erates reasonable results. To show that our Larmor time
definition doesn’t rely on special coordinate configura-
tions, different from the main text, we choose instead the
x-coordinate as the moving direction, while the particle
is initially polarized in the spin-z eigenstate.
1. Free motion
The relevant Hamiltonian for free particle is
HˆFree =
~ˆp2
2mI
− ~µN g˜B0
2
~σ · nˆΘ(x)Θ(a− x),(C1)
where [0, a] is the space interval we are interested, and is
covered by a homogeneous weak magnetic field ~B = B0nˆ.
11
As mentioned in the main text, nˆ is chosen to be parallel
to the x-direction, i.e., nˆ = xˆ. For simplicity, consider
the stationary solution with a monochromatic neutron
beam. The ansatz of the corresponding wave function is
φ(x) =

1√
2
[(
1
0
)
eikx +
(
Rf+
Rf−
)
e−ikx
]
, x < 0,
U
(
c+e
ik+ x + d+e
−ik+ x
c−eik− x + d−e−ik− x
)
, 0 < x < a,
1√
2
(
T f+
T f−
)
eik x, x > a,
(C2)
where U ≡ 1√
2
(
1 1
1 −1
)
, k2 ≡ 2mE~2 and k2± ≡ 2m(E ±
~µN g˜ B0
2 )/~
2. Imposing the continuity conditions at x =
0 and x = a, we get the following solutions for the trans-
mitted and reflective coefficients
T f+ =
1
2
[Tk+ + Tk− ], T f− =
1
2
[Tk+ − Tk− ], (C3)
Rf+ =
1
2
[Rk+ +Rk− ], Rf− =
1
2
[Rk+ −Rk− ].(C4)
where Tρ ≡ 2ikρ e
−ik a
(k2+ρ2) sin(ρ a)+2ikρ cos(ρ a) and Rρ ≡
(k2−ρ2) sin(ρ a)
(k2+ρ2) sin(ρ a)+2ikρ cos(ρ a) are the transmitted and reflec-
tive amplitudes for a rectangular barrier (or well), re-
spectively, and ρ takes values of k+, k−. The spin of the
incoming particle is along the positive z-direction and is
denoted as |θi, φi〉 = |0, φi〉 = (1, 0)T, while the spin for
the transmitted particle is denoted as |θf , φf 〉. Since in
the zero magnetic field limit, T f− → 0, we’d better nor-
malize the spin state with the polar and azimuthal angles
(β, γ) by
|β, γ〉 = 1√
2
(
1
tan[β/2]eiγ
)
. (C5)
According to this normalization, the polarization of the
transmitted partial wave can be written as
|θf , φf 〉 = 1√
2
 1T f−
T f+
 = 1√
2
(
1
Tk+−Tk−
Tk++Tk−
)
. (C6)
Comparing (C5) with (C6), we can readily get
tan[θf/2]e
iφf =
Tk+ − Tk−
Tk+ + Tk−
. (C7)
Since at the north pole φi can be arbitrary chosen, for
convenience, we can chose φi = φf , then we only need
the modulus to read out the rotation angle
θf = 2 arctan[|
Tk+ − Tk−
Tk+ + Tk−
|], (C8)
τLarτCT
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(a) Larmor time vs classical expectation time τCT
(b) Relative time error δτ with respect to k and B0
FIG. 7: a. Larmor time vs classical expectation time τCT
with respect to the wave number k, represented by the solid
blue and dashed red curves respectively. The space interval
is a = 6µm and the external magnetic field is B0 = 1mG=
10−3G. b. Relative time error δτ with respect to k and B0
in unit of part per billion (ppb). The length of the interested
free interval is a = 10.56µm. Here the external magnetic field
is even smaller, in unit of µG=10−6G.
and the Larmor time is given by
τLar =
θf
ωLar
=
2
γNB0
arctan[|Tk+ − Tk−Tk+ + Tk−
|], (C9)
where ωLar ≡ γNB0 is the Larmor frequency and γN =
1.832×108rad/(sT) is the gyromagnetic ratio of neutron.
In Fig.7, we plot the Larmor time with respect to classical
traversal time τ
CT
≡ am/(~ k) and the relative time error
δτ ≡ |τLar − τCT|/τCT. From Fig.7, we see the Larmor
time given by (C9) fits well with the classical traversal
time for two arbitrarily chosen space interval a = 6µm
and a = 10.56µm. In Fig.7(b), we also see the relative
time error grows large only around relatively small k and
large B0. This is as expected because the magnetic inter-
action becomes more relevant when ~µN g˜ B02E =
mµN g˜ B0
~ k2
grows large, and this also drives the neutron away from
free motion.
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(a) Reflective Larmor time vs free interval a ahead
of barrier
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(b) Transmitted Larmor time vs barrier length L
FIG. 8: a. Reflective Larmor time τR
Lar
and classical returning time τR
CRT
with respect to the free space interval a in front
of the barrier. For comparison, we also plot y-component Larmor time τRyL. These times are divided into two classes with
different incoming neutron energies, which are labeled in the square bracket in the legends. The height and width of the barrier
are 48peV and L = 2.7µm, respectively. b. Transmitted Larmor time τTLar and Bu¨ttiker-Landauer (BL) time τ
T
BL
with
respect to the barrier width L. For comparison, we also plot component Larmor times τTx
L
, τTy
L
, free traversal time τTFree
and Wigner phase time τT
EW
. The incoming neutron energy is 20.3peV, the barrier height is 21peV and the free space interval
is a = 0.2µm. In both subfigures, the external magnetic field is chosen as B0 = 0.1mG.
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(a) k-spectrum of reflective Larmor time
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(b) k-spectrum of transmitted Larmor time
FIG. 9: a. The wave number k-spectrum of reflective Larmor times τR
Lar
and the classical returning time. For comparison, we
also show the Wigner phase time τR
EW
, BL time τR
BL
and component Larmor times τRx
L
, τRy
L
together in the subfigure. The
barrier parameters are: height A = 90peV and height L = 1.2µm, and the free space interval a = 9.6µm. b. The wave number
k-spectrum of transmitted Larmor time τTLar with transmitted BL time τ
T
BL
. In comparison, we also plot the component
Larmor times τTx
L
, τTy
L
, together with semi-classical time τSC and Wigner phase time τ
T
EW
. The barrier parameters are
A = 36peV and L = 9µm, and a = 0.2µm. In both subfigures, the external magnetic field is chosen as B0 = 0.1mG.
2. Rectangular Barrier
For a rectangular barrier, the relevant Hamiltonian in
calculating Larmor time is
HˆSB =
~ˆp2
2mI
+AΘ(x)Θ(L− x)
− ~µN g˜B0
2
~σ · nˆΘ(x+ a)Θ(L− x), (C10)
where a > 0 is to allow for comparison of reflective lar-
mor time with classical returning time. Though it seems
more reliable and complete to start with a wave packet,
and in that case, for a wave packet with finite width δ k in
k-space, it is suitable to choose a > 1/δ k, we still work in
the monochromatic limit, since the wave packet formal-
ism evolves integration over wave number k, and hence
is not easy or even impossible to obtain simple analyti-
cal formulas. For the wave packet formalism, we leave it
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to future work. Then the ansatz of the stationary wave
function is
φ(x) =

1√
2
[(
1
0
)
eikx +
(
Rs+
Rs−
)
e−ikx
]
, x < −a,
U
(
f+e
ik+ x + g+e
−ik+ x
f−eik− x + g−e−ik− x
)
, − a < x < 0,
U
(
c+e
κ+ x + d+e
−κ+ x
c+e
κ− x + d−e−κ− x
)
, 0 < x < L,
1√
2
(
T s+
T s−
)
eik x, x > L,
(C11)
where k, k± have already been defined in the subsection
of free motion, and κ2± = 2m(A−E ∓ ~µN g˜ B02 )/~2. Im-
posing the continuity conditions at x = −a, 0, L, we can
get the reflective and transmitted coefficients as before.
Interestingly, these coefficients takes the similar form as
in (C3), in other words,
Rs± =
1
2
[R0+ ±R0−], T s± =
1
2
[T 0+ ± T 0−], (C12)
where R0±, T 0± are just the reflective and transmit-
ted amplitudes for a spinless particle scattering off the
barrier AΘ(x)Θ(L − x) ∓ V0Θ(x + a)Θ(L − x), where
V0 =
~µN g˜B0
2 . For example,
T 0ρ =
e−ik(a+L)
cos(kρa)A− i sin(kρa)B , (C13)
where A ≡ ch(κρL) + i2 (κρk − kκρ )sh(κρL) and B ≡
1
2 (
kρ
k +
k
kρ
)ch(κρL) +
i
2 (
κρ
kρ
− kρκρ )sh(κρL), and ρ repre-
sents ±. Since the full expression is lengthy, we do not
show explicitly the reflective amplitude here. From the
discussion of the free motion Larmor time, we can get
the reflective and transmitted Larmor times as
τR
Lar
=
2
γNB0
tan−1[|R
s
−
Rs+
|], (C14)
τT
Lar
=
2
γNB0
tan−1[|T
s
−
T s+
|]. (C15)
To show this definition is reasonable, we compare the
reflective Larmor time τR
Lar
with the classical return-
ing time τR
CRT
≡ 2am/(~ k), and also compare the
transmitted Larmor time with the Wigner phase time
τT
EW
= ∂θT /[v(k)∂ k] and the Bu¨ttiker-Landauer (BL)
time τT
BL
= −~∂ ln |T |/∂ A. To get an intuition, we plot
them in Fig.8 and Fig.9. Further, we also plot the com-
ponent Larmor times τsx
L
, τ sy
L
defined in (27), only
here the particle motion direction, i.e., the z-coordinate
defined in the main context has been changed into x-
coordinate. In Fig.8(a), the barrier height and width
are 48peV and 2.7µm, respectively. Comparing the dis-
tances of the solid blue curve to the dashed red line, and
the solid yellow curve to the dashed purple line, we find
that the oscillating Larmor time τR
Lar
gets more closer to
the classical returning time τCRT for less energetic parti-
cles. In other words, the more opaque the barrier is,
the more it resembles a classical wall. We can also see
that τRy
L
nearly overlaps with τR
Lar
from the two pairs
curves. This indicates that the spin precession for re-
flected partial wave is nearly confined in the transversal
plane, i.e., y − z plane in this coordinates frame. This
fact can also be confirmed from the nearly overlapped
curves of τRy
L
and τR
Lar
in Fig.9(a), where τRx
L
is very
close to the BL time τRBL and Wigner phase time τ
R
EW,
but far smaller than τR
Lar
. Note it is not easy to find
τRx
L
and τRBL there, since they nearly overlap with the
horizontal k axis. We can also see in Fig.9(a) that, τR
Lar
oscillates around the curve τR
CRT
, which means that for
thick barriers, disregard quantum fluctuations, τR
Lar
can
give a good measure of the returning time.
For the transmitted Larmor time, we also plot the clas-
sical transversal time τFree ≡ m(L+a)~ k in Fig.8(b) as a
comparison, see the dotted red line. However, even for
energetic particles (the particle’s energy in Fig.8(b) is
20.3peV compared to the barrier height 21peV), τT
Lar
gets close to the free traversal time only for very thin
barriers, while for thick barrier, our transmitted Lar-
mor time resembles more closely to the BL time τT
BL
,
as represented by the dashed green curve. The τSC ≡
ma
~ k +
Lm√
2Am−(~ k)2 matches τ
T
Lar
(the solid blue curve)
only for particles with intermediate energy, see the solid
purple curve. We can also see that τTx
L
nearly coincides
with τT
BL
, and is very close to τT
Lar
, this can be further
confirmed from Fig.9(b), while τTy
L
is much smaller than
τT
Lar
, and it is very close to Wigner phase time τT
EW
for
energetic neutrons, as can be also seen in Fig.9(b). So for
opaque barriers, τT
Lar
is dominated by τT
Lx
. This means
that the helicity asymmetry caused by barrier interac-
tions during tunneling is large, and the spin precession
cannot confined in the transversal plane. As a comple-
mentary observation, the good match of τT
EW
with the
sub-dominate τT
Ly
for energetic tunneling particles con-
firms that Wigner phase time delay is not a meaningful
measure of particle tunneling time.
In conclusion, we see our Larmor time definition is
free of the coordinate choice and is rational, as veri-
fied by the comparison of traversal time and the other
frequently used time definitions (such as the Bu¨ttiker-
Landauer time) in free motion and square barrier cases.
A further clarification of the relation between the com-
ponent Larmor times τs
Ly
, τ s
Lx
with our Larmor time
definition τs
Lar
and various discussed tunneling times in
the literature will be interesting, but is out of the scope
of this work.
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