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Запропоновано підхід до побудови математичної моделі індивідуального 
багатокритеріального оцінювання, який ґрунтується на інформації про вста-
новлене експертом відношення порядку на множині альтернатив. В рамках ак-
сіоматики теорії багатокритеріальної корисності (MAUT) проведено струк-
турну ідентифікацію моделі оцінювання з використанням адитивної функції 
корисності альтернатив. Розроблено метод параметричної ідентифікації мо-
делі, що базується на ідеях теорії компараторної ідентифікації. Для визначен-
ня параметрів моделі пропонується використовувати метод середньої точки, 
в результаті застосування якого можна отримати єдиний стійкий розв'язок 
задачі. Показано, що в цьому випадку, задачу параметричної ідентифікації мо-
делі оцінювання можна привести до стандартної задачі лінійного програму-
вання. Отримані на основі синтезованої математичної моделі скалярні бага-
токритеріальні оцінки альтернатив дозволяють порівнювати їх між собою за 
ступенем ефективності і, таким чином, вибрати "найкращу" з них або прове-
сти їх ранжування. 
Істотною перевагою запропонованого підходу є можливість використан-
ня для розв'язання задачі ідентифікації параметрів моделі тільки нечислової 
інформації про вже прийняті експертами рішення. Це дозволяє частково зни-
зити ступінь суб'єктивного впливу експерта на результат прийняття рішень 
та зменшити витрати на проведення процедури експертного оцінювання. 
Розроблено метод верифікації моделі оцінювання, що базується на прин-
ципах крос-валідації. Наведено результати комп'ютерного моделювання, які 
підтверджують ефективність використання запропонованого методу пара-
метричної ідентифікації моделі для вирішення завдань, що пов'язані з автома-
тизацією інтелектуального процесу прийняття рішень.  
Ключові слова: прийняття рішень, теорія корисності, компараторна іде-
нтифікація, ранжування альтернатив, функція корисності. 
 
1. Вступ 
Інтелектуальний процес прийняття рішень [1, 2] полягає в реалізації осо-
бою, яка приймає рішення (ОПР), процедури вибору "найкращої" альтернативи 
(або їх ранжування) з деякої наявної обмеженої множини. У свою чергу, цю за-
дачу можна розбити на дві підзадачі. Перша з них пов'язана з обґрунтуванням і 
обранням метрики (системи критеріальних оцінок), в якій можна якісно або кі-
лькісно оцінити ефективність (корисність) альтернатив. Друга полягає в виборі 






У випадках, коли проблема, що стоїть перед ОПР є досить складною для її 
вирішення, доводиться залучати компетентних фахівців (експертів), які добре 
орієнтуються в даній предметній галузі. Сукупність отриманих від них су-
джень, методи формування кількісних і якісних оцінок, а також обробка отри-
маних результатів за допомогою формальних методів в загалі-то і складають 
основу методу експертного оцінювання [1, 3]. 
Сенс роботи експерта полягає в оцінці ефективності кожної альтернативи в 
цілому на основі аналізу інформації про деяку множину суперечливих критері-
їв, які характеризують її певні часткові властивості. Складність аналізу полягає 
ще і в тому, що ці часткові критерії можуть вимірюватися в різних шкалах, ма-
ти різні інтервали можливих значень, розмірність, напрямок домінування і сту-
пінь важливості. Ця задача в теорії прийняття рішень відома як задача багаток-
ритеріального оцінювання. 
Наступна задача, яка стоїть перед експертом полягає у виборі екстремаль-
ного рішення (альтернативи). Це так звана задача багатокритеріальної оптимі-
зації. Основна проблема, що виникає при розв’язанні цієї задачі полягає в тому, 
що вибір такої альтернативи найчастіше здійснюється на підмножині допусти-
мих рішень відомої як область компромісів або множина Парето, на якій немо-
жливо встановити відношення лінійного порядку (ранжувати альтернативи), а, 
отже, і визначити екстремальну альтернативу (єдине рішення). Це пов'язано з 
тим, що альтернативи є непорівнянними через суперечливість часткових крите-
ріїв. Таким чином, в такій постановці, задача багатокритеріальної оптимізації є 
математично некоректною [4], тому що не має єдиного розв’язку. Для його ви-
значення необхідно провести регуляризацію цієї задачі, доповнивши її зовніш-
ньою інформацією, отриманою від експертів, яка була б формалізована у вигля-
ді деякого правила. 
Основою конструктивного підходу до розв’язання загальної задачі прийн-
яття рішень є теорія раціональної поведінки, в рамках якої передбачається, що 
індивідуум обирає альтернативу, яка дає найкращий результат (найбільш ефек-
тивна). У свою чергу, оцінка ефективності альтернативи може бути отримана на 
основі використання ідей теорії багатокритеріальної корисності (Multi Attribute 
Utility Theory – MAUT) [5]. У ній передбачається, що існує деяка функція кори-
сності альтернативи, яка залежить від часткових критеріїв. Обчисливши зна-
чення функції корисності для кожної з альтернатив можна обрати "найкращу" 
або ранжувати їх на основі аналізу цих значень. 
Таким чином, формально, підхід до прийняття рішень на основі MAUT, 
полягає в присвоєнні альтернативам деяких кількісних узагальнених оцінок їх 
корисності. Метою цього процесу є надання можливості експерту обрати потім 
"найкращу" з них або ранжувати їх за ступенем переважності для експерта. 
Тому актуальною на сьогоднішній день проблемою є формалізація під-
ходів до формування цих узагальнених оцінок альтернатив на основі експер-
тних суджень. 
Процес побудови математичної моделі індивідуального багатокритеріаль-
ного оцінювання альтернатив можна представити у вигляді послідовності двох 







структурної ідентифікації), а другий – в визначенні її параметрів (задача пара-
метричної ідентифікації). 
В рамках аксіоматики MAUT доведено існування багатовимірної функції 
корисності заданої на множині альтернатив, що розглядаються. Тому задачу 
структурної ідентифікації моделі оцінювання в рамках MAUT фактично вирі-
шено. При розв'язанні практичних задач використовується або адитивна, або 
мультиплікативна форма запису функції корисності. 
Інтерес представляє розв’язання задачі параметричної ідентифікації моделі.  
 
2. Аналіз літературних даних та постановка проблеми 
Параметри моделі найчастіше визначаються в ході проведення серії актив-
них або пасивних експериментів, що проводяться з експертами. Результатом 
цього є те, що їх судження реалізуються зазвичай у вигляді: безпосередніх оці-
нок, матриць парних або множинних порівнянь, різноманітних ранжувань і кла-
сифікацій [3]. 
Безпосередня оцінка в даному випадку буде полягати в приписуванні част-
ковим критеріям, які характеризують альтернативу деяких числових значень, 
виміряних в шкалі інтервалів. Ці значення відповідають ступеню впливу того 
чи іншого критерію на результат – багатокритеріальну оцінку альтернативи. 
У процесі виявлення знань експерт повинен поставити у відповідність ко-
жному критерію точне значення на безперервній числовій вісі, наприклад, на 
відрізку [0, 1]. Природньою вимогою в цьому випадку є те, що б еквівалентним 
за "важливістю" критеріям приписувалися б однакові значення. 
У деяких випадках, для ослаблення цих умов, але, природно, за рахунок 
зменшення точності вимірювання, замість безперервної числової вісі викорис-
товують бальні оцінки, наприклад 5, 10, 100-бальні шкали. 
Цей підхід до оцінки "важливості" критеріїв, в тому чи іншому вигляді, 
використовується в різних широко відомих методах прийняття рішень. Так, у 
роботі [6] детально розглянуті умови та принципи використання методу 
ELECTRE, а також проблеми, що виникають при отриманні інформації про 
"важливість" критеріїв від експерта. Робота [7] присвячена опису методу 
PROMETHEE, де автори відзначають, що при його реалізації виникають труд-
нощі при завданні експертом "ваг" критеріїв та функції переваг альтернатив. 
Можливості застосування методу TOPSIS та складності при формалізації су-
джень експертів щодо вибору "ідеальної" альтернативи та призначення "ваг" 
критеріїв описані в [8]. В роботі [9] зазначається, що основною проблемою при 
отриманні скалярної багатокритеріальної оцінки альтернатив методами 
SMART, SMARTS і SMARTER є вимога визначення експертами кількісних 
значень "важливості" критеріїв. 
Численні публікації свідчать про достатню популярність застосування цих 
методів. В роботі [10] автор зазначає, що суттєвим обмеженням метода 
ELECTRE є вимога про незалежність критеріїв, хоча в реальних задачах вони 
можуть бути взаємопов'язані. Робота [11] присвячена розв'язанню задачі відбо-
ру постачальників продукції, в якій "ваги" критеріїв визначаються з застосу-






ванню невизначеності при завданні ОПР переваг альтернатив з використанням 
метода Монте-Карло в рамках підходу PROMETHEE присвячено роботу [12]. В 
роботі [13] порівнюються результати розв'язання задачі прийняття рішення що-
до оплати за навчання студентами за допомогою чотирьох різних методів, де 
автори також відзначають труднощі, що пов'язані з отримання кількісної інфо-
рмації про "ваги" критеріїв. В роботі [14] досліджується проблема міжособисті-
сних впливів на прийняття колективного рішення з застосуванням TOPSIS, для 
розв'язання якої від експертів необхідно отримати оцінки всіх альтернатив по 
всім критеріям (так звану матрицю рішень). 
Для розв'язання практичних задач щодо прийняття рішень досить часто ви-
користовуються методи SMART і SMARTER. Так, наприклад, в [15] − розв'язу-
ється задача оцінювання рівня дисциплінованості персоналу; в [16] − задача оцін-
ки та ранжування студентів за результатами успішності навчання; в [17] − задача 
прийняття рішення про використання альтернативних стратегій в боротьбі з ли-
хоманкою Денге. При застосуванні цих методів експерт повинен безпосередньо 
вказати кількісні оцінки "ваг" критеріїв, що часто викликає у нього труднощі. 
Тому можна зробити висновок, що головний недолік такого підходу поля-
гає в тому, що вимірювання переваг в шкалі інтервалів можна виконати з висо-
ким ступенем довіри тільки при добрій поінформованості експертів про харак-
теристики альтернатив і самої предметної галузі. 
Метод парних порівнянь полягає в реалізації процедури встановлення пе-
реваг критеріїв при порівнянні всіх можливих пар. При порівнянні кожної пари 
критеріїв можливі відношення або порядку, або еквівалентності. Парне порів-
няння – це вимірювання в шкалі порядку. 
Результати порівняння експертом всіх пар критеріїв зазвичай представля-
ють у вигляді матриці парних порівнянь, стовпці і рядки якої складають крите-
рії, а її відповідні елементи – це числові значення їх "важливості". Основним 
недоліком методу є те, що порівняння критеріїв у всіх можливих парах не дає 
повного упорядкування всіх критеріїв. 
Одним з найбільш часто застосовуваних в теперішній час підходів, що ви-
користовують метод парних порівнянь є метод аналізу ієрархій (AHP) та його 
розвиток – метод аналітичних мереж (ANP) [18]. 
Про популярність використання на практиці цього підходу свідчать чис-
ленні публікації. Наприклад, в роботі [19] за допомогою AHP проводиться оці-
нювання та порівняння якості пряжі; в [20] − розв'язується задача вибору моде-
лі всюдихода для оснащення військових частин. Робота [21] присвячена розро-
бці метода оцінки ефективності роботи співробітника на основі використання 
ANP з метою їх ранжування. В [22] розглядаються питання оцінки безпечності 
альтернативних будівельних проектів та визначення пріоритетності потенцій-
них ризиків в будівельному секторі. 
Розв'язання всіх цих задач потребує від експерта інформації у вигляді мат-
риць парних порівнянь важливості критеріїв та альтернатив, при одночасному 
виконанні умов узгодженості отриманих матриць, і це викликає у нього певні 







та відношеннями, суперечливими рішеннями при використанні методу AHP на 
практиці, детально проаналізовані в роботі [23]. 
Ранжування – це процедура упорядкування критеріїв за ступенем їх впливу 
на результат. На основі своїх знань і досвіду експерт розміщує критерії в по-
рядку їх "важливості", керуючись одним або декількома показниками порів-
няння. Залежно від виду відношень між об'єктами можливі різні варіанти упо-
рядкування критеріїв. 
Ранжування дозволяє обрати з досліджуваної сукупності критеріїв най-
більш істотний. 
У практиці експертного оцінювання для ранжування найчастіше викорис-
товується послідовність натуральних чисел, які називаються рангами. Найбільш 
"вагомому" критерію присвоюється ранг 1, другому – ранг 2 і т. д. 
Найбільш популярними методами, які використовують даний підхід, є ме-
тоди головного критерію [2], оптимізації за послідовно застосовуваним крите-
ріям та послідовних поступок [24]. 
Незважаючи на наявність великої кількості методів отримання інформації 
від експертів, всім їм, в тій чи іншій мірі, властивий суб'єктивізм. Він пов'яза-
ний з необхідністю врахування і формалізації їх суджень про "важливість" кри-
теріїв, що характеризують альтернативи. Тому необхідною є розробка методів, 
які б знижували міру цього суб'єктивного впливу експертів на результат бага-
токритеріальної оцінки альтернатив з метою підвищення ефективності рішень, 
що приймаються. 
У цій ситуації виходом може бути розв’язання задачі визначення парамет-
рів моделі оцінювання ("вагових" коефіцієнтів критеріїв) на основі інформації 
про прийняті ОПР рішення або про ранжування ним альтернатив. 
 
3. Мета і завдання дослідження 
Метою роботи є синтез математичної моделі індивідуального багатокрите-
ріального оцінювання альтернатив на основі наявної інформації про переваги 
експертів, яка дозволяла б заповнювати відсутню інформацію і прогнозувати 
судження експертів. 
Для досягнення поставленої мети необхідно вирішити такі основні завдання: 
– розробити методи структурної та параметричної ідентифікації математи-
чної моделі індивідуального багатокритеріального оцінювання альтернатив в 
рамках аксіоматики MAUT, які базуються на ідеях теорії компараторної іден-
тифікації [25]; 
– провести верифікацію побудованої математичної моделі оцінювання з 
точки зору її прогностуючих властивостей в умовах, коли є наявною невелика 
кількість вихідної інформації, що отримана від експертів. 
 
4. Матеріали та методи дослідження 
Нехай експерту пред'являється для оцінки деяка кінцева множина альтер-
натив (варіантів вирішення проблеми) X={x1, x2,…,xn}, кожна з яких описується 






Передбачається, що ці часткові критерії можуть бути виміряні в кількісних 
шкалах, а множина X складається тільки з недомінованих альтернатив. У ситу-
ації, коли критерії виміряні в якісних шкалах можна здійснити перехід до кіль-
кісних показників, застосувавши шкалу Харрінгтона. 
Експерт, на основі детального аналізу цих альтернатив, повинен оцінити їх 
з точки зору ефективності (корисності) для подальшого вибору "найкращої" або 
реалізації процедури їх ранжування (часткового або повного) на всій множині 
X  або будь-якої її підмножини. 
При цьому, формально, ситуацію, коли експерт вибрав єдину найбільш пе-
реважну альтернативу xsX, 1, ,s n  можна представити у вигляді: xs(≥)xi; xs, 
xiX; 1, ;i n  si. 
Результатом ранжування альтернатив є встановлення на множині X чи на 
будь-якій його підмножині або відношення лінійного порядку, наприклад, 
x1(≥)x2(≥)…(≥)xn або часткового лінійного порядку, наприклад, 
x1(≥)x2(≥){x3~x4~x5}(≥)…(≥){xn-1~xn}. Тут "" " ("≥") та "~" – знаки відно-
шень відповідно строгої (нестрогої) переваги та еквівалентності. 
Задача полягає в побудові моделі багатокритеріального оцінювання альте-
рнатив експертом в рамках MAUT у випадку, коли від нього отримано інфор-
мацію тільки про обрання "найкращої" або про встановлення відношення по-
рядку на множині альтернатив. 
Розв'язання цієї задачі дозволить отримати відносні узагальнені скалярні 
оцінки альтернатив у вигляді значень функцій їх корисності. Також це дасть 
можливість отримати оцінки і для тих альтернатив, за якими відсутні (з будь-
якої причини) судження експерта або прогнозні оцінки для "нових" альтернати-
вних варіантів, які не були представлені експерту до розгляду. Завдяки цьому 
можна буде заповнити відсутню інформацію про переваги альтернатив на всій 
множині X по кожному з експертів. Наслідком цього є можливість застосування 
стандартних методів для оцінки узгодженості їх суджень, а також отримання 
консолідованої оцінки альтернатив або проведення їх ранжування в рамках 
процедури колективного експертного оцінювання [26]. 
Задача побудови математичної моделі індивідуального багатокритеріального 
експертного оцінювання може бути представлена у вигляді послідовності двох 
взаємопов'язаних підзадач. Перша з них полягає в формуванні структури моделі, а 
друга в ідентифікації її параметрів на основі інформації отриманої від експертів. 
Розглянемо детально процес розв’язання задачі структурної ідентифікації 
моделі оцінювання. 
На основі інтроспективного аналізу часткових критеріїв K(xi)=<k1(xi), k2(xi), 
…, km(xi)> експерт оцінює кожну з альтернатив xi, 1,i n  з точки зору її ефекти-
вності (корисності) для подальшого вибору найбільш переважної або ранжу-
вання альтернатив в процесі прийняття рішення. 
Таке оцінювання можливо здійснити в рамках MAUT, в якій передбачаєть-
ся, що для кожної з альтернатив xiX існує деяка скалярна багатокритеріальна 







вання [1, 27]. З її допомогою можна оцінити альтернативи з одночасним ураху-
ванням всіх часткових критеріїв. Це означає, що висуваються деякі умови (ак-
сіоми) [1, 27], яким повинна задовольняти функція корисності P(xi) і, у випад-
ку якщо вони виконуються, дається доказ існування P(xi) у вигляді полілінійної 
функції. Всі умови-аксіоми можна розділити на дві групи. До першої – відно-
сять такі аксіоми: архимедова, зв'язності, транзитивності, розчинності. Їх вико-
нання дозволяє зробити висновок, що система переваг ОПР, яка задана на мові 
бінарних відношень, може бути зведена до задачі однокритеріальної скалярної 
оптимізації [1]. Друга група – складається з умов незалежності критеріїв, вико-
нання яких дозволяє визначити властивості функції корисності. 
Таким чином, доведено, що при виконанні умов першої та другої груп ак-
сіом існує багатовимірна функція корисності, що задається на множині альтер-
натив X , яку можна представити у вигляді [1, 27]: 
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Тут 0<ai<1, 1,j m  − часткові шкалюючі параметри (коефіцієнти ізомор-
фізму), що фактично виражають відносну важливість ("вагу") для експерта час-
ткових критеріїв kj(xi), 1, ,j m  які характеризують альтернативи xiX;  Hj ik x  − 
однокритеріальна функція корисності, що характеризує оцінку альтернативи 
xiX за частковим критерієм kj(xi) і, яка задовольняє умові нормування 
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a  функція корисності (1) приймає адитивну: 
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a  мультиплікативну форму: 
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При w=0, виходячи з (1), мультиплікативна функція корисності (3) зво-
диться до адитивної (2). 
Відповідно до аксіоматики MAUT для функції корисності P(xi) виконують-
ся наступні співвідношення при порівнянні альтернатив: 
– якщо альтернатива xi переважніше для експерта ніж xj, тобто xixj, то 
 
   ;i jP x P x    (4) 
 
– якщо альтернативи xi та xj еквівалентні, тобто xi~xj, то 
 
   ,i jP x P x  , , i jx x X  .i j    (5) 
 
Для цілей даного дослідження більше підходить адитивна форма представ-
лення функції корисності альтернативи (2). По-перше, відпадає необхідність 








a  дозволяє визначити від-
носні "вагові" коефіцієнти часткових критеріїв в звичній шкалі від 0 до 1. Це 
наочно демонструє експерту на скільки (або у скільки разів) один частковий 
критерій "важливіший" за інший і "внесок" кожного критерію в загальну оцінку 
альтернативи. При цьому мультиплікативна функція (3) не дає ніяких переваг 
при її використанні. 
Таким чином, в подальшому значення параметрів aj, 1,j m  і багатокрите-
ріальних оцінок альтернатив P(xi), 1,i n  будемо визначати виходячи з адитив-
ної форми (2) представлення функції корисності. 
У загальному випадку, часткові критерії K(xi)=<k1(xi), k2(xi), …, km(xi)> є рі-
знорідними і в силу цього мають різну фізичну розмірність, не співпадаючі ін-
тервали вимірювання та напрямок домінування. 
Для побудови функцій корисності  ,Hj ik x  1,j m  по кожному частковому 
критерію і проведення нормування їх значень скористаємося формулою 
[25, 26]: 
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де  j ik x  − дійсне (абсолютне) значення j-го часткового критерію;  j ik x  
та  j ik x  − відповідно його "найгірше" та "найкраще" значення в залежності від 
напрямку домінування критерію; αj − коефіцієнт нелінійності (αj>0), який до-
зволяє реалізовувати, крім традиційних лінійних (αz=1), і нелінійні, опуклі вго-







При цьому   [0,1]Hj ik x  і меншому його значенню буде відповідати "гір-
ше" абсолютне значення часткового критерію. 
З урахуванням прийнятого способу нормування часткових критеріїв, кое-
фіцієнти A=<a1, a2,…,am> стають безрозмірними і виконують дві важливі функ-
ції. По-перше, масштабують скалярну багатокритеріальну оцінку альтернативи 
P(xi), тобто визначають інтервал її можливих значень та враховують різну "ва-
жливість" ("вагу") часткових критеріїв. 
Для того щоб значення P(xi) варіювалися в інтервалі [0, 1], достатньо щоб 
виконувалися умови: 
 








a   (7) 
 
На основі цього є підстави перейти до розв'язання задачі параметричної 
ідентифікації математичної моделі індивідуального багатокритеріального екс-
пертного оцінювання, структура якої описується адитивною функцією (2). 
Необхідно визначити значення "вагових" коефіцієнтів кортежу A часткових 
критеріїв K(xi) на основі інформації тільки про вибір найбільш преважної або про 
часткове упорядкування альтернатив. Ці дані можна отримати від експерта в про-
цесі аналізу множини представлених йому для розгляду альтернатив. 
Нижче на прикладі розглянуто процес параметричної ідентифікації мо-
делі (2). 
Нехай експерт сформулював свої переваги на множині з чотирьох альтер-
натив у наступному вигляді: x3x2(≥){x1~x4}. 
Тоді, для цієї ситуації, враховуючи (2), (4) і (5) можна записати систему лі-
нійних обмежень, яка буде мати вигляд: 
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  (8) 
 
Система лінійних обмежень (8) виділяє опуклий багатогранник на гіперпло-
щині (7). Будь-яка точка, що лежить всередині цього багатогранника є допусти-
мим розв'язком. Отже, задача визначення коефіцієнтів відносної "важливості" час-
ткових критеріїв є некоректною за визначенням Тихонова [4], тому що в такому 
вигляді вона не має єдиного розв'язку. Щоб отримати єдиний розв'язок необхідно 
доповнити вихідну задачу деякими регуляризуючим співвідношенням [4].  
Додаткова інформація, яка дозволила б висунути об'єктивну гіпотезу про 
вигляд цього регуляризуючого виразу відсутня. Тому будемо виходити з еврис-
тичного припущення, що точкова оцінка параметрів моделі багатокритеріаль-
ного оцінювання повинна знаходитися в центральній області багатогранника 






(8). Аргументом на користь вибору саме такого розв'язку може служити те, що 
це підвищить стійкість моделі оцінювання з точки зору можливих змін меж ба-
гатогранника при надходженні нових даних. 
У роботі пропонується використати метод середньої точки для визначення 
єдиного розв'язку задачі параметричної ідентифікації моделі багатокритеріаль-
ного оцінювання. Розглянемо його реалізацію на прикладі (8). 
Спочатку визначаються точкові граничні значення допустимої множини 
для кожного з параметрів aj, 1, .j m  Для цього система обмежень (8) перетво-
рюється в такий спосіб: 
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В отриманій системі (9) знаки ">" змінені на "≥" і рівність P(x1)−P(x4)=0 пред-
ставлено у вигляді двох нерівностей P(x1)−P(x4)≥0 та −P(x1)+P(x4)≥0. Заміна знаків 
обмежень не вплине на розв'язок задачі, оскільки він знаходиться у внутрішній 
області багатогранника, що описується системою (9), а не на його границях. 
Процес формалізації обмежень (8) з урахуванням (2) виглядає таким чином: 
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де aj, 1,j m  задовольняють умовам (7). 
Слід зазначити, що в умовах (7) aj[0, 1], 1, ,j m  хоча виходячи з аксіома-
тики MAUT − aj(0, 1). Пом'якшення умов аксіом в даному випадку допустимо, 
оскільки значення aj, будуть знаходиться у центрі багатогранника розв'язків. 
Вони практично ніколи не будуть дорівнювати крайнім значенням 0 і 1 за виня-
тком декількох окремих випадків, які не зустрічаються при розв'язанні практи-
чних задач. 
Далі система обмежень (7), (9) послідовно доповнюється регуляризуючими 







min,ja  1, ,j m    (12) 
 
max,ja  1, .j m    (13) 
 
Кожна з сформульованих 2m задач є задачею лінійного програмування 
(ЛП) з цільовою функцією виду (12) або (13) та системою обмежень (7), (9). 
Розв'язок цих задач, наприклад симплекс-методом, дозволяє отримати кор-
теж інтервальних значень параметрів моделі aj, тобто 
min max, , 1, .   j jA a a j m . 
Як приклад, наведемо формальний запис відповідної задачі ЛП для отри-
мання значення min1a  параметра 
min max
1 1 1, ,  a a a , з урахуванням (7), (9) і (11): 
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На основі інтервальних значень параметрів min max[ , ], 1, , j jA a a j m  для 








a  1, .j m   (15) 
 
де min ,ja  
max
ja  – межі інтервалу допустимих значень aj, які визначені вихо-
дячи з (7), (9), (12) або (13). Мінімальне minja  та максимальне 
max
ja  значення від-
повідають вершинам багатогранника допустимих значень і тому cpja  центровано 














a  далі проводиться нормування 
















 1, .j m    (16) 
 
Таким чином, в результаті застосування методу середньої точки отримаємо 
точкові значення кортежу "вагових" коефіцієнтів часткових критеріїв A=<a1, 
a2,…,am>. Це дозволить, по-перше, синтезувати математичну модель індивідуа-
льного багатокритеріального оцінювання, а по-друге, визначити відносні скаля-
рні багатокритеріальні оцінки альтернатив P(xi), 1, ,i n  що обчислені на основі 
A, виходячи з (2). На основі значень цих оцінок можна впорядкувати альтерна-
тиви, за ступенем їх переважності для експерта, тобто провести ранжування в 
порядку зростання або зменшення їх значимості для прийняття рішення. 
Запропонований метод регуляризації задачі (7), (9) природно не є єдино 
можливим. Наприклад, в роботі [26] пропонується метод регуляризації, що ба-
зується на обчисленні чебишевської точки, а в роботі [28] − для цього викорис-
товується генетичний алгоритм. 
Для верифікації запропонованих методів структурної та параметричної 
ідентифікації моделі оцінювання скористаємося методикою, яка називається 
перехресною перевіркою (cross-validation) [29]. Вона часто застосовується при 
невеликій кількості вихідних даних в методах машинного навчання. Перехрес-
на перевірка в даному випадку буде використана для перевірки методу на од-
ному і тому ж наборі даних. При перехресній перевірці дані діляться на частини 
− навчальну і тестову. Для реалізації методу використовуються всі, крім однієї з 
частин, а його тестування проводиться на частині даних, що залишилася. Ці ча-
стини можуть потім змінюватися кілька разів так, що метод реалізується і тес-
тується на всьому наборі даних. Мета перехресної перевірки полягає в перевір-
ці здатності моделі прогнозувати нові дані, які не використовувалися при її іде-
нтифікації. 
 
5. Результати дослідження методів структурної та параметричної іден-
тифікації математичної моделі багатокритеріального експертного оціню-
вання 
5. 1. Розв’язання задачі структурної та параметричної ідентифікації 
моделі оцінювання 
Для демонстрації працездатності запропонованих методів структурної та 
параметричної ідентифікації моделі багатокритеріального оцінювання розгля-







Експерту пропонується для розгляду множина допустимих рішень, що 
складається з десяти недомінованих альтернатив, кожна з яких характеризуєть-
ся п'ятьма частковими критеріями. 
Згенеруємо значення нормованих часткових критеріїв     ,H Hi j iK x k x  
1, 5j  альтернатив X{xi}, 1,10i  за допомогою датчика випадкових чисел. 
Всі ці дані представлені в табл. 1. 
 
Таблиця 1 
Значення нормованих часткових критеріїв альтернатив 
Альтернативи  1H ik x   2H ik x  3H ik x  4H ik x  5H ik x  *R   * iP x
x1 0,23 0,45 1,00 0,00 0,12 8 0,3063 
x2 0,44 0,31 0,00 0,25 0,23 9 0,2649 
x3 0,73 0,35 0,70 0,24 0,68 7 0,4335 
x4 1,00 0,49 0,21 0,70 0,64 3 0,6145 
x5 0,22 0,37 0,37 0,87 1,00 4 0,5640 
x6 0,27 0,92 0,36 0,29 0,00 6 0,4735 
x7 0,80 0,00 0,06 1,00 0,78 5 0,5265 
x8 0,52 0,60 0,81 0,77 0,56 1 0,6704 
x9 0,51 1,00 0,27 0,46 0,71 2 0,6300 
x10 0,00 0,26 0,70 0,12 0,68 10 0,2550 
 
Також випадковим чином згенеруємо послідовність (ранги) альтернатив за 
ступенем зменшення їх корисності для експерта (табл. 1, стовпчик R*). 
Таким чином, отримано наступне відношення лінійного порядку на мно-
жині альтернатив: 
 
8 9 4 5 7 6 3 1 2 10.        x x x x x x x x x x    (17) 
 
Багатокритеріальна функція корисності альтернатив Р(хі), 1,10,i  що ви-
ражена в адитивній формі (2) буде мати вигляд: 
 
       1 1 2 2 5 5... ,   H H Hi i i iP x a k x a k x a k x  1,10,i    (18) 
 
де aj, 1, 5j  задовольняють умовам (6). 
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   (19) 
 
Далі переконаємося, що існує така функція виду (18), яка "описує" ("апро-
ксимує") відношення порядку (17). 
Для цього знаходимо середню точку для системи обмежень (19), тобто 
значення * * , jA a  1, 5,j  за допомогою описаного вище методу (14)−(16). Всі 
обчислення проводилися з використанням програмного засобу Mathcad v.14.0 
(розробник − корпорація PTC, США). 
В результаті, відповідно до (13) та (14) отримуємо модель індивідуального 
багатокритеріального оцінювання альтернатив, що має вигляд: 
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   (20) 
 
Таким чином, функція P*(xi), яка "апроксимує" відношення порядку (17) 
існує. 
На основі (20) можна обчислити відносні скалярні багатокритеріальні оці-
нки альтернатив (стовпчик P*(xi) в табл. 1). 
 
5. 2. Верифікація побудованої математичної моделі багатокритеріаль-
ного оцінювання 
Для верифікації синтезованої моделі оцінювання та методів її структурної 
та параметричної ідентифікації моделі оцінювання скористаємося методикою 
перехресної перевірки (cross-validation) [29]. 
Розділимо множину альтернатив X{xi}, 1,10i  на навчальну та тестову. 
Нехай навчальна підмножина містить вісім альтернатив, а тестова − дві. 
Проведемо серію експериментів. 
Експеримент 1. Навчальна підмножина − x1, x2, x3, x4, x5, x6, x7, x8; тестова 
− x9, x10. 








E1: x8 x4x5x7x6x3x1x2. 
 
Експеримент 2. Навчальна підмножина − x1, x2, x3, x4, x6, x8, x9, x10; тесто-
ва − x5, x7. 
Відповідне відношення порядку −  
 
E2: x8 x9x4x6x3x1x2x10. 
 
Експеримент 3. Навчальна підмножина − x1, x3, x5, x6, x7, x8, x9, x10; тесто-
ва − x4, x2. 
Відповідне відношення порядку –  
 
E3: x8 x9x5x7x6x3x1x10. 
 
Експеримент 4. Навчальна підмножина − x1, x2, x3, x4, x5, x6, x7, x10; тесто-
ва − x8, x9. 
Відповідне відношення порядку –  
 
E4: x4 x5x7x6x3x1x2x10. 
 
Експеримент 5. Навчальна підмножина − x2, x3, x4, x5, x6, x7, x9, x10; тесто-
ва − x1, x8. 
 




Для оцінки відповідності отриманих в ході експериментів ранжувань аль-
тернатив по відношенню до вихідного R* скористаємося коефіцієнтом рангової 





















 1 1,   q    (21) 
 
де *ir  та qir  – ранги (місця) в вихідному відношенні порядку альтернатив R
* 
та у відповідних, встановлених в ході експериментів E1, E2, …, Eq відношеннях 
порядку; n − кількість альтернатив xiX. 
На основі інформації про відношення порядку E1, E2, …, E5, що встанов-
лені на навчальних підмножинах альтернатив та використовуючи метод серед-
ньої точки для визначення параметрів моделі багатокритеріального оцінювання 
корисності альтернатив (18) отримаємо: 
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− для E2 −  
 
       
   




   
 
H H H
i i i i
H H
i i
P x k x k x k x
k x k x
   (23) 
 
− для E3 −  
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− для E4 −  
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− для E5 −  
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Також для порівняння розглянемо ситуацію коли експерт обрав тільки 
"найкращу" альтернативу. У нашому випадку з урахуванням (17), це означає, 
що альтернатива x8 з точки зору експерта має перевагу над іншими, тобто має-
мо наступну інформацію − E6: x8{x9, x4, x5, x7, x6, x3, x1, x2, x10}, на основі якої 
отримаємо: 
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Значення відносних багатокритеріальних оцінок (функції корисності) для 
кожної з альтернатив xiX, 1,10i  (в тому числі і для тестової підмножини), 
що обчислені виходячи з P1(xi), P2(xi), …, P6(xi) представлені в табл. 2. 
Відповідні ранги альтернатив R1, R2, …, R6, що визначені на основі значень 










Значення відносних багатокритеріальних оцінок альтернатив 
Альтернативи  * iP x   1 iP x   2 iP x   3 iP x   4 iP x   5 iP x   6 iP x  
x1 0,3063 0,3210 0,3275 0,3064 0,3007 0,2786 0,3933 
x2 0,2649 0,2520 0,2631 0,2532 0,2642 0,2744 0,2233 
x3 0,4335 0,4622 0,4415 0,4260 0,4474 0,4402 0,5267 
x4 0,6145 0,6038 0,6050 0,5996 0,6209 0,6297 0,5751 
x5 0,5640 0,5833 0,5472 0,5899 0,5741 0,5830 0,5694 
x6 0,4735 0,4312 0,4861 0,4608 0,4483 0,4608 0,3696 
x7 0,5265 0,5338 0,4965 0,5348 0,5452 0,5439 0,5142 
x8 0,6704 0,6703 0,6678 0,6805 0,6673 0,6567 0,6769 
x9 0,6300 0,6118 0,6369 0,6187 0,6217 0,6526 0,5539 




Альтернативи R* R1 R2 R3 R4 R5 R6 
x1 8 8 8 8 8 8 7 
x2 9 10 10 10 10 9 10 
x3 7 6 7 7 7 7 5 
x4 3 3 3 3 3 3 2 
x5 4 4 4 4 4 4 3 
x6 6 7 6 6 6 6 8 
x7 5 5 5 5 5 5 6 
x8 1 1 1 1 1 1 1 
x9 2 2 2 2 2 2 4 
x10 10 9 9 9 9 10 9 







Також в табл. 3 представлені значення коефіцієнтів ρq, 1, 6,q  які показу-
ють відхилення отриманих ранжувань R1, R2 …, R6 від вихідного відношення 
порядку альтернатив R*. При повному співпадінні двох ранжувань ρq=1. 
На основі цього є підстави перейти до обговорення та аналізу результатів, 
які були отримані в ході проведеного комп'ютерного експерименту, щодо ве-
рифікації запропонованих методів структурної та параметричної ідентифікації 
моделі оцінювання. 
 
6. Обговорення результатів досліджень методів структурної та пара-
метричної ідентифікації моделі оцінювання 
Задача багатокритеріального оцінювання альтернативних варіантів вирі-
шення проблеми є нетривіальною внаслідок суперечливості самих критеріїв, що 
характеризують альтернативи. Однак вона є ключовою для процесу прийняття 
рішення, оскільки вибір остаточного рішення проводиться саме на підставі 
отриманих оцінок альтернатив. 
Розглядається підхід до побудови моделі індивідуального багатокритеріа-
льного оцінювання, який базується на інформації про вже прийняті експертом 
рішення. Таким чином, від ОПР не потрібне явне вказування кількісних значень 
"вагових" коефіцієнтів критеріїв, як це зазвичай вимагається в більшості мето-
дів, що використовуються. Ідентифікація параметрів моделі оцінювання прово-
диться на основі інформації, яка може бути отримана двома шляхами. По-
перше, на основі інформації отриманої в ході спостереження за експертом (па-
сивний експеримент) − в разі обирання ним "найкращої" альтернативи. По-
друге, в ході проведення активного експерименту, коли експерт ранжує всі або 
частину альтернатив в порядку їх переважності. 
Про доцільність застосування такого підходу свідчать численні досліджен-
ня, результати яких показали, що людина більш точно виконує операцію порів-
няння, ніж кількісного виміру (приписування конкретних чисельних оцінок). 
Використання запропонованого в роботі підходу до побудови моделі бага-
токритеріального оцінювання альтернатив дозволяє вирішити низку задач: 
1) визначити значення відносних "ваг" критеріїв в інтервальному і точковому 
вираженні (20)−(25), тобто ступінь їх впливу на узагальнену оцінку альтернативи; 
2) обчислити кількісні оцінки альтернатив, що дозволяє перейти від ранго-
вої шкали до шкали відносин для вимірювання корисності тієї чи іншої альтер-
нативи (табл. 2); 
3) отримати кількісні оцінки альтернатив або їх ранги для тих з них, які з 
якихось причин експертом не розглядалися або "нових" альтернатив, тобто 
провести "апроксимацію" відсутніх даних про переважність альтернатив 
(табл. 2, 3). 
У зв'язку з обмеженою кількістю даних для верифікації моделі була вико-
ристана методика перехресної перевірки [29]. 
Виходячи з отриманих значень коефіцієнтів Спірмена ρq (табл. 3), можна 
зробити такі висновки. В ході проведення експерименту E1 спостерігається дві ін-







ності" по відношенню до вихідного ранжування R* (ρ1=0,98). В експериментах 
E2−E4 маємо одну інверсію (ρ2=ρ3=ρ4=0,99), а в E5 − інверсія відсутня (ρ5=1,00). 
Це свідчить про високий ступінь адекватності запропонованої в роботі мо-
делі індивідуального багатокритеріального оцінювання альтернатив. 
Достатньо велика кількість інверсій (ρ6=0,89) в експерименті E6 поясню-
ється повною відсутністю інформації про ранжирування альтернатив (є дані 
тільки про "найкращу" альтернативу). Однак, навіть в такій ситуації можна зро-
бити висновок про доцільність побудови моделі оцінювання для прогнозування 
відношення порядку, встановленого на всій множині альтернатив, що пропо-
нуються до розгляду експерту. Цей випадок особливо цінний, тому що не вима-
гає проведення з експертом серії активних експериментів (опитувань, анкету-
вань і т. п.) для отримання інформації про його переваги. Тут процес отримання 
інформації відбувається природним шляхом − в ході спостереження за його по-
ведінкою (так званий пасивний експеримент). 
Можливість отримувати "прогнозні" кількісні багатокритеріальні оцінки 
альтернатив на основі інформації про вже прийняті ОПР рішення і здійснювати 
їх подальше ранжування базуючись на них, є однією з головних переваг запро-
понованого підходу. Наприклад, при відсутності повної інформації про ранги 
альтернатив для кожного експерта неможливо застосувати традиційні методи 
перевірки узгодженості суджень експертів. Також в цьому випадку проблема-
тичним буде використання методів обробки результатів голосування (методів 
Борда, Кондорсе, медіан Кемені і рангів) [1, 3], які часто застосовуються при 
проведенні процедур колективного експертного оцінювання [26]. 
Також інтервальну інформацію про "вагові" коефіцієнтах часткових критеріїв 
(параметрах моделі) min max[ , ], 1, , j jA a a j m  що характеризують альтернативи 
можна використовувати для аналізу чутливості моделі та обчислення інтерваль-
них багатокритеріальних оцінок альтернатив, як це зроблено, наприклад, в [30]. 
Метод параметричної ідентифікації моделі оцінювання доцільно застосо-
вувати в ситуації, коли обсяг вихідних даних порівняно невеликий, що найчас-
тіше і характеризує процес експертного оцінювання при прийнятті рішень. 
Крім того, класичні методи апроксимації в даному випадку не можуть бути 
застосовні через те, що на виході моделі маємо тільки нечислову інформацію 
про відношення порядку встановленого на множині альтернатив. 
Можливості використання математичного апарату штучних нейронних ме-
реж для вирішення такого роду задач будуть також обмежені, по-перше, через 
відсутність необхідної кількості вихідних даних, які можуть бути використані 
для їх навчання, а по-друге, цей апарат погано пристосований для розв'язання 
задач ординальної класифікації. 
Недоліком і головним обмеженням використання запропонованого в робо-
ті підходу є проблема отримання об'єктивної інформації про переваги експер-
тів. Таку інформацію, як було зазначено вище, можна отримати тільки прово-
дячи з експертом серії активних експериментів. Але будь-яке втручання сто-
ронньої людини у інтелектуальний процес формування експертних суджень, 






тивізації" думок експертів. Побудова математичної моделі оцінювання тільки 
на основі інформації про вибір експертом тільки "найкращої" альтернативи (па-
сивний експеримент) призводить до зниження рівня адекватності моделі. Це ві-
дбувається через малу кількість інформації, яка використовується для розв'я-
зання задачі знаходження параметрів моделі. 
Перспективи подальших досліджень полягають у всебічній апробації роз-
роблених моделей оцінювання при вирішенні різних практичних задач. Також 
перспективним є розробка гібридних методів прийняття рішень, що використо-
вують різноманітну числову та нечислову інформацію про переваги експертів. 
Ці методи повинні поєднувати в собі "найкращі риси" підходів (в тому числі і 
представленого в даній роботі), що використовуються в наш час. Приклади 
створення таких гібридних методів описані в роботах [12–14, 19]. 
 
7. Висновки 
1. Обґрунтовано структуру моделі багатокритеріального оцінювання на 
основі аксіоматики MAUT, яка може бути представлена як адитивна функція 
корисності альтернатив. Розроблено метод середньої точки для параметричної 
ідентифікації моделі, який базується на ідеях теорії компараторної ідентифіка-
ції. На відміну від існуючих підходів параметри моделі ("ваги" часткових кри-
теріїв) визначаються на основі інформації про прийняті ОПР рішення. В мето-
дах, що застосовуються сьогодні "вагові" коефіцієнти заздалегідь постулюють-
ся експертом, на основі знань одержаних від нього за допомогою методів без-
посереднього оцінювання, побудови матриць парних порівнянь або ранжування 
часткових критеріїв за їх "важливістю". Ця відмінність підходів частково зни-
жує суб'єктивний вплив експертів на результат оцінювання. В результаті засто-
сування даного підходу параметри моделі можуть бути отримані як у вигляді 
інтервальних, так і у вигляді точкових значень, що в свою чергу дає можливість 
обчислити узагальнені скалярні кількісні багатокритеріальні оцінки альтерна-
тив. Це дозволяє отримати стійке рішення задачі вибору "найкращої" або ран-
жування альтернатив за ступенем їх переважності для прийняття рішень. Отри-
мана модель індивідуального багатокритеріального оцінювання дозволяє про-
гнозувати значення функцій корисності альтернатив, які з якихось причин не 
були пред'явлені до розгляду експертам або "нових" альтернатив. Це істотно 
знижує витрати на проведення експертизи, оскільки в цьому випадку не потріб-
но додаткове залучення експертів. 
2. Розроблено метод верифікації моделі оцінювання, що заснований на 
принципах крос-валідації. Для перевірки відповідності вихідного R* ранжуван-
ня та ранжувань R1−R6, що отримані в процесі комп'ютерного моделювання, бу-
ло використано коефіцієнт Спірмена. Аналіз його значень (в найгіршому випа-
дку ρ6=0,89, а в найкращому − ρ5=1,00) дозволяє зробити висновок про адекват-
ність побудованої моделі багатокритеріального оцінювання. 
Синтезовану модель оцінювання доцільно використовувати для вирішення 
широкого кола завдань, які пов'язані з автоматизацією інтелектуального проце-
су прийняття рішень. Запропонований в роботі підхід може бути з успіхом за-







рішень, інвестиційного менеджменту, стратегічного планування, розробки про-
блемно-орієнтованих систем підтримки прийняття рішень. 
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