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Abstract 
Grossi, R., On finding common subtrees, Theoretical Computer Science 108 (1993) 345-356. 
Let T and R be two arbitrary ordered trees, 1 T( > IR(, whose nodes are labelled over an alphabet A. 
We devise a simple solution for detecting all the common subtrees in O(l rl) time and space if the 
size of A is finite, and 0( I TI log min( I Al, I TI)) time otherwise. We solve the problem of finding in 
Tand R all occurrences (if any) of any given tree B in either O(l Ti/lBl) or O(lBj+l rl/\Bl) time. 
This requires to set up a simple data structure in O() T() time that allows to find all maximal subtrees 
of B in 0( 1Bl) time and to solve other related problems. 
1. Introduction 
The problem of matching trees and testing their equivalence is well-studied because 
of its applications, for instance, in compiler design, symbolic computation, theory of 
programming and molecular biology [9, 11, 14, 161. In these fields it is useful to detect 
repeated patterns within a given mathematical structure [S, 10, 121. 
In this paper we consider ordered labelled trees of unbounded degree, namely 
rooted trees having nodes labelled from an alphabet A, that may have an arbitrary 
number of children whose sibling order is significant. Given two trees T and R, of size 
n and m, m< n, we are interested in detecting all the common subtrees of T and 
R, that is, the subtrees having the same structure and the same labels on the 
corresponding nodes. This concept of equivalence is strictly related to the one of 
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common subexpressions arising, among the others, in the code optimization phase of 
compiler design or in saving storage for symbolic computations (e.g., see [3,8, lo] for 
a discussion of the topic). Here, the expressions built on operation and constant 
symbols are represented as labelled trees, and stored in a compact way as a direct 
acyclic graph obtained by collapsing the common subtrees. The common subtree can 
represent a common portion of the code that does not need to be recomputed, or a 
subexpression shared by several expressions. Our problem differs from the classical tree 
matching problem [9, 11, 12, 141, where the tree R matches a portion of T that cannot 
be a whole subtree and the leaves of R are allowed to match internal nodes of T. 
We will first present an algorithm that finds common subtrees and requires 
O(n+m) optimal time and space for finite alphabet A. The algorithm takes 
O(n log min(lAj, n)) time for infinite alphabet A, while the space remains linear. To 
solve our problem, we link together all the subtrees belonging to the same equivalence 
class by means of a digital search tree, called SL@X tree [6, 17, IS]. In fact, the 
well-known properties of the suffix tree (as index of substrings), are applied to a string 
representation of the trees T and R to obtain a sort of index of subtrees in O(n) time. 
The resulting data structure provides a one-dimensional array of linked elements such 
that, given a tree B, all subtrees in T and R equivalent to B are detected and listed in 
O(n/lBl) time if B is originally one of the subtrees in Tor R, and O(jBl+n/iBl) time 
otherwise. In addition, if B is not equivalent to any subtree, it is still possible to detect 
in B all maximal subtrees that are equivalent to some subtree of T and R in O(jBI) 
time by searching the subtrees in the suffix tree. Note that the related problem of 
finding common subexpressions has been solved in optimal O(n) time for finite 
alphabet [S, lo], and for general alphabet it seems to require O(n log n) time since it 
utilizes sorting. Applying the latter method to an extra tree B yields an 0( I BI + n) time 
solution if B is given on-line, that is, after the data structure has been built, while 
O(lBl +n/lB/) or 0( IBI) time can be achieved with our solution. We will then show 
that our data structure allows to solve other problems, and to obtain statistics, on 
subtrees in linear time and space. Namely: finding all the lurgest common subtrees 
between T and R, or, more generally, the kth largest (smallest) common subtrees of 
T and R; finding the most frequently repeated subtrees in T; solving the subtree 
equivalence problem (solved without labels [ 161 and sibling order [Z], and called there 
subtree isomorphism), in which it is decided whether R is isomorphic to any subtree in 
T. We also solve the problem of the canonical naming of subtrees, in which the same 
identifier is given to all subtrees belonging to the same equivalence class [3,8, IO]. All 
previous problems can be solved by applying a straightforward linear scanning of the 
above-mentioned data structure. 
2. Finding common subtrees 
Given a labelled ordered tree T and a node UE T, we define s&tree(u) as the subtree 
in Trooted at U, and label(u) as the symbol of the alphabet A attached to U. We use the 
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tree-coding code(T) adopted in [lS], and we extend it in a natural way to labelled 
trees as follows. If T consists of a single node u, then code(T) is the string label(u).IXr, 
where the operator.represents the concatenation on strings and E is a sew symbol 
not in A; if T has root u and children cl,...,c,, then code(T) is the string 
label(u). code(subtree(cl)) . . code(subtree(c,)).a. A tree T is coded visiting T in pre- 
order, appending to code (T) the symbol label(u) when node u is encountered, and 
appending the symbol E after that node u and its descendants have been visited. 
Clearly, code(T) has the following properties: 
(a) code(T) has II labels and IZ @J’S, if T has n nodes; 
(b) all prefixes of code(T) have a number of labels greater than the number of ~xr’s. 
By an easy induction we can see that there is a one to one correspondence between 
ordered trees T and strings code(T). In fact, it is well known that every tree of n nodes 
can be uniquely determined by two ordered sequences of its nodes since any partial 
order is the intersection of several total orders [ 131. A node is an ancestor of another 
one if and only if the former precedes the latter in both sequences. Thus, the string 
code(T) can be obtained by combining the following two sequences: Let X = xi, , x, 
and Y=y,, . . . , y, be two permutations of the elements of {l, 2, . . , n} such that the 
nodes u of a tree of size n are mapped into pairs of integers (i, j) for which Xi=yj= u, 
interpreted as points in a grid of the Cartesian plane. If T has root u and each 
subtree has size yli, 1 < i < Y, a bijection from the nodes of T to the Cartesian plane is 
defined by mapping u to the left lower corner (x, y) of the grid of side n, and by 
recursively mapping each subtree in a smaller grid of side ni and left lower corner 
(x+ni+i+ ... +n,.+l,y+n,+ ... +ni_1+1) as shown in Fig. l(a). Note that the 
sequence Y is the preorder traversal of the tree T with the ordered children being 
visited from left to right, and X is the one from right to left. The string code(T) can be 
put in correspondence to the tree T by merging X and Y as follows: Store X in a stack 
so that the sequence can be retrieved in reverse order; push y,, y,, . into another 
stack while appending /abe/( label(yz), . . . to code(T), until the top of the two 
stacks contain the same node, say yi. Pop the two stacks appending the symbol a to 
code(T) until the elements on the top are different. Resume the process on 
Yi+l,Yi+2,... until the stacks are empty. Figure l(b) shows the combining of Xand Y, 
where the nodes are identified with their labels. 
We say that two subtrees S1 and S2 are equiualent (S, zS2) if 
(1) the root of Si has the same label as the root of S,; 
(2) Sr has the same number r of children (if any) as S2, and letting s: . . . sf be the 
children of Si , and s: sl the children of S2, then subtree ~.subtree(s?) for each 
i=l , . . . , r. 
Note that Si and S2 are equivalent if and only if code(S1) = code(S2). This property 
can be easily checked by an inductive argument. 
We say that T and R have a common subtree B, if there are two subtrees B in T and 
B’ in R, with BxB’. 
We now describe a simple algorithm for detecting all the common subtrees of Tand 
R. In the first step, we build a digital search tree, called suflx tree on the coded trees. 
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Step I: 
Construct the string C=code(T).$.code(R).$, JCI=2(m+n+ l), where the new 
symbols $, $$A u (BI}, are used as separators. Then, build the suffix tree S for the 
string C. 
A suffix tree S for a string x is a digital search tree with leaves corresponding to 
suffixes in x. The suffixes of a string x are all its nonempty substrings s such that x = ps 
for some string p; similarly, its substrings p are called prefixes. The arcs of S are 
labelled with pairs of integers (starting position and length) representing substrings of 
X. The concatenation of the labels on a path from the root to a leaf i represents the 
suffix of x starting at position i. No two siblings’ arcs may be labelled with substrings 
having the same nonempty prefix. The suffix tree S for string C has O(n) nodes and 
2(n + m + 1) leaves, numbered from 1 to 2(m + n + l), and it can be built in linear time 
and space (alphabet A fixed) [6, 17, 181. In the example shown in Fig. 2, the leaves 
2, 15,38,48 of S are shown, together with the starting positions of the companion 
suffixes in C. 
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For the sake of clarity, we denote by turquoise the nodes of T, by red the nodes of 
R and we use the name sujfix nodes, or simply nodes, for the nodes of S. The turquoise 
and red colors are inherited by the n+m leaves of S representing suffixes of C whose 
first symbol is the label of a turquoise or red node. The n turquoise suffixes start from 
position 1 to position 2n of C, while the m red suffixes start from 2n + 2 to 2(m + n) + 1. 
Note that there is a one to one correspondence between the leaves of S marked 
turquoise (resp. red) and the subtrees in T (resp. R). 
The second step marks all the nodes of the suffix tree S, which have at least one red 
leaf as a descendant. 
Step 2: 
Visit S in postorder marking its nodes in the following way: a leaf is marked iff it is 
red: an internal node is marked iff at least one of its children is marked. 
Given an internal node z of S, we denote by w(z) the concatenation of the substrings 
found on the arcs along the path from the root of S to z. Obviously, for the root of 
S, w(z) is the empty string. In general, w(z) is a substring of C, which may be described 
as a pair of integers representing its position in C and its length. A nice property of S is 
that, given a node z, the substring w(z) is the longest common prefix of all suffixes 
represented by the leaves descending from z [4, 171. For example, in the suffix tree S of 
Fig. 2, w(z)=cb~ is the longest common prefix of the suffixes 2, 15,38,48 of C. We 
use w(z) in the third step of the algorithm. In this step we visit S in preorder, and for 
each turquoise leaf (and each internal node), we compute the deepest node marked in 
Step 2, found along the path from the root of S to that leaf. 
Step 3. 
For each turquoise leaf I of S compute the value deep(l) as follows. Find the deepest 
marked node u along the path from the root to 1. If it exists, then deep(l) takes as 
a value the length of w(u). Otherwise, deep(l):=O. 
In the coding phase we can compute the length of the code of each subtree of T or R, 
corresponding to a turquoise or red leaf of S. Let len(1) be such a length for a leaf 1. 
Given a subtree B in T which corresponds to a turquoise leaf 1 in S, the following 
property holds. 
Property 2.1. T and R have a common subtree B {f and only ifthe leaf 1 in S correspond- 
ing to the subtree B satisfies len(l)<deep(l). 
Proof. By the previous definition, deep(l) is positive if and only if, for a turquoise leaf 
1 in S, there exists a red leaf r in S such that the corresponding suffixes have 
a non-empty common prefix: deep(l) is the length of the longest common prefix. This 
common prefix contains the code for the entire subtree of T rooted at the node 
corresponding to 1 iff len(l),<deep(l). In other words, from the property of the suffix 
tree S, we have that len(l)<deep(l) iff there exists a red subtree in R with the same code 
of the turquoise subtree B (i.e., there exists a subtree in R equivalent to B). 0 
On finding common suhtrees 351 
To check Property 2.1, see the example shown in Fig. 2. The fourth step of the 
algorithm checks Property 2.1 for each leaf. 
Step 4: 
Mark as common each turquoise leaf I for which Property 2.1 holds, namely 
/en(l) < deep(l). 
Note that our algorithm can be equivalently defined in a symmetrical fashion, by 
reversing turquoise and red nodes and finding the subtrees of R in common with T. 
Theorem 2.2. Steps (l)-(4) correctly compute all the common subtrees. If the size of the 
alphabet A is$xed, then the overall time and space complexity is O(n). For arbitrary A, 
these steps take O(n log min( 1 Al, n)) time. 
Proof. The correctness of steps (l)-(4) follows from Property 2.1. Furthermore, the 
coding phase, in step (l), takes linear time and space. The construction of the 
suffix tree S needs linear time and space if A is fixed; otherwise, it requires 
O(nlogmin(lAj, n)) time [6, 17, 181. Steps (2)-(4) are implemented by visiting S in 
time O(n) (recall that S has O(n) nodes). 0 
3. Setting up the data structure and its applications 
Our data structure is obtained by linking together all common subtrees belonging 
to the same equivalence class. We suppose that the nodes of Tare numbered from 1 to 
n, and those of R are numbered from 1 to m. Each subtree is uniquely specified by its 
root. Therefore, we associate to the subtrees the number of their roots. We create 
a vector E of n + m pairs (info, next), where the pair in position i of E is related either to 
the subtree i of T, if i 6 n, or to the subtree i-n of R, if i > n. The field info contains 
information about its subtree, such as the length of its code and its name; the field next 
contains two pointers to the previous and successive pair in E, representing an 
equivalent subtree. In what follows, we will treat the field next as a single pointer. All 
lists are circular doubly linked, and the field next points to itself if the corresponding 
subtree has no equivalent subtrees. 
To construct this data structure, that is, to partition the set of all common subtrees 
into equivalence classes, a naive procedure would use pairwise comparisons between 
subtrees, and would, therefore, require cubic time. An efficient way is provided by 
a generalization to graphs of the method presented in [2] for trees, that has been 
devised by Downey et al. [8]. They consider the problem of computing the congru- 
ence closure C* of an equivalence relation C defined on the vertices of a directed 
acyclic graph having ordered successors for each vertex. The closure C* is the finest 
equivalence relation on the vertices containing C such that two vertices with corres- 
ponding successors equivalent under C* are themselves equivalent under C*. When 
the graph is a tree, and C is the equivalence defined on the leaves having the same 
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label, the previous method can be easily managed to make the closure C* be the 
equivalence relation z defined in Section 2. The time taken for finite alphabet is O(n) 
as our solution, while it seems to require O(n log n) time for general alphabet (e.g., 
infinite) because it uses sorting. If an extra tree B is taken to check and list its 
equivalent subtrees, the previous method requires 0( IBI + n) time to answer since the 
algorithm must be run from scratch. 
We show a simple method to build a linked array in linear time that, coupled with 
the suffix tree S, allows to answer the query for the extra tree B in either O(n/jBi) or 
0( 1 Bl + n/jBl) time versus the 0( JBI + n) time of the previous solution. As well, if B is 
not equivalent to any subtree, it is still possible to detect in B all maximal subtrees (e.g., 
subexpressions) that are equivalent to some subtree of T and R in 0( lB1) time. This 
aim is attained by employing the property that the suffix tree is an index of substrings. 
Given a leaf 1 of S, let a(l) be the first node v, encountered along the path from the 
root of S to the leaf 1, such that I w(u)) 3 /en(l) (e.g., see Fig. 2). Equivalently, a(l) is the 
first node u such that W(U) has a nonempty prefix with the same number of labels and 
symbols @Z by property (a). The following fact holds: 
Property 3.1. Suppose thut tI, tZ, . . . , tk are common subtrees in T and/or R, and that 
11, 1 2, . . . , lk are the corresponding common leaves in S. Then u(l,)=u(l,)= ... =a(lk) {f 
t1, t 2, ..‘> tk are members qf the same equivalence class. 
Proof. u(Il)=u(l,)= ... =a(/,) implies that code(tI)=code(t2)= ... =code(t,) by the 
definition of a(l); hence, the subtrees are equivalent. Conversely, if ti, tz, . . . , tk are 
members of the same equivalence class, they must have identical code. By the 
construction of the suffix tree S, the suffixes corresponding to common leaves 
I,, 12, . . . , lk have a common prefix at least as long as their coding. Therefore, these 
leaves have the same common ancestor a(l,)=a(l,)= ... =a(/,) in the suffix tree 
s. 0 
Property 3.1 suggests how to determine all the equivalent subtrees. Visiting S, when 
the first leaf 1 is found, we search the node a(l) back. All the common leaves, 
descendants of u(l), are the members of the same equivalence class by Property 3.1. 
Note that for subtrees which are not common, the equivalence class consists only of 
a single element. A pointer is set in the node u(l) to access the list of the members of the 
class. We set up a fifth step, to construct the vector E. 
Step 5: 
Initialize all the pairs of E, setting the field next to its own position; 
Traverse S in depth-first until a leaf 1 is found: 
coming back from I to the root of S, find the node u(l), and visit the subtree of 
S rooted at a(/). For each common leaf visited, consider the corresponding pair in 
E and set the field next to the proper value; store a pointer in u(l) to the list of 
pairs in E; 
Resume the depth-first traversal of S, interrupted at leaf 1, disregarding a(1) and its 
descendants, until the next leaf is discovered. 
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Theorem 3.2. For any given tree B, detecting all the subtrees in T and/or R equivalent to 
B takes O(n) preprocessing time and space, plus either O(k) or 0( 1 Bj + k) time for the 
query on B, where k=O(n/lBl) is the number of subtrees equivalent to B. 
Proof. Vector E is set up in O(n) time and space by step (5), whose correctness follows 
from Property 3.1. Once an equivalence class has been identified, the next common 
leaf (of a different class) is reached during the traversal of S, until there are no more 
common leaves to link. The overall contribution of the nested visits of subtrees rooted 
at the different nodes u(1) is still linear in the size of the trees; in fact, different 
equivalence classes are represented by different subtrees of S. The space taken is linear 
in the size of the suffix tree S and the vector E. Moreover, all subtrees equivalent to 
a given subtree B originally in T or R can be accessed by means of the pointer next 
from the associated circular list containing k elements. If B is an extra tree, code(B) has 
to be computed before, and searched in S in 0( 1 BI) time. If the search succeeds, it finds 
a node a(1) that has the pointer to the equivalence class. Otherwise, B has no 
equivalent subtree in T or R. Note that k=O(n/lBl), since the codewords of the 
subtrees belonging to the same equivalence class are disjoint substrings of 
C=code(T).$.code(R).$. 0 
We have seen in Theorem 3.2 that when B is found equivalent to some subtree in 
T and/or R, all the equivalence classes of its subtrees are known. However, if B is not 
equivalent then it is yet possible to detect all its maximal common subtrees. Given 
a node u of B, we say that subtree is a maximal common subtree if subtree is 
common but subtree(f(u)) is not, wheref(u) is the father of u (if any). For example, 
consider the trees as expressions involving heavy computations, say matrix operations 
or symbolic calculations. The intermediate results of the computations, expressed by 
subtree for every node v of T or R can be recorded in v. When a new expression 
B has to be evaluated, it is useful to find the largest portions of B that have been 
previously computed and to give them the appropriate result in order to save time. 
This can be performed by detecting the maximal common subtrees in B with a con- 
stant number of operations per node, that is, in O(lBl) time even if the trees T and 
R are much larger than B. The following property holds. 
Property 3.3. Let a(lI) and u(/~) be the two nodes of the suJix tree S corresponding to 
two distinct equivalence classes. Then, a(1,) and a(1,) cannot be one ancestor of the other 
in S, and they share less than min(len(l,), len(lz)) nodes in their paths from the root. 
Property 3.3 is a consequence of the fact that distinct equivalence classes are 
represented by different subtrees of S, discussed in the proof of Theorem 3.2. It means 
that it is sufficient to visit nodes in S of depth at most 21 BI to find all maximal 
common subtrees of B, even if much larger subtrees are stored as substrings in S. Once 
a node a(1) is reached, subtree(a(1)) is not visited but its leaves representing members 
of the equivalence class can be directly accessed by the pointer stored in a(1). Here is 
the method for finding the maximal subtrees of B. Let X=x1 x2 lBI = code(B), and 
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Y=y,...y,,,~+,=code(T)$, and assume that the suffix tree S for the string Y is 
given in advance. The following argument applies in general to a forest of trees 
T1, . . , T,, since it can be seen as a tree T consisting of an extra root having T, , . . , T, 
as children. 
First compute for each position i of X the length Is(i)=& i+ 1 of the longest 
substring XiXi + 1 . . . xh of X occurring in Y. The subtree B’ of B represented by position 
i is common to Tif and only if [en(i) = 2 1 B’ 1 d h - i + 1 = Is(i), since code(B’) appears as 
a substring in Y. Then, consider all positions i,, i2, .., , i, of X corresponding to 
common subtrees of B. The maximal subtrees are exactly those related to the ij’s for 
which there is no ik such that ik < ij < i, + len(i,)- 1, since all subtrees of a common 
subtree are also common and their codewords are nested substrings, that is, either 
they are entirely contained one in another or they are disjoint. This can be easily 
checked with a greedy scanning of the positions ii, iz, . . . , i,, skipping the ones 
between ij + 1 and ij + len(ij) - 1, where ij represents the first common subtree encoun- 
tered initially or after each skip. Once the codewords of the maximal common 
subtrees are detected as disjoint substrings of X, they can be searched separately in 
S as described in the proof of Theorem 3.2, to find their equivalence class. We 
introduce step (6) in terms of the original strings X =code(B) and Y= C= 
code(T) . $. code(R). $: 
Step 6: 
Compute for each position i of code(B) the length Is(i) of the longest substring 
starting from i and occurring in C = code( T) . $. code(R). $; 
Let i,, iz, . . . , i, be the positions in increasing order of code(B) for which 
/en(&) < Is(&) holds, 1 d k <Y: 
ii := il is a maximal subtree; 
i;:=min{i,Ii,>ii_, +len(ii_l)} is the next maximal subtree, for j> 1; 
Search the subtrees corresponding to i’, , ii, . . . in S as described in Theorem 3.2 to 
assign them the proper a(l). 
Note that len(i;)+len(i;)+...,<21BI; so, step (6) can be executed in O(lBl) time if 
the computation of Is(i) takes the same number of steps. For such purpose, the 
O(lBl+ n)-time method for strings presented by Chang and Lawler [S] can be 
accomplished in 0( /Bl) time as follows, since the suffix tree S is given. They use the 
following properties of S: (i) if u is a node of S and w(u) = yjyj+ I . . . y, is the correspond- 
ing substring in Y, then a node u’ in S exists with w(u’) = yj+ i y, that is reachable 
through a pointer in u, called sufix link; (ii) if xixi+ 1 . . . x,, is the longest substring of 
X starting from position i and occurring in Y, then the longest one for position i+ 1 is 
a possible empty extension of Xi+ 1 . Xh to the symbols xh+ 1 x~+~. not yet COn- 
sidered. In [S] it is shown that either the current substring at position i is extended by 
visiting s with the symbols xh + 1 xh + 2 . or it is the longest substring, and the next 
position i+ 1 is considered, by reaching the corresponding node in S through the suffix 
link of the current node. This property yields a linear-time algorithm. In our case, 
Property 3.3 implies that the traversal of S reaches nodes of depth at most 2lBI, each 
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time either a new symbol of code(B) is read, or the next position in code(B) is checked. 
The overall time is O((Sl), therefore, proving the following theorem: 
Theorem 3.4. Given the sufix tree S for the string code(T) - $ ’ code(R). $, detecting all 
maximal common subtrees in T and R qf any input tree B requires O(iBl) time. 
The data structure E allows also to solve, in linear time, several problems and 
statistics on subtrees. Namely: 
The largest common subtrees: Find the common subtrees between T and R which 
have the largest number of nodes. Note that finding the longest common substring 
[4,7] between the strings code(T) and code(R) does not apply to this case: take, 
for instance, T and R so that code(T)=a.(~a)~+~.code(Z).% and code(R)= 
b-(c&k+1 .code(Z).zx~, where Z is a subtree of k nodes. The longest common sub- 
string between code(T) and code(R) is (cE)~+‘, which neither is the code of a subtree 
[property (b) is violated] nor contains code(Z), while the largest common subtree 
between T and R is Z. Instead, if we use the above vector E, we scan the vector, 
looking only at the positions marked common, for which the lengths (of the codings) 
of the corresponding subtrees are maximal. Moreover, it is possible to determine the 
subtrees whose size is the kth largest or smallest. 
The most frequently repeated subtrees: Find the subtrees in T that occur most 
frequently. Scan vector E and consider the subtrees which belong to an equivalence 
class with the maximal number of members in T. Note that it is possible to carry out 
the search with constraints on the size of the subtree. This, for example, allows to solve 
the problem of finding the largest subtrees in T that occur at least twice. 
Subtree equivalence: We extend the notion of ordered unlabelled tree isomorphism 
solved in linear time in [16], which requires to check whether a tree R is isomorphic to 
any subtree in T. It is easy to see that through vector Ewe can find all the subtrees in 
T, which are equivalent to R. With a similar technique, we can solve a generalization 
of the latter problem to forests of trees R,, . . . , R, and T,, . . . , T,, in order to test 
whether each of the RI, . . . , R, is equivalent to any subtree of T1, . . . , T,. Note that 
this problem can also be solved using the Aho-Corasick multipattern automaton for 
strings [l], built on the strings code(R,), . , code(R,), and scanning with such au- 
tomaton the string code(T,).$...$.code(TJ 
Canonical naming of the subtrees: It can be useful to give the same name to 
equivalent subtrees (see [12] for the analogous on strings). If there are c equivalence 
classes, the names are the integers 1, 2, . . . , c, and are assigned to the nodes which the 
subtrees are rooted at. This can be done by a straightforward scanning of E, 
employing a counter, initially set to 1, to give a new name each time the next 
equivalence class is found. The method (for strings) presented in [12], could 
also be applied on the strings code(T) and code(R) to assign names to subtrees, 
but it would require O(n logn) time, while our solution is linear for finite 
alphabet A as well as the one provided by the common subexpression problem [8]. 
With the assumption that the vector E has been already constructed, it is easy to 
check that all the previous problems can be solved in linear time and space. 
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