O ver the years, the multimedia research community has leveraged many computational tools to advance its state of the art. Tools such as hidden Markov models (HMMs), support vector machines (SVMs), and particle filters have been used in multimedia content analysis, multimedia system design, and various multimedia applications. About eight years ago, another tool emerged: deep neural networks. DNNs have quickly gained momentum in various pattern recognition and multimedia applications, and I have been following this development for the past three years. A few weeks ago, I was attending a talk given by Eric Xing from Carnegie Mellon University that inspired me to think more on this topic.
Since then, the ImageNet large-scale visual recognition challenge 2014 concluded. It was no surprise that all the top-performing teams were using DNNs. In addition to image detection, localization, and classification, DNNs are also achieving the best results in optical character recognition (OCR), speech recognition, and text understanding tasks. These good results demonstrate DNNs' key strengths, but there are also a few future research directions necessary to overcome DNNs' weaknesses.
The first concern people have had with regard to DNNs for the past 30 or more years is that they are black boxes. I personally have been working with a team of researchers on DNN-based image classification and matching tasks for several years. 1 Getting insights into why a DNN achieves good or bad results is not an easy task, and this exactly characterizes the black box nature of a DNN. One direction of future research is to visualize the "hidden states" of neurons, understand their behaviors, and then guide better model design. Talking about model design, I know many multimedia researchers, as well as machine learning researchers, who are looking forward to a principled way to design the number of network layers, the number of neurons in each layer, and other topological tradeoffs of DNNs. In addition to those future research directions, which have to do with the intrinsic nature of DNNs, research is also needed on their "training scalability." This research direction deals with how fast a DNN can be trained. This is
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extremely important because it generally takes days or even weeks for a large-scale DNN to converge. Currently, there are both GPU and CPU farm system implementations. GPU solutions are economical for mid-sized problems, whereas CPU farms are normally leveraged for superlarge problems. Interesting research exists in both data partitioning and model partitioning as well as a hybrid GPU/CPU implementation.
This short note on the topic is by no means comprehensive. My goal is to encourage multimedia researchers to pick up another effective research tool. Even better, multimedia researchers can and should also work together with the researchers from deep learning, machine learning, and system architecture to advance DNNs to the next level.
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