In this work, we classify 3D aerial LiDAR height data into roads, grass, buildings, and trees using a supervised parametric classification algorithm. Since the terrain is highly undulating, we subtract the terrain elevations using digital elevation models (DEMs, easily 
Introduction
Traditionally, 2D imaging techniques have been most popular in computer vision and image processing. In last few years, we have seen emergence of 3D range sensors. Mobile ground-based range sensors for large scale data collection is being increasingly used in several applications. In this work, we have used Airborne Laser Scanning also referred to as Aerial LiDAR (Light Detection and Ranging). It has emerged as a very popular technique for acquiring terrain elevation data. Short data acquisition and processing times, relatively high accuracy and point density, and low cost have caused LiDAR to be preferred over traditional aerial photogrammetric techniques. An hour of data collection can result in over 10 million points with point densities in the range of 1m to 0.25m. An entire city can be scanned in a matter of few hours. The resulting cloud of 3D points consists of a mixture of terrain, vegetation, building roofs, vehicles and other natural and man-made objects. Although laser range scanning technology has been in existence for more than 20 years, the development of supporting systems such as highly accurate GPS (Global Positioning System) orientation sensors have become available or affordable only in the last few years. Due to these recent developments, LiDAR data can be geo-spatially registered much more accurately which in turn helps to produce highly accurate and high-resolution digital surface models (DSMs).
An important task with Aerial LiDAR data is to classify it into meaningful categories. The raw LiDAR point cloud consists of a mixture of terrain, vegetation, buildings and other natural and man-made structures. Different types of objects require different methods for modeling, analyses and visualization. Therefore before applying any algorithms on the raw dataset, it needs to be classified into disjoint classes representing ground objects such as roads, soil, green and dry grass, concrete pathways and non-ground objects such as building roofs, trees and vehicles. In this work we have classified the LiDAR dataset into four disjoint classes -trees, grass, roads and building roofs. In order to accomplish this task we make use of the fact that each class exhibits homogeneity or patterns in a certain feature space. The objective is then to identify the correct features that can be used for discrimination in presence of outliers and random noise.
Background and Previous Work

Overview of LiDAR data
A typical LiDAR system consists of a laser range finder, differential GPS, inertial navigation sensors, a computer and some storage media and optionally other sensors such as Digital Cameras and multi-spectral cameras. Typically pulse lasers are used with wavelengths in the range of 1040-1060 nm. Some systems also use continuous-wave lasers.
The system usually provides a number of variable parameters including the scan angle, pulse rate, beam divergence, maximum number of returns per pulse and scanning pattern. The data is usually acquired as a set of overlapping strips, each consisting of multiple scan lines. Each scan line con-sists of a number of echoes. Generally, it is a requirement that no pulse be transmitted until the echo of the previous pulse is received. Most LiDAR systems can report multiple returns reflected from the surface. The data is generated at thousands of points per second and an hour of data collection can result in over 10 million points. Once the DGPS positions are determined, the scanner position and sensor orientation are used to compute the position of the laser spot on the ground.
LiDAR dataset consists of irregularly-spaced 2.5-D points where the elevation z has a unique value as a function of x and y. Each data point is composed of 3D position, a unique timestamp, and received signal intensity Á. The intensity of the reflected light depends on the surface characteristics, the wavelength of light used and the angle of incidence. In contrast to intensity Á, reflectance Ê refers to Á Ì , where Ì is transmitted signal intensity. For infra-red lasers with wavelength in the range of about 1000 nm, grass has reflectance of about 50%, asphalt roads reflect about 10-20%, trees (coniferous 30% and deciduous 60%) and concrete structures reflect approximately 25% of the light [8] . Most of the newer LiDAR scanners can usually record more than one return signals for a single transmitted pulse. In our case, we had multiple (two) returns that we discuss later.
Previous Work
Previous work on aerial lidar data classification can be broadly put into two categories: (i) classification of aerial lidar data into terrain and non-terrain points, and (ii) classification of aerial lidar data into features such as trees, buildings, etc.
We first describe the previous classification work into terrain and non-terrain points. This research has been motivated with the objective of generating digital terrain models. Kraus and Pfeifer [11] have used an iterative linear prediction scheme for removing vegetation points in forested areas. Vosselman et. al. [18] have used gradient-based techniques to separate building points from terrain points. Zhang et. al. [20] have utilized an iterative technique using progressive morphological filters of varying sizes for estimating suitable elevation thresholds in a local region, and thereby separating terrain points from non-terrain points. We also obtained aerial LiDAR data classified into terrain and non-terrain points provided to us by the data collection company using some undisclosed algorithm. However, we did not use this classified data. Our objective in this work iss to perform classification of original lidar data into four categories -trees, grass, roads, and buildings.
We now describe the previous efforts of classification of lidar data into features. Axelsson [1] has presented algorithms for filtering and classification of data points into terrain, buildings and electrical power lines using aerial Li-DAR data, intensity returend by the LiDAR, and multiple returns. The method uses curvature based minimum description length criterion for classification. They have presented results of processing about 100,000 points with approximate point density of 8 points/Ñ ¾ visually. There is no discussion of the quality of results obtained. Maas [12] has used height texture for segmentation of lidar data. Filin [5] has proposed a surface clustering technique for identifying regions in LiDAR data that exhibit homogeneity in a certain feature space consisting of position, tangent plane and relative height difference attributes for every point. The surfaces are categorized as high vegetation (that exhibit rapid variations in slopes and height jumps), low vegetation, smooth surfaces and planar surfaces. Song et. al. [17] have focused on assessing separation of different materials such as trees, grass, asphalt (roads), and roofs based on intensity data that has been interpolated using three different techniques -inverse distance weighting, median filtering and Kriging. They observe that different interpolation techniques can enhance or suppress separability. Hebert et al. [7] have presented an outline of some classification approaches as well.
It appears that most of the previous work in classification of aerial LiDAR data has concentrated on unsupervised clustering on a smaller number of classes often resulting in coarse classification. In this work we have used supervised parametric classification with four classes. We use mixture of Gaussian models and train our data using ExpectationMaximization (EM) algorithm. Many approaches use mixture models [14, 10, 4, 3] for parametric classification. Recently Macedo et. al. [9] have also used ground-based laser for discriminating between grass and rocks (and other nonpenetrable objects). In addition to LiDAR data, we decided to use aerial imagery as well because it has been suggested that using both geometry and imagery data can improve the results of classification [2] . Similarly, fusing separate color-based and texture-based classifications can also result in better classification [13, 15] .
Automatic terrain classification has been used for autonomous terrain navigation (for example in exploration of Mars) [2] and for building 3D urban models [19, 6] .
Data Classification
Data Collection and Preparation
LiDAR dataset for University of California at Santa Cruz and Santa Cruz City was acquired in October 2001 by Airborne1 Inc. The data was collected for approximately 8 square miles of target region. In order to obtain DGPS position for the scanner, reference GPS stations were set up at two National Geodetic Survey (NGS) ground control points lying within 10 miles of the target area. A 1064 nm laser at a pulse rate of 25 KHz was used for data collection. The raw data consists of about 36 million points with an average point spacing of 0.26 meters. We resampled this irregular LiDAR point cloud on a regular grid with a grid size of 0.5m using nearest neighbor interpolation.
Since the terrain is highly undulating, we wanted to subtract terrain elevations from the aerial LiDAR data to work with the height from a flat level. To this purpose, we acquired DEM (digital elevation models). Digital Elevation Models at various resolutions can be obtained from USGS for the entire United States. We have acquired 10-meter DEMs for the San Francisco Bay Area. Due to the lower resolution, these DEMs have relatively low accuracy. We upsampled this DEM also on a grid size of 0.5m using bilinear interpolation to match with the aerial LiDAR grid.
In addition, we have used high resolution (.5ft/pixel) ortho-rectified gray-scale aerial imagery. Similar to the aerial LiDAR, aerial imagery is geo-referenced using NAD83 State Plane Coordinate System, California Zone III. The aerial imagery is downsampled to 0.5m/pixel to match with the aerial LiDAR as well.
Supervised Classification
Traditionally, there have been two main approaches to classification [3] -supervised classification and unsupervised classification (usually referred to as segmentation or clustering). In supervised classification we have a set of data samples that have class labels associated with them. This set is called the training dataset and is used to estimate the parameters of the classifier. The classifier is then tested on an unknown datasets referred to as the test dataset. An important underlying assumption is that the test dataset is similar in terms of distribution of features to the training dataset (i.e. the classifier must have observed similar features in the training in order to perform a good classification).
Here we consider the problem of assigning a class label to a dimensional data sample x where is the number of features in the feature vector x. Assuming that there are classes, the posterior probability of a data sample x belonging to a particular class can be computed using Bayes rule as:
where Ô´Üµ È Ô´Ü µÈ´ µ, È´ µ is the prior probability of class . Assuming that we have no prior information about È´ µ, it is usually safe to assume that È´ µ's for all the classes are equal (½ µ. Therefore, in order to determine the posterior probability È´ Üµ we need to determine the classconditional densities Ô´Ü µ. Finally, the data sample x is assigned to the class for which È´ Üµ is maximum.
Mixture models are often used for modeling the classconditional densities Ô´Ü µ. A mixture model consists of linear combinations of M basis functions where M is treated as one of the parameters of the model. For example a Gaussian mixture can be expressed as:
The model parameters ( ¦ ) for the Gaussian models and the mixing parameters È ´ µ are estimated iteratively using Expectation Maximization (EM) algorithm [3, 4] on training samples.
Classes and Training
We classified the dataset into 4 classes:
Trees (includes coniferous and deciduous trees)
Grass (includes green and dry grass) Roads (asphalt roads, concrete pathways and soil) Roofs Datasets for ten different regions of the UCSC Campus were created and manually labeled for training and validation. The size of these data sets vary from 100,000 points to 150,000 points. Presence of different classes -trees, grass, roads, and roofs -vary within these data sets. Roughly 25-30% of these data sets were trained to cover these 4 classes adequately.
Features
We identified five features to be used for data classification purposes: normalized height, height variation, multiple returns, luminance, and intensity.
Normalized Height (H):
The LiDAR data is normalized by subtracting the USGS DEM elevation from the LiDAR height values on a .5m grid.
Height Variation (hvar):
Local height variation is usually computed using a small window around a data sample and is one of the most commonly used texture feature [9] . There are several possibilities such as standard deviation, absolute deviation from the mean, and the difference between the maximum and minimum height values. After some experimentation, we settled on the third measure listed above -difference between the maximum and minimum height values within a window. Here we have used a window size of 3*3 pixels (¾ ¾ Ñ ¾ ). It is expected that there is significant height variation in areas of high vegetation where some laser pulses penetrate the canopy while others return from the top. This is indeed apparent from local we do not have the corresponding first returns, we assume that both returns are the same and hence there will be zero height difference. As with height variation, this feature can also be effectively used to identify high vegetation areas.
One of the anomalies we observed was that sometimes, the first return height is less than the last return height. One possible reason for this could be the presence of noise, although it needs further investigation.
Luminance (L):
Luminance corresponds to the response of the terrain and non-terrain surfaces to visible light. This is obtained from the gray-scale aerial image.
Intensity (I):
Along with the height values, aerial Li-DAR data usually contains the amplitude of the response reflected back from the terrain to the laser scanner. We refer to it as intensity. Since the laser scanner uses light in the near infra-red spectrum, we expect that the intensity provides information that is complementary to luminance (which is measured in the visible spectrum). 
Results
Marginal Histograms: Figure 3 shows class/feature histograms for the training data. It should be noted that these are marginal histograms and and therefore do not show inter-feature correlation, which is exploited in our Mixture of Gaussian models. However, looking at the marginal histograms gives us some sense of relative complexity within the features.
Number of components/mixture: Automatically determining the number of components for every mixture (equation 2) from the training data is not a trivial problem. Several well-known methods exist for estimating the number of components [16] . However, in our experience, such methods are not satisfactory. Therefore, we chose to decide the number of modes empirically. We experimented using 2, 4, 5 and 6 components per mixture. We noticed that the results improved significantly between 2 and 4 components. Adding more components did not improve the results very much. Moreover, by adding more components we increase the computational complexity as well as run the risk of overfitting the data. Therefore, we have used four components for each mixture model.
Leave-One-Out-Test:
The model parameters and the posterior distributions are estimated using Expectation Maximization algorithm [3, 4] . Figure 4 summarizes results of leave-one-out test. We performed this test using several combinations of the above-mentioned features. The figure shows a graph of È´ ÓÖÖ Øµ and È´ ÓÖÖ Øµ for each these combinations along with their confusion matrices where,
¼ is the class assigned to a pixel for which the true class is , and Ò is the total number of pixels assigned to class . is the total number of classes ( in our case).
È´ ÓÖÖ Øµ
where AE is the total number of labeled pixels. This is the normalized probability that is the average of È´ ÓÖÖ Øµ for each class weighted by the number of pixels assigned to it. The confusion matrices visualize the results for each class. The rows of the matrix show the true classes and the columns indicate the classes assigned by the classifier. In case of perfect classification the diagonal elements are all one (black) and the other elements are all zeros (white).
Random Ò ¾ and Train-all-Test-All tests: In most cases, results of random n/2 test (randomly choosing half the data for training and other half for testing) closely follow the leave-one-out test. Therefore, for the sake of brevity we have chosen not to discuss these results here. Train-all-Testall results were marginally better than the leave-one-out results in some cases, such as 85%, where all the five features were used. Again, for lack of space, we leave out those results.
Observations: We observe that using more features produces better results sometimes, but not always. However, some of the combinations seem to be better than the others. Here we briefly discuss some of the combinations.
H, hvar:
Using just the height and height texture from the LiDAR data we find that detecting trees is quite effective (about 91%). It is also evident that there is a lot of confusion between grass and roads. Both these classes have similar height and height variation.
H, hvar, diff:
Adding multiple return difference does not improve the results of (1) significantly.
L, I, H:
By using luminance and intensity we have improved the overall results. However, due to the omission of height variation the classification of trees is worse than (1) and (2).
I, H, hvar:
Assuming that we do not have aerial imagery available, we use only the intensity, height and height variation. In this case tree classification has improved. However, the overall results are slightly worse. This indicates how well we can do when no other supporting data is available.
L, I, hvar, diff:
Excluding the height information results in the worst classification among the combinations that we have tried. Therefore, the height feature plays a very important role in classification.
I, H, hvar, diff:
It is surprising to see that adding multiple return difference to (4) worsens the results. This is primarily due to misclassification of grass patches.
L, I, H, diff:
Similarly adding multiple return difference to (3) lowers the results. Here too we observe the same effect (as in (6)). Including multiple return difference improves classification of roads and buildings typically by 5 to 6%.
L, I, H, hvar:
Adding height variation feature to (3) dramatically improves the results. This is primarily because of improved classification of high vegetation areas.
L, I, H, hvar, diff:
Finally, adding mutliple returns, improves overall results only marginally.
We can briefly summarize few important observations:
Height feature is an important classifier for terrain.
Height variation plays an important role in classification of high vegetation areas.
Light features (luminance, intensity) are useful for separating low vegetation (grass) and roads.
Adding multiple return difference improves classification of roads and buildings by only 5-6% and decreases the accuracy in other cases.
Spatial Coherence:
The classification done so far is point-based. Each individual point is classified according to its position in the feature space. However, most classes including trees, grass, roofs etc. span across hundreds of data points that are close to each other in position space. Therefore it makes sense to exploit this spatial coherence in classification. The probability of a data sample belonging to a particular class is affected significantly by that of its neighbors. Enforcing spatial coherence constraints can be done as a post-process to classification and can be carried out in a number of different ways. One of the simplest ways would be to use a max voting filter where the data sample is assigned a class that occurs most frequently in its neighborhood. Here we have used a window size of 3 by 3 pixels (¾ ¾ Ñ ¾ ). Figure 5 shows the results with and without enforcing spatial coherence constraints. It can be seen that the results are, on an average 3 -4% better with enforcing spatial coherence constraints.
Conclusions and Future Directions
We have presented the results of supervised classification of aerial LiDAR data using mixture of Gaussian models. Using this method we have been able to effectively classify the We also hope to improve the classification results further by identifying noise and outliers in the dataset before classification.
