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Abstract 
Deep learning enhanced the state-of-the-art methods in genomics allows it to be used in 
analysing the biological data with high prediction. The training process of neural network with several 
hidden layers which has been facilitated by deep learning has been subjected into increased interest in 
achieving remarkable results in various fields. Thus, the extraction of bioprocess production can be 
implemented by pathway prediction in genomic metabolic network in eschericia coli. As metabolic 
engineering involves the manipulation of genes which have the potential to increase the yield of metabolite 
production. A mathematical model of this network is the foundation for the development of computational 
procedure that directs genetic manipulations that would eventually lead to optimized bioprocess 
production. Due to the ability of deep learning to be well suited in terms of genomics, modelling for 
biological network can be implemented. Each layer reveal the insight of biological network which enable 
pathway analysis to be implemented in order to extract the target bioprocess production. In this study, 
deep neural network has been to identify any set of gene deletion models that offers optimal results in 
xylitol production and its growth yield.  
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1. Introduction 
The development of bioprocess in the production of xylitol gives a huge contributions 
towards the industry. Xylitol is a sugar alcohol compound of great commercial interest with a 
number of applications. It has been widely used as a sweetener usually can found in any 
chewing gums or confectionary [1]. Furthermore, the consumption of xylitol in human body 
inhibits the growth of dental caries, promotes oral health [2-3] and sugar substitutes for  
diabetics [4]. Previously, xylitol has been produced by using hydrogenation process of xylose 
with the presence of methanation catalyst [5]. This process are highly costed which may lead to 
the limited amount of xylitol production. The advent of metabolic engineering offer potential 
opportunities to be applied in bioprocess production for the industrial needs. The use of 
microorganisms as the host strains are required to extract biological information by genetically 
engineered of its cellular metabolism. Several organisms has been tested to produce xylitol 
such as escherichia coli, yeast, bacillus subtilis and candida sp., However, escherichia coli has 
been used in this study as the capability in fast growing, produce wide range of related products 
and well understood in terms of metabolism has gain interest among the researchers [6]. 
In silico strain design and systems biology enable systems-oriented strategies to 
rationally engineer host strains for the bioprocess production. Gene manipulation can be done 
by implementing metabolic engineering for the incensement of xylitol production yield. This 
manipulation can be executed through metabolic network restructuring. This network required 
mathematical model for in silico metabolic engineering in implementing genetic manipulation. A 
number of predictions can be achieved through such in silico model including target substrate 
compound, patters of optimal growth and the consequences for respected gene deletion [7]. 
However, the implementation of in silico genome-scale metabolic network in this research which 
is using flux balance analysis method consist of huge and unessential components. These 
factors may defect in bioprocess production and cell growth. Due to the size, complexity of 
metabolic networks and interaction between the components, it is difficult to determine the 
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optimal gene knockout combination. The development of deep neural network opens up a great 
opportunities in solving this problems. Deep neural network able to learn complex pattern from 
the lower level to high level of architecture. Thus, representation of data which consist of high 
level of abstraction can be learned through complex computational model that consist of 
multiple processing layers. Thus, it helps in understanding abstraction and processing of the 
cells due to multiple levels of information provided. The biological structure in each layers can 
be inferred at multiple levels of resolution [8]. The extraction of bioprocess production in 
organisms can be done effectively due to the high level of accuracy of prediction. This can be 
done by predicting on several sets of deleted genes that obtain the most bioprocess production 
and growth yield. By the end of this study, the most convenience set of gene deletion is highly 
selected to extraction high amount of xylitol production. 
The rest of this paper depicted as follows. In section 1, discussed on the application of 
bioprocess production and the use of metabolic engineering to extract target product. While in 
section 2 described the implementation of deep neural network in predicting the bioprocess 
product. In section 3 the expected results in the form of graphs are provided and brief 
explanation on experimental analysis. In the last section is about conclusion of this work.  
 
 
2. Research Method 
In this section firstly introduced the method which is deep neural network. The main 
architecture of deep neural network is presented in this section. Then, the experimental 
framework is elaborated for further understanding to generate output from deep neural network. 
Deep neural network is used to train the dataset to predict the bioprocess production especially 
and the growth rate of escherichia coli. 
 
2.1. Deep Neural Network 
Deep neural network is a parallel processing architecture which consists of 
interconnection between neurons, organized in a layer form of network. The main structure of 
deep neural network are made up of three important components which are input, output and 
separated by one or more hidden layers of hidden units. In feedforward structure the network 
are working with the presence of input data and directly calculated the output values throughout 
every layers of the network. The total input value generated from the layer below, xk are passed 
to each of hidden unit, k in the current layer by using logistic function at the scalar state yk. The 
interconnection are formed between  input layer to the first hidden layer which are then will be 
directed to the next hidden layer and so forth until it reached to the output layer. Based on the 
interaction shown, it can be as a sort of topological structure.  
 
              (  )  
 
      
                        ∑                (1) 
 
Regarding to the formula above    denote as bias of unit k. Meanwhile, the value of l is 
the index of the unit below and     is the weight that connecting unit k from unit l from the layer 
below [9]. The implementation of non-linearity into the whole network structure can be done by 
defining right architecture and using non-linear activation function. Basically, sigmoidal 
activation function is the common choices such as logistic function as shown in the equation 
above. The value of the output layer given by the last hidden layer depends on activation 
function that attain the supervised task given by the network [10]. 
 
    
    (  )
∑    (  ) 
                                                                                                        (2) 
 
In most of the cases, the classification problem will be solved by using softmax function 
as shown in equation 2. Where there is conversion between output unit k to total input xk   into 
   as the probability classes in order to ensure distribution towards m classes. However, identity 
function is chosen if the problems are regarding to the regression analysis.   
During the learning process, the network is trained by back-propagation algorithm. The 
key insight in implementing backpropagation is to compute the gradient of objective function 
relative to the weight of multilayer stacking modules. The concept of backpropagation, in every 
weight of the input is used to calculate the gradient error. It can be done by straight fully 
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propagate the error in backward manner. The propagation is started at the top to the bottom 
throughout all modules. This can be done by using the cost function to measure the discrepancy 
involved between the target and actual output of each training phases.  
 
    ∑                                                                                               (3)
 
 
Where the cost function C is minimized by given a fixed training set of {(x
(1)
, y
(1)
), … , x
(T)
, y
(T)
), }. 
The const function is done by calculating the corss-entropy within softmax output, p and target 
probabilities, d. In order to increase the network performance, the weight should be minimize 
after the calculation of the cost function takes place. This can be done by calculating the 
gradient of the cost function [11]. Afterwards the weights must be appropriately adjusted in 
obtaining weight optimization. The optimization is implemented by using mini batch stochastic 
gradient descent algorithm.  
 
   ( )      (   )   
  
     ( )
                                                                     (4) 
 
Where   is the learning rate and the used of momentum coefficient can be further improved the 
training method by a declaring 0 < α < 1 for smoothening the gradient of mini-batch, s. The 
value of weight must always be in the state of one to implement derivation of biases update rule. 
In order to get a clear view, Figure 1 shows the implementation of feedforward and 
backpropagation architecture. 
 
 
 
 
Figure 1. Architectural view of deep neural network 
 
 
2.2. Input Set Preparation and Experimental Framework 
In this study, there are three steps involved as shown in figure 2. In order to generate 
the input data for deep neural network architecture, firstly a flux balance analysis (FBA) model is 
developed. FBA is a constraint-based methods which mathematically presents metabolic 
network of organism. It is relevance to genome-scale models as it permits better knowledge on 
in vivo system that shows interplay among metabolic pathways. Besides, it is used to validate 
wild-type organism of genome-scale metabolic model and metabolite characteristics using any 
additional conditions. The essential part of FBA is implementing gene knockout to predict the 
resulting phenotypic effects after the deletion takes place [12].The model created based on in 
silico metabolic model of genome scale eschericia coli K-12 MG1655 reconstruction. Several 
nutritional consumptions are tested by alternating the consumption of glucose, glycerol and 
xylose as carbon sources for about 20 mmol/g/dW/h to optimize the production of xylitol and its 
growth rate. Furthermore, several sets of gene deletion have been conducted to identify the 
effects towards xylitol production and respected growth rate.  
In the meantime for the second step, a number of lookup tables is constructed based on 
the three sets of gene deletion. The lookup tables are created based on the results of respected 
xylitol production and growth rate. There are about 7 column involved where each of it 
represents the consumption of glucose, glycerol and xylose alternately. The tables are made 
separately between xylitol production and growth rate. Meanwhile, step 3 can be implemented 
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by inserting the data created based on the lookup table. The output after implementing deep 
neural network are calculated in term of mean squared error (MSE). The end results will predict 
respected xylitol production and growth rate based on the three set of deleted genes. 
 
 
 
 
Figure 2. Schematics of the procedure used for determining the optimum neural network 
(h=hour; mmol=millimolar; g=gram; dW=dry cell weight) 
 
 
3. Related Works 
 In this section elaborates about previous works which implementing deep neural 
network to improve the prediction of complex pattern in biological information. As deep neural 
network shows a huge success as it is implemented in many applications over state-of-the-art 
machine learning methods.  
 
3.1. Prediction of Lung Tumors  
Based on the study of lung tumours [13], proposed a combination of deep neural 
network and fuzzy logic method. The aim of this study is to predict fractional variations including 
intra- and inter- sides of several patients which suffer tumour movement related to respiration. 
Previously, there are several problems arise where the fractional variations are hardly 
mathematized. Furthermore, the movements are hardly predicted as inconstant variation takes 
place and taking longer computational time to process the results. Thus, this method allows high 
accuracy in predicting the movement and takes lower computational times. The value of root 
mean square error (RMSE) is used as a benchmark in the proposed method as it overshoots 
with existing methods from 29.98% into 70.93%.  
 
3.2. Compound Protein Interaction Prediction 
 DL-CPI known as deep learning for compound protein interaction is proposed by Kai et 
al., [14] to identify protein and compounds interaction. This study has been conducted due to 
several limitations arise in experimental analysis in identifying compound-protein interaction 
which are expensive and time-consuming. Deep neural network is used to learn the 
representation of compound and protein pairs effectively. The performance of DL-CPI evaluated 
by employing multiple measurements which including accuracy, sensitivity, specificity, F1-
measures, area under receiving characteristic curve and area under precision curve. Overall, 
DL-CPI boost the performance in both balanced and unbalanced dataset compared to other 
methods.  
 
3.3. Enhancer Prediction- Deep Neural Network (EP-DNN) 
 Based on the study conducted Seong et al., [15] deep neural network has been used in 
order to predict the locations of enhancer in gene expression. Basically, short DNA sequence 
which is known as enhancer, modulate the patterns generation in gene expression. In order to 
predict the location of enhancer, modification of histone combinatorial codes are required. 
However, current computational methods suffer from lack interpretation of obtainable results in 
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order to choose biological significant modification of histone and low prediction accuracy. The 
implementation of EP-DNN improved the enhancer prediction accuracy by having more than 
90% validation rates in identifying operational region. Furthermore, this study uncovers the 
variation of essential modification of histone between different cells and identify either the 
proximal or distal features are important.  
 
 
4. Results and Analysis 
The performance of the three dataset has been tested in order to predict the optimal 
results for the respected xylitol production and growth rate in escherichia coli model. The 
number of learning rates has been adjusted in order to get the lowest value of RMSE in order to 
choose the most accurate result on the deleted genes. To compare the performance of the 
model, several graphs have been generated respected to fine-tuning values of learning rates 
and epochs. 
 
4.1. In Silico Genome-Scale Metabolic Model Analysis  
The escherichia coli model iJO1366 in system biology markup file is imported into FBA 
to get the respected growth rate and xylitol production of the organisms. Furthermore, gene 
deletion has been implemented to predict the effect towards the production of the target 
metabolites. The main structure of the model made up of stoichiometric coefficient with 
complete sets of biochemical reactions between substrates and products. Constraints value is 
then be applied to predict the flux distribution of mutant strain that undergo gene knockout 
creating a smaller feasible solution space. M9 minimal media has been used in this study and 
alternate used of glucose, glycerol and xylose as carbon source uptake.Table 1 shows the 
consumption of the constraints between glucose, glycerol and xylose in the metabolic model 
correspondingly. Optimal flux distribution will be identified within the new solution space.  
 
 
Table 1. Conditional probabilities for the uptake rate of glucose, glycerol and xylose 
Conditions Glucose (mmol 
gDW-1hr-1) 
Glycerol (mmol 
gDW-1hr-1) 
Xylose(mmol 
gDW-1hr-1) 
1 20 - - 
2 - 20 - 
3 - - 20 
4 20 20 - 
5 20 - 20 
6 - 20 20 
7 20 20 20 
 
 
After the constraint value has been added in the model, the value of objective function 
is initialised for targeting the optimal solutions. However, in this study, focusing on maximizing 
the growth rate to ensure the survival of the organism and increasing the xylitol production at 
the same time. Gene deletions will takes place after the initialisation of objective function and 
respected costraints has been added into the model. Figure 2 shows the graph based on the 
results of the analysis with whcich comprised of three sets of deleted genes model. There are 
involving the deletion of i) rpi genes, ii) pgi, eno, mgsa genes and iii) rpi, pgi, eno and mgsa 
genes. (The notation of the genese: rpi: ribose-5-phosphate isomerase, eno: enolase, mgsA: 
methylglyoxal synthase and pgi: phosphoglucose-isomorase). Figure 3 shows the sectional part 
of metabolic pathways which involved in xylitol production and respected genes to be deleted 
from eschericia coli model.  
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Figure 3. Metabolic pathway for the deletion of of i) rpi genes, ii) pgi, eno, mgsa genes and 
iii) rpi, pgi, eno and mgsa genes for xylitol production 
 
 
Based on the results shown in Figure 4, there are three sets of gene deletion from the 
model. The resultant values showing ribose-5-phosphate isomerase (rpi) gives higher 
production of xylitol and growth rate by average of 54.07237 and 24.51196 respectively. 
Meanwhile the second sets of deletion involving the deletion of pgi, eno and mgsA genes gives 
lower value of xylitol production by mean of 47.27046 while the average growth rate is 9.9921. 
However, in the last sets involving combination of the other two sets of gene deletions shows 
lowest results with the average of 34.58231 and 9.970653 of respected xylitol production and its 
growth rate. Besides, it can be seen that almost 60% of the cell growth has been used up to 
maximize xylitol production in the model which is quite high for the deletion between pgi, eno, 
mgsA and rpi, pgi, eno and mgsA genes. 
 
 
 
 
Figure 4. Xylitol production (mmol gDW
-1
hr
-1
) and growth rate (hr
-1
) of the three deleted 
genes model in escherichia coli  
 
 
The deleted genes which include pgi eno and mgsA are contributed in the glycolysis 
pathway. The pgi genes converting the glucose-6-phosphate into fructose-6-phosphate. This 
reaction situated in between glycolysis and pentose-phosphate pathway. While eno is 
responsible in catalysing reversible reaction in glycolysis metabolism. It contributes in the 
dehydration of of 2-phophoglycerate into phosphoenolpyruvate. The mgsA gene is required in 
the conversion of dehydroxyacetate phosphate into methylglyoxal. The deletion of pgi will 
increase in production of NADPH. Thus, the NADPH are then being reoxidized via reduction of 
xylose. While, the deletion of mgsA will cause the glucose consumption is decreases compared 
to the wild type. Furthermore, this deletion resulting accumulation of glucose-6-phosphate. 
Whereas, the deletion rpi cause of expression of xylitol phosphate dehydrogenase (xpdh) result 
in the increase of xylitol production. Surprisingly, every consumption of the constraints are able 
to produce xylitol either in individual conditions or grouping. This is strongly summarised that 
xylitol can be produced in either in glucose, glycerol and xylitol consumptions in all sets of 
deleted gene. 
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4.2. Evaluating the Training Error 
The deep neural network are trained using the dataset based on the results generated 
from the in silico metabolic model analysis. There are 6 three types of dataset which have been 
used in this study that including the xylitol production and respected growth rate for each type of 
deleted genes. The experimental simulation has been implemented based on different number 
of learning rates according to the range of 0.1-0.9 and 0.01-0.09. The choice which has been 
made was purely done on the arbitrary basis. These simulations have been implemented in 
order to compare the performance based on the three models involved. However, the most 
optimal learning rates are chosen to examine which set of gene deletion that gives the highest 
value especially for xylitol production and also the cell growth.  
 
 
 
 
Figure 5. MSE of deleted genes in i) rpi, ii) pgi,eno,mgsA and iii) all genes for the learning rate 
0.01 at epochs 350 
 
 
In the first experimental result as shown in figure 5 the training of deep neural network 
involved the learning rate 0.01. The result at this point can be considered as one of the best 
value for MSE compared to the other learning rate between 0.01 until 0.09. The deletion of rpi 
shows the lowest value of MSE for xylitol production wich is 1.498066 compared to the other 
training models. However, the highest value of MSE for the deletion of pgi, eno and mgsA 
genes which is 1.991501. The difference of MSE between the deletion of rpi and pgi, eno, mgsA 
is 0.493435. Meanwhile, the value of MSE for the growth rate is higher as compared to the 
production of xylitol. The deletion of all genes shows the lowest value for MSE which is 
1.529821.Whereas the highest MSE for growth rate takes place when the pgi, eno and mgsA 
genes are deleted from eschericia coli model. Based on this situation, rpi is considered the most 
potential gene to be deleted in order to increase the value of xylitol production. This is due to the 
lowest error obtained from the trainng involved in deep neural network. Regarding to the result 
shown in previous section, where the simulation of flux balance analysis has been 
implemented.It can be seen that xylitol production for rpi deletion is at 54.07237 mmol gDW
-1
hr
-1
 
which is the highest value compared to the other gene deletion models. Furthermore, the value 
of growth rate can be considered as optimal result which is at 24.512 hr
-1
. Even though there is 
slight difference of prediction during the training process in deep neural network for the growth 
rate, however eschericia coli model are still can survived in order to extract xylitol production.  
 
 
 
 
Figure 6. MSE of deleted genes in i) rpi, ii) pgi,eno,mgsA and iii) all genes for the learning rate 
0.1 at epochs 350 
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The second experimental analysis, the performance of the gene deletion models has 
been assessed by training the deep neural network architecture with learning rate 0.1 until 0.9. 
However, only the best MSE result has been presented in this paper. Based on figure 6, at the 
learning rate 0.1 can be considered as the best results of MSE. The deletion of pgi, eno, mgsA 
genes model shows the best results in terms of MSE due to the lowest value of error for xylitol 
production which is 1.937199 compared to the other models. In contrast, all gene deletion 
models obtained the highest MSE which is 2.91628. The difference between the lowest and the 
highest value of MSE for these two models took about 0.979081. On the other hand, the 
prediction of MSE for growth rate is slightly different compared to the results obtained for xylitol 
production. This is due to the all gene deletion model obtained the lowest value of MSE 
compared which is 1.350655. The highest MSE is at the deletion of pgi, eno, mgsA genes 
where the MSE is 2.03373. The difference of the error is quite higher which is 0.72718. The 
prediction which has been calculated in this second experimental analysis is completely 
different based on the results obtained from flux balance analysis simulation. However, the rpi 
gene deletion model can be considered as the optimal results since it does not obtained the 
highest error value for both situations.  
These two experimental analyses perform different behavior in terms of error prediction 
due to the different lowest value of MSE with respected to the gene deletion models. Generally, 
in the first experimental analysis, the lowest MSE prediction involved in the deletion of rpi which 
is 1.498066 for xylitol production. In contrast, for the second experimental analysis obtained 
about 1.937199 error prediction for the production of xylitol when pgi, eno, mgsA genes are 
deleted from escherichia coli model. However, in terms of the growth rate based on these two 
models rpi still shows the most optimal value of MSE compared to the pgi, eno, and mgsA gene 
deletion model into its respective cases. Based on the experimental simulation, it can be found 
that small learning rates produced better and consistent results in predicting xylitol production 
and growth rate. In contrast, large learning rate produced inconsistent results.  
 
 
5. Conclusion 
The modeling and simulation of genome scale metabolic models have effectively played 
an important role in aiding the metabolic engineering, especially for improvement of bioprocess 
production. The use of in silico genome-scale metabolic model analysis allows the identification 
of identify the essential genes that able to form a minimal genome without degrading the 
biological function. In terms of biological validation, the in silico results obtained show the 
conflict between the metabolites production and the growth rate of the microorganism where 
higher production can be obtained with a lower growth rate and vice-versa. Using the capability 
of deep neural network, it has been successfully identified the optimal gene knockout strategy to 
improve the production of desired bioprocess production for such xylitol production. The result 
presented in this research predict the most optimal value for xylitol production and respected 
growth rate. It has been noted that for many deep neural network examined the lowest xylitol 
production errors occurred at the lowest learning rate. For these cases, learning rate 0.01 has 
been chosen as the best learning rate in order to obtain the optimal solutions. The best 
performance for the gene deletion model is rpi since the value of error is at the lowest point for 
the production of xylitol and low error in terms of growth rate.  It is quite interesting to note that 
for all learning rate which has been tested performs the best in terms of prediction analysis at 
350 epochs.  
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