Abstract-Kac's conjecture relating the solution of wave and telegraph equations in higher dimensions through a Poisson-process-driven random time is established through the concepts of stochastic calculus. New expression is derived for the probability density function of the random time. We demonstrate how the relationship between the solution of a lossy waveand that of a lossless wave equation can be exploited to derive some statistical identities. Relevance of the results presented to the study of pulse propagation in a dispersive medium characterized by a Lorentz or Drude model is discussed and new evolution equations for 2-D Maxwell's equations are presented for the Drude medium. It is shown that the computational time required for updating the electric field using the stochastic technique is expected to go up as .
I. INTRODUCTION
T HERE has been an interest lately in developing probabilistic, stochastic, or Monte Carlo methods for field computation [1] . The basic idea is to formulate a stochastic process, producing an appropriate random variable, whose expected value is the solution of a certain deterministic problem. Among the computational advantages of the stochastic method that various researchers have advanced are 1) the method is local in that the field can be calculated at a desired point only without having to obtain the global solution by solving a linear system of equations, 2) the method needs no meshing, 3) the degree of accuracy can be controlled by varying the sample size (or number of realizations), 4) the method in inherently parallel because the intermediate results generated by each random realization are independent of each other. The resurgence of interest in the method is likely triggered by the last feature. Garcia and Sadiku [2] applied the random walk method with a variable step-size to solve Poisson's equation. Le Coz et al. [3] determined the frequency-dependent capacitance and inductance of high-speed computer interconnects using the random walk method and quasi-static approximations. Subsequent researchers have developed random walk method for the Helmholtz and wave equations [4] , [5] , and [6] . Budaev and Bogy [7] applied the stochastic differential equation technique to solve the complete transport equation pertaining to the amplitude part of the solution of the scalar Helmholtz equation in an inhomogeneous medium. The same technique was used in [8] and [9] to address the problem of wedge diffraction with impedance boundary conditions. The basic differential equations that form the subject matter of the present paper are the 3-D version of the telegrapher's equation and the wave equation and certain stochastic quantities that relate the two.
The connection between partial differential equations (PDE) and random dispersion of particles in space-time has a long history; see [10] - [13] for some of the initial work. Majority of the works that followed these papers concentrated on random walks tied to the Brownian motion. The research has been documented in a number of books and research monographs such as [14] - [17] . It has previously been shown by Kac [18] (demonstrated for 1-D with zero initial velocity conditions and conjectured for higher dimensions) that the solution of a lossy wave equation (which is a modified telegrapher's equation) can be obtained from that of a corresponding lossless wave equation by simply changing the time variable in the latter by a randomized time variable that depends on a Poisson process and then performing an averaging operation with respect to the underlying Poisson process. The statistics of the Poisson process are governed by the loss present in the medium. This resulted in a very interesting stochastic representation for the solution of telegrapher equation, which could be conveniently implemented on a parallel type of computing machine. The link between wave and telegrapher's equations via random time is very interesting and implies that macroscopic loss mechanisms can be thought of as arising from randomized time and an averaging process. Following Kac's work, a number of researchers advanced the idea further and attempted to build random walk models for the telegrapher's equation in higher dimensions. Some of this latter work is nicely summarized in [19] as well as in the recent paper [20] .
Unlike some of the recent work, the present paper is not concerned with building random walk models for the telegrapher's equations. Rather, the contributions of the present paper are 1) presenting a mathematical proof of Kac's conjecture in higher space dimensions (Section II-C) using concepts from stochastic calculus [21] ; no such formal proof currently exists in the literature to the best knowledge of the present author, 2) given the important role played by the random time in such stochastic representations, presenting a new expression for the first order statistics of the random time (II-D), and 3) demonstrating how the stochastic representation can be utilized to arrive at some 0018-926X/$31.00 © 2013 IEEE useful schemes for computing multidimensional fields in dispersive media (Subsection II-E). In particular, the Lorentz and Drude media are considered in Subsection II-E. Hence, apart from being pedagogical in nature, the paper contains new results that are of interest to researchers working in the area of wave propagation. If the idea of random time can be extended to more complicated dispersive media than the ones considered in the paper, the concept could provide an alternate means to computing the time-instantaneous field in those media where analytical expressions are not available. For the benefit of readers unfamiliar with the techniques of stochastic processes and the associated calculus, we first present some basic properties of Poisson processes and preliminaries of stochastic calculus in Section II-A. The relevance of the stochastic model presented here to the study of pulse propagation in a causal dispersive media, such as the Lorentz-or Drude-model medium is discussed in Section II-E.
II. THEORY

A. Poisson Process and Preliminaries of Stochastic Calculus
A Poisson random process is constructed from a sequence of independent and identically distributed exponential random variables known as inter-arrival times, each with mean [22] . Starting from a value of zero at time , the process jumps by unit value at the arrival times given by (1) The function is assumed to be right-continuous in that ( means from ; likewise means from ) and can be expressed as (2) where is the unit-step function equal to 0 for and equal to 1 for . Fig. 1(a) shows one sample path of a Poisson process. Because the expected time between jumps is , the jumps arrive at an average rate of and the process itself has the distribution (3) where denotes probability. This last result can be derived from the fact that given in (1) has a gamma distribution [21] .
In addition, satisfies the following properties: P1) Independence of Increments-for all , the random variables are independent of each other. P2) Stationarity of Incrementshas the same distribution as for all and , i.e., is independent of and equals . Using Property P2 it is easy to establish that the expected increment, which is equal to the average number of jumps between times and for is (4) where denotes expectation operator and it is assumed that the right-hand side of (4) 
When the Poisson process jumps at , there will be jump in the function according to (6) . We would expect to jump too and the coefficient of in (8) governs the size of this jump. Again, it is important to observe that the jump size is governed entirely by the values of and evaluated at the left limit . Thus, there is statistical independence between the jump in and the jump it causes in its multiplying factor. At times when there is no jump in , the term involving would vanish and one obtains the usual chain rule formula from calculus given by the term proportional to in (8) . Keeping these in mind and using (4), the expectation of an incremental process of the type is interpreted as (9) because the function is assumed to be left continuous and is right continuous. As already stated, the jump in is assumed to take place first independent of and the corresponding jump in occurs momentarily later. Some sort of causality and finite speed of signal propagation is thus inherently assumed in processes defined by . This has very important implications in further analysis as we will show in Section II-C.
B. Random Time
Consider a random velocity 1 (unitless) and a corresponding "position"
(with units of time) defined with respect to the Poisson process as
Note that and . Even though it is physically appealing to think of as the position of a particle whose velocity flips randomly between and , the fact that it has units of time render it to be termed more appropriately as 1 In the literature is referred to as the semi-random telegraph signal [24] .
random time. Fig. 1 (12) It is evident from Fig. 1(c) that the coefficient of , viz., is to be evaluated at , which confirms the rules laid out in Section II-A in relation to (7) . Furthermore, (13) where the sign in (13) pertains to the case when no collisions occur in the time interval and the sign corresponds to the case when there is exactly one collision in the infinitesimal time interval . The relation between and is also clear from Fig Both and are therefore nonstationary random processes. For large times, and . Hence, the standard deviation of random time increases as for large times.
C. Relation Between Wave and Telegrapher's Equations
Consider now a function and define the deterministic function , i.e., is obtained from by replacing the actual time variable with the random time and then performing an averaging operation with respect to the underlying jump process. Using (8) , (9), (12), (13) , and the commutation of the expectation and differential operators (18) In other words, (19) where denotes the derivative with respect to its argument. The first line in the expansion for above is valid for terms up to order ; higher order terms vanish in the limit of in the eventual quantity of interest . If and depend additionally on the spatial coordinates , i.e., if and is a solution of the partial differential equation (PDE) (20) where is some linear operator with respect to the spatial coordinates, subject to the initial conditions (this can be thought of as the specification of an initial position) and (this can be thought of as the specification of an initial velocity), then the term inside the expectation operator on the right-hand-side of (19) will be of the form , which is equal to . Hence,
with given by (20) satisfies the PDE (22) with the same initial conditions, viz.,
where we have used and in and in establishing (23) . It is seen that when a field quantity satisfies an operator equation that involves a second-order time derivative term, the effect of replacing the time variable in the original field quantity with the random time, followed by averaging with respect to the underlying Poisson process, has the effect of introducing a new field variable that satisfies a modified operator equation containing an additional first-order time derivative term. The coefficient of the first-derivative term is proportional to the average arrival rate of the Poisson process. The initial conditions for the modified field remain the same as the initial conditions for the original field. As a special case, if the original field satisfies the scalar wave equation with , where is the propagation speed, then the new field satisfies the reduced Telegrapher's equation (or the lossy wave equation) (24) This remarkable result was first demonstrated in 1-D by Kac in [18] using an entirely different mathematical machinery. His conjecture that it continues to be valid for higher dimensions has been formally proven here using concepts from stochastic calculus. An elementary application of Kac's result is that the solution for the current in a series linear RLC circuit can be obtained in terms of the current of a the lossless LC circuit when the time variable is replaced with random time having parameter . What is even more interesting is that this kind of correspondence is not limited to wave equation alone, as is clearly evident from (22) 25) where is the space variable. With the change of variable where , one gets the equation (26) which is seen to be the reduced telegrapher's equation in 1-D with the parameter . In the case of , (26) reduces to the wave equation. Equation (26) is also the equation satisfied by a wave propagating in a linear, homogeneous conducting medium characterized by the usual electrical parameters [25] . The quantity is the speed of light in a lossless medium with parameters , and is the relaxation time of charges in the conducting medium.
Using the d'Alembert's formula for the solution of a wave equation in 1-D [25] , [26] , the solution of the corresponding lossy wave equation in an unbounded medium with the initial conditions given in (23) can be expressed from the stochastic representation (21) as (27) Equation (27) , with the random time replaced by the deterministic time variable and the expectation operator removed, is simply the d'Alembert's formula given in [25] , [26] for the solution of a wave equation in 1-D. Kac [18] only considered the case with zero velocity (i.e., with ), but (27) generalizes his result. We may use (21) and (27) to establish some useful stochastic identities. Equation (27) can be put in a more suitable form if the initial data are expressed in terms of their Fourier transforms. The function and its Fourier transform are related by the usual transform relationship (28) Using a similar definition for and substituting into (27) we arrive at (29) This alternate form is sometimes advantageous because the averaging operation has been transferred to known functions. The explicit solution for the lossy wave equation in 1-D is given in [26] ( 30) where is the modified Bessel function of the first kind of order 0. Equations (27) , (29) , and (30) may be equated to each other to yield a number of interesting results. For instance using and , we get (31) Note as already indicated that the quantity could be positive or negative even if is positive. If is chosen such that the left-hand side and the right-hand side integrals in (31) could be evaluated in a closed form, certain useful relations could be obtained. As an example, with , we can show that [27] (32) This identity could be used to find the th moment for any . For example, differentiating both sides of (32) with respect to and evaluating at yields for the first moment of , which agrees with that given in (16) . The 2-D version of the main result in (21) was also used in [27] to derived some useful integral identities encountered in wave propagation area.
D. First-Order Statistics of the Random Time
In view of the central role played by random time in the stochastic representation of the solution of the telegrapher's equation such as in (27) , it is of interest to determine the distribution of the random variable for a fixed on the probability space , where denotes sample space. Consequently, we wish to determine the probability density function (pdf) defined by . It will be demonstrated later in this section that the pdf itself satisfies the reduced telegrapher's equation in 1-D with taking the place of the spatial variable. As it is more convenient to first generate the transform of , we define the transform function which is obtained from by taking the Laplace transform, , with respect to and Fourier transform, , with respect to : (33) where . The use of Fourier-Laplace transform in the solution of linear PDEs with constant coefficients is a standard procedure and documented in a number of books, including [28] . From (8) , (12), (13), and using the fact that , we get (34) (35) To facilitate further analysis we let and . Then taking expectation on both sides of (34) we have (36) Similarly, taking the expectation on both sides of (35) and making use of (9) we get (37) Equations (36) and (37) constitute a system of coupled, linear first-order ordinary differential equations. Using and in (37) and solving for recovers (14) . If we now take Laplace transform with respect to on both sides of (36) and (37) and use the usual properties of the Laplace transform of the derivative of a function, we arrive at (38) (39) where and is defined in (33) . Using and and solving the simultaneous equations (38) and (39) we finally get (40) (41) Equation (40) is also derived in [29] , but using the expressions of the Laplace transform of the various moments provided in [18] . However, the approach taken in this paper is more straightforward and as a bonus one can derive expressions for other quantities of interest such as . This is a new result for the pdf of the random time and has not been derived before, although an expression for the even part of it, viz., without the delta function term is available in [29] . It is also different from the expression given in [13] and [19] , because these works assume different initial conditions that do not pertain to the random time that we are considering in the paper. It is seen that the pdf in (51) is asymmetric in as it should be because until the time first jump occurs, indicating that the random time is skewed towards positive times. Furthermore, the mean value, , of per (16) is , implying that the pdf cannot be symmetric about . The expression given in [19] is symmetric and even though it is a solution to the reduced telegrapher's equation, the pdf does not correspond to . The delta function contribution in (51) arises from the event when there are no jumps in the interval and this, we know, happens for the Poisson process with a probability . The remaining terms are due to various jumps happening between . Fig. 2 shows a plot of for s s, compared with numerical simulations generated with realizations for the random time . For the parameters chosen, the expected number of jumps in the interval is . The delta function has been excluded in the analytical data shown in Fig. 2 . The asymmetry in and the spike emerging at in the numerical results are clearly seen from the plot.
E. Application to Pulse Propagation in Dispersive Media
In this subsection, we will demonstrate how the stochastic model developed in the foregoing sections can be applied to derive some useful field relations in pulse propagation in causal dispersive media. We will consider 2-D Maxwell's equations, together with the commonly used dielectric dispersion models of Lorentz and Drude [30] . Extension to 3-D and other dispersion models can be proceeded along the same lines. Recall that the permittivity expression for a Lorentz model is derived by treating the interaction of a bound electron, itself represented as a damped harmonic oscillator, under the influence of a harmonic electric field [31] . Assuming an time convention, where is the radian frequency, the complex dielectric permittivity of a single resonance Lorentz model is (52) where is the plasma frequency, is the damping constant resulting from collisions of electrons in the medium, is the resonant frequency of the oscillator, and is the electric susceptibility. When , the model is known as the Drude model and is used in optical propagation in conductors as well as in radiowave propagation in the ionosphere [32] . For many practical media, including ionosphere and seawater, . Consider 2-D electromagnetic fields that evolve in a semi-infinite Lorentz or Drude medium . The field components are related through Maxwell's equations by (53) (54) where the electric polarization is related to the electric field via (55) The left-hand side of (55) is similar to that of (26), thus permitting stochastic formulation. It may be interesting to note that the average rate, , of the Poisson process determining the random time has a physical interpretation here in that it is directly proportional to the collision frequency, , of electrons within the medium comprising the model. Indeed for the Lorentz/Drude media. By considering the particular solution where (60) and denotes real part of. The system comprised of (53) and (59) can then be solved for subject to boundary conditions specified at . The system may also be implemented using numerical schemes such as finite-difference time domain (FDTD) [33] to update in time and space. In numerical implementations it would be necessary to examine how the quantity evolves in time. Using properties (P1) and (P2) of the Poisson process, we can establish the following exact relation valid for any :
where (62) Hence, it is seen that a knowledge of the correlation function of the complex-valued random process is required to update the field . The mean of this random process is given by the function considered in Subsection II-D and its correlation function is given by (76) in the Appendix.
Owing to simplicity, we will henceforth consider the Drude medium and derive some useful relations for the evolution of the field . However, the more general case with can be treated in a similar manner. From the second-order statistics given in (15), we see that the exact evolution equation for the Drude medium is (63) It is seen from (63) that the future value of depends on its present value, on the statistics of the jump process in the time interval , on the telegraph signal and on the electric field values in the interval . Equation (59) together with (63) may be compared to the corresponding equation that appears in the recursive convolution method of FDTD formulations that is used to treat propagation in linear, dispersive media [33] . The convolutional integral there involving and is replaced in the stochastic formulation with the last term on the right-hand side of (59). The benefit of not having a convolutional integral is somewhat offset by the appearance of the expectation operator and the random upper limit of the inner integral in (60) in the stochastic formulation. If as used in many FDTD calculations [34] , [35] ( [35] uses , [33] uses ), the expected number of collisions in an interval as given by (4) is equal to 0. In such a case (see (13) , and we get from (63) on using the approximate evolution equation (64) on assuming the electric field to remain constant in the interval . Thus, the updated field depends on the current field and the expected value of at the random time . It is safe to say that (64) will continue to hold for larger such that . In fact, the probability of having no collisions in an interval from (3) is for . In numerical computations, the field in normally evaluated over a uniform temporal grid. So, some sort of interpolation will be involved in computing the last term in (64). Furthermore, since the standard deviation of increases as for large [see (16) and (17)], more computations will be required at longer times to implement the expectation operator in (64) and the computation time involving (54) and (64) will approximately increase as in time. This increase in computations at long times is also true for numerical schemes employing the traditional convolutional integral. It remains to be seen whether the representation (59) together with the approximate evolution equation (64) will result in more accurate or more stable numerical schemes than the ones currently used in FDTD. In this regard, one has to weigh in the operation count of the entire algorithm as well.
There is an alternative viewpoint in which the random time manifests in frequency-dependent dispersive media. The second-order equation satisfied by a Cartesian component of the electromagnetic field, , in a homogeneous, isotropic, locally linear, temporally dispersive medium with no externally supplied sources is the Helmholtz equation , where is the speed of light in free-space. The exact (pseudo) differential equation for the time-dependent field component , keeping in mind that a factor in the frequency domain translates to the operator in time-domain, for the Drude medium is
This equation is not directly amenable to treatment by the stochastic model presented in this paper. However, in the low-frequency regime where , the complex dielectric constant approximates to , where and the exact equation (65) approximates to (66) which is identical to the modified Telegraphers's equation (24) considered in this paper. At these low frequencies, the statistics of the Poisson process in the stochastic model are governed by the damping constant as well as the plasma frequency. On the other hand, at high frequencies where , the dielectric constant approximates to and (65) reduces to the Klein-Gordon equation [25] , [36] (which is a relativistic version of the time-dependent Schrödinger equation) (67) It is not uncommon in electromagnetic pulse propagation studies to consider limiting cases such as these to facilitate asymptotic analysis [37] . Notwithstanding this, it is still of interest to develop a stochastic model for the exact equation (65) valid at all frequencies.
III. CONCLUSION
Using stochastic calculus pertaining to jump processes, we have in this paper, established Kac's conjecture that the solution of a modified telegrapher's equation can be expressed in terms of the solution of a wave equation by simply replacing the time variable with random time generated from a Poisson process. We are able to demonstrate this for arbitrary initial conditions and for linear PDEs more general than the wave equation that contain second-order time derivatives. An expression has been derived for the probability density function of the random time and it is shown that the pdf itself satisfies the modified telegrapher's equation. This expression is more general than the currently available expression in the literature that is applicable only to the even part of the random time.
The theory presented in the paper is applicable to waves propagating in a conducting medium, including the case where the conductivity (or more generally where the complex relative permittivity) is frequency dependent. Accordingly, the concept of random time was applied to pulse propagation in dispersive media in Subsection II-E and new update equations for the field components have been derived that should find utility in numerical implementations such as FDTD. In particular Lorentz and Drude media were considered in the paper and we have shown that the computation time for field evaluation goes up in time as . Application to more complicated media such as those characterized by multiple resonant Lorentz model is underway and will be reported in a future paper. It would also be interesting to derive higher order evolution approximations to the field by equating the probability of having fewer that collisions in an interval to a given number and then determining from it. This should facilitate development of numerical schemes with some sort of error control. For instance approximation (64) has been derived under the assumption of having no collisions in an interval , but the probability of no collisions in an interval is . By setting this probability to a given number less than unity, one should be able to determine the maximum permissible for this approximation. Such studies will be taken up in the future.
The concept of random could be utilized to extend the analytical solution of wave propagation problems that are available only for lossless media. For instance, the Cagniard-de Hoop method [38] has been applied in the past to treat transient radiation arising in certain nonconducting, boundary value problems [39] , [40] . It should be possible to extend the expressions provided in these works to the corresponding lossy media by simply replacing the time variable with the random time and performing an expectation with respect to the Poisson process, thereby increasing the utility of the Cagniard-de Hoop method. Then it is clear from using (14) and (15) that (70) (71) Using (9), (12) , and (13), it can be established that for . As a quick check, when , a result that agrees with (15) .
