The Internet is in transition. The original address space, IPv4, is nearly exhausted; the Internet is in the progress of migrating to the new IPv6 address space.
these fixes break end-to-end connectivity, impairing innovation and hampering applications, degrading network performance, and resulting in an inferior version of the Internet. 6 These kludges require capital investment and ongoing operational costs by network service providers, diverting investment from other business objectives.
7 Network operators will be confronted with increased costs to offer potentially inferior service. 8 The short term solutions are necessary because there is not enough time to completely migrate the entire public Internet to "native IPv6" where end users can communicate entirely via IPv6. 9 Network protocol transitions require significant work and investment, and with the exhaustion of IPv4 addresses looming, there is insufficient time to complete the full IPv6 transition.
But the short-term solutions are problematic. The "solution to the solution" is to complete the transition to a native IPv6 network. A native IPv6 network will restore end-to-end connectivity with a vastly expanded address space, will improve network performance, and should decrease costs. Completing the transition of the public Internet to IPv6 will take time. 10 This paper will explore the IPv6 transition and its implications for communications policy. As with other transitions, early preparation greatly facilitates transition -and like previous transitions, some companies are well on their way with transition plans, while others may not be as advanced. This paper also seeks to identify potential issues that could cause bumps along the way. These are issues that stakeholders need to be aware of to facilitate a smooth and effective transition.
Assistant Secretary of Commerce for Communications and Information, Lawrence
Strickling, recently stated, "action is needed."
[W]e want to impress upon everyone that this is an urgent issue, but one that can be successfully handled with good planning. And we want to encourage companies to share best practices on IPv6 uptake for all businesses to benefit, particularly for small-and medium-sized enterprises. 11 Industry, governments, and consumers must prepare for the IPv6 transition, working together to minimize disruption and costs, and to maintain Internet services that have become integral and vital to our country and the world.
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IPv4 Addresses
The foundation of the Internet is the Internet Protocol. The Internet Protocol is a relatively simple protocol designed to interconnect networks, transmitting data back and forth. It is a general purpose protocol that facilitates networking over various physical telecommunications infrastructures (e.g., cable, DSL, fiber, wireless) and supports various applications (e.g., World Wide Web, email, video, file transfer, VoIP). The Internet Protocol does not interact with or process the data that is transmitted; that is the responsibility of higher layer functionality of applications and services. The Internet Protocol does not provide lower layer infrastructure telecommunications. The responsibility of the Internet Protocol is to route packets from end-to-end across disparate networks.
14 Packets transmitted through the Internet have a header which includes the source and destination IP addresses; routing is based on the destination IP address.
Released in 1978, Internet Protocol version 4 (IPv4) was the first stable version of the Internet Protocol (previous versions were developmental). In 1980, The Department of Defense announced that the ARPANet would migrate to IPv4 on January 1, 1983. 15 In 1985, when the National Science Foundation initiated the NSFNET, NSF staff concluded that the use of the Internet Protocol was essential to the success of the NSFNet. In the early 1990s, NSF decided both to allow public traffic on the NSFNet and to privatize the network, establishing the foundation of the current public Internet.
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IPv4 has an address space containing over 4 billion unique IP addresses. 17 In the 1970s, when the ARPANet was a private network utilized by researchers and government agencies, it was thought that this would be sufficient.
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IP Number Allocation
The Internet Corporation for Assigned Names and Numbers (ICANN) currently manages the IP numbering resource through the Internet Assigned Number Authority (IANA) function. 19 IANA distributes large address blocks to the five Regional Internet Registries (RIRs):
• African Network Information Centre (AfriNIC),
• American Registry of Internet Numbers (ARIN),
• Asia Pacific Network Information Center (APNIC),
• Latin American and Caribbean IP Address Regional Registry (LACNIC), 20 Over half a billion of those are unusable as addresses for various reasons, giving us a total of 3.7 billion possible addresses for hosts on the Internet."). 18 See Bradner, S., A. Mankin, The Recommendation for the IP Next Generation Protocol, RFC 1752, Sec. 2 (Jan. 1995) ("Even the most farseeing of the developers of TCP/IP in the early 1980s did not imagine the dilemma of scale that the Internet faces today. 1987 estimates projected a need to address as many as 100,000 networks at some vague point in the future. We will reach that mark by 1996. There are many realistic projections of many millions of interconnected networks in the not too distant future."). 19 IANA -About the Internet Assigned Numbers Authority (last visited Nov. 17, 2010). See Management of Internet Names and Numbers, Statement of Policy, US Department of Commerce, National Telecommunications and Information Administration (1998) (White Paper) (setting forth Internet governance principles of stability, competition, private, bottom-up coordination, representation). 20 See IPv4 Allocations/Assignments, available space and forecasting, LACNIC (last visited Dec. 4, 2010).
The RIRs assign address blocks to Local Internet Registries (LIRs) or networks within their territories pursuant to each RIRs' own policies. 21 Those networks, in turn, can assign blocks of addresses to smaller networks, or individual numbers to individual subscribers. 
North America
RIRs manage IP numbers as a public resource. When a registry allocates a number to an entity, it is giving that entity the ability to use that number; no property right is conferred to the recipient. IP numbers are allocated on a needs-basis pursuant to RIR policies; recipients pay fees which support the operation of the registries.
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The IANA allocates IPv4 addresses to RIRs in large blocks of 16,777,216 addresses each (referred to as "/8" address blocks). Within the total IPv4 address space, there are 256 /8 address blocks. Approximately thirty-six of these address blocks are held in reserve (these addresses are used for multicasting and various other dedicated applications). Of the 220 blocks available to the IANA for distribution and allocation, 213 had been allocated as of December 2010 to the 21 Geoff Huston, IPv4 Address Report. RIR policies are created through bottom-up policy making processes in each RIR community. 22 
FCC Staff Working Paper
RIRs, leaving 7 blocks still available in the IANA pool. 23 When the next two blocks are allocated and only 5 blocks remain at IANA, these blocks will be distributed one each to the five RIRs. 
IPv4 Exhaustion
With the success of the Internet has come great demand for Internet addresses, exhausting the supply of available IPv4 addresses. Experts predict that IANA's supply of IPv4 addresses will likely be exhausted by February, 2011. 26 As of November 2010, 2.73% of the total IPv4 address blocks remained available for allocation by IANA to the RIRS. Several factors have increased demand for IPv4 addresses. These include increased Internet deployment, and new and more advanced devices on the network. 29 As the supply of IPv4 addresses dwindles, there is concern that some networks may engage in hoarding.
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Relationship of IP Address to Domain Names
Most people think of domain names as "Internet addresses." Ask for someone's email address, and they will give you something with a domain name: "robert.cannon@fcc.gov". However, there is no host on the Internet with the address "fcc.gov." Instead, domain names are used as a mnemonic device to obtain IP addresses.
When a human attempts an interaction on the Internet using a domain name, a query is sent to a domain name server. That server will answer the domain name query with an IP number. For example, the domain name "fcc.gov" might resolve to "192.104.54.5." Having acquired the IP address, the human's computer now knows the address of the destination computer and will initiate interaction. Domain names have several features. They can be easily remembered by humans. Domain names can be easily updated with a different IP address, permitting the owner of the domain name to use or move to a different host on a different service with a different IP address, even though everyone continues to communicate with the site using the same domain name. For example, when the White House was the subject of a DOS attack that focused on the IP address of one of the White House servers, the White House changed servers and changed IP addresses in the domain name record of whitehouse.gov, without changing the domain name with which people were reaching the White House.* The domain name system acts as an address book for easy look-up of IP number addresses. 
The IPv6 Solution
In response to IPv4 address exhaustion, the Internet Engineering Task Force (IETF) created IPv6, a new version of the Internet Protocol with a vastly expanded address space. 31 The new version also included many desired features such as enhanced security.
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As work progressed, many IPv6 improvements have been incorporated into IPv4 networks, leaving a vastly increased address space as the one clear feature of IPv6. Internet community that migration to IPv6 numbering resources is necessary for any applications which require ongoing availability from ARIN of contiguous IP numbering resources"). 37 RIPE Position Paper, IPv6 Act Now, RIPE NCC (Oct. 2007) ("Growth and innovation on the Internet depends on the continued availability of IP address space. The remaining pool of unallocated IPv4 address space is likely to be fully allocated within two to four years. IPv6 provides the necessary address space for future growth. We therefore need to facilitate the wider deployment of IPv6 addresses. While the existing IPv4 Internet will continue to function as it currently does, the deployment of IPv6 is necessary for the development of future IP networks."). 38 APNIC -Ipv6 Program (last visited Jan. 22, 2010) ("IPv6 deployment is a very important issue in our community. It is a priority for APNIC to dedicate significant resources to help facilitate IPv6 deployment in the Asia Pacific region and provide stakeholders with the necessary information to make this important decision for their organizations.") 39 LACNIC Portal IPv6. Why Is It Important to Implement IPv6, Portal IPv6, LACNIC (accessed January 21, 2010) ("The deployment of IPv6 is essential to avoid reaching this situation, and it is the only solution to IPv4 exhaustion that we can qualify as practically permanent."). 40 AFRINIC -Ipv6 Resource Center (accessed January 22, 2010) ("IPv6 is the culmination of over a decade's worth of work, mainly inspired by this address exhaustion and is designed to enable the global expansion of the Internet."). 41 Numbering Resource Organization -IPv6 ("The NRO, on behalf of the five Regional Internet Registries (RIRs), is calling on all stakeholders to make the deployment of IPv6 a priority"). 42 
Support for the IPv6 Solution
US Government
US Government activity regarding IPv6 can be divided into three areas:
• US Military Networks (Department of Defense);
• US Government non-military networks (Office of Management and Budget); and • Private networks (Department of Commerce).
US military networks.
The Department of Defense (DOD), with its network-centric operations, has high network address demands and therefore places a priority on the expanded address space. In 2003, it was the first government branch to announce an IPv6 transition policy, 51 declaring that:
The achievement of net-centric operations and warfare, envisioned as the Global Information Grid (GIG) of inter-networked sensors, platforms and other Information Technology/National Security System (IT/NSS) capabilities (ref a), depends on effective implementation of IPv6 in concert with other aspects of the GIG architecture.
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The DOD set 2008 as the deadline by which it should complete its IPv6 transition. DOD's transition to IPv6 has been described as "aggressive" and DOD has operational plans that would require a high demand on a network address space. DOD is reported to have received a substantial IPv6 address allocation. 61 NIST has developed a technical standards profile for US Government acquisition of IPv6 hosts and routers, and a specification for network protection devices.
62 NIST is also actively establishing a testing program in order to test the compliance of products and vendors with the profile. 63 The Government Services Administration updated the Federal Acquisition Regulation (FAR) to reflect the IPv6 specifications, 64 and is assisting agencies with IPv6 procurement needs. Industry stakeholders and Internet experts generally agree that IPv6-based networks would be technically superior to the common installed base of IPv4-based networks. The vastly increased IP address space available under IPv6 could potentially stimulate a plethora of new innovative communications services. Deployment of IPv6 would, at a minimum, "future proof" the Internet against potential address shortages resulting from the emergence of new services or applications that require large quantities of globally routable Internet addresses.
Current market trends suggest that demand for unique IP addresses could expand considerably in future years. The growing use of the Internet will likely increase pressures on existing IPv4 address resources, as more and more people around the globe seek IP addresses to enjoy the benefits of Internet access. In addition, the potential development of new classes of networked applications (e.g., widely available networked computing in the home, the office, and industrial devices for monitoring, control, and repair) could result in rapid increases in demand for global IP addresses. Over time, IPv6 could become (as compared to IPv4) a more useful, more flexible mechanism for providing user communications on an end-to-end basis. The redesigned header structure in IPv6 and the enhanced capabilities of the new protocol could also simplify the configuration, and operation of certain networks and services. These enhancements could produce operations and management cost savings for network administrators. In addition, auto-configuration and other features of IPv6 could make it easier to connect computers to the Internet and simplify network access for mobile Internet users.
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Addressing the appropriate role for the government in promoting the transition, the Department of Commerce at that time concluded, The Task Force finds that no substantial market barriers appear to exist that would prevent industry from investing in IPv6 products and services as its needs require or as consumers demand. The Task Force, therefore, believes that aggressive government action to accelerate deployment of IPv6 by the private sector is not warranted at this time. The Task Force believes that, in the near term, private sector organizations should undertake a careful analysis of their business cases for IPv6 adoption and plan for the inevitable emergence of IPv6 traffic on both internal and external networks. [F]or industry in particular -smart-phone and router manufactures, transport providers, Internet service providers, and chief information and technology officers throughout the industry -action is needed. Today we want to impress upon everyone that this is an urgent issue, but one that can be successfully handled with good planning. And we want to encourage companies to share best practices on IPv6 uptake for all businesses to benefit, particularly for small-and medium-sized enterprises. 69 The NTIA event, which was moderated by US CTO Aneesh Chopra and US CIO Vivek Kundra, highlighted the importance of industry and government working together, sharing information and best practices that could facilitate the transition. 70 At the event, the CIO Council released its new memo with the new deadlines for the federal IPv6 transition.
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History: The NCP-to-TCP Transition
The Internet has seen network protocol transitions before. The precursor to the Internet was the ARPANet, initiated in 1969 as an experimental research packet-switched network by the Advanced Research Project Agency (ARPA) of DOD. ARPANet's network protocol was the Network Control Protocol (NCP).
72 By 1980, ARPANet had moved from an experiment to an operational network and was being integrated into the Defense Data Network. For this to be successful, and for the network to become a "network of networks," the network had to migrate to the new Internet Protocol (IPv4) developed by Bob Kahn and Vint Cerf.
At the time, the Defense Communications Agency (DCA) was responsible for operational management of the ARPANet. In 1980, DCA announced that ARPANet would transition to IPv4 on January 1, 1983. In hindsight, with the success of the Internet, this appears to have been an obviously good decision. But that was not evident at the time. NCP was working fine for many network operators who had little need or incentive to migrate to the new protocol. 73 To facilitate the transition and encourage the NCP-recalcitrants, ARPANet leadership engaged in awareness raising and educational campaigns, including newsletters, discussion groups, and at times more drastic measures. Twice during 1982, Jon Postel and Vint Cerf turned off NCP on the ARPANet; any non-IPv4 hosts were left offline. This subtly demonstrated to the ARPANet community the need to prepare for the transition.
In 1981, Jon Postel released the NCP/TCP (IPv4) Transition Plan. 74 The ARPANet would go through a one year transition during 1982, where Hosts would support both NCP and IPv4 (i.e., operate in dual stack mode). Postel's plan was a phased transition calling for different applications to migrate over to TCP at different times.
The NCP-to-IPv4 transition had two characteristics that distinguish it from the current transition: a flag-day transition date and a clear directive from an authority that could back it up. On January 1, 1983, NCP would be turned off. Those networks who had failed to prepare -and there were a significant number of them -fell offline, and proceeded to spend several panicked months attempting to upgrade their computers and regain connectivity. 75 The transition was described as "traumatic" and "disruptive." It was met with resistance and recalcitrance. Even with the superiority of IPv4 over NCP, in the end a number of those involved remarked that the transition may not have succeeded or occurred at all without the directive from the DCA and the hard deadline.
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Potential Issues
The IPv4-to-IPv6 transition is encountering multiple challenges. These challenges impact public policy considerations in different ways. This section surveys potential issues that would be prudent to monitor and could influence the course of the transition.
Pace of Adoption
IPv6 migration started slowly; little content was available, connectivity was limited, backbone services were not always abundant, IPv4 devices are embedded, and there was a lack of IPv6 exchange points. 77 In 2010, the OECD released a report comprehensively reviewing the state of IPv6 adoption, concluding, By early 2010, IPv6 was still a small proportion of the Internet. However, IPv6 use was growing faster than continued IPv4 use, albeit from a low base. And several large-scale deployments are taking place or are planned. Overall, the Internet is still in the early stages of a transition whereby end hosts, networks, services, and middleware are shifting from IPv4-only to support both IPv4 and IPv6. A significant barrier to IPv6 adoption has been a negative network effect: without much on IPv6 networks, there has been little incentive to join IPv6 networks. 79 There was no one there with which to interact. With few end users joining IPv6 networks, there was little incentive to create IPv6 resources or content. 80 However, with the migration of US Government networks and other major networks and services to IPv6, network effect has been shifting, creating an incentive to join. 81 
Consumer Demand
There has not been consumer demand for IPv6. There is consumer demand for Internet access (regardless of whether IPv4 or IPv6) and for new features. Public Internet services are generally reachable today via IPv4, so there is no perceived need by consumers to run IPv6. Consumers have customer premises equipment such as cameras, TVs or game consoles that may only be IPv4 enabled. If the Internet service provider migrates to IPv6, the service provider risks upsetting consumers whose equipment may no longer work properly.
No Flag Date
Unlike the previous transition from NCP to IPv4, there is no hard date by which the transition must be achieved. There is no hard and fast deadline creating urgency, which has been key to other successful transitions. 82 Some experts predict that the transition will be protracted, potentially taking decades. However others project that there will be a network effect whereby, when sufficient amounts of online assets have migrated to IPv6, networks will tip to IPv6 and IPv4 will fade. At this point the transition could accelerate.
IPv6 Transition Methods
IPv6 is not backwards compatible. 83 IPv6 networks cannot directly interconnect with IPv4 networks. As both networks will co-exist for some time, 84 this creates an issue for how devices on IPv4 and IPv6 networks are able to interact with each other. Network engineers have been investing significant energy in developing and deploying viable and effective transition solutions. 85 But the variety of different transition solutions also raises the concern of how well different solutions will work with each other, whether there will be conflicts, and what might get broken in the process.
Generally, the methods of solving this problem are known as Dual Stack and Tunneling. 86 With the Dual Stack solution, a host runs both an IPv4 and an IPv6 stack side by side. Traffic which reaches the host using either network protocol can interact with the host. In the GAO diagram below, the routers are dual stack and handle traffic from either IPv4 or IPv6 clients on their respective networks. Tunneling is a solution utilized when there is no native IPv6 connectivity between different points on the network. IPv6 packets are encapsulated within IPv4 packets, carried across an IPv4 network to the other side where the IPv4 packet is removed and the IPv6 packets continue on their way. 88 Conversely, IPv4 packets can also be tunneled across IPv6 networks. 
Preparations for Transition
Established networks that are strongly engaged in IETF, ICANN, and RIR processes appear to be taking appropriate measures in anticipation of the IPv6 transition. However, lessons from past transitions indicate that there may be some businesses that are not as aware or prepared. 90 Unprepared businesses could begin to experience connectivity and service issues, and difficulty acquiring additional IPv4 addresses. 91 A business that delays transition could find it costly to achieved on a compressed schedule.
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IPv4 Allocations and Transfers
IP address blocks have historically been allocated based on need. 93 The costs involved in receiving an allocation are nominal and are not generally a factor in considering whether to apply for an allocation. 94 The principle requirement has been the ability to demonstrate need for the IP addresses, pursuant to community developed RIR address policy. If an address block was not needed, it would (in theory) be returned; it could not be traded.
IPv4 conservation has dampened the pace of IPv4 exhaustion. In the early days of the Internet when the US dominated Internet use, some US firms received large IPv4 block allocations; some of these entities have returned unused IPv4 address resources to Internet number registries. 95 While these conservation efforts have helped, they have merely delayed IPv4 exhaustion without solving the long-term problem. 96 One proposal has been to allow transfers and trade of IP blocks (instead of returning unused resources to the RIRs). 97 This could create an incentive for holders of underutilized IP address blocks to sell them to parties that would put them to more productive use. 98 Transferring IPv4 number allocations would enable new entrants to acquire assignments of IP number resources that are not subordinate to a legacy stakeholder. 99 It would also take pressure off during the transition period, permitting networks to continue to expand, and allowing those engaged in the transition additional time to resolve any transition issues encountered. 100 Two RIRs have policies that permit transfers of IP address block assignments under certain conditions. 101 The addresses transferred are just numbers. For them to be valuable, they must be routable. The routability of the numbers could be unstable if an RIR does not authenticate the transfer, if conflicting claims to the numbers arise, or if there is any other corruption in the integrity of a unique number assignment to network. 102 Unauthorized transfers could create an issue of the RIR not having a direct relationship with, and knowledge of, the transferee, and thus be unable to maintain accurate address assignment records along with associated contact information. 103 There is concern that the scarcity of IPv4 numbers will result in IPv4 number hijacking where addresses are utilized by someone other than the assignee of record. 104 The resulting lack of accurate address information also has significant implications for law enforcement and global anti-cybercrime efforts. Finally, there is also concern about the impact of address transfers on the routing table and fragmentation.
Cost of Transition
The cost of transitioning to IPv6 could be problematic. Costs involved in the IPv6 transition include renumbering networks, running two separate networks (IPv4 and IPv6) simultaneously, upgrading relevant software and hardware, training staff, and testing implementations. 105 The cost of IPv6 will involve capital investment and ongoing operational costs that will have to be diverted from other business goals and which can be difficult to bear in today's economic climate. 106 Some networks may be averse to expending financial resources to make the transition until absolutely required. 107 According to an IEEE White Paper, A report generated for the National Institute of Standards and Technology (NIST) in 2005 stated that it would take 25 years to have a total transition to IPv6 at a cost of $25B, in 2003 dollars. However, a scholarly report on the adoption of IPv6 indicates that we will run out of IPv4 addresses well before the 25 years is up. Note that the same NIST report indicates the $25B would be less than 1% on network infrastructure spending, and they estimate the benefits of migrating to IPv6 are $10B per year.
Also take into consideration that 25 years is still relatively fast for technology adoption. The introduction of digital switching to analog switching took more than 35 years. Moreover, there are still analog switches used in the public switched network. Likewise, we are twelve years into a 25-year migration from switched voice and video services to predominantly IP-based, end-to-end, voice and video services. What is different is the old technologies coexisted fairly well with the new technology, and it was hard for the average user to notice they were communicating with older technology (except for some features or quality).
The NIST report also mentioned the cost to ISP's for migrating to IPv6 would be $136M (2003 dollars). Again, this cost is a fraction of annual ISP network equipment spending, and thus should not be a major impediment. However, without a clear return-oninvestment to the ISP, other than being able to offer IPv6 connectivity, it is hard to get them to make the investment.
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Geoff Huston notes that ISPs will bear an additional cost as the result of the transition without an improvement of service to customers. Indeed, Huston notes, since many of the transition methods deteriorate end-to-end connectivity and quality-of-service, ISPs who deploy transition solutions will incur increased costs while offering inferior service -and thus will be at a potential competitive disadvantage. 109 Conversely, officials from the Defense Research and Engineering Network (DREN) have been sharing information from their IPv6 transition experience. DREN was an early IPv6 mover and was able to incorporate IPv6 into the regular lifecycle of their networks. As a result, they indicate that they were able to migrate their networks to IPv6 with little additional money set aside for the IPv6 transition. 110 The DREN experience suggests that, with planning, anticipated expenses could be mitigated.
NAT Boxes
One of the more passionate points of discussion surrounding IPv6 involves Network Address Translation (NAT) boxes. 111 A NAT box is a host on the Internet with an IP address that has behind it a network of privately addressed computers. A specific block of addresses has been set aside for private use and is not advertised by networks to the public Internet. 112 Since these addresses only work internally and cannot be used to communicate on the public internet, they can be reused over and over again behind NATs.
An example of a NAT might be an off-the-shelf Wi-Fi access point that a residential user might use for home Internet access. The ISP assigns to that subscriber an IP address which is assigned to whatever computer the subscriber attaches at the end of the network. The subscriber attaches the Wi-Fi router. Behind the Wi-Fi router could be all of the computers in the house; the router assigns them IP addresses from the private IP address space. In this way, a subscriber with one public IP number can have multiple computers attached to the Internet. 113 Commercial ISPs may utilize private IP numbers for their subscribers, and corporate LANs (such as the FCC internal network) may also utilize private IP addresses. Network operators utilize NATs for various objectives. First, NATs are used to conserve the scarce numbering resource; one public address maps to multiple private addresses. Second, NATs are also used for network management and security, creating single points of entry into networks.
After the transition to IPv6, with the dramatically increased address space, NATs would no longer be necessary in order to deal with the scarce numbering resource. It is expected that with IPv6 the use of NATs will likely decrease although it may not disappear. 116 NAT boxes have drawbacks. 117 As stated by the CIO Council, " [w] hile NAT has to some extent delayed the exhaustion on IPv4 address space for the short term, it complicates general application bi-directional communication." 118 NAT boxes break the end-to-end nature of Internet communications, and thus interfere with some Internet applications and services, and create an impediment to innovation. 119 NAT boxes may work well when traffic originates from within the private network and the NAT box can track which host to return traffic to (someone on the network requests a webpage, and the NAT box knows who to return the webpage to). NAT boxes do not work so well when the traffic originates outside the network trying to reach someone inside the network (for example, someone trying to set up a VoIP call with someone inside the network. 120 Since the request from the VoIP outsider came to the NAT box IP address, the NAT box has no idea which computer inside the network the outsider is actually trying to reach). 121 NAT boxes present barriers to applications which seek to take advantage of IP address transparency. They inject non-standardized intelligence into the network, requiring application developers to conform to each non-standardized implementation. 122 They require a conversion from the public address space to private address spaces, which degrade the performance of some applications. 123 NATs also result in less accurate geolocation, make identification and blocking of abuse more difficult, and frustrate IP-based authentication.
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Security
IPv6 is a new network protocol which will require new training, experience, and implementations. During the transition, new vulnerabilities could be introduced, and IPv4 security devices and software may be of limited use. 125 As network operators have done when introducing anything new into networks, operators will have to work with and test IPv6 implementations in order to ensure security. 126 
Law Enforcement
The transition to IPv6 creates concerns for law enforcement. During the transition, kludges will be employed by networks in order to conserve addresses and allow networks to keep expanding. These solutions, however, break end-to-end connectively and make it difficult to map specific IP numbers to individual end users. IP numbers may map to carrier grade NAT boxes which may have behind them many households, neighborhoods, or even towns, making it difficult to know to whom an IP address belongs. 127 Law enforcement has also expressed concern that WHOIS 128 for IPv6 contain accurate and useful information. ISPs may incur additional administrative burdens of having to retain records of the dynamic mapping between addresses. 129 There may also be issues with CALEA compliance. The ARIN Government Working Group has been working on these issues.
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Where to Go for More Information
A wealth of information is available concerning the IPv6 transition. To learn more, review the information at the following sources:
• Numbering Authorities 
