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Abstract
This work establishes the algebraic structure of the Kohn-Sham equations to be solved in a den-
sity formulation of electron and phonon dynamics, including the superconducting order parameter.
A Bogoliubov transform is required to diagonalize both the fermionic and bosonic Kohn-Sham
Hamiltonians since they both represent a non-interacting quantum field theory. The Bogoliubov
transform for phonons is non-Hermitian in the general case, and the corresponding time-evolution
is non-unitary. Several sufficient conditions for ensuring that the bosonic eigenvalues are real are
provided and a practical method for solving the system is described. Finally, we produce a set
of approximate mean-field potentials which are functionals of the electronic and phononic density
matrices and depend on the electron-phonon vertex.
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In this work we determine time-dependent Kohn-Sham matrix equations used for com-
bined systems of electron and phonons. Ultimately, the potentials which enter the equations
are considered to be functionals of the density matrices produced from the time-evolving
Kohn-Sham state. One particular aim of this work is to include lattice degrees of freedom in
simulations of intense laser pulses acting on solids. This is necessary for the recovery of the
magnetic moment or the superconducting order parameter which are typically destroyed by
the laser pulse.
I. DENSITIES OF THE ELECTRON-NUCLEAR SYSTEM
Consider the electron-nuclear Schro¨dinger equation in atomic units:
Hˆ =
1
2
∑
i
∇2i +
∑
I=1
1
2MI
∇2I +
∑
i>j
1
|ri − rj| +
∑
i,I
ZI
|ri −RI | +
∑
I>J
ZIZJ
|RI −RJ | (1)
for i, j = 1 . . . Ne electrons and I, J = 1 . . . Nn nuclei, where MI is the nuclear mass and
ZI is the nuclear charge, assumed negative. The wave function Ψ(r, s,R, S, t), where s and
S are electron and nuclear spin coordinates, is determined in a finite (but large) box with
periodic boundary conditions.
Conventional densities obtained from this wave function are spatially constant and there-
fore not useful as variational quantities and a different approach to density functional theory
(DFT) is required. The electron-nuclear wave function can be factored exactly[1] as:
Ψ(r, s,R, S, t) = ΦR,S(r, s, t)χ(R, S, t), (2)
where
∑
s
∫
dr |ΦR,S(r, s, t)|2 = 1 for all R, S and t.
Let VBO(R) be the Born-Oppenheimer (BO) potential energy surface (PES)
1 and suppose
this has a unique minimum at R0.
1 The BO PES is defined to be the ground state electronic eigenvalue obtained from (1) where the nuclear
kinetic operator is removed and the dependence on R is parametric.
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A. Electronic densities
A purely electronic wave function is obtained by evaluating ΦR0S(r, s, t). From this, a
variety of familiar electronic densities may be obtained, for example
ρR0(r, t) ≡
∑
S
∫
d3r2 . . . d
3rNe
∣∣∣ΦR0,S(r, s, t)∣∣∣2 , (3)
with similar definitions for the magnetization m(r), current density j(r), superconducting
order parameter, χ(r, r′) and so on. Such a density is plotted in Fig. 1 for the hydrogen
atom using various masses. Note that this density is not a constant and also varies with
the nuclear mass. The densities for M =∞ and the physical mass of a proton, M ' 1836,
are indistinguishable. However, the density is considerably different when the nuclear and
electronic masses are the same, M = 1. In the same figure is a plot of the density evaluated
at a particular point against 1/M . The density decreases monotonically with reciprocal
mass and has a non-zero derivative at 1/M = 0.
A Kohn-Sham Hamiltonian defined to reproduce the density in (3) as its ground state
can be written as
HˆKS = −1
2
∇2 + VR0(r) + VH(r) + Vxc(r) + Vfmc(r, t), (4)
where VR0(r) is the external potential determined from the nuclei fixed at R
0; VH and Vxc
are the usual Hartree and exchange-correlation potential; and Vfmc is a correction term to
account for the finite mass of the nuclei. Note that this potential vanishes in the infinite
mass limit, i.e. limM→∞ Vfmc(r, t) = 0, and the regular Kohn-Sham equations for a fixed
external potential are recovered. The finite mass correction potential is plotted in Fig. 1
for hydrogen with an artificially light M = 2. Not surprisingly, the potential is mainly
repulsive. Mass correction potentials corresponding to other densities can also be defined
such as a magnetic field Bfmc(r, t) or a pairing potential ∆fmc(r, r
′, t). In the latter case, the
finite mass correction constitutes the entire potential for phonon-coupled superconductors.
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FIG. 1. On the left is a plot of the electronic charge density times r2, as defined in (3), versus r for
various nuclear masses. In the middle is the charge density evaluated at r = 0 and r = 1 plotted
as a function of 1/M . On the right is a plot of the finite mass correction potential, evaluated for
M = 2, plotted alongside the nuclear potential −1/r.
B. Phonon densities
We now consider the expansion of the BO PES around R0 and assume that the leading
order, apart from a constant, is quadratic:
VBO(R) = VBO(R
0) +
1
2
∑
Iα,Jβ
uIαKIα,JβuJβ + · · · (5)
where KIα,Jβ ≡ ∂2VBO/∂RIα∂RJβ|R0 , u ≡ R−R0 and α, β represent Cartesian directions.
The associated classical modes, called phonons, are determined by solving the eigenvalue
equation
Ken = ν
2
nMen (6)
for νn and en, where MIα,Jβ ≡ MIδIJδαβ is the diagonal matrix of nuclear masses. Let
pˆIα ≡ −i∂Iα be the momentum operator which acts on a particular nuclear coordinate, then
[uˆIα, pˆJβ] = iδIJδαβ. We can also define
Uˆ ≡ Suˆ Pˆ ≡ T pˆ, (7)
where S = 2− 12ν 12et, T = 2− 12ν− 12etM−1 and ν is the diagonal matrix of eigenvalues, then
[Uˆ , Pˆ ] = i
2
I and Hˆb = Pˆ tνPˆ + Uˆ tνUˆ . Writing
dˆ = Uˆ + iPˆ dˆ† = Uˆ t − iPˆ t, (8)
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the Hamiltonian is cast in diagonal form
Hˆb =
∑
i
νi
(
dˆ†i dˆi +
1
2
)
. (9)
We will equate the exact expectation values of nuclear positions, momenta and bilinear
combinations thereof with those of a fictitious, non-interacting bosonic system. Thus if the
expectation values 〈dˆ†i〉 and 〈dˆi〉 are known, then expectation values of the displacement
and momentum operators can be reconstructed from 〈uˆ〉 = 1
2
S−1(〈dˆ†〉t + 〈dˆ〉) and 〈pˆ〉 =
i
2
T −1(〈dˆ†〉t − 〈dˆ〉). Bilinear expectation values 〈dˆ†i dˆ†j〉, 〈dˆidˆj〉 and 〈dˆ†i dˆj〉 can be used to
evaluate corresponding products of momentum and position. For instance
〈uˆ⊗ pˆ〉 = i
4
S−1
〈
(dˆ†)tdˆ† − (dˆ†)t(dˆ)t − dˆdˆ† + dˆ(dˆ)t
〉
(T −1)t. (10)
Note that in the unperturbed harmonic oscillator ground state, all these expectation values
are zero. A further point is that the Hermiticity of the second-quantized bosonic system
described below renders some of these expectation values inaccessible, one of which is the
nuclear current density. By removing the Hermitian constraint this restriction is lifted.
II. ALGEBRAIC FORM OF THE ELECTRON AND PHONON KOHN-SHAM
EQUATIONS
In this section, the details of the Kohn-Sham Hamiltonian, such as that in (4), are removed
and we focus on the algebraic structure instead. This is done by considering only the matrix
elements of the electron and phonon Hamiltonians. In the following section all matrices are
taken to be finite in size.
A. Kohn-Sham Hamiltonian for electrons
The most general fermionic Kohn-Sham Hamiltonian of interest here has the form
Hˆ fs =
nf∑
i,j=1
Aij aˆ
†
i aˆj +Bij aˆ
†
i aˆ
†
j −B∗ij aˆiaˆj, (11)
where A is a Hermitian matrix representing (4); B is antisymmetric and corresponds to
the matrix elements of the superconducting pairing potential ∆(r, r′). The sum runs to
the number of fermionic basis vectors nf . The matrix A includes a chemical potential term
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Aij → Aij + µδij which is used to fix the total electronic number to Ne. The Hermitian
eigenvalue problem (
A B
B† −A∗
)(
~Uj
~Vj
)
= εj
(
~Uj
~Vj
)
(12)
yields 2nf solutions. However, if εj and (~Uj, ~Vj) are an eigenpair, then so are −εj and
(~V ∗j , ~U
∗
j ). Now we select nf eigenpairs with each corresponding to either a positive or negative
eigenvalues but with its conjugate partner not in the set. This choice will not affect the
eventual Kohn-Sham ground state. Let U and V be the nf×nf matrices with these solutions
arranged column-wise. Orthogonality of the vectors is then expressed as(
U V ∗
V U∗
)†(
U V ∗
V U∗
)
= I, (13)
which implies U †U + V †V = I and U †V ∗ + V †U∗ = 0. Completeness further implies
UU †+V ∗V t = I and UV †+V ∗U t = 0. The Hamiltonian (11) can now be diagonalized with
the aid of U and V via a Bogoliubov transformation:
αˆ†j =
nf∑
i=1
Uij aˆ
†
i + Vij aˆi
αˆj =
nf∑
i=1
U∗ij aˆi + V
∗
ij aˆ
†
i ,
(14)
in other words
Hˆs =
nf∑
i=1
εiαˆ
†
i αˆi +W0, (15)
where W0 = −tr(V εV †). The fermionic algebra is also preserved for αˆ:{
αˆi, αˆ
†
j
}
= δij
{
αˆi, αˆj
}
= 0
{
αˆ†i , αˆ
†
j
}
= 0. (16)
1. Non-interacting ground state
Given A and B, the matrices U , V and ε are fixed by the Kohn-Sham-Bogoliubov equa-
tions (12). What remains is to construct from these the eigenstates of (11) in the Fock
space. To do so, one first needs to find a normalized vacuum state which is anihilated by all
6
the αˆj. Here it is (denoted |0¯〉 so as to distinguish it from the normal vacuum state |0〉):
|0¯〉 ≡
nf∏
j=1
Uˆj
nf∏
k=1
aˆ†k|0〉+
nf∏
j=1
Vˆ †j |0〉, (17)
where Uˆj ≡
∑
i U
∗
ij aˆi and Vˆ
†
j ≡
∑
i V
∗
ij aˆ
†
i . It is readily verified that αˆj|0¯〉 = 0 for all j; the
vacuum has the correct normalisation 〈0¯|0¯〉 = 1; and the vacuum energy 〈0¯|Hs|0¯〉 = W0.
The non-interacting many-body ground state can be constructed in analogy with the usual
fermionic situation. Let M be the number of εj < 0, then the ground state
|Φ0〉 =
M∏
j=1
αˆ†j|0¯〉, (18)
so that
Hˆs|Φ0〉 = Es0|Φ0〉, (19)
where Es0 =
∑M
j=1 εj +W0.
B. Normal and anomalous densities
To determine the densities, both normal and anomalous, one first has to find the expec-
tation values of pairs of aˆ and aˆ†. These in turn are linear combinations of expectation
values of pairs of αˆ and αˆ†. Using the anti-commutation relations (16) and remembering
that αˆ|0¯〉 = 0, we get
〈Φ0|αˆ†i αˆj|Φ0〉 =
δij i, j ≤M0 i, j > M 〈Φ0|αˆiαˆ†j|Φ0〉 =
0 i, j ≤Mδij i, j > M (20)
and
〈Φ0|αˆ†i αˆ†j|Φ0〉 = 0 〈Φ0|αˆiαˆj|Φ0〉 = 0. (21)
Equations (14), (20) and (21) give the normal and anomalous density matrices:
〈Φ0|aˆ†i aˆj|Φ0〉 =
M∑
k=1
U∗ikUjk +
nf∑
k=M+1
VikV
∗
jk (22)
and
〈Φ0|aˆ†i aˆ†j|Φ0〉 =
M∑
k=1
U∗ikVjk +
nf∑
k=M+1
VikU
∗
jk. (23)
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1. Time evolution
What remains is to determine how the Kohn-Sham state evolves with time in the time-
dependent density function theory (TDDFT) version of the method. The form of the ground
state equations dictates that of the time-dependent equations. Thus if we assume that the
matrices A and B are now functions of time, then the time-dependent generalization of the
orbital equation (12) is
i
∂
∂t
(
~Uj
~Vj
)
=
(
A(t) B(t)
B†(t) −A∗(t)
)(
~Uj
~Vj
)
(24)
with the Kohn-Sham state given by |Φ(t)〉 = ∏Mi=1 αˆ†i (t)|0¯〉. It is easy to show that this state
satisfies
i
∂|Φ(t)〉
∂t
=
(∑
ij
Aij(t)aˆ
†
i aˆj +Bij(t)aˆ
†
i aˆ
†
j −B∗ij(t)aˆiaˆj
)
|Φ(t)〉 (25)
with |Φ(t = 0)〉 = |Φ0〉. Note that the number of ‘occupied orbitals’ M remains constant
with time. Here we have assumed that the system has evolved from its ground state.
C. Kohn-Sham Hamiltonian for phonons
The most general bosonic Kohn-Sham Hamiltonian of interest here has the form
Hˆbs =
∑
ij
Dij dˆ
†
i dˆj +
1
2
Eij dˆ
†
i dˆ
†
j +
1
2
E∗ij dˆidˆj +
∑
i
Fidˆ
†
i + F
∗
i dˆi, (26)
where D is Hermitian and contains the kinetic energy operator; E is a complex symmetric
matrix and F is a complex vector. Note that HˆbKS contains the anomalous terms dˆ
†
i dˆ
†
j and
dˆidˆj. In analogy with the fermionic case, this Hamiltonian can be diagonalized
Hˆbs =
nb∑
i=1
ωiγˆ
†
i γˆi + Ω0 (27)
with the Bogoliubov-type transformation
γˆj =
nb∑
i=1
W ∗ij dˆi +X
∗
ij dˆ
†
i + y
∗
j
γˆ†j =
nb∑
i=1
Wij dˆ
†
i +Xij dˆi + yj,
(28)
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where W and X are complex matrices and y is a complex vector. The index j runs from 1
to twice the number of bosonic modes. Requiring that γˆ and γˆ† obey bosonic algebra (the
complex numbers yj obviously commute with themselves and the operators, maintaining the
algebra) yields
W †W −X†X = I (29)
W tX −X tW = 0. (30)
After some manipulation, we arrive at the Kohn-Sham-Bogoliubov equations for phonons:(
D −E
E∗ −D∗
)(
~Wj
~Xj
)
= ωj
(
~Wj
~Xj
)
. (31)
The above equation can not be reduced to a symmetric eigenvalue problem because the condi-
tions (29) and (30) correspond to the indefinite inner product η = diag(1, . . . , 1,−1, . . . ,−1).
Such matrix Hamiltonians can still possess real eigenvalues [2, 3].
1. Real case
We now consider the special case where the matrices D and E are real symmetric and
the vector F is also real. The bosonic Hamiltonian can be written as
Hˆbs =
∑
ij
Dij dˆ
†
i dˆj +
1
2
Eij
(
dˆ†i dˆ
†
j + dˆidˆj
)
+
∑
i
Fi
(
dˆ†i + dˆi
)
. (32)
We now prove that under certain conditions, the matrix equation (31) always possesses
nb solutions which satisfy (29) and (30). This requires the observation that if the vector
v ≡ (w, x) with eigenvalue ω is a solution to (31), then so is v¯ ≡ (x,w) with eigenvalue −ω.
Theorem 1. Let
H =
(
D −E
E −D
)
,
where D and E are real symmetric nb×nb matrices. Suppose H has only real, non-degenerate
eigenvalues and every eigenvector v satisfies vtηv 6= 0. Then
i. The eigenvectors of H may be chosen real.
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ii. The eigenvalue equation (31) has exactly nb solutions which satisfy the conditions (29)
and (30).
Proof. The proof that the eigenvectors may be chosen real is straight-forward, so we now
prove the second statement. Let v1 and v2 be two real eigenvectors of H with corresponding
real eigenvalues ω1 and ω2. Now Hv1 = ω1v1 ⇒ ηHv1 = ω1ηv1 and because ηH is symmetric
we have vt1ηH = ω1v
t
1η and thus v
t
1ηHv2 = ω1v
t
1ηv2. We also have that Hv2 = ω2v2 and so
vt1ηHv2 = ω2v
t
1ηv2. Subtracting and using the fact that ω1 6= ω2 yields vt1ηv2 = 0. This is
equivalent to the off-diagonal part of condition (29). Consider an eigenvector v = (w, x) of
H. Now vtηv 6= 0, thus if vtηv < 0 then choose the other eigenvector v¯ for which v¯tηv¯ > 0.
Such an eigenvector can be rescaled arbitrarily to ensure vtηv = 1. This corresponds to
the diagonal part of (29) but is valid for only half of the total number of eigenvectors since
rescaling cannot change the sign of vtηv. These remaining vectors are discarded. Condition
(30) is trivially satisfied for the diagonal. For any two vectors vi and vj suppose vj 6= v¯i then
v¯j = vk for some other k. The off-diagonal part of condition (29) is satisfied for all vectors,
thus vtiηvk = v
t
iηv¯j = 0. If vj = v¯i then one of these vectors will have been discarded.
The theorem is easily extended to the case where H has degenerate eigenvalues. There
is no guarantee that the eigenvalues of H are real since the matrix is not Hermitian. We
therefore need additional restrictions on the matrices D and E to ensure this; the following
conditions are sufficient but not necessary. We use the notation P  0 to mean that the
symmetric matrix P is positive definite, and that P  Q implies P −Q  0.
Theorem 2. Let D  0, and suppose that E is a symmetric matrix. If any of the following
are true then H has real eigenvalues:
i. D  ED−1E.
ii. The largest eigenvalue of (ED−1)2 is less than 1.
iii. z†Dz > |z†Ez| for all z ∈ Cnb.
iv. E  0 and D  E.
v. E  0 and Dp  Ep, where p ≥ 1.
vi. D2  E2.
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Furthermore, if all eigenvalues are non-zero then all eigenvectors satisfy vtηv 6= 0.
Proof. Let ω and v be an eigenvalue and eigenvector of H. The matrix
ηH =
(
D −E
−E D
)
is symmetric, therefore both sides of v†ηHv = ωv†ηv are real. The only requirement for
ω to be real is that v†ηHv be non-zero, which is ensured so long as ηH  0. This follows
from either of the conditions i or ii (see, for example, Ref. [4]). Condition iii follows from
Theorem 2.1 in Ref [5] and iv follows immediately. The Lo¨wner-Heinz theorem [6] reduces
condition v to iv. Finally, suppose D2  E2 where E may not be positive definite. E is
symmetric therefore E2  0 which means that there exists a symmetric matrix e  0 such
that e2 = E2. The Lo¨wner-Heinz theorem implies that D  e, therefore z†Dz > z†ez for
all complex vectors z ∈ Cnb . E and e can be simultaneously diagonalized and for each
eigenvalue λ of E there is a corresponding positive eigenvalue |λ| of e. In this eigenvector
basis, it is easy to see that z†ez ≥ |z†Ez| for all z which in turn gives condition iii, thereby
proving vi. In fact, all of the above conditions imply [5] that ηH  0. Thus if all eigenvalues
ω 6= 0 then vtηv 6= 0.
Corollary 2.1. Let D0  0 and E  0 (positive semi-definite) then D = D0 +E yields real
eigenvalues for H.
Theorem 3. Let D be an arbitrary real symmetric matrix and let f be a real function such
that |f(x)| < |x| for all x ∈ R, then by setting E = f(D) (in the usual ‘function of matrices’
sense [7]) H has real eigenvalues and every eigenvector v satisfies vtηv 6= 0.
Proof. We first note that
H2 =
(
D2 − E2 [E,D]
[E,D] D2 − E2
)
.
It is obvious for any E = f(D) that [E,D] = 0 and D2  E2. Therefore all the eigenvalues
of H2 are real and positive. We conclude that the eigenvalues of H are real and non-zero,
thus vtηv 6= 0 follows from Theorem 2.
Theorem 4. Let D be a real symmetric matrix which has no zero eigenvalues and which
commutes with all the matrices in a group representation S = {Si}. Further suppose that
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any degenerate eigenvalues of D correspond only to irreducible representations of S (i.e.
there are no accidental degeneracies). If E is a real symmetric matrix which also commutes
with all the matrices in S then there exists a ξ > 0 such that if E → ξE then H(ξ) has real
eigenvalues.
Proof. From the properties of the determinant applied to blocked matrices, the eigenvalues
of H2 are also the eigenvalues of Q := D2 −E2 + [E,D]. Since [D,Si] = [E, Si] = 0 for all i
then D2, E2, [E,D] and thus Q(ξ) also commute with Si. Schur’s lemma applies equally well
to non-Hermitian matrices therefore the degeneracies of Q(ξ) are not lost as ξ increases. We
also note that the roots of a polynomial depend continuously on its coefficients and hence
the eigenvalues of Q(ξ) depend continuously on ξ. From the conjugate root theorem, if Q(ξ)
has a complex eigenvalue then it must also have its complex conjugate as an eigenvalue.
For sufficiently small ξ > 0 the eigenvalues of D2 cannot become complex because this
would require lifting of a degeneracy. Also because of continuity and because D2 has strictly
positive eigenvalues, a sufficiently small ξ > 0 will keep them positive. Hence the eigenvalues
of H(ξ) are real.
Once these equations are solved, the vector y is determined from
y = ω−1
(
W t −X t)F, (33)
where ω = diag(ω1, . . . , ωnb). The constant term in (27) given by
Ω0 = −tr
(
XωX†
)− y†ωy. (34)
2. Existence and nature of the vacuum state
We now show that the state which is annihilated by all the γˆi exists. Let
wˆj :=
nb∑
i=1
W ∗ij dˆi xˆ
†
j :=
nb∑
i=1
X∗ij dˆ
†
i (35)
then [
wˆj, xˆ
†
j
]
=
nb∑
i=1
W ∗ijX
∗
ij =: τj. (36)
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Now consider the eigenvalue equation(
wˆj + xˆ
†
j
)
|0¯j〉 = −y∗j |0¯j〉. (37)
Using the ansatz
|0¯j〉 =
∞∑
n=0
κjn
n!
(xˆ†j)
n|0〉, (38)
we obtain a recurrence relation
κjn =
[−y∗jκjn−1 − (n− 1)κjn−2] /τj (39)
with y∗jκ
j
0 = −κj1τj and κj0 chosen so that 〈0¯j|0¯j〉 = 1. Note that if κjn = 1 for all n then (38)
is a coherent state. The vacuum state
|0¯〉 = ζSˆ
nb⊗
j=1
|0¯j〉, (40)
where ζ is a normalization constant and Sˆ is the symmetrizing operator, is annihilated by
all γˆj and, because ωj > 0 for all j, is also the bosonic Kohn-Sham ground state, which is
the lowest energy Fock space eigenstate of (26), as required.
3. Phononic observables and time evolution
To make the theory useful, observables which are products of the original ci and c
†
i
operators have to be computed. After some straight-forward algebra one finds that linear
operators may be evaluated using
Yi := 〈0¯|dˆi|0¯〉 = 〈0¯|dˆ†i |0¯〉∗ =
nb∑
j=1
X∗ijyj −Wijy∗j . (41)
Observables which are quadratic are more complicated:
〈0¯|dˆ†i dˆj|0¯〉 = Y ∗i Yj +
(
XX†
)
ij
〈0¯|dˆidˆ†j|0¯〉 = YiY ∗j +
(
WW †
)
ij
〈0¯|dˆ†i dˆ†j|0¯〉 = Y ∗i Y ∗j −
(
XW †
)
ij
〈0¯|dˆidˆj|0¯〉 = YiYj −
(
WX†
)
ij
.
(42)
The extension to the time-dependent case follows the same procedure as that for fermions,
namely that the matrices and vector D, E and F in (26) become time-dependent as, conse-
quently, do γˆ†i and |0¯〉 after solving the equation of motion
i
∂
∂t
(
~Wj
~Xj
)
=
(
D(t) −E(t)
E∗(t) −D∗(t)
)(
~Wj
~Xj
)
. (43)
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This time evolution is not unitary but rather pseudo-unitary [8] and will not preserve ordi-
nary vector lengths in general but will preserve the indefinite inner product. The vector y
can be determined analogously from
i
∂y
∂t
=
(
W t(t)−X t(t))F (t). (44)
Evolving (43) and (44) in time is equivalent to doing the same for the second-quantized
Hamiltonian and the Fock space state vector:
i
∂|Ψ(t)〉
∂t
=
(∑
ij
Dij(t)dˆ
†
i dˆj +
1
2
Eij(t)dˆ
†
i dˆ
†
j +
1
2
E∗ij(t)dˆidˆj +
∑
i
Fi(t)dˆ
†
i + F
∗
i (t)dˆi
)
|Ψ(t)〉.
(45)
4. Numerical aspects
In order to determine the phonon ground state or perform time-evolution with (43) for
real systems, we require a numerical algorithm for finding the eigenvalues and eigenvectors
of (31). This is not a symmetric or Hermitian problem and while a general non-symmetric
eigenvalue solver could be employed, a simple modification of Jacobi’s method can be used
to diagonalize the matrix efficiently.
Let G(i, j, θ) be a Givens rotation matrix, i.e. for i < j, Gkk = 1 for k 6= i, j, Gkk = cos θ
for k = i, j, Gji = −Gij = sin θ and zero otherwise. Further define the hyperbolic Givens
rotation, Gh(i, j, θ), which is the same except that Gkk = cosh θ and Gji = Gij = sinh θ.
The Givens and hyperbolic Givens rotations can be combined to diagonalize the matrix in
(31). For i < j where 1 < j ≤ 2Nb we can define a combined Givens rotation, Gc(i, j, θ), as
Gc = Gh for i ≤ Nb and j > Nb; and Gc(i, j, θ) = G(i, j, θ)G(i+Nb, j+Nb, θ) for i, j ≤ Nb.
Definition 1. A pair of real, symmetric matrices A, B is called positive definite if there
exists a real µ such that A− µB is positive definite.
Theorem 5. Let ηH and η be a positive definite pair. Then applying the combined Givens
rotations to H with row-cyclic strategy results in convergence to a diagonal matrix.
See Veselic´[9] for proof.
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5. Solids
Solid state calculations normally use periodic boundary conditions and Bloch orbitals.
Phonon displacements are of the form
Unq(R) = N−1/2q 2−
1
2ν
1
2enqe
iq·R, (46)
where q is a reciprocal lattice vector, α labels a phonon branch, R is a primitive lattice
vector and enq is determined along with νnq by solving (6) for each q-vector individually.
These displacements are thus complex-valued but by noting that νn−q = νnq and en−q = e∗nq
we can form their real-valued counterparts
U (+)nq (R) =
1√
2
(Unq(R) + Un−q(R)) U (−)nq (R) =
−i√
2
(Unq(R)− Un−q(R)) .
These are the displacements to which dˆi and dˆ
†
i refer and will thus keep the phonon Hamil-
tonian in (32) real. An approximate electron-phonon vertex is obtained as a by-product of
a phonon calculation:
Γik+q,jk,nq =
1
2
〈ϕjk+q|∂Vˆs/∂Unq|ϕik〉 (47)
where Vˆs is the Kohn-Sham potential and the derivative is with respect to the magnitude of
the displacement in (46). This is not Hermitian in the indices i and j because the potential
derivative corresponds to a complex displacement. The vertex associated with U (±)nq has the
form

k− q k k + q
k− q 0 Γn−q 0
k Γ†n−q 0 Γnq
k + q 0 Γ†nq 0
 (48)
which is a Hermitian matrix for all q and n.
One final point regarding solids is the requirement of keeping the electronic densities
lattice periodic. This implies that the potentials A and B should only couple the Bloch
vector k with itself.
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III. MEAN-FIELD FUNCTIONALS
The final (and possibly most difficult) step in this theory is the determination of potentials
represented by the matrices A, B, D, E and vector F . In principle, these are chosen to repro-
duce the exact conditional density ρR0(r, t) in (3) as well as the phononic expectation values
〈dˆi〉, 〈dˆ†i dˆj〉, etc., which themselves reproduce exact nuclear positions, momenta and so on. In
practice, these potentials need to be approximated and here we will employ a simple mean-
field approach by considering the lowest order diagrams which enter the self-energy. These
are plotted in Fig. 2 and involve the normal and anomalous, Kohn-Sham electronic Green’s
functions iGij(t, t′) = 〈Φ0|T [aˆi(t)aˆ†j(t′)]|Φ0〉 and iFij(t, t′) = 〈Φ0|T [aˆ†i (t)aˆ†j(t′)]|Φ0〉, etc., as
well as the phonon propagators iCi(t) = 〈0¯|dˆ†i (t)|0¯〉, etc. and iDij(t, t′) = 〈0¯|T [dˆi(t)dˆ†j(t′)]|0¯〉,
etc. These quantities are evaluated around their respective Kohn-Sham ground states, (18)
and (40). The quantity A0 is given by the matrix elements of the single particle Hamiltonian
in (4) without Vfmc, and D0 = ν.
D ~ + E  D 0
+A ~ A0 + +
A2
A3
A4
B ~ +B 1
B 2
E ~ +
E 1 E 2
F ~ +
F 1 F 2
A1
+
FIG. 2. The lowest order contributions to the self-energy from the vertex Γ = , the normal and
anomalous Green’s functions G = and F = , and the phonon propagators C =
and D = . These are evaluated in the static limit as mean-field potentials for A, B, D, E
and F .
Explicit expressions for the potentials are found by substituting instantaneous densities
or density matrices of the electrons and phonons for the retarded correlation functions in
the diagrams. For example, the electronic state would be affected by the phonon system via
the expectation values of the phonon operators, yielding a contribution to A:
A2ij(t) =
∑
k
Γijk
(
〈dˆ†k〉t + 〈dˆk〉t
)
, (49)
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where the expectation values are evaluated with (41) and Γijk is shorthand for the vertex in
(48). At first glance, the matrix A3 appears to be an improper part of the self-energy which
is already accounted for by A2. Such a term is still valid for solids with since A2 can only
ever couple k with itself. However, the Green’s function line in A3 can carry momentum
q 6= 0 and yet have the potential preserve lattice periodicity.
The mean-field potential that gives rise to superconductivity is a little more complicated:
B2ij(t) = −
∑
klmn
ΓiklΓmjn
(
〈aˆ†maˆ†k〉t + 〈aˆmaˆk〉t
)(
〈dˆ†l dˆ†n〉t + 〈dˆ†l dˆn〉t + 〈dˆldˆ†n〉t + 〈dˆldˆn〉t
)
, (50)
where the density matrices are determined from (23) and (42). The potential represented
by F would be
F 1k (t) =
∑
ij
Γijkγij(t) (51)
where γij(t) = 〈aˆ†i aˆj〉t is the electronic one-reduced density matrix calculated using (22).
The matrix E1 is evaluated as:
E1ij(t) =
∑
klmn
ΓkliΓmnjγkn(t)γml(t). (52)
This matrix should be positive semi-definite in order to satisfy Corollary 2.1 and guarantee
real eigenvalues for the bosonic Hamiltonian in (32).
Lemma 6. The matrix E1 is positive semi-definite.
Proof. We first note that Γkli = Γ
∗
lki for all i, i.e. Γ is Hermitian in the electronic indices.
Since ΓkliΓmnjγknγml and ΓlkiΓnmjγlmγnk = Γ
∗
kliΓ
∗
mnjγ
∗
mlγ
∗
kn both appear in the sum in (52)
then E1 must be real and symmetric. Let v be a real vector of the same dimension as E1, then
Rkl ≡
∑
i viΓkli is also Hermitian. The quantity s ≡ vtE1v can be written as s = tr(R†γR†γ).
Let U be the unitary transformation that diagonalizes γ and define diag(γ˜) ≡ U †γU and
R˜ ≡ U †RU , then s = tr(R˜†γ˜R˜†γ˜) is left invariant. One of the N -representable properties[10]
of γ is that its eigenvalues satisfy 0 ≤ γ˜i ≤ 1. Then s =
∑
kl |R˜kl|2γ˜kγ˜l ≥ 0. Since v was
chosen arbitrarily we conclude that E1 is positive semi-definite.
IV. SUMMARY
We have defined Kohn-Sham equations for fermions and bosons which are designed to
reproduce conditional electronic densities as well as expectation values of the phonon creation
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and annihilation operators. Sufficient conditions which guarantee real eigenvalues for the
bosonic system were found. In practice, the potential matrix elements A, B, D, E and F
can be approximated using mean-field potentials inspired from a diagrammatic expansion
of the self-energy. The electron and phonon density matrices are determined either self-
consistently in a ground state calculation or via simultaneous propagation in the time-
dependent case. Any solution obtained in this way is thus non-perturbative. These equations
can be implemented in both finite and solid-state codes using quantities determined from
linear-response phonon calculations.
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