We establish the existence of loop type subcontinua of nonnegative solutions for a class of concaveconvex type elliptic equations with indefinite weights, under Dirichlet and Neumann boundary conditions. Our approach depends on local and global bifurcation analysis from the zero solution in a nonregular setting, since the nonlinearities considered are not differentiable at zero, so that the standard bifurcation theory does not apply. To overcome this difficulty, we combine a regularization scheme with a priori bounds, and Whyburn's topological method. Furthermore, via a continuity argument we prove a positivity property for subcontinua of nonnegative solutions. These results are based on a positivity theorem for the associated concave problem proved by us, and extend previous results established in the powerlike case.
Introduction and Main Results
Let Ω ⊂ ℝ N (N ≥ 1) be a bounded domain with smooth boundary ∂Ω. In this paper, we consider nonnegative solutions of the problem
{ −∆u = λa(x)f(u) + b(x)g(u)
in Ω,
where • ∆ is the usual Laplacian in ℝ N ;
• Bu := u (Dirichlet) or Bu := ∂u ∂n (Neumann), where n is the outward unit normal to ∂Ω; • λ ∈ ℝ is a bifurcation parameter;
• a, b ∈ C(Ω) are such that a changes sign in Ω and b(x 0 ) > 0 for some x 0 ∈ Ω; • f, g : [0, ∞) → ℝ are continuous functions with f(0) = g(0) = 0. It follows that (P B ) possesses the trivial line (λ, 0) of zero solutions. The prototype of f, g to be considered in this paper is f(s) = s q , g(s) = s p , with 0 < q < 1 < p, (1.1)
More precisely, we assume that f ∈ C 1 ((0, ∞)) with f(s) > 0 for s > 0 and g ∈ C 1 ([0, ∞)) satisfy 
A nonnegative solution u of (P B ) is called positive if u ≫ 0. Our first goal is to establish, under certain conditions on a and b, the existence of loop type subcontinua {(λ, u)} (i.e., nonempty, closed and connected subsets in ℝ × V) composed by (0, 0) and nontrivial nonnegative solutions (λ, u) of (P B ). We shall prove the existence of a loop type subcontinuum C 0 such that C 0 ∩ {(λ, 0) : λ ∈ ℝ} = {(0, 0)}.
(1.6)
It should be emphasized that, in general, one can not deduce that nontrivial nonnegative solutions of (P B ) satisfy u ≫ 0, since the strong maximum principle does not apply. This is due to the fact that a(x)f( ⋅ ) does not satisfy the slope condition [1, p. 623 ], see Remark 2.1 (ii) below. As a matter of fact, (P B ) may have solutions u satisfying u > 0 in Ω but not u ≫ 0 (for concrete examples one may argue as in the proof of [15, Proposition 2.9 ] after a slight modification). In view of this difficulty, our second purpose is to show that nontrivial solutions lying on C 0 satisfy u ≫ 0.
Bounded subcontinua of positive solutions for indefinite superlinear equations of the form
with Ω bounded (under different boundary conditions) or Ω = ℝ N , have been studied by several authors, see e.g. [4-8, 18, 19, 21] . According to [6, 7, 19] , a bounded subcontinuum linking two different points on (λ, 0) is called a mushroom, one that meets a single point on (λ, 0) is called a loop, and one that does not touch (λ, 0) is called an isola. Cingolani and Gámez studied both the Dirichlet condition case and the case Ω = ℝ N , proving the existence of mushrooms [8, Theorems 4.4 and 5.5] . Cano-Casanova considered a mixed boundary condition (with a second order uniformly strongly elliptic operator), and proved the existence of a mushroom [5, Theorem 1.4] . López-Gómez and Molina-Meyer dealt with the Dirichlet condition, and established existence results for a mushroom, a loop and an isola in three cases, respectively [19, Theorems 3.1, 5.1 and 5.2]. In the case of Neumann boundary conditions, Brown proved the existence of a mushroom and a loop in two situations, respectively [4, Sections 2 and 5] . Finally, we refer to [26, Section 3] for the existence of a mushroom of positive solutions for a semilinear elliptic problem with a logistic nonlinearity and an indefinite weight, coupled with a nonlinear boundary condition. Let us emphasize that all the previous works hold in the regular case, i.e., when the nonlinearity considered is C 1 at u = 0, so that the general theory on local and global bifurcation from simple eigenvalues can be directly applied.
Regarding existence results for positive solutions of concave-convex problems, a large number of works have been devoted to (P B ) in the "definite case" (i.e. with a ≥ 0, a ̸ ≡ 0) since the classical work of Ambrosetti, Brezis and Cerami [3] , which treats the model case (1.1) with a = b ≡ 1 and p ≤ N+2 N−2 under the Dirichlet boundary condition. In [3] it is proved that (P B ) has two positive solutions for λ > 0 sufficiently small. This result was extended by De Figueiredo, Gossez and Ubilla [11] to the non-powerlike case, with a ≥ 0. In addition, in [10] , the authors allowed a to change sign and proved the existence of two nontrivial nonnegative solutions of (P B ) for λ > 0 small. We refer to [23] for a discussion on concave-convex problems under the Neumann boundary condition.
To the best of our knowledge, besides [15, 23] there are no works providing the existence of solutions that are positive in Ω for indefinite concave-convex problems (i.e., with a changing sign). In [14] [15] [16] , we first established a positivity property for (P B ) in the powerlike and concave case, i.e. with f(s) = s q and b ≡ 0. Thanks to these results, we obtained a positivity result for (P B ) with f(s) = s q and b ≡ 1 (see [15, Section 4] ). Finally, let us mention that in the model case (1.1), the existence of a loop type subcontinuum of nonnegative solutions for the Neumann case was obtained by means of a bifurcation approach in [23] . Furthermore, the asymptotic profile of nonnegative solutions as λ → 0 + enables one to deduce in some cases their positivity for λ > 0 small, cf. [23, Corollary 1.3] .
For our first purpose, we assume that there exist two balls B, B ⋐ Ω and constants a 0 , a 0 ,
(1.7)
Let ψ ∈ C(Ω) be such that Ω
Then, we introduce the condition We shall assume this condition for ψ = a and ψ = −a. Motivated by the model case (1.1), we assume that
We will see that under this condition f behaves like f 0 q s q when s → 0 + , and satisfies the slope condition, see Remark 2.1. In addition, the following strong concavity (resp. convexity) condition on f (resp. g) shall be used:
where q ∈ (0, 1) is given by (1.8). We introduce now the Gidas-Spruck condition [12, Theorem 1.1], which is stronger than (1.5),
Finally, we shall use condition (H b ), which will be precisely stated in Remark 2.3 and goes back to Amann and López-Gómez [2] . For our second purpose, we focus on the case f(s) = s q , q ∈ (0, 1). In association with the sublinear problem we introduce the set Let us point out that the condition ∫ Ω a < 0 is necessary and sufficient for the existence of a positive solution of (1.12) with Bu = ∂u ∂n , for some q ∈ (0, 1), see [16, Corollary 1.3] .
We are now in position to state our main results. First, we deal with the Dirichlet problem. 
In particular, the component of nontrivial nonnegative solutions of (P B ) including C 0 \ {(0, 0)} is bounded.
Next, we consider the Neumann problem under the condition
(1.15)
In this case, we shall obtain a loop type subcontinuum of nonnegative solutions with the same nature the Dirichlet case admits, as in Figure 1 (i) (for the case ∫ Ω b ≥ 0 we refer to Remark 1.3 below). To this end, we need the following decay and positivity condition for g, which is stronger than (1.3):
Moreover, we are able to discuss the positivity of (nontrivial) nonnegative solutions for (P B ) with (1.1), assuming
It is known [25, Theorem 1] that if Ω a + is connected, then (P B ) possesses a loop type subcontinuum C * in ℝ × C(Ω) of nonnegative solutions which satisfies (1.6). Furthermore, we have the following properties, see Figure 1 (ii):
(ii) C * possesses at least two nontrivial nonnegative solutions for λ > 0 small enough. Now, we state our main results for the Neumann problem, which are given in a similar way as in Theorem 1.1, and where condition (1.15) provides us with a loop type subcontinuum bifurcating both subcritically and supercritically at (0, 0). ≥ 0, the existence of a loop type subcontinuum of nonnegative solutions of (P B ) has been established in the particular case f(s) = s q and g(s) = s p with 0 < q < 1 < p (see [25] , and as a particular case, see also (1.17) ). In this case, although the loop type subcontinuum C * satisfies (1.6), 
Preliminaries and Examples
We start this section with some remarks concerning some of our assumptions. 
In particular, since f ∈ C 1 ((0, ∞)) and f(0) = 0, we can show that f ∈ C α ([0, s 0 ]) for α ∈ (0, q] and s 0 > 0.
(ii) f satisfies the slope condition, that is, for any s 0 > 0, there exists M 0 > 0 such that
However, even under (1.8), a(x)f( ⋅ ) does not satisfy the slope condition for x ∈ Ω where a(x) < 0, since
we note that if (1.9) holds, then f is concave for s > 0, i.e.,
(ii) It is easy to check that (1.9) is stronger than (1.4) . This is a consequence of the fact that (1.9) yields
(iii) Let us also note that (1.3) and (1.10) imply that g(s) > 0 for s > 0. Indeed, assume first g(s 0 ) < 0 for some s 0 > 0, and set ε 0 := −g(s 0 )/s 0 > 0. From (1.3), we infer that for some s 1 ∈ (0, s 0 ),
which contradicts (1.10). Hence g(s) ≥ 0 for all s > 0. Next, assume that g(s 0 ) = 0 for some s 0 > 0. By (1.10), it follows that g(s) ̸ ≡ 0 for s ∈ (0, s 0 ). This implies that g(s 1 ) > 0 for some s 1 ∈ (0, s 0 ). It follows that
which contradicts (1.10) again, as desired. 
We conclude this section showing some examples of functions satisfying the previous conditions. We start with the following lemma, which characterizes the functions satisfying (1.8) and (1.9).
Then, the following two conditions are equivalent:
Proof. It is easy to see that f as in condition (ii) fulfills (1.8) and (1.9). Conversely, if f satisfies the aforementioned conditions, defining h(s) := s −q f(s) for s > 0 and h(0) := lim s→0 + h(s), it is also easy to check that h has the desired properties.
As particular cases, we mention h(s) = 1 1+s r (r ≥ 0) and h(s) = e −s .
We note that oscillatory cases are out of our scope. For instance, consider h(s) = sin(
Moreover, f fulfills (1.2) and (1.4), but (2.1), (2.2) and (1.9) do not hold.
We now exhibit examples of g satisfying (1.10), (1.11), and (1.16).
(a) We set
where h ∈ C 1 ([0, ∞)) is nondecreasing, bounded, and satisfies one of the following conditions: 
is included in (ii). Another example is given by h(s) =
Then, g satisfies (1.11) and (1.16). It is also clear that (1.10) holds when k = 1. Meanwhile, when k > 1, it satisfies (1.10) if additionally
We note that p 1 (k) is increasing for k > 1, and is decreasing for s ≥ 0.
Regularization Schemes and Transversality Conditions
Let us now explain our approach to study bifurcation of nontrivial nonnegative solutions for (P B ) from (λ, 0). From (1.2), we see that f is not differentiable at s = 0, so that we can not directly apply the usual bifurcation theory from simple eigenvalues to (P B ). To overcome this difficulty, we proceed as in [23, 25] , "regularizing" (P B ) at u = 0, using ε > 0. We refer to [19, Section 5] for a similar approach introducing a new parameter for a different regular problem. We extend g to ℝ as a C 1 function and set F : ℝ → ℝ by
For ε > 0, we shall study the auxiliary problem
Note that (1.8) and (2.1) imply that F ∈ C 1 (ℝ), F(0) = 0 and
Observe also that (P B,0 ) corresponds to (P B ), as far as nonnegative solutions are concerned. Let us set
From (3.1), we see that h(x, ⋅ ) satisfies the slope condition. Consequently, given a nontrivial nonnegative solution u of (P B,ε ), we can choose M > 0 such that (−∆ + M)u ≥ 0 and ̸ ≡ 0 in Ω. Thus, by the strong maximum principle and Hopf's lemma, we deduce u ≫ 0, see [13] , [18, Theorem 7.10] .
We shall then consider the linearized eigenvalue problem at u = 0 for the regular problem (P B,ε ):
Since a changes sign, (3.2) has exactly two principal eigenvalues λ
which are both simple, and furthermore, (λ Thanks to the simplicity and transversality condition, the local bifurcation theory [9, Theorem 1.7] ensures the existence and uniqueness of positive solutions of (P B,ε ) bifurcating at (λ 
C ε is a mushroom). By simple computations, it can be shown easily that λ
so that, passing to the limit as ε → 0 + , we shall observe by Whyburn's topological argument [27, (9.12) Theorem] that
is a loop type subcontinuum which consists of nonnegative solutions of (P B ) and satisfies (1.6). can be handled in a similar way. In this case, we replace a by a − ε for ε > 0 small in (P B,ε ). Then, the above argument remains valid, since we can determine the asymptotic behavior (3.3) (see [23, Lemma 6.6] for the proof). In addition, we can reduce the case ∫ Ω a > 0 to the case ∫ Ω a < 0 under Bu = ∂u ∂n . Indeed, we only have to notice the symmetry property λa(x) = (−λ)(−a(x)). The situation may be illustrated by Figure 2 (i) and (ii).
Remark 3.2.
We shall show that the transversality condition allows us to apply the unilateral global bifurcation result [17, Theorem 6.4 .3] to (P B,ε ) at (λ ± 1,ε , 0). To this end, we reduce (P B,ε ) to an operator equation
where We introduce the solution operator S :
(Ω) associated with (3.5), implying that S(ξ) = u, which is bijective and homeomorphic. It follows that S :
where
Given u ∈ C(Ω), let
and let
be the fixed point index of A λ at the origin for λ ̸ = λ In the forthcoming sections, we will characterize the limiting behavior of C ε as ε → 0 + under the conditions on a, b, f and g stated in Theorems 1.1 and 1.2.
A Priori Bounds
In this section, we establish an a priori bound for positive solutions of the regularized problem (P B,ε ) in ℝ × V (Corollary 4.6).
We start with an a priori bound on λ ∈ ℝ, uniformly in ε ∈ [0, 1]. Proof. Let us suppose first that we are not in the case (3.4). Let 0 ≤ ε ≤ 1, and assume that (P B,ε ) has a positive solution u for some λ > 0. Let B be given by (1.7), λ B > 0 be the first eigenvalue of the problem ∂ν < 0 on ∂B, the divergence theorem yields that
where ν is the outward unit normal to ∂B. On the other hand, we see that
where q is given by (1.8). It follows that
By (1.5), there exists s 0 > 0 such that
where b 0 is from (1.7). Hence, since f(s) > 0 for s > 0 and a(x) ≥ 0 a.e. in B, we deduce that if λ > 0, x ∈ B and s > s 0 , then
Let us now consider the case 0 < s ≤ s 0 . From (1.3), we can choose K 0 > 0 such that
Recalling (1.8) (or (2.1)), we set
By putting b ∞ := ‖b‖ ∞ , it follows that
Consequently, by (4.2), (4.3) and (4.4) we deduce that λ < λ. Next, let us verify the existence of a lower bound on λ < 0 for the existence of a positive solution of (P B,ε ). In order to check this, we notice that if (P B,ε ) has a positive solution u for some λ < 0 and ε ∈ [0, 1], then
From (1.7), the desired conclusion follows arguing as above with B now replaced by B . It remains to consider case (3.4). However, it suffices to note that (1.7) implies that if ε is small enough, then a ε (x) ≥ a 0 2 in B and − a ε (x) ≥ a 0 in B .
The proof now follows in the same way as above.
Next, given a compact interval I, we establish an a priori upper bound for positive solutions of (P B,ε ) whenever λ ∈ I and ε ∈ [0, 1]. We start with the following preliminary lemma (see also [2, Theorem 4.1]). , and f(s) > 0 for s > 0, it is easy to check that u is a subsolution of (4.5).
Next, we construct a supersolution of (4.5). Consider the unique positive solution w 0 of the problem
Indeed, let
Then, from (1.9) and (1.5), there exists s 1 > 0 large enough such that if s ≥ s 1 , then 0 ≤ g(s) and f(s) ≤ δs (so that F(s) ≤ δs 2−q ).
It follows that if
Thus the claim has been verified, and w is a supersolution of (4.5) if C ≥ max(C 1 , s 1 ). Note that C can be chosen independently of λ ∈ [0, Λ] and ε ∈ [0, 1]. Now, we see from (1.9) and (1.10) that the nonlinearity in (4.5) is concave, that is, if we set
Reasoning as in [24, Proposition A.1] (whose argument is based on [3, Lemma 3.3]), we may deduce that
It remains to verify the case −Λ ≤ λ < 0. Note that any positive solution u of (P B,ε ) with λ ∈ [−Λ, 0) and
with μ := −λ ∈ (0, Λ]. Instead of (4.5), we consider the following concave problem: 
(ii) Lastly, we verify the Neumann case. Since a ε ≤ a + and −a ε ≤ a − + 1, it suffices to replace (4.5) by
and (4.6) by
The proof of Lemma 4.2 is now complete.
The following result is due to Gidas Proof. Propositions 4.1 and 4.3 imply that there exist ε, C > 0 such that if 0 ≤ ε ≤ ε, then |λ| + ‖u‖ H ≤ C for all positive solutions u of (P B,ε ), since u satisfies
for some C > 0. Lemma 4.5 provides then the desired conclusion.
We discuss now bifurcation of nontrivial nonnegative solutions for (P B ) from (λ, 0) for λ > 0. We prove the following preliminary lemma. Proof. We use an argument based on subsolutions and supersolutions. First of all, we remark that (1.8) implies (1.2) and (2.2), see Remark 2.1. Let Λ, Ω and B be as in the statement of this lemma, and let λ ≥ Λ. Assume that u is a nontrivial nonnegative solution of (P B ) such that u ̸ ≡ 0 in Ω . Set
Since g(0) = 0, the mean value theorem provides some constant θ = θ x ∈ (0, 1) such that g(u) = g (θu)u. Thus, using (4.7) we get that
The strong maximum principle yields that u > 0 in Ω . Now, let s 0 > 0 be fixed. Then, the following two possibilities may occur:
We consider case (i). We have a 0 := inf B a > 0, so that u is a supersolution of the problem
Indeed, u ≥ 0 on ∂B. Moreover, since f(s) > 0 for s > 0, the mean value theorem shows that
To construct a subsolution of (4.8), we use the positive eigenfunction ϕ B associated to the first eigenvalue λ B of (4.1) and such that ‖ϕ B ‖ C(B) = 1. From (1.2), we find a constant s 1 > 0 small enough such that
This implies that sϕ B is a subsolution of (4.8) whenever 0 < s ≤ s 1 . Now, since u > 0 in Ω , it follows that u > 0 on B. Furthermore, we assert that u ≥ s 1 ϕ B on B. 
Putting M 1 := λa 0 M 0 > 0, we see that the mapping
is nondecreasing for 0 ≤ s ≤ s 0 . Indeed, if 0 ≤ t < s ≤ s 0 , then
as desired. Thus, using this monotonicity and having in mind that (recall (4.9))
we deduce that By virtue of Lemma 4.7, there are no nontrivial nonnegative solutions of (P B ) bifurcating from (λ, 0) for λ > 0, and moreover, there exist no small positive solutions of (P B ) for λ = 0. In view of this fact, although we shall observe that (P B ) possesses a bounded subcontinuum of nontrivial nonnegative solutions bifurcating at (0, 0), we infer that the bifurcation subcontinuum is of loop type. Proof. (i) We recall that (1.8) also implies (2.1), see Remark 2.1. First, we verify the Dirichlet case. By contradiction, we assume that λ n → λ 0 > 0, and u n are nontrivial nonnegative solutions of (P B ) with λ = λ n such that ‖u n ‖ C(Ω) → 0. Then, we claim that, up to a subsequence, ∫ Ω a(x)f(u n )u n ≤ 0. If not, then we may suppose that ∫ Ω a(x)f(u n )u n > 0 for all n. It follows that u n ̸ ≡ 0 in Ω a + . Indeed, if u n ≡ 0 in Ω a + , then, using that f(s) > 0 for s > 0, we find that
which is a contradiction. Employing (H ψ ) with ψ = a, we may deduce that there exists a connected open subset Ω ⊂ Ω a + such that u n ̸ ≡ 0 in Ω for all n ≥ 1. Let B ⋐ Ω be a ball. We apply Lemma 4.7 with Λ = λ 0 2 , to derive that ‖u n ‖ C(B) ≥ c 0 for some c 0 > 0 independent of n, which contradicts ‖u n ‖ C(Ω) → 0. Thus, the claim follows. Now, we observe from the definition of u n that
Set v n := u n /‖u n ‖ H , so that
Also, for n large enough, we have that ‖u n ‖ C(Ω) ≤ s ε , so that
From (4.11) and (4.12), we derive that v n → 0 in H 1 0 (Ω), a contradiction. Next, we verify the Neumann case. Assume to the contrary that λ n → λ 0 > 0, and u n are nontrivial nonnegative solutions of (P B ) with λ = λ n such that ‖u n ‖ C(Ω) → 0. We remark that ‖u n ‖ H → 0, since u n are nonnegative solutions of (P B ) with λ = λ n . Arguing as in the proof for the Dirichlet case, we have that, up to a subsequence, ∫ Ω a(x)f(u n )u n ≤ 0, and consequently,
Set v n := u n /‖u n ‖ H , so that ‖v n ‖ H = 1. We may assume that there exists
in Ω, and v n → v 0 in L t (Ω) for t < 2 * . By (1.3), for any ε > 0, there exists s 0 > 0 such that
Thus, for n large enough, we have that ‖u n ‖ C(Ω) ≤ s 0 , so that
This implies that ∫ Ω |∇v n | 2 → 0, and it follows that v n → v 0 , and v 0 is a positive constant. Since u n is a nonnegative solution of (P B ) with λ = λ n , we see that, for every ϕ ∈ H 1 (Ω),
Since ‖u n ‖ C(Ω) → 0, (4.13) implies that |g(u n )| ≤ u n for n large enough, so that
We use this inequality to deduce from (4.14) that, passing to the limit as n → ∞,
On the other hand, since f(0) = 0, we have that
Thus, using (2.1) and the fact that u n → 0 in
in Ω and v 0 is a positive constant, the Lebesgue dominated convergence theorem yields that
Therefore,
Since ϕ ∈ H 1 (Ω) is arbitrary, we find that a ≡ 0, which is a contradiction.
(ii) In the Dirichlet case, we argue as in the proof of assertion (i) to prove assertion (ii), by taking λ n = λ 0 = 0 therein.
Next, we verify the Neumann case. Assume to the contrary that there exist positive solutions u n of (P B ) for λ = 0 such that ‖u n ‖ C(Ω) → 0. Then, as in the proof of assertion (i), we may deduce from (1.3) that v n := u n /‖u n ‖ H 1 (Ω) → v 0 in L t (Ω) for t < 2 * , and v 0 is a positive constant. Since u n is a positive solution of (P B ) with λ = 0, we obtain ∫ Ω b(x)g(u n ) = 0. Recalling (1.16), we see that
The proof is now complete.
Assuming additionally (H ψ ) with ψ = −a, we can extend Proposition 4.8 (i) to λ < 0, and in this case, bifurcation of nontrivial nonnegative solutions of (P B ) from (λ, 0) can only occur at (0, 0). Proof. In view of Proposition 4.8, it remains to verify the case λ < 0. Assume to the contrary that λ n → λ 0 < 0, and u n are nontrivial nonnegative solutions of (P B ) with λ = λ n such that u n → 0 in C(Ω). Then, we have that
By the same arguments used in Lemma 4.7 and Proposition 4.8, we get the desired conclusion.
Proofs of Theorems 1.1 and 1.2
If X is a metric space and E n ⊂ X, then we set
We shall use the following result due to Whyburn [27, (9.12 ) Theorem]:
Theorem 5.1. Assume {E n } is a sequence of connected sets satisfying that (i) ⋃ n≥1 E n is precompact; (ii) lim inf n→∞ E n ̸ = 0. Then, lim sup n→∞ E n is nonempty, closed and connected.
As stated in Remark 3.1, we only have to prove Theorem 1.2 (i) in the case ∫ Ω a < 0. 
Proof of Assertion (i) in
In particular, under (1.15) and ∫ Ω a < 0, the bifurcation of C ε is subcritical at (0, 0). Now, we consider the metric space X := ℝ × V with the metric given by
From Corollary 4.6, if ε ∈ (0, 1], then the components C ± ε of positive solutions of (P B,ε ), emanating from (λ
where C does not depend on ε ∈ (0, 1]. This implies that C ± ε are both bounded, and consequently, we deduce that
. Then, C ε := C ± ε is nonempty and connected. In addition, Indeed, for any {(λ n , u n )} ⊂ ⋃ ε>0 C ε , we have that (λ n , u n ) ∈ C ε n for some ε n ∈ (0, 1]. From (5.2), we may assume that {λ n } is a convergent sequence. Using (5.2) again, we deduce that u n ∈ W 2,r (Ω) are solutions of
In particular, using a bootstrap argument and the Sobolev embedding theorem, we deduce that
is bounded for some θ ∈ (0, 1). The compact embedding C 1+θ (Ω) ⊂ C 1 (Ω) implies that {u n } has a convergent subsequence in V, as desired. Now, by (5.3) and (5.4), we may apply Theorem 5.1 to infer that C 0 := lim sup ε→0 + C ε is nonempty, closed and connected in ℝ × V. From (5.2), C 0 is bounded in ℝ × V. In addition, C 0 is contained in the nonnegative solutions set of (P B ). Indeed, given (λ, u) ∈ C 0 , there exists (λ n , u n ) ∈ C ε n such that ε n → 0 + and (λ n , u n ) → (λ, u) in ℝ × V. Thus u is a nonnegative weak solution of (P B ), and eventually, a nonnegative solution in W 2,r (Ω) by elliptic regularity. Now, we show that C 0 is nontrivial. By construction, we see that for ε → 0 + , there exists a positive solution u ε of (P B,ε ) such that (0, u ε ) ∈ C ε . Indeed, we used Lemma 5.2 if Bu = ∂u ∂n . In this case, we observe from (5.1) that when (1.15) and ∫ Ω a < 0 hold, the bounded component C ε bifurcates subcritically at (0, 0), provided that ε is small enough. This implies that C ε cuts {(0, u) : 0 ̸ ≡ u ≥ 0}, and consequently, the desired assertion follows. Since ‖u ε ‖ V ≤ C, it follows by combining elliptic regularity and standard compactness arguments as above that there exist ε n → 0 + and u n := u ε n such that u n converges in V to a nonnegative solution u 0 of (P B ) for λ = 0. By definition, we have that (0, u 0 ) ∈ C 0 . From Proposition 4.8 (ii), we infer that u 0 is nontrivial, and so, u 0 ≫ 0 by the strong maximum principle and Hopf's lemma. Assertion (i) (1) has been now verified. We use Proposition 4.8 (ii) again to deduce assertion (i) (2) .
Since C 0 is nontrivial, we infer from Corollary 4.9 that C 0 does not contain any (λ, 0) with λ ̸ = 0. Assertion (1.6) has been verified.
Finally, we verify assertion (i) (3). For ρ > 0 and (λ 1 , u 1 ) ∈ ℝ × V, we set
for some positive solutions u ± ε of (P B ) for λ = 0, see Figure 3 . This is well defined thanks to Proposition 4.8 (ii). Since Σ ± ε ⊂ C ε , we observe that
Repeating the argument above, Whyburn's topological approach yields that Σ ± 0 are nonempty, closed and connected sets consisting of nonnegative solutions of (P B ) and such that (0, 0) ∈ lim inf ε→0 + Σ ± ε ⊂ Σ 
Proof of Assertion (ii) in Theorems 1.1 and 1.2
We consider the positivity of nontrivial nonnegative solutions of (P B ) with f(s) = s q , q ∈ (0, 1). Let S be the nontrivial nonnegative solutions set of (P B ), i.e.,
Let C be a nonempty connected subset of S, and let
The following lemma ([15, Theorem 1.7]) provides us with a nonexistence result for nontrivial nonnegative solutions of (1.12), which plays an important role in our argument when Bu = We give now sufficient conditions for the positivity of the nontrivial nonnegative solutions on C as follows. We recall that the sets A Proof. It is straightforward that C ∘ is open in C, since u ≫ 0 for (λ, u) ∈ C ∘ . Next, we verify that C ∘ is closed in C. Assume that (λ n , u n ) ∈ C ∘ and (λ n , u n ) → (λ 0 , u 0 ) ∈ C in ℝ × V. We shall show that (λ 0 , u 0 ) ∈ C ∘ . We discuss the following three cases, in accordance with the sign of λ 0 :
Case (i): λ 0 > 0. We use the condition q ∈ A a B to deduce the desired assertion. In this case, λ n > 0 for sufficiently large n. By the change of variables v n = λ − 1 1−q n u n , we find that
u 0 in V, we find that v 0 is a nonnegative weak solution of the problem
In addition, v 0 ̸ ≡ 0 in Ω a + . Indeed, since (1.14) holds and b ≥ 0, we see that v n is a supersolution of (1.12) which is positive in Ω. So, condition (H ψ ) with ψ = a allows us to apply [15 Since u 0 is nontrivial and nonnegative, the strong maximum principle and Hopf's lemma yield that u 0 ≫ 0, as desired. Lastly, since C is connected, we conclude that C ∘ = C if C ∘ ̸ = 0.
Introducing the following growth condition on g: Proof of assertion (ii) in Theorem 1.2. Based on the result stated in Remark 5.5 (ii), this assertion is straightforward from Proposition 5.4 and Remark 5.5 (iv). Indeed, we do not need to assume (H ψ ) with ψ = −a for applying Proposition 5.4 to the loop C * given in Theorem 1.2 (ii), since it lies in λ ≥ 0 (see Figure 1 (ii)). Note that the condition (H ψ ) with ψ = −a is used only for case (ii) in the proof of Proposition 5.4.
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