Reducing the number of false discoveries is presently one of the most pressing issues in the life sciences. It is of especially great importance for many applications in neuroimaging and genomics, where data sets are typically high-dimensional, which means that the number of explanatory variables exceeds the sample size. The false discovery rate (FDR) is a criterion that can be employed to address that issue. Thus it has gained great popularity as a tool for testing multiple hypotheses. Canonical correlation analysis (CCA) is a statistical technique that is used to make sense of the cross-correlation of two sets of measurements collected on the same set of samples (e.g., brain imaging and genomic data for the same mental illness patients), and sparse CCA extends the classical method to highdimensional settings. Here, we propose a way of applying the FDR concept to sparse CCA, and a method to control the FDR. The proposed FDR correction directly influences the sparsity of the solution, adapting it to the unknown true sparsity level. Theoretical derivation as well as simulation studies show that our procedure indeed keeps the FDR of the canonical vectors below a user-specified target level. We apply the proposed method to an imaging genomics data set from the Philadelphia Neurodevelopmental Cohort. Our results link the brain connectivity profiles derived from brain activity during an emotion identification task, as measured by functional magnetic resonance imaging, to the corresponding subjects' genomic data. Index Terms-fMRI analysis, genome, machine learning, probabilistic and statistical methods.
same set of samples. More precisely, given two sets of random variables, CCA identifies linear combinations of each, which have maximum correlation with each other. The coefficients of these linear combinations of features are called canonical vectors. Like many classical statistical techniques, CCA fails in high-dimensional settings, when the number of variables in either of the two cross-correlated datasets exceeds the number of samples. For application to high-dimensional data, several methods of sparse canonical correlation analysis (sparse CCA, or sCCA) have been proposed, where sparsity is imposed on the canonical vectors (e.g., see [2] [3] [4] ). Many applications have demonstrated the usefulness of sparse CCA methods. For example they are commonly used in genomics to analyze datasets consisting of two genomic assays for the same set of subjects or cells (e.g., [5] , [6] among many others). They have also been successfully employed for the analysis of neuroimaging and imaging genomics datasets (e.g., [7] , [8] ), such as brain imaging and DNA sequence data for the same set of brain disease or mental illness patients.
However, most of the widely used sparse CCA methods determine the level of sparsity of the canonical vectors based on criteria of model fit. Different types of cross-validation procedures have been proposed for sparse CCA (e.g., [4] , [6] , [8] ), sometimes incorporating criteria such as the AIC or BIC (e.g., [9] ), and a permutation based method is proposed in [3] . In some cases authors simply impose a certain level of sparsity on the solution vectors (e.g., [5] ), which heavily relies on the appropriateness of such prior assumptions. In general, the behavior of the selection procedures for the sparsity parameters in sparse CCA is not well understood, and there is a lack of theoretical guarantees regarding the recovery of an appropriate sparsity level of the sparse CCA solution.
In this work we propose a definition of false discovery rate (FDR) for canonical vectors, which is subsequently used as a statistical criterion to determine an appropriate sparsity level for a sparse CCA solution. The proposed FDR criterion is a generalization of the conventional FDR [10] to canonical correlation analysis. With the aim of reliably obtaining canonical vectors with FDR below a user-specified level q, we propose an FDR-corrected sparse CCA procedure. Up to a (small) proportion of false discoveries, which our method keeps on average far below a user-specified level q, the FDR-corrected sparse CCA method is shown to produce canonical vectors consisting only of features that are truly cross-correlated between the two analyzed datasets. Roughly, 0278-0062 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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our proposed procedure consists of the following two steps: (1) we use a subsample of the data to fit a (conventional) sparse CCA model; and (2) we use the remainder of the dataset to perform an FDR correction on the result of step (1) . With a theoretical derivation as well as simulation studies we show that our procedure indeed keeps the FDR of the canonical vectors at or below a user-specified target level. Additionally, we apply our method to an imaging genomics dataset from the Philadelphia Neurodevelopmental Cohort (PNC). We use sparse CCA to identify relationships between the subjects' DNA sequence data, and their functional brain connectivity profiles, which are measures derived from neural activity during an emotion identification (EMID) task, whereby the neural activity is measured by functional magnetic resonance imaging (fMRI). The general goal of the presented application example is to gain understanding on how individual subjects' genetic makeup relates to their EMID-related brain connectivity measures, and vice versa. Our real data results are consistent with those reported elsewhere in the literature, demonstrating the validity of the method.
II. CANONICAL CORRELATION ANALYSIS
In this section we describe the data structure and the notation that we use throughout the rest of the paper. This section also introduces the classical CCA method, as well as the standard approach to sparse CCA.
A. Assumed Data Structure and Notation
Let x (1) , x (2) , . . . , x (n) ∈ R p X be independent N (0, X )distributed vectors, and let y (1) , y (2) , . . . , y (n) ∈ R p Y be independent N (0, Y )-distributed vectors, where X ∈ R p X × p X and Y ∈ R p Y × p Y are symmetric positive definite.
Assume that for all k ∈ {1, . . . , n}, the cross-covariance matrix Cov x (k) , y (k) = XY ∈ R p X × p Y has entries ρ XY i, j for i ∈ {1, . . . , p X } and j ∈ {1, . . . , p Y }, and assume that
Similarly, for i, j ∈ {1, . . . , p X } we denote the entries of X by ρ X i, j , and the entries of
Thus, we can think of X and Y as two datasets containing respectively p X and p Y features collected for n independent samples, where the features in the two datasets are crosscorrelated with cross-covariance matrix XY . In that sense, the matrix [X Y] is the combined dataset with covariance structure given by the matrix
Please note that, even though all presented analytical derivations pre-suppose Gaussian data, we investigate departures from this distributional assumption in the simulation studies of Section V-B.
B. Classical CCA
Standard formulation of CCA [1] seeks for vectors u ∈ R p X and v ∈ R p Y to maximize the sample correlation between Xu and Y v. Thus, the CCA optimization problem is given by arg max
The solution to this optimization problem, ( u, v), is called the first pair of canonical vectors. The linear combinations of features, X u and Y v, are called the first pair of canonical variates. Subsequent pairs of canonical variates are restricted to be uncorrelated with the previous ones. For more detail we refer to [11] .
C. Sparse CCA
The conventional CCA becomes degenerate if n ≤ max { p X , p Y }, which is often the case in neuroimaging and other biomedical applications. Sparse CCA (e.g., [2] [3] [4] ) extends CCA to high-dimensional data by imposing a sparsity assumption on the CCA solution. Sparsity is achieved by utilizing penalty terms, such as the 1 -norm, on the canonical vectors. This results in a unique solution even when p X , p Y n. Most commonly the 1 -penalty is used in order to enforce the sparsity assumption on the canonical vectors. The resulting penalized CCA problem, which is introduced in [2] , is given by arg max
However, the determination of the sparsity level, or the model tuning parameters c 1 and c 2 , remains a challenging problem, and a topic of ongoing research, as briefly discussed in Section I. Higher-order pairs of canonical vectors can be found by applying sparse CCA to a residual matrix, obtained from X T Y and the previously found canonical variates (see [2] ).
III. DEFINING FALSE DISCOVERY RATE (FDR)
FOR SPARSE CCA It is not clear how the well-known definition of FDR (due to [10] ), which is widely used in multiple hypothesis testing, can be carried over to sparse CCA. In this work, we first propose an adaptation of the FDR concept to the context of sparse CCA, and then introduce a method which ensures that the FDR is kept below a given threshold. Since we have a pair of canonical vectors u and v, we consider the FDR in u and in v separately. In most applications of sparse CCA the matrices X and Y will typically correspond to two totally different types of features (such as genomics vs. brain imaging), and mixing them within one common set of variables with a combined FDR does not seem appropriate.
For the sake of clarity, we present in the following the FDR derivation for the canonical vector u only. An identical derivation can be used for the canonical vector v.
The population-level formulation of CCA [1] seeks to maximize Cov(x T u, y T v) under the constraints that Var(x T u) = 1 = Var(y T v), where x ∼ N (0, X ) and y ∼ N (0, Y ) are random vectors distributed as the rows of X and Y respectively (cf., the sample formulation of CCA in Section II-B). Letû be an estimate of the canonical vector u. For each i ∈ {1, 2, . . . p X }, we say that the estimated coefficientû i represents a false discovery of the i th feature of X, ifû i = 0 but u i does not affect the value of Cov(x T u, y T v). Notice that the coefficient u i contributes to Cov(x T u, y T v) only through the multiplicative term
It follows that the estimated coefficientû i represents a false discovery of the i th feature of X, if and only ifû i = 0 but
Thus, given the canonical vector v ∈ R p Y , the problem of identifying which non-zero entries of an estimateû represent false discoveries can be recast as testing the null hypothesis
for each i ∈ {1, 2, . . . , p X } withû i = 0. Let R u be the number of non-zero entries in the sparse CCA estimate u. Let V u denote the number of false rejections, that is, the number of indices i ∈ {1, 2, . . . , p X }, such thatû i = 0 but p Y j =1 v j ρ XY i, j = 0. Analogously, define R v and V v for the canonical vector v. Definition 1 (False discovery rate): Define the false discovery rate in u as
and analogously define,
In the next section we rely on this definition of FDR as an optimality criterion and as a guide in the identification of an appropriate sparsity level for the canonical vectors.
IV. FDR-CORRECTED SPARSE CCA
Because the random vectors x (1) , y (1) , x (2) , y (2) , . . . , x (n) , y (n) , which form the rows of X and Y , are independent and identically distributed, we have that
for any v ∈ R p Y . It follows that the null hypothesis H i given by Equation (3) is equivalent to
Motivated by that observation, the main idea of our FDRcorrecting approach is to first obtain initial estimates u (0) and v (0) of the canonical vectors, and then to test null hypotheses of the form
and
in order to determine which entries of u and v are truly nonzero.
A. Asymptotic Distribution
In order to be able to make probabilistic statements about the estimators of the sparse canonical vectors, we need to know the respective distributions of X T Y v and Y T Xu. In the following we will focus on X T Y v, but the obtained results clearly carry over to Y T Xu, by swapping X and Y as well as u and v.
Theorem 1 (Asymptotic Normality): Let the random matrices X and Y be defined as above. For any vector v ∈ R p Y , it holds that
where µ ∈ R p X has entries
and where ∈ R p X × p X has entries
Proof: The proof is given in Appendix A.
B. The FDR-Corrected Sparse CCA Procedure
We propose an FDR correction procedure for sparse CCA based on the general idea outlined at the beginning of Section IV. However several important aspects need to be taken into consideration when designing such a procedure. In order to apply Theorem 1 for purposes of testing hypotheses of the form (6) and (7) , the preliminary estimates u (0) and v (0) as well as estimates of their associated variances (as given by Equation (10)) need to be obtained based on data that are independent from the dataset used for the hypotheses tests. Furthermore, the variances need to be estimated independently of u (0) and v (0) , because otherwise the variance estimates corresponding to the non-zero entries of u (0) and v (0) will be inflated.
Procedure 1 (FDR-Corrected Sparse CCA): We propose an FDR-corrected sparse CCA procedure consisting of the following steps:
1. Data subsetting. We divide each of the data matrices X and Y into three subsets of sizes n 0 , n 1 , and n 2 , i.e.,
In practice the split needs to be random, and the three subsets have to follow the same distribution.
Preliminary estimates of the canonical vectors obtained
on the first subset. We obtain the preliminary estimates u (0) and v (0) by applying the 1 -penalized CCA, as given by Equation (2), with a liberal choice for the tuning parameters c 1 and c 2 , to X (0) and Y (0) . At this step we aim to capture all truly non-zero entries of the true canonical vectors u and v within the support of the preliminary estimates u (0) and v (0) . However we require that neither u (0) nor v (0) has more than n 2 non-zero entries, which is mainly needed for Step 5 below. The exact strategy of choosing the penalty parameters in this step is presented for each considered application of the procedure, at the time when the respective application is discussed in Sections V-A, V-B, and VI. 3. Covariance structure estimation on the second subset.
We use the matrices X (1) and Y (1) to obtain (1) , the maximum likelihood estimate of the covariance matrix of X Y . 4. Statement of the hypotheses to be tested. Let I (0) u and I (0) v be the sets of indices corresponding to the non-zero entries of u (0) and v (0) , i.e.,
we intend to test whether u i and v j are truly non-zero. We slightly adjust the hypotheses tests of form (6) and (7) to the present framework, where for each i ∈ I
Notice that tests (11) and (12) are heuristics, in the sense that they approximate the tests (6) and (7) . 5. P-value calculation using the third set. Sinceû
v , we can remove the i th column of X (2) and the j th column of Y (2) for every i / ∈ I (0) u and every j / ∈ I (0) v , without affecting any of the products in Equations (11) and (12). Thus we can replace the matrices X (2) and Y (2) by their versions containing only the columns indexed by I (0) u and I (0) v respectively, which amounts to a dimensional reduction. Due to Step 2 the cardinality of each of these sets, |I (0) u | and |I (0) v |, should be sufficiently smaller than n 2 . Therefore we are now dealing with a low-dimensional problem, so that we are confident in applying Theorem 1. Now, denoting the i th entry of X (2) T Y (2) 
under the null hypothesis Theorem 1 implies the approx-
where ω i,i is defined according to Equation (10) with v (0) and (1) from Steps 2 and 3 substituted in place of v and . Likewise, from Theorem 1 we obtain an asymp-
i under the null hypothesis. We calculate p-values for the hypotheses tests (11) and (12) based on these asymptotic distributions. 6. FDR correction. After choosing a desired FDR level q ∈ (0, 1), in order to control the FDR at the level q, we apply the Benjamini-Hochberg procedure to the p-values obtained in Step 5. The procedure is applied twice -separately for the two sets of hypotheses H 
otherwise. Of course every step in Procedure 1 would benefit from a larger size of the utilized subsample, and there is a trade-off between n 0 , n 1 , and n 2 to be made. However, for simplicity of exposition, in what follows we always use subsamples of equal size with n 0 = n/3 .
As evidenced by the derivation of the method, given that the true solution is sparse, the FDR correction step adapts the sparsity of the estimator to the unknown sparsity of the true solution.
V. SIMULATION STUDIES
We performed a number of simulation studies, in order to evaluate the performance of Procedure 1, the proposed FDRcorrected sparse CCA method, in both idealized and more realistic scenarios. The procedure was derived based on the 1 Notice that the FDR correction can just as well be be applied with two different levels q u and q v for the two sets of hypotheses, or it can also be applied just once to the combined set of hypotheses H
in order to control the FDR of the "full model" (controlling the FDR for each of u and v separately at level q in general does not imply FDR control of the "full" model at the same level q).
assumption that X and Y have Gaussian entries. Here, we first present simulation results under such Gaussian scenarios, in order to verify that the proposed procedure indeed controls the FDR under the assumptions that its derivation relies on. Then we show simulation studies evaluating the performance of the method on non-Gaussian data, which are generated based on real single-nucleotide polymorphism (SNP) data, and closely resemble the data in the real imaging genomics application presented in Section VI. All simulation studies, which do not involve human subject data, can be reproduced with the code available at https://github.com/agisga/FDRcorrectedSCCA.
A. Simulation Study With Gaussian Data
Although we consider both, low-dimensional (n < p X , p Y ) and high-dimensional (n > p X , p Y ) scenarios, in this section we present only the simulations with high-dimensional data due to the higher relevance of that case to the intended biomedical applications. Due to given space constraints the simulation studies for the low-dimensional case are found in the Supplementary Materials (unsurprisingly the performance of our method improves as the dimensionality of the problem decreases). In all simulations of this section we use n = 600, and p X = p Y = 1500. We denote by s X the number of variables in X that are truly cross-correlated (i.e., have been generated with a non-zero correlation) with some variables in Y . Likewise, we denote by s Y the number of variables in Y that are truly cross-correlated with some variables in X. For the simulations in this section we consider all combinations between s X , s Y ∈ {1, 20, 40, 60, 80, 100, 120}. The matrices X , Y , and XY are block-wise constant, and are populated with the following entries.
In particular, the cross-correlation between features of X and Y is of only mediocre strength, having a magnitude of 0.4. Furthermore, the choice of parameters given in Equation (14) ensures that the covariance matrix
is positive definite. A visualization of the block-wise constant structure of such a covariance matrix is given in Figure 1 . We perform Procedure 1 with three choices for the target FDR level q = 0.05, 0.1, 0.2. For Step 2 of the procedure (estimation of preliminary solution u (0) , v (0) ) we use the 1 -penalized CCA of Equation (2), where we tune the penalty parameters such that u (0) and v (0) each contain approximately n 2 2 = n/3 2 = 100 non-zero entries. Enforcing the sparsity of Fig. 1 . Shown is the block-wise constant structure of a covariance matrix 6 as defined by equations (14) and (15) with p X = p Y = 5 and s X = s Y = 2 (for clarity of representation the matrix dimensions are much smaller here than in the simulation study). The xand y-axes represent the indices of the (p X +p Y ) columns in the matrix X Y and the magnitude of the covariance of each pair of variables is mapped to the color scale.
u (0) and v (0) to be restricted in such a way results in a lowdimensional problem in Step 5 of the procedure (the p-value calculation) where we apply the asymptotic distribution of Theorem 1. However note that by following this approach we implicitly assume that s X , s Y < n 2 2 = 100. This is true for most but not for all of the considered simulation settings, and we investigate the effects on the corresponding results below.
We compare the proposed method to the widely-used 1 -penalized CCA in conjunction with multiple strategies for the 1 -penalty parameter selection. An excellent implementation of the 1 -penalized CCA, as given in Equation 2, is available in the R package PMA [2] , which uses the parametrization
to be selected manually or by an automated procedure. When selecting an optimal penalty level in sparse CCA it is common practice to set λ 1 = λ 2 =: λ (e.g., the default setting of the automated selection procedure CCA.permute in the R package PMA [2]), because this substantially decreases the computational burden by reducing the 2D parameter search to a 1D search. For purposes of comparison to our method, we consider the following strategies for the selection of λ in 1 -penalized CCA.
• Fixed parameter values λ = 0.01 (very sparse) and λ = 0.3 (moderately sparse). • Automated selection of an optimal λ by the permutation based procedure of [2] , where, as per the default settings of the R package PMA [2] , λ is selected from among 10 equispaced values between 0.1 and 0.7. • A 5-fold cross-validation (CV) approach which selects the λ value that maximizes the canonical correlation Cor(X u, Y v) on the test set. As in the permutation based approach ten equispaced values between 0.1 and 0.7 are considered for λ. Notice that these methods are performed on the whole data, while Procedure 1 splits the data into three subsets, effectively performing the CCA step on only a third of the data. Nonetheless Procedure 1 outperforms these competing methods in many respects as we will see below.
The simulation is performed 500 times for every combination of the considered methods and parameter values. The performance of Procedure 1, the proposed FDR-corrected sparse CCA procedure, at different target FDR levels q = 0.05, 0.1, 0.2 is compared to the 1 -penalized sparse CCA (L1 SCCA) with the penalty parameters either set to a fixed value (high sparsity: λ = 0.01, or moderate sparsity: λ = 0.3), or selected via the permutation based method of [2] , or selected via a 5-fold cross-validation procedure (an approach based on [4] ). The matrices X, Y ∈ R 600×1500 have Gaussian entries. All values are averaged over 500 simulation runs performed at each combination of parameters, and all error bars correspond to ±2SE. (a) The estimated false discovery rate (FDR) in Ú is shown (on a square root scale) with respect to changes in s X , the number of nonzero entries of Ù, and s Y , the number of non-zero entries of Ú. The estimated FDR of Procedure 1 always stays below the specified upper bound q, with a sharp decrease at about s Y = 70 due to the fact that the sparsity of the preliminary solution Ú (0) was constrained to be approximately equal to 100 in the application of Procedure 1. Estimated FDR of other methods is either generally inflated, or not adaptive to changes in s X and s Y . (b) The estimated true positive rate (TPR, or sensitivity) of Ú is shown with respect to changes in s X and s Y . Procedure 1 is competitive with the other methods in terms of TPR, even though its FDR is much lower than that of other methods (it achieves the best FDR-TPR trade-off). The TPR curves of Procedure 1 have a dip a s Y = 100 because the sparsity of the preliminary solution Ú (0) was constrained to be approximately equal to 100 in the procedure's application.
In every setting we estimate FDR( u) and FDR( v) as the mean values of the false discovery proportions (FDP) obtained from the respective 500 simulation runs, whereby FDP( v) := (V v / max {R v , 1}) (and likewise FDP( u), see Equations (4) and (5)). We also record some other statistics from the simulations, such as the estimated true positive rate (TPR, also known as sensitivity), which is the expected proportion of correctly identified features among all the truly significant features. Like FDR, TPR is computed separately for u and v, and is denoted by TPR ( u) and TPR ( v) respectively. ( u) ). Naturally, it is desirable to have a high TPR and a low FDR, but there is a trade-off between the two quantities. Figure 2a shows the estimated FDR( v), and Figure 2b shows the estimated TPR( v) for every considered method at every considered simulation setting. Because X and Y are generated by the same procedure with the same dimensions and with the same values considered for s X and s Y , and because the proposed method is symmetric in the estimation of u and v, the performance of the estimators u and v is exactly the same. Thus, for clarity of presentation we omit the inclusion of results for u in the figures of this section.
We observe that the estimated FDR of the proposed method consistently stays below the target upper bound q, being in fact a little too conservative by reaching at most a level of about q/2. This validates our method's FDR-correcting behavior, which is its intended purpose.
Since we have enforced that the preliminary estimates u (0) and v (0) each have about n 2 2 = 100 non-zero entries, thus implicitly assuming that s X and s Y are sufficiently smaller than 100, the performance in simulations with s X , s Y < 80 differs from the performance observed when s X , s Y ∈ {80, 100, 120}. As expected we have that FDR( v) ≈ 0 when s Y ≥ 100. Similarly we observe that as s X is increasing from 1 to 80, FDR( v) grows towards the nominal level q and TPR( v) grows towards 1. The growth behavior is however significantly slowed down or stagnates when s X ≥ 80.
Compared to the FDR-corrected sparse CCA procedure, the other considered sparse CCA methods fail to consistently provide a satisfactory FDR level across all considered sparsity settings. Apart from our technique only the permutation based method of [2] adapts to the true sparsity of the data, and yields an FDR that consistently stays at or below a level of about 0.2 regardless of the sparsity of the true solution. However, as evidenced by Figure 2b , in most settings our procedure has a higher TPR than the permutation based method. Among all considered methods and across all sparsity settings the 5-fold CV based procedure results in the highest observed TPR values, but its FDR values are also among the largest ones. This can be expected because the utilized cross-validation criterion (which is similar to the one used in [4] ) aims to maximize model fit rather than to avoid false discoveries, i.e., the canonical correlation is maximized at the expense of the selection of many irrelevant features. Moreover, it is evident from the two figures that 1 -penalized CCA with the penalty parameter λ fixed at an arbitrary value (i.e., selected in a way that is not data-driven) will rarely produce the desired outcome in terms of maintaining a low FDR and a high TPR.
Additionally, we investigate the distribution of TPP values achieved by our method. When the cross-correlation structure between X and Y is as in the above example, where the cross-correlated variables fall into a single correlated block within X and a single correlated block within Y (as depicted in Figure 1 ), the sparse CCA procedure has a strong tendency to either select all of the cross-correlated features or none. Likewise, when the cross-correlated features of X (or Y ) fall within k distinct correlated blocks within X (or Y ), the TPP distribution seems to be discrete and concentrated at (at most) (k + 1) distinct values which are spaced apart at equal distances between 0 and 1. That is, when the crosscorrelated features fall into distinct correlation blocks within X or Y , the method tends to either select an entire correlated block of variables within X or Y , or to miss it entirely. We confirmed this phenomenon with additional simulation studies, where the correlation structure within X and within Y is varied Fig. 3 . Shown is the empirical distribution of TPP( Ú) across 500 applications of the FDR-corrected sparse CCA method (Procedure 1). The matrices X, Y ∈ R 900×900 have Gaussian entries. The cross-correlated features, of which there are 60 in X and 60 in Y, fall within k ∈ {1, 2, 3, 15} distinct correlation blocks within each matrix. The resulting TPP distributions are discrete and concentrated at (k+1) or fewer values, while appearing more continuous for larger k.
respectively. Figure 3 shows the TPP distribution, when the cross-correlated features, of which there are 60 in X and 60 in Y , fall within k ∈ {1, 2, 3, 15} distinct correlation blocks within each matrix. The distributions' discrete character with at most (k + 1) peaks can be clearly observed, and as k gets larger (e.g., k = 15) the TPP distribution appears more continuous. In fact a similar behaviour can also be observed for other sparse CCA methods.
Summing everything up, the simulation studies of this section support the theoretical derivation of the FDR-corrected sparse CCA method of Procedure 1. As expected, the method controls the false discovery rates at the specified level q very well, when applied to Gaussian data. This adds empirical evidence to the properties implied by the mathematical derivation. Moreover we observe that Procedure 1 achieves the best trade-off between FDR and TPR when compared to several other commonly-used sparse CCA methods. It generally outperforms the permutation based method of [2] and the very sparse 1 -penalized CCA (λ = 0.01) in terms of both FDR and TPR; and while some other methods (the 1 -penalized CCA with fixed λ = 0.3, or in conjunction with 5-fold CV) generally achieve a higher TPR, they perform poorly in terms of FDR in comparison to the proposed method.
B. Simulation Study With Non-Gaussian Data (Investigating Robustness to Distributional Assumptions)
In this section we consider more realistic simulation studies in the context of imaging genomics. The matrix X represents SNP data, which are not normally distributed, and the matrix Y represents approximately Gaussian features obtained from brain fMRI data. There are n = 956 subjects in the dataset (i.e., the number rows in X and in Y ). We use real SNP data, which are also used in the real data analysis of Section VI (see Section VI-A for more detail about the data), to generate X, as described in the following. First, within each gene, PCA is performed on the SNPs that correspond to that gene; i.e., for each gene, PCA is performed separately on a submatrix consisting of only those columns of the full SNP matrix which contain SNP data corresponding to that particular gene. Then, within each obtained gene-specific sub-matrix of principle components, only those principal components that explain at least 75% of the variance within that gene are kept as features for further analysis. The sub-matrices of features that were retained for each gene, when concatenated, constitute the full matrix of genomic features. Many of the resulting features are clearly non-Gaussian, because many variables are heavily skewed, and many are clearly discrete. 2 Of the generated 60372 genomic features, p X = 10000 variables are randomly selected to form the matrix X in each repetition of the simulation. The matrix Y is randomly sampled with independent standard normal entries, consisting of p Y = 10000 columns. We cross-correlate the data in X and Y via the following procedure. Given, the number of crosscorrelated features, s ∈ {1, 2, . . . , p}, where p := p X = p Y , and a parameter ρ XY ∈ (0, 1), we first generate a latent variable z ∈ R n with standard normal entries. Then, for each i ∈ {1, 2, . . . , s}, we replace the column x i of X with
and likewise we replace y i with
Thus, after the transformation, for the cross-correlated data it holds that
for all i, j ∈ {1, 2, . . . , s}. The considered numbers of crosscorrelated variables are s = 30, 60, 90, 120, 150. For the amount of cross-correlation we consider two choices, ρ XY = 0.5 and ρ XY = 0.9 (we restrict the presentation to positive cross-correlations, because negative cross-correlations did not yield any noticeable changes in the simulation results). The simulation with each combination of parameters is performed 1000 times.
We apply Procedure 1 with a target level q = 0.1 to this non-Gaussian dataset. In Step 2 of the procedure, we tune the penalty parameters such that the preliminary estimates u (0) and v (0) each contain approximately n/3 2 ≈ 160 nonzero entries (see Section V-A for a discussion of this choice). Figure 4a shows that the estimated FDR ( u) and FDR ( v) levels are always nearly equal to or below the target upper bound q. The FDR values are close to q when s is substantially below 160, which is the enforced number of non-zero entries in u (0) and v (0) . Figure 4b shows the estimated TPR ( u) and TPR ( v). As one would expect, the TPR values increase with an increase in s or in ρ XY . One drawback seen in Figure 4b is that our method is very low-powered in extremely sparse settings, more so than the results from Section V-A, which is explained by the higher dimensionality of the data here. To summarize, we conclude that the proposed procedure retains its FDR-controlling properties on this non-Gaussian dataset, which is structured similarly to the real data analysed in the next section. This gives us confidence on the application of the proposed procedure to real data.
VI. APPLICATION TO IMAGING GENOMICS
This section presents an application of Procedure 1, the proposed FDR-corrected sparse CCA procedure, to a large imaging genomics dataset. Our goal is to identify genomic regions which exhibit a significant relationship with brain functional connectivity measures, and vice versa. In Section VI-A, a brief description of the data as well as of the performed preprocessing steps is followed by a discussion of the presence of possible confounding factors in the data. Finally, in Section VI-B, we apply the proposed procedure to the dataset, and discuss the obtained results.
A. Data Acquisition, Pre-Processing, and Exploratory Analysis
The Philadelphia Neurodevelopmental Cohort [12] (PNC) is a large-scale collaborative study between the Brain Behaviour Laboratory at the University of Pennsylvania and the Children's Hospital of Philadelphia. It contains, among other modalities, an emotion identification (EMID) fMRI task, and SNP arrays for over 900 children, adolescents, and young adults.
The EMID task fMRI data were pre-processed using the software SPM12 [13] . The performed pre-processing steps included an adjustment for head movement, spatial normalization to standard MNI adult template (spatial resolution of 2mm × 2mm × 2mm), and a spatial smoothing with a 3mm FWHM Gaussian kernel. The influence of motion (6 parameters) was further addressed using a regression procedure, and the functional time series were band-pass filtered using a 0.01-0.1Hz frequency range. The pre-processed data were decomposed into subject-specific spatial maps and time courses using a group-level spatial ICA as implemented in the GIFT toolbox. 3 The number of components in group ICA was set to C = 100. For each subject i ∈ {1, 2, . . . , n} a functional connectome (FC) was estimated from the C subject-specific time courses as their C × C sample covariance matrix. Generally a subject's FC can be obtained by calculating Pearson correlations between the blood-oxygenation-level dependent (BOLD) time series corresponding to each pair of regions of interest (ROI) in the subject's brain. Here we chose to compute the stationary FC on group ICA time courses rather than on the BOLD time series directly, in order to consolidate the relevant signals within a smaller number of components. Each subject's estimated FC was flattened into a vector y i of length C(C−1)
constructed as the concatenation of the vectors y i as its rows, where i ∈ {1, 2, . . . , n}.
The SNP data available in PNC were acquired using 6 different platforms. We kept only the subjects genotyped by the four most commonly used platforms (all manufactured by Illumina). The PLINK software [14] was used for SNP data pre-processing, including Hardy-Weinberg equilibrium tests with significance level 1e−5 for genotyping errors, extraction of common SNPs (MAF > 5%), linkage disequilibrium pruning with threshold of 0.9 for highly correlated SNPs, and removal of SNPs with missing call rates > 10% and samples with missing SNPs > 5%. The remaining missing values were imputed by Minimac3 [15] using the reference genome from 1000 Genome Project 4 Phase 1 data. The resulting dataset contains values for 98804 SNPs, representing the presence of two minor alleles by 2, one minor allele by 1, and the absence of a minor allele by 0.
Of course the proposed FDR-corrected sparse CCA procedure addresses only one source of false discoveries -the multiple testing problem. In practice, false discoveries may arise due to other reasons as well, because the structure of real world data is typically more complex than the idealized mathematical description, and not all mathematical assumptions will be met. For example, in genomic studies, allele frequencies as well as the size and composition of linkage disequilibrium blocks may significantly differ between groups of subjects due to systematic ancestry differences, which may lead to spurious associations. Since the PNC samples are multi-ethnic and were acquired with multiple genotyping platforms, this issue needs to be properly addressed here. If the variability in ethnicity or genotyping platform (or some other unobserved external factor) affects only the SNP data, but does not affect the fMRI data, we expect our method to perform similarly well as observed empirically in the simulations of Section V-B, which verified the good behaviour of our method when applied to the real SNP data as X and a synthetic dataset as Y . However, the simulations of Section V-B do not cover the situation when a variable is related to both the SNP data and the fMRI data simultaneously, in which case it is in serious danger of becoming a confounder and yielding false discoveries. Commonly, principal component analysis (PCA) is used within an exploratory analysis context to investigate the presence of such confounding factors in genomic studies (e.g., see [16] , [17] ). After performing PCA on the SNP matrix and on the FC matrix, we investigated, in both cases, for potential relationships between the first 20 principle components (PCs) and external variables such as ethnicity, genotyping platform, and age. No external variables appeared to be strongly related to both the SNP values and the FC features simultaneously by the performed exploratory analyses. 5 When plotting PCs against each other, it is evident that ethnicity differences are strongly related to the first three SNP-specific PCs, whereas no such relationships were observed for the fMRI data. Similarly, a PCA analysis of the considered fMRI features indicated a clear relationship between the subjects' FC and age values, but (as expected) age shows no relationship with the SNP data. No noticeable associations with the genotyping platform differences or gender were observed from PCA analysis for the SNP data or the considered fMRI features in this dataset. Since no factors seem to have a clear relationship to both the genomic and the brain imaging data simultaneously, we proceeded with the application of the proposed FDR-corrected SCCA procedure to this dataset (we however revisit this issue once a set of features is identified by our method).
B. Identification of Cross-Correlations Between Genomic and Functional Brain Connectivity Features on PNC Data
We apply Procedure 1 to a matrix derived from the PNC SNP data and a matrix derived from the FC values resulting from the PNC EMID task fMRI data. The subset of PNC subjects for whom we have both types of data available is of size n = 811. Following the process applied in the simulations of Section V-B, in this analysis we tune the penalty parameters in Step 2 of Procedure 1 such that u (0) and v (0) each contain approximately n/3 2 ≈ 135 non-zero entries. Because we aim to capture all relevant genomic and brain imaging features within this limited number of non-zero entries of u (0) and v (0) respectively, we perform some feature engineering to focus the relevant signals within a smaller number of transformed features. For the SNP data this is accomplished by genespecific PCA transformations, as described in Section V-B. This reduces the dimensionality of the untransformed SNP data to p X = 60372 gene-level features, which form the matrix X. In addition to consolidating the genomic variability within a smaller number of derived features, the utilized approach also facilitates the interpretation of the findings, because each column of X directly corresponds to exactly one gene. The fMRI data is transformed to functional connectivity profiles, as described in Section VI-A, whereby we obtain FC measures on group ICA time courses rather than on the fMRI time series directly, in order to consolidate the relevant signals within a smaller number of components. The resulting matrix Y has p Y = 4950 columns (FC features). The columns of X and Y are standardized to have sample means equal to zero, and sample standard deviations equal to one. We apply Procedure 1 with an upper bound of q = 0.1 on the false discovery rates. When we split the data into subsets in Step 1 of Procedure 1, we ensure that the empirical joint distribution of variables representing ethnicity, genotyping platform, age group, and gender is consistent across the generated subsets. The obtained FDR-corrected sparse CCA solution { u, v} includes 129 genomic features and 107 FC features.
The sparse CCA results can help explain how genetic variation between subjects influences the subjects' functional brain connectivity as estimated from fMRI during an emotion identification task. For example, consider the top 10 most significant genomic features (when ranked by p-values from
Step 5 of Procedure 1). As summarized in Table I , for each gene we found previous studies of association with cognitive ability, brain development or connectivity, or neurodevelopmental disorders. This was expected given that a cognitive task was performed by the subjects during the MRI acquisition and that the PNC subjects belong to an age range (8-21 years) at which crucial processes of neurodevelopment are taking place. In fact, a recent study [18] observes a notable variability in the PNC cohort with respect to brain dysfunction, where in addition to a group of healthy controls consisting of 153 PNC subjects, three groups were found to have increased (prodromal) symptoms of attention deficit disorder (107 PNC subjects), schizophrenia (103 PNC subjects), and depression (85 PNC subjects). The FC features describe pair-wise interactions of group ICA components obtained from fMRI data (see Section VI-A). By extracting within each spatial component only the ROI corresponding to the activation coefficient with the largest absolute value, we can map the selected FC features to pairs of ROI (we use the definitions of the AAL parcellation map [19] ). The top 10 most significant FC features (according to p-values from Step 5 of Procedure 1) are shown in Table II . The analysis implies that activations in these ROI correspond to the processing of emotional faces, and are significantly regulated by the genomic differences across subjects. For the EMID task in PNC fMRI data the subjects viewed images of emotional faces and were asked to label the emotion displayed. A wide network of ROI is engaged during this task, because human faces are complex stimuli which require the performance of many subtasks such as basic visual processing, identification of other individuals, and extraction of nonverbal and affective information. Previous fMRI studies associate many of the detected ROI with the identification or processing of emotions. We find support in previous studies for all of the ROI shown in Table II . Studies of BOLD fMRI response to images of emotional faces identify increased positive activations in the superior temporal gyri and the middle occipital gyri in combination with negative activations in the superior frontal gyri [20] , positive activation in the middle frontal gyrus for individuals with schizophrenia [20] , and neural activity in the right angular gyrus in young subjects [21] . Additionally, it has been shown that the anterior cingulate cortex operates together with the lateral and medial prefrontal cortex (including the superior frontal gyrus) in order to regulate both cognitive and emotional processing [22] , [23] . Emotional processing has also been previously associated with activations in the supplementary motor area [23] . The superior temporal gyrus is also known to be associated with autism [24] (a condition that impairs the processing of emotional faces), while the calcarine fissure is involved in processing of visual information, and was also found to be selectively activated during the processing of faces in association with the intensity of the displayed emotion [25] .
Similarly we were able to find previous work that supports our findings for many other identified genes and brain regions. But because the rather large number of identified features prohibits the presentation of a full literature research for all of them, and because in this work we mainly focus on methodology development rather than on biological insights, we omit a further coverage of the possible biological implications of the CCA results here. However, we briefly revisit the concern expressed in Section VI-A regarding potential confounding effects in the application of our sparse CCA method to the PNC data. To investigate whether ethnicity differences may have substantially influenced the results, we extract a subsample consisting of all African American and Caucasian/white subjects from the analyzed data, consisting of 313 and 406 subjects respectively, while any other distinct ethnicity group had less than 10 subjects, and therefore was excluded from the following investigation. On this subsample we obtain an individual p-value of association with ethnicity for each genomic and for each FC feature using the ANOVA framework. A subset containing only the ANOVA p-values corresponding to the selected genomic (or FC) features is formed. Then a Kolmogorov-Smirnov test with significance level 0.05 is used to compare the empirical distribution of p-values within this subset to the empirical distribution of the whole set of ANOVA p-values, corresponding to the whole set of genomic (or respectively FC) features. This comparison yields that the genomic as well as the FC features selected as significant by our method indeed tend to exhibit a much stronger association with ethnicity than other genomic or FC features. Thus there is a possibility that some of the identified genomic and FC features may have been determined by systematic ancestry differences in the sample. The fact that we can find previous work that supports our finding provides evidence to the claim of no ethnic confounding, but unfortunately this question cannot be fully resolved without an analysis on new data. Using an analogous approach with respect to other external factors such as genotyping platform, age, and gender, no similar effects have been observed, supporting the initial conclusion of Section VI-A that these factors are not confounding the analysis.
To conclude, we have identified sparse sets of genes and FC features carrying a substantial amount of cross-correlation in a multi-ethnic cohort, 6 while correcting for the type of false discoveries which appear as cross-correlated due to random noise in a high-dimensional problem. These results, however, should be taken with care, because some of the identified cross-correlated features may represent indirect relationships by proxy of systematic ancestry differences.
VII. DISCUSSION
As discussed in Section I, model selection in sparse CCA, especially as it pertains to the unknown sparsity level, is largely an unsolved problem. In this work we have proposed a notion of FDR in the context of sparse CCA as a criterion for the selection of an appropriate sparsity level. At the same time we have proposed an FDR-corrected sparse CCA method, which is adaptive to the unknown true sparsity of the canonical vectors. With theoretical arguments and a series of simulation studies we have shown that the proposed method controls the FDR of sparse CCA estimators at a user-specified level.
Interestingly, even though our method was analytically derived under Gaussian assumptions, in the considered non-Gaussian simulations it still achieved FDR control. Thus it would be interesting to extend the theoretical argumentation for FDR control of the proposed method beyond the Gaussian scenarios. It would also be valuable to investigate better ways of selecting the sparsity constraints on the preliminary estimates u (0) and v (0) , such that all cross-correlated features of X and Y are identified. Especially in the high-dimensional case a trade-off arises, because when u (0) and v (0) are too dense, the applicability of the asymptotic distribution from Theorem 1 becomes questionable, and the FDR-correction step can significantly lose power. In fact, the FDR-correction step in our procedure would improve substantially, if we had a theoretical result which is analogous to Theorem 1 but regards v as a random variable and considers the asymptotic behaviour of X T Y v as p X , p Y → ∞. Furthermore, especially in highdimensional scenarios, the proposed method tends to be too conservative, having an FDR substantially below the nominal level. An adjustment that would result in an FDR equal to the nominal level is very desirable, because it would increase the detection power. These are the important theoretical questions that we leave for future research. As to the application in imaging genomics, there is clearly a potential for improvement in how the genomic and brain fMRI data are represented as features within X and Y . In Section VI-B we transformed the SNP data using PCA within each gene, and applied group ICA to the fMRI data, before the application of sparse CCA. This allowed us to select features at the gene and ROI level. Alternatively, one could apply sparse CCA to the untransformed {0, 1, 2}-valued SNP data and to voxel-wise fMRI contrasts, and then during the FDR-correction step one could consolidate the voxel specific p-values into a single p-value for each ROI, and the per-SNP p-values into genebased p-values, in order to obtain gene and ROI level results with possibly a higher detection power. Such an approach can be based on a statistically rigorous foundation by including a method analogous to VEGAS [58] (or a similar gene-based technique) as an additional step in Procedure 1.
In conclusion, we hope that this work can motivate a scholarly conversation and further research about FDR control in the context of sparse CCA.
APPENDIX A ASYMPTOTIC NORMALITY PROOF
In this Section we present the proof of Theorem 1. We need the following Lemma.
Lemma 1: Assume that A ∈ R p× p and B ∈ R p× p are symmetric matrices. Let S ∈ R p× p be a random matrix that follows a Wishart distribution with parameters ∈ R p× p , p and n. Then it holds that Cov (tr(AS), tr(B S)) = tr (2n A B ) . 
A. Proof of Theorem 1
Proof: Because the random vectors x (1) , y (1) , x (2) , y (2) , . . . , x (n) , y (n) are independent and identically distributed, and since
the multidimensional version of the Central Limit Theorem immediately gives
= Cov x (k) · y (k) T · v ,
for any k ∈ {1, 2, . . . , n}. Now, it is left to prove that the entries of µ and have the form specified in equations (9) and (10) .
Equation (9) follows directly from the linearity of expectation and the fact that all entries of X and Y are Gaussian with mean zero.
For notational convenience, denote A := X Y and w := 1 n X T Y v. In order to prove (10), we first observe that A T A ∼ W ( , p X + p Y , n), which denotes a Wishart distribution with parameters , ( p X + p Y ) and n, where is defined by equation (1) . We also observe that the entries of w can be written as
where e i ∈ R p denotes the i th standard basis vector in R p X .
Thus, using Lemma 16, we conclude that Cov(w i , w j ) = 2n · tr 1 2n
Moreover, we have that
where we used equation (17) and the fact that the random vectors x (1) , y (1) , x (2) , y (2) , . . . , x (n) , y (n) are independent and identically distributed. Finally, equation (18) combined with equation (19) yield equation (10) .
