Hydraulic models play an important role in determining flood inundation areas. When considering a wide array of one-(1D) and two-dimensional (2D) hydraulic models, selecting an appropriate model and its calibration are crucial in an accurate prediction of flood inundation. This study compares the performance of four commonly used 1D and 2D hydraulic models, including HEC-RAS 1D, HEC-RAS 2D, LISFLOOD-FP diffusive, and LISFLOOD-FP subgrid, with respect to their model structure and their sensitivity to surface roughness characterisation. Application of these models to four study reaches with different river geometry and roughness characterisation shows that for a given set of roughness condition, the geometry, including the sinuosity, reach length and floodplain width, does not affect the performance of a 1D or 2D model. Overall, the performance of a 1D model is comparable to the 2D models used in the study, with the 2D models showing slightly better results. The performance of 2D models is affected by low channel roughness, and it improves with increasing channel roughness that enables more water to enter into the floodplain. On the contrary, the performance of 1D model is positively affected with increasing floodplain roughness. When the models are evaluated for uniform versus distributed roughness characterisation in the floodplain, the uniform surface characterisation provides the best results compared to the distributed roughness characterisation.
for idealised environmental systems based on certain assumptions (Marsooli, Orton, Georgas, & Blumberg, 2016; Zhang, Feng, Maksimović, & Bates, 2016) . The structure of a hydraulic model can be described by its governing equations for river channel and floodplain as well as how these equations are solved in one (1D), two (2D), or three dimensions (3D). Accordingly, this structure dictates the physical description of the river geometry in the model. For example, a river is described by a set of discrete cross-sections in a 1D model; whereas it is described by a continuous mesh in a 2D model. The 2D mesh can be defined either by a raster grid, a mesh of equal size square cells, or a network of triangular or irregular cells. A 1D model assumes that the water moves only longitudinally in the direction of the river, a 2D model assumes that water moves both longitudinally and laterally, and a 3D model assumes vertical movement in addition to the 2D flow. Some models couple 1D with 2D depending on how the water is flowing in the main channel and in the floodplains. Thus depending on the model structure and its parameterisation, a flood simulation and the subsequent inundation can be very different based on the river morphologic characteristics and hydrodynamics (Beck, 2016; Blöschl, Reszler, & Komma, 2008; Cook & Merwade, 2009; Pappenberger et al., 2006; Prestininzi, Di Baldassarre, Schumann, & Bates, 2011) . The result from a single hydraulic model provides just one possible realisation of the flood extent without capturing the uncertainty associated with the physical representation of the river in the model, its governing equation or parameters.
Selection of model structure plays a significant role in accurate simulation and prediction of floods. Although previous studies (Alho & Aaltonen, 2008; Horritt & Bates, 2001b; Leandro, Chen, Djordjević, & Savić, 2009; Vojinovic & Tutulic, 2009 ) have compared the performance of 1D and 2D models, evaluation of recently released models such as HEC-RAS 2D and LISFLOOD-FP (subgrid) needs to be performed. Additionally, past studies focused on a single reach without considering the influence of variations in channel geometry, such as channel slope, cross-section shape, and floodplain width, on model performance. Most hydrodynamic models, irrespective of their structure, are greatly influenced by topography and surface roughness characterisation (Aronica, Hankin, & Beven, 1998; Elshorbagy et al., 2017; Fu, Hsu, & Duann, 2016; Horritt & Bates, 2001a; Pappenberger, Beven, Horritt, & Blazkova, 2005; Pourali, Arrowsmith, Chrisman, Matkan, & Mitchell, 2016) because both topography and roughness coefficients affect flow area and velocity. The role of topography on flood modelling has been discussed in many past studies (Bates, Marks, & Horritt, 2003; Bren & Gibbs, 1986; Cook & Merwade, 2009; Saksena & Merwade, 2015; Zhou, Causon, Mingham, & Ingram, 2004) , but the role of surface roughness has received less attention, especially within the context of model comparison. Specifically, the sensitivity of models to surface roughness characterisation in the channel and floodplain needs to be investigated. For example, in a reach scale study many calibrated hydraulic models have a uniform value of surface roughness for the entire floodplain and another value for the entire channel (Horritt & Bates, 2001b; Tayefi, Lane, Hardy, & Yu, 2007) . Therefore, the effect of applying uniform roughness for an entire floodplain compared to using distributed roughness based on land-use needs to be studied.
As noted above, most hydraulic modelling studies have been conducted on a single river segment or reach, but there is a growing interest now to create flood inundation maps for an entire stream network at regional to continental scales to facilitate flood preparedness and emergency response services. One of the models that has been used for large-scale applications is LISFLOOD-FP, which has been applied for the European continent (Alfieri et al., 2014) , lower Zambezi River (Schumann et al., 2013) , and the Amazonian region (Wilson et al., 2007) . AutoRAPID is another model that incorporates a continental scale river routing model known as Routing Application for Parallel Computation of Discharge (RAPID) with a regional scale flood delineation model called AutoRoute (Follum, Tavakoly, Niemann, & Snow, 2017) . It has been used in generating flood inundation extents for the Midwestern United States (Tavakoly, 2015) . When a hydraulic model is used over a larger region, its calibration and validation are limited to only a few reaches where data are available (Schumann et al., 2013; Wilson et al., 2007) . As a result, a model that performs satisfactorily for one reach with one set of parameters may not perform equally on another reach, thus requiring a newer set of parameters. Under such circumstances, it becomes critical to know the limitations of a given model in simulating river hydraulics under different physical settings within a large basin.
Considering the above discussion on the role of hydraulic model structure and parameterisation in simulating floods under different settings, this study aims to compare the performances of multiple hydraulic models in generating flood inundation extents under different geophysical settings. Specifically, HEC-RAS 1D, HEC-RAS 2D, LISFLOOD-FP diffusive, and LISFLOOD-FP subgrid are used to answer the following questions: (a) What is the impact of models structure in simulating flood extents for identical input data and boundary conditions?; (b) What is the influence of channel surface roughness and floodplain surface roughness in simulating flood extents?; and (c) What is the relative influence of distributed versus uniform floodplain surface roughness characterisation on the performance of a hydraulic model?
| STUDY AREAS AND DATA
This study aims to explore the effect of model structure and roughness characterisation on hydraulic modelling. Four study reaches are selected in this study, including the White River and Black River in Arkansas, East Fork White River (East River hereafter), and Flatrock River in Indiana (Figure 1 and Table 1 ). These study areas provide distinct topographical, geomorphic, and climate settings, varying reach lengths, sinuosity, and floodplain width, thus offering good test beds for addressing the study objectives. With regard to model structure, the flow in a relatively straight channel with a valley-shaped floodplain topography can be considered 1D, and a 2D model may not provide significant improvement in flow hydrodynamics . The Flatrock reach, the shortest and relatively straight among the study reaches, fits this criteria. Assuming that 2D effects will dominate the flow hydrodynamics with increasing sinuosity of a stream reach (Finaud-Guyot, Delenne, Guinot, & Llovel, 2011) , the study reaches provide a range of sinuosity values as presented in Table 1 to test the validity of this assumption. Similarly, 2D effects will dominate in a relatively flat and wider floodplain, such as that of the White River, compared to a narrow valley-shaped floodplain (Mark, Weesakul, Apirumanekul, Aroonnet, & Djordjević, 2004) . Finally, the distinct land use and floodplain topography of the study reaches will be useful in testing the effect of roughness characterisation using 1D and 2D models. Besides meeting the criteria needed to accomplish the objectives of this study, the selected reaches have a history of flooding, along with the availability of inundation data for some past events.
Hydraulic modelling of each study reach is conducted by using flow data of a historical flood event from an upstream United States Geological Survey (USGS) gauging station ( Table 1 ). The flow hydrographs for the study reaches are presented in Figure 2 , but to reduce the simulation time, the models are run for only days when the water level is above the flood stage as described by the National Oceanic and Atmospheric Administration's Advanced Hydrologic Prediction Service (NOAA, 2015) . Hydraulic models are validated using reference flood inundation maps that are derived using either the Landsat images (Dimitriadis et al., 2016; Mueller et al., 2016) or ground survey-based high water marks. The Landsat images of flood inundation for White River and Black River can be found at USGS Earth Explorer website (USGS, 2015) , which are classified into water and non-water areas with a supervised classification technique through ERDAS Imagine software. The ground survey-based high water marks for June 7-9, 2008 floods at East River and Flatrock River are available from USGS (USGS, 2008) . All these reference maps (Figure 1 ) are treated as truth for this study to verify the model performance while the uncertainty associated with the data acquisition and analysis are neglected. The topography and land use data set for all study areas are obtained in the form of National Elevation Dataset 30 m Digital Elevation Models (DEMs) (USGS, 1998) and National land cover data set (NLCD) 2011 land use (MRLC, 2011), respectively.
| MODEL DESCRIPTION
Four hydraulic models are used in this study, including HEC-RAS 1D, HEC-RAS 2D, LISFLOOD-FP diffusive FIGURE 1 Layout map of study reaches and observed inundation for the selected event version, and LISFLOOD-FP subgrid version. The first two models are developed by the United States Army Corps of Engineers Hydrologic Engineering Centre (Brunner, 2002; USACE, 2015) and the last two models are developed at Bristol University in the United Kingdom (Bates & De Roo, 2000; Neal, Schumann, & Bates, 2012) . HEC-RAS 1D (H1 hereafter) is a 1D hydraulic model that computes crosssectional average water surface elevation (WSE) and velocity at discrete cross-sections by solving a full version of 1D Saint-Venant Equations (1-4) (USACE, 2015) using the implicit finite difference method. The calculated 1D WSE is then transferred to 2D inundation extent by: (a) linearly interpolating the WSE to create a water surface grid and (b) subtracting the DEM from the water surface over the floodplain. Grid cells with positive results are designated as flooded. 
where Q is the total flow down the reach, x c and x f are distances along the channel and floodplain, A (A c , A f ) is the cross-sectional area in channel and floodplain, respectively, P is the wetted parameter, R c and R f are the hydraulic radius (A/P) for channel and floodplain, respectively, n is the Manning's roughness value and S is the friction slope. According to the conveyances K c and K f , φ determines how the flow is partitioned between the channel and floodplain. All HEC-RAS simulations performed in this study assume unsteady state flow conditions. HEC-RAS 2D 5.0 version (H2 hereafter) is a recently developed hydrodynamic model to include purely 2D flow routing within the unsteady flow analysis portion in the HEC-RAS model. The floodplain is represented in the model by one or several storage areas that are divided by mesh grids for calculation. The program solves either the full version of 2D Saint-Venant equations (Equations 1-4) or the 2D diffusive wave equations by ignoring inertial terms as per users' input over the floodplain and 1D SaintVenant equation inside the channel. The 1D channel and 2D floodplain needs to be linked using a lateral structure such as a levee. This study uses the 2D Saint-Venant equations that are solved with implicit finite volume algorithm for all floodplain simulations.
LISFLOOD-FP diffusive model (LD hereafter) is a raster based 1D and 2D coupled hydraulic model. Channel flow is simulated in 1D to capture the downstream propagation of a flood wave and the response of flow to free surface slope by using continuity and momentum Equations (5 and 6) (Bates, Neal, & Dabrowa, 2013) .
where Q is the volumetric flow rate in the channel and q is the flow into the channel from tributary and floodplain, A is the cross-sectional area of the flow, S 0 is the bed slope, n is Manning's coefficient of friction, P is wetted perimeter, and h is the flow depth. Floodplain flow is described in terms of continuity and momentum equation and discretised as a grid of square cells to represent 2D flow on the floodplain. The 2D flow over the floodplain is actually quasi-2D in LISFLOOD-FP diffusive and subgrid solvers, but to keep the major distinction between 1D and 2D consistent, LIDFLOOD-FP is referred as 2D in this study. Flow between adjacent cells is calculated based on the free surface slope using Equations (7) and (8) .
where h i,j is free water surface height at the node (i,j), n is the Manning's friction coefficient for the floodplain, Δx and Δy are the cell dimensions, Q x and Q y represents the volumetric flow rate along x and y direction, respectively, and h flow describes the depth available for flow. The numerical scheme of LISFLOOD-FP subgrid model (LS hereafter) is based on an extension of the LISFLOOD-FP base model (Bates, Horritt, & Fewtrell, 2010) to incorporate a subgrid scale representation of channelised flows. The subgrid version enables a river channel with any width below that of the DEM grid resolution to be simulated in the model (Neal et al., 2012; Schumann et al., 2013) . In addition, channels are not necessarily assumed to be wide and rectangular in LS where hydraulic radius is assumed to be equal to water depth. Thus, LS can be used to simulate relatively small, narrow, deep channels. By considering the flow from channel and floodplain, the momentum equation for channel, momentum equation for floodplain and continuity equations for LISFLOOD subgrid solver are described by Equations (9)- (11) , respectively. 
where Q is the total volumetric flow rate, Q c and Q f are volumetric flow rate in channel and floodplain, respectively, A c is the cross-sectional area for the channel, S c and S f are the friction slope in the main channel and floodplain, respectively, n c and n f are the Manning's n friction coefficients for the channel and floodplain, respectively, i and j are cell spatial indices in x and y directions, respectively, q f is the unit width flow rate for floodplain, Δx is the cell width and w c is the channel width. Some studies (Bladé et al., 2012; Dimitriadis et al., 2016; have shown that H1 model is efficient and could reach similar levels of performance compared with 2D models. However, when the 1D model crosssections spacing is greater than the element size of 2D models in the floodplain, H1 can be deficient in simulating complex floodplain processes (Bladé et al., 2012; Huang, Rauberg, Apel, Disse, & Lindenschmidt, 2007 ). The H2 model has shown to produce good results by solving the full Saint-Venant equation in 2D on the floodplain (MoralesHernández, García-Navarro, Burguete, & Brufau, 2013; Quiroga, Kure, Udo, & Mano, 2016; Şensoy, Uysal, & Şor-man, 2016 ), but it comes at a higher computational cost compared to H1. Even though the LD model neglects the channel-floodplain momentum transfer and the effects of advection and secondary circulation on mass transfer (Guidolin et al., 2016) , its simple way of coupling 1D channel with 2D floodplain provides better representation of the real system compared to LS (Aronica, Bates, & Horritt, 2002; . LS considers both mass and momentum transfer terms between channel and floodplain and it includes subgrid channel representations on the floodplain to increase the model simulation accuracy (Wood et al., 2016) , but a major shortcoming of LS is the use of global channel parameterisation (Neal et al., 2012) .
| METHODOLOGY
This study involves the following steps for each reach ( model simulated flood inundation extent with the reference flood map using common performance measures, including the fit (F) index, correctness (C) index, and inundation area (Alfieri et al., 2014; Sangwan & Merwade, 2015) . Due to the lack of observed flood maps in time, and to enable fair comparison among the four models, including their sensitivity to channel roughness description, all simulations are conducted without calibration.
| Assigning distributed floodplain surface roughness based on land-use map
The flood events included in this study occurred between 2008 and 2015, so the NLCD 2011 land-use data are used to assign Manning's n for all areas in the floodplain (Figure 4 ). This roughness characterisation is referred to as "distributed roughness" in this study. The White River floodplain is characterised by the woody wetlands on the downstream side of the reach and cropland on the upstream. Black River has a narrow cropland floodplain; East River also has a cropland type floodplain but it is relatively wide. Flatrock River has cropland on one side and a combination of deciduous forest and cropland on the other side. Different land-use categories allow computation of flow resistance coefficients using measured or predicted floodplain and riparian vegetation properties (Shields Jr, Coulton, & Nepf, 2017) . The Manning's n value for each land-use characterisation (Table. 2) is therefore assigned based on the values from previous studies (Kalyanapu, Burian, & McPherson, 2010; McCuen, 1989) . 
| Flood modelling and inundation mapping
Setting up an H1 or H2 model using HEC-GeoRAS (Ackerman, 2005; Dysarz, Wicher-Dysarz, & Sojka, 2014) requires the description of channel geometry, which is mainly provided in the form of cross-sections at multiple locations along the channel, and bank lines to delineate the flow domains (channel and floodplain) as well as flow path lines to compute distances along the flow. HEC-GeoRAS is also used for post-processing the H1 model output and generating flood inundation extents. Besides the elevation raster, input data for LD and LS models include the description of stream centreline along with its ground profile and related attributes such as the average river width, slope, and surface roughness.
Hydraulic models are generally calibrated by changing the Manning's n for the channel and the floodplain when simulating flood inundation extents. To investigate the effect of Manning's n on 1D and 2D simulations, two modelling scenarios are created for H1, H2, LD, and LS models based on the roughness characterisation in the channel and on the floodplain (Table 3 ). The first modelling scenario is designed to evaluate the effect of channel surface roughness on model performance by changing the channel Manning's n for each simulation, and keeping the distributed Manning's n for the floodplain unchanged. Nine simulations are performed with each model by changing the channel Manning's n from 0.01 to 0.05, with an increment of 0.005. This results in 36 simulations for each study site and a total of 144 simulations for this scenario. When conducting hydraulic simulations for all four models, the flow input and boundary conditions remain unchanged.
In the second scenario, the effect of floodplain surface roughness on model performance is investigated by keeping the channel Manning's n value at 0.03 and using different uniformly assigned floodplain Manning's n for each simulation. While the distributed floodplain roughness is available for all the study reaches from the land use, the objective of creating this scenario is to test whether and to what extent a single roughness value for the entire floodplain affects the hydrodynamic simulation compared to distributed roughness characterisation. Accordingly, five floodplain Manning's n values ranging from 0.03 to 0.15 with an increment of 0.03 are adopted based on its common range as found in previous studies . A Manning's n of 0.03 is representative of a channel that is clean, straight, full stage, no rifts, or deep pools (Te Chow, 1959) . In addition, 0.03 is also the mean of the channel surface roughness values, ranging from 0.01 to 0.05, used in this study, and also the range suggested for the LISFLOOD-FP model user manual . In this scenario, five simulations are created for each model at one study reach, thus generating a total of 80 simulations.
| Comparison of flood inundation maps
Results from all simulations are compared with inundation extents derived for each site from Landsat images on a single day during the flooding. To enable the comparison, inundation results from each model are extracted for the same day when the images were collected, and are examined using a comparison map and three performance measures: F index (Equation (12)), C index (Equation (13)), and flood inundation area. The comparison map divides the simulated inundation extents into three categories as fit, overestimation, and underestimation.
where A o refers to the observed area of inundation, A m is the model simulated flood inundation area, and A om refers to an area that is both observed and simulated as inundated. Both F and C indices range from 0 to 100. A value of F = 100 means a perfect match between observed and predicted areas of inundation, and a lower F indicates discrepancy between the two. The C index describes the percentage of the reference flood extent that is correctly predicted by the model output. Similarly, a value of C = 100 means all of the model extent falls within the reference extent, and a value of zero means the model prediction misses all of the reference flood map extent.
| RESULTS

| Influence of model structure on simulated inundation extent
Three sets of comparison maps for Scenario 1 are shown in Figures 5-7 to show the performance of each model for the study reaches by using three distinct uniform Manning's n values for the channel (n ch = 0.01, n ch = 0.03, and n ch = 0.05) and the same distributed floodplain roughness values. Figures 5-7 indicate that the H1 model performs better for White River, Black River, and Flatrock River than the H2 model when the channel Manning's n is low, but as the channel Manning's n increases, H2 performs better than H1. When the channel surface roughness is really small, the flow depth is low to completely inundate the floodplain. When the channel surface roughness increases, flow velocity decreases and the flow depth increases to enter into the floodplain. Once water propagates into the floodplain, the H2 model performs better than the H1 model by capturing the floodplain dynamics in 2D (Dimitriadis et al., 2016; Manfreda et al., 2015) . Moreover, when channel roughness (n ch ) is small, the partition variable φ becomes larger and more water is routed inside the channel (Equation 3). Manning's n values. This portion of the Flatrock River floodplain has a steep natural rise in topography, and it is not simulated well by any of the models in the study. The elevation data used in this study correspond to the latest DEM from the USGS which was not available in 2008. It is possible that the difference in the observed and simulated inundation in this area is related to the discrepancy in the topography data that was used to interpolate the high water marks.
The difference in the behaviour of LD and LS models can be related to several factors, including how the channel is represented in the model, the topography of the study reaches, and model setup resolution. The LD model assumes the channel cross-section to be rectangular, which is not true for any of the study reach, but LS is able to better represent a relatively complex cross-section shape based on the hydraulic geometry theory. The LD model only considers mass transfer between channel and floodplain, but neglects channel-floodplain momentum transfer, and the effects of advection and secondary circulation on mass transfer. Equations (6)- (8) indicate that local acceleration and convective acceleration terms are neglected from the 1D Saint-Venant momentum equation (Equation (2)) for the LD model, but the LS model considers both mass and momentum transfer (local acceleration term in momentum Equations (9) and (10) between a river channel and floodplain. As a result, LS model provides more detailed information about whether a specific cell is flooded or not around the channel while the LD model gets almost all the cells near the channel flooded especially when surface roughness is high.
The LS model does not behave well at any channel roughness value for the northwest corner of the Flatrock River due to a rise of 1 m in topography. Performance of (1-4), which include the advection term, produces higher WSE for the H2 model (about 0.8 m higher than the 1 m rise in topography) to inundate the northwest corner. The LS model does not include advection term in its governing equation and the simulated WSE is 1.0 m less than H2 in the northwest corner of the Flatrock River. Additionally, the way these two models conduct a 2D floodplain calculation based either on mesh grids using finite volume method (H2 model) or raster cells using finite difference method (LS model) may also contribute to their difference.
Interestingly, only the 1D model (H1) generates acceptable results even when the channel roughness is small. Table 4 indicates that the H1 model produces higher average WSE at small channel roughness to inundate the northwest corner of the Flatrock River floodplain. For a similar reason, the H1 model performs well at low channel roughness for other study reaches as well. According to Te Chow (1959) , the roughness coefficient of a main channel in the natural stream that is winding and has some weeds, stones, pools and ineffective slopes and sections could reach up to 0.055. It is possible that the actual Manning's n for the study channels may be higher than 0.03 at which the 2D models with better physics provide better results than H1 does. On the other hand, H1 which may treat Manning's n as purely a calibration parameter, may give better results when the high WSE inundates the entire floodplain at low n ch values, thus providing a better match with the reference flood map. 
| Influence of channel surface roughness on model performance
Surface roughness plays an important role in simulating accurate flow hydrodynamics in both the channel and floodplain. The effect of channel Manning's n values on each model is evaluated by finding out the change in three performance measures: F and C indices (Figure 8 ) and inundation area (Figure 9) . Overall, H1, LD, and H2 models seem to be more sensitive to channel surface roughness at low n values compared with the LS model for the four study reaches as both F and C indices change with Manning's n for these three models. Interestingly, LS shows sensitivity to channel surface roughness only for the East River because the floodplain is relatively more heterogeneous in terms of topography. Thus, as the channel roughness increases more water flows overbank to inundate the floodplain and the inundation area increases with channel roughness. In the case of more homogeneous topography, much of the floodplain gets inundated with overbank flow thus showing insensitivity to the channel roughness.
In addition, the F and C indices show a sudden spike when the channel surface roughness increases beyond a certain value except for the East River. This is caused by the combined effect of the flow within the channel, the channel cross-sectional area, the channel slope and the definition of lateral structure in the H2 model. The large cross-sectional area keeps the flow in the channel up to a certain roughness value, thus underestimating the flood extent. Once the water enters the floodplain, the F and C indices show greater agreement with observed and simulated inundation extents. In the case of East River, which has a relatively high flow and small cross-sectional area, the water enters the floodplain even for low roughness values, thus eliminating the certain values for other reaches. This also explains why all models perform well for the East River using any channel roughness value. As expected, Figure 9 shows an increase in flood inundation area with higher channel surface roughness for all models (reference line shows the observed inundation area) as increased roughness creates higher flow depth and inundation. The relatively smaller increase in inundation area for the LS model rather than other models also indicates the relative insensitivity of this model to channel surface roughness.
| Effect of floodplain surface roughness on model performance
The simulation outputs from scenario 2 describe the model sensitivity to floodplain surface roughness when a single channel Manning's n (0.03 in this case) and single floodplain Manning's n value are used for each simulation. The comparison maps from Figures 10 and 11 together with the F and C indexes from Figure 12 show that H1 and LS models are relatively more sensitive to floodplain Manning's n value compared with the other two models. However, when results from Figure 12 are compared with results from Figure 8 , it is clear that floodplain roughness has relatively little effect on model simulation for both the White and Black River. In the case of these two rivers, the LD and H2 models' performance improves significantly when the channel roughness value is higher (greater than 0.03) as seen in Figure 8a and b. At higher channel roughness values, the increase in floodplain roughness does not affect the model simulation as seen in Figure 12 . The LD model's insensitivity to the floodplain surface roughness shows that floodplain processes (due to momentum effects) are unimportant in the model, which has also been found in other studies since the local acceleration and advection acceleration terms in the momentum equation (Equations (6)- (8)) are neglected in this model. The H1 model shows more sensitivity at a low floodplain roughness value, but as the n value increases, the results are less affected. As seen from Figures 10 and 11 , the floodplain inundation from the LS model increases for all reaches when the floodplain surface roughness changes from 0.06 to 0.12. Additionally, the F and C indices increase dramatically for the Flatrock River (about 30). Figure 13 shows that inundation area increases for both H1 and LS models as the floodplain surface roughness increases, but the change in the flood inundation area is not significant for the LD and H2 model. Similar to Figure 12, Figure 13 indicates that floodplain roughness plays a trivial role for water propagation on the floodplain process of LD and H2 models though it has a relatively significant effect for the H1 and LS model.
| Comparison of applying uniform versus distributed floodplain surface roughness
Scenario 1 included distributed Manning's n for the floodplain whereas scenario 2 included single Manning's n value for the floodplain in each simulation. As shown in Figures 8 and 12 , no matter single or distributed floodplain roughness values are used, the optimal solution that yielded the largest F and C indexes is typically not from a small channel or floodplain roughness value. This indicates that lower roughness values in the parameter space usually underestimate the friction and could not reflect the true roughness condition in reality for our study regions. In previous reach scale studies, combinations of singlechannel Manning's n and single floodplain Manning's n values are tested during the model calibration process to find out the combination that yields the best model performance. The question of whether the model performance will improve, when the distributed floodplain surface roughness is applied and the model is only calibrated by changing the channel Manning's n value, is investigated. From the simulation results in scenarios 1 and 2, the maximum F index value derived from utilising single floodplain Manning's n for each model is compared with the F index that resulted from using distributed floodplain Manning's n values when using a fixed channel Manning's n of 0.03 (Table 5) . Results indicate that the maximum F index corresponding to applying single floodplain Manning's n is comparable or even better compared to applying distributed floodplain surface roughness in most situations. In order to further reinforce this finding, scenario 2 simulations are repeated for other channel Manning's n values (0.01, 0.02, 0.04, and 0.05), yielding another 320 simulations. The largest F resulting from these simulations is then compared with the largest F resulting from simulations with distributed Manning's n in the floodplain. The results (Table 6) show that, in general, using distributed floodplain surface roughness gives a relatively poor performance compared to using single Manning's n for the floodplain. This is because a single floodplain Manning's n value results in more model parameter combinations and thus larger variance for the simulated inundation extents compared with distributed floodplain roughness values. Therefore, chance is higher for some of the generated inundation extents by combining single channel and floodplain to fit the observed inundation extent.
| CONCLUSIONS
Flood risk assessment and management rely on the accuracy of flood extent simulated by a hydrodynamic model. Faster and more accurate flood inundation predictions call for the end users to select an appropriate hydraulic model and its parameters that can balance his/her needs against model complexity and data requirements (Teng et al., 2017) . The differences in model structures in representing river geometry, governing equations and numerical discretisation as well as model parameterisation lead to different outputs. Four commonly used hydraulic models including HEC-RAS 1D model (H1), LISFLOOD-FP diffusive model (LD), LISFLOOD-FP subgrid model (LS), and HEC-RAS 2D model (H2) are used with same input data and boundary condition to perform unsteady flow analysis for four historical flood events at four reaches in the United States.
The following conclusions are drawn in relation to the objectives of this study:
Impact of model structure
Overall for a given set of roughness conditions, the geometry, including the sinuosity, reach length and floodplain width, did not seem to play any major roles in dictating the performance of a 1D or 2D model. With regards to HEC-RAS 1D (H1) and HEC-RAS 2D (H2), H1 performed better for the Flatrock River at low channel roughness conditions. However, as more water entered the floodplain at high channel roughness values, the performance of H2 and H1 were comparable, with H2 providing a slightly better performance. Even for the most sinuous White river reach with the widest floodplain, H1's performance is comparable to the other 2D models. For all study sites, the performance of the subgrid version of LISFLOOD-FP (LS) was more stable Influence of channel surface roughness and floodplain surface roughness in simulating flood extents: channel roughness affected the performance of both H2 and LD, more so compared to the other two models. Both H2 and LD performed better when the channel roughness was high and let more water flow into the floodplain. Interestingly, H1 and LS were found to be more sensitive to floodplain roughness, and their performance improved as the floodplain roughness increased. Floodplain roughness did not affect the overall floodplain hydrodynamics in both the LD and H2 models for all study reaches. It is found that all models, that did not perform satisfactory for a given value of channel and floodplain roughness, improved with an increasing roughness value.
Relative influence of distributed versus uniform floodplain surface roughness characterisation Applying distributed floodplain roughness did not necessarily improve model performances for any reach included in the study. The conventional approach of using unique channel Manning's n value together with unique floodplain Manning's n value yielded better or similar results compared to using distributed floodplain roughness. It is possible that the water depth simulated in the floodplain may have some role to play in this finding, but this needs to be explored further.
Many past studies have shown 2D models to perform better than a 1D model with respect to hydrodynamics (Morales-Hernández et al., 2013; Quiroga et al., 2016; Şen-soy et al., 2016) , but in some cases, such as in steep topographies with no sinuous geometries, 1D models can give equally acceptable results. Application of 1D and 2D models for reaches with different topography and sinuous 
