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Abstract 
 
Surveys are a popular research tool often used in 
empirical software engineering studies. While 
researchers are urged to replicate existing surveys, 
such replication brings with it challenges. This paper 
presents a concrete example of a replication of a 
survey used to determine the extent of adoption of 
software development best practice.  The study 
replicated a European survey which was adapted and 
administered in a different context of Australian 
software development organisations. As well as 
discussing problems encountered, this paper presents a 
set of recommendations formulated to overcome 
identified challenges. Implementation of the 
recommendations will strengthen the value and 
contribution of surveys to the body of knowledge of 
empirical software engineering research. 
 
1. Introduction 
 
It has been claimed recently that the standard of 
empirical software engineering (SE) research is poor 
and that research guidelines are needed to improve the 
research and reporting process [1].  There is growing 
awareness of the need to aggregate empirical results to 
overcome difficulties in interpreting empirical studies, 
and to avoid ‘study graveyards’ [2]. 
Independent replication lies at the heart of scientific 
methodology [3].  Since no single study can 
simultaneously control all extraneous variables, 
replications by independent investigators are the only 
guarantee that a phenomenon is robust [4]. Although 
SE researchers are urged to replicate experiments and 
surveys [5], there is little advice in the field of software 
engineering about potential difficulties in undertaking 
such studies.  According to Basili, the act of replication 
is also a research problem, and researchers can learn 
from replication too, in the form of new insights [6].   
This paper commences with a discussion about the 
use of surveys in SE research citing examples of 
surveys which have made a significant contribution to 
the field.  The need for surveys as a means to 
determine the state of practice in SE, is then 
established with a summary of best practice adoption 
research.  The best practice survey conducted by the 
European Software Institute (ESI) is detailed and 
contrasted with the replication of the ESI survey in 
Queensland.  The analysis of the Queensland survey 
provides illustrations of specific difficulties in 
replicating surveys and provides the basis for a set of 
recommendations to assist researchers overcome such 
challenges. 
 
2. Surveys in SE research 
 
Many SE researchers have made effective use of 
surveys, with the results presented at conferences and 
published in academic journals.  A survey is defined as 
a ‘research technique in which information is gathered 
from a sample of people by use of a questionnaire’ [7].  
Surveys may be administered in person, or distributed 
by post, e-mail, or via the Internet.  Within the SE 
field, surveys are used for three main purposes: for 
market research (e.g. to determine the adoption of a 
CASE tool); to provide government agencies with 
information about the software industry for policy 
making; and, for research, often as part of higher 
education research qualifications.  There is an overlap 
between the last two purposes, as a government agency 
may sponsor a research centre or student to conduct a 
survey on its behalf. 
Page 1 
0-7803-9508-5/05/$20.00 ©2005 IEEE 
 
2.1. Prominent SE surveys 
 
One of the most well-known surveys was that used 
to determine the capability maturity level of 
organizations.  The Software Engineering Institute’s 
(SEI) capability maturity questionnaire of 1987 [8], 
along with its 1994 revision [9], has had a major 
influence on software development organisations, not 
only throughout the US Defense contractor population,  
but also globally [10]. Although the SEI questionnaire 
was intended to be used to assess the capability of 
software development groups by assessors in a face-to-
face interview setting, it has been mailed by 
researchers to organizations to report and compare 
capability maturity of developers in the US and Japan 
[11], Singapore [12], and Australia [13].  Another 
example of an often cited replicated survey also relates 
to the Capability Maturity Model (CMM).  In 1995, a 
mail survey was conducted to explore the benefits of 
CMM [14] and parts of that questionnaire have been 
replicated to gain feedback about the benefits of 
ISO/IEC 15504 (SPICE) [15].   
 
2.2. The role of surveys in determining current 
practice 
 
In 1987, Fred Brooks observed that ‘the gap 
between the best software engineering practice and the 
average practice is very wide—perhaps wider than in 
any other engineering discipline’ [16].  The view that 
the state of practice lags far behind the state of the art 
is still widely held today [17, 18].   
Recently, SE research has been criticised on two 
counts.  Firstly, that researchers, while eagerly 
prescribing practices, are not aware of what 
practitioners are actually doing [19, 20]; and secondly, 
that many of the prescribed practices, methods, 
techniques and standards are not thoroughly evaluated 
[21, 22] and may not even be suitable for all software 
development organisations [23-26].  Surveys can help 
to redress these problems.  
Paulk, Goldenson and White [27] recommend the 
use of surveys to gain a ‘good feel for the breadth of 
deployment of specific techniques across industry’.  
Broad investigations on the actual state of software 
engineering are rarely done because ‘collecting the 
information is a huge effort, while few people appreciate 
the results’ [18].  Consequently, there are few empirical 
studies reported of actual software processes used [28, 
29].  Prior to instigating process improvement programs, 
it is imperative to have an understanding of current 
software development practices throughout the industry.   
The need for an industry-wide survey was highlighted 
in Australia in 1997, in a government report about the 
future of the Information and Communication 
Technology (ICT) industry.   The report recommended 
to ‘support the collection and dissemination of 
improved industry statistics and undertake regular 
benchmarking’ [30]. Surveys of the software 
development industry are essential to ensure policies 
relating to ICT are based on a factual representation of 
the industry.   
A survey is considered to be a feasible means of 
providing data for any study investigating the state of 
practice [31].  The replicated survey analysed in this 
paper provided a broad industry-wide snapshot of the 
adoption of best practice techniques in use throughout 
software development groups in Queensland. 
 
3. Software process best practice research 
 
Although many authors refer to software developers 
using dominant, prevalent, or common practices, there 
has been little research to date to document actual 
current use.  A survey conducted in 1992 found 
marked differences in the practices used by 102 
European firms compared to 326 Japanese companies  
[32], but a different study of software management 
practices in US, Japan and Western Europe concluded 
that, globally, firms appear to be remarkably similar in 
the practices used [33].  Other researchers have 
focused on a particular location or group of practices, 
for example, a survey of adoption of software 
processes of 280 companies in Singapore [12]; large 
US projects [34]; comparison of software practices in 
the US and Japan [35]; quality practices in the UK 
[36]; requirements engineering in Canada  [37]; 
comparison of Australian and US software 
development practices [38]; software metrics in 
Australia [39]; and project management practices in the 
US [40]. 
The most widely reported survey of best practice in 
Europe was that conducted by the ESI [29, 41].  This 
paper discusses the challenges encountered when the 
ESI survey was replicated in Queensland.  
 
3.1. ESI best practice survey 
 
In 1995, the European Commission (EC) launched 
the European Systems and Software Initiative (ESSI) 
program with the aim of motivating organisations to 
test and deploy software best practices.  The ESSI 
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program was administered by the ESI as part of the 
EC’s Information Technologies program [42].  
Organisations were encouraged to apply for EC 
funding to enable them to adopt a specific software 
process improvement (SPI) project in a real-life 
commercial environment over a period not exceeding 
18 months.  The ESSI program included a longitudinal 
study of European software practices to assess and 
monitor the level to which European software 
developers were adopting best practices.   
The ESI developed the Software Best Practices 
Questionnaire (SBPQ) to collect data for the ESSI 
program. Previous research in software process 
improvement, and popular models such as the CMM, 
Bootstrap and ISO 15504, influenced the development 
of the questionnaire.  On three occasions (between 
1995 and 1997), the questionnaire was distributed by 
the ESI as part of the call for proposals for ESSI 
funding.  Respondents were explicitly informed that 
the questionnaire was independent of the funding 
proposal review process [42]. 
A best practice is defined as ‘a management 
practice that is widely recognised as excellent and is 
recommended by most practitioners and experts in the 
field’ [43].  The SBPQ represents the ‘subjective 
consensual views of multiple experts’ [44], and 
comprises a subset of core software development 
practices extracted from recognised SPI models.   
The ESI survey instrument groups practices under 
five headings:  
• organisational issues: project management, 
change control, training programmes for managers 
• standards and processes: formal assessment of 
benefits and risks, management reviews, control of 
subcontractors, independent audits, coding 
standards, formal handovers, test planning 
• metrics: records of actual and estimated resources, 
error sources, test efficiency, computer 
performance, project tracking 
• control of the development process: accountability 
for estimates and schedules, requirements 
management, control of code and specification 
changes, regression testing 
• tools and technology: use of design notations, 
automated testing tools, prototyping, data 
dictionary, project management tools. 
The content of the questionnaire has been criticised 
on two counts by Dutta and Van Wassenhove [44]: 
firstly, it overlooks important issues related to 
organisational and customer-supplier management; and 
secondly, it does not including practices associated 
with high maturity organisations (for example, CMM 
level four and five practices).  
However, despite its shortcomings, the ESI study 
yielded valuable findings from the analysis of the 
1,279 responses received over three years.  There were 
463 responses to the first survey in March 1995 from 
17 countries and representing 33 industry sectors [41]. 
The second survey was conducted in mid 1996 and 
received 488 responses from 17 countries representing 
34 industry sectors [41]. 
The third and final survey in 1997 generated 397 
responses [43] and showed ‘wide variation in both 
awareness and application of process improvement 
techniques’ [42]. Overall, the respondents had adopted 
51 percent of all practices.  European organisations 
were urged to become more aware of best practices and 
process improvement techniques as the European 
software industry was lagging behind the US in terms 
of awareness and application of SPI [42]. 
Many of the organisations which responded to the 
SBPQ survey were successful in gaining EC funding to 
improve their software processes. Consequently, there 
has emerged a valuable body of single-case studies 
detailing the effectiveness of specific SPI initiatives in 
small and medium-sized European companies.  
 
3.2. Queensland survey 
 
To overcome constraints of time and cost, and to 
enable comparison of the adoption of best practice by 
Queensland organizations with their European 
counterparts, the ESI was approached for permission to 
replicate their questionnaire. The survey, which formed 
part of the Australian National Industry Improvement 
Program (NIIP), was supported by Software 
Engineering Australia (SEA) Queensland, and Griffith 
University’s Software Quality Institute (SQI).  The 
intention was to conduct the survey initially in 
Queensland, then later in other Australian states.  
Practice adoption level and organisation adoption 
level are the dependent variables and care was taken to 
maintain consistency in terms of scales and items to 
ensure that comparisons with previous studies could be 
made.  A mail survey was chosen as the data collection 
method to provide a quick, inexpensive, efficient, and 
accurate means of assessing information about the 
population [7]. 
The unit of analysis for the survey was any 
Queensland organisation undertaking software 
development.  The target population included all 
organisations in Queensland which develop software 
for sale as well as in-house software development 
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groups within organizations, in effect, a census.  Rather 
than identify a sample of the population, the aim was to 
reach the entire population of organisations which 
develop software.   
A list of 5,600 likely organisations was compiled 
from various databases and contact lists from the 
Queensland Government’s Information Industries 
Bureau (IIB), SEA (Qld), SQI, MIS 3000 [45] and 
Australia On Disk [46] databases. 
The questionnaire was pre-tested using face-to-face 
interviews with two key informants, and further 
feedback was received from a SEA Board member. 
During the pre-test, concerns were raised about the 
section headings and question groupings of the ESI 
questionnaire (such as metrics, standards and 
procedures, control of development process).  As the 
more technically complex questions may evoke 
feelings of anxiety or inadequacy, it was decided to 
group the questions in the software development 
lifecycle sequence so that less experienced software 
developers would not be intimidated by the section 
headings, and thus respond more readily.  The five new 
headings used were Requirements and Design; Code 
and Test; Configuration Management; Estimates and 
Schedules; and Project Management and Training.  
The first part of the questionnaire sought 
demographic information.  The second part listed 44 
questions pertaining to the use of software 
development practices, and two new questions about 
programming languages and tools.  The third and final 
part provided space for respondents to record which 
aspects of software development needed improvement 
and to suggest how SEA could help. 
In January 1999, 5,634 questionnaires were mailed 
with a cover letter and reply-paid envelope to 
organisations identified as possible software 
developers.   
 
3.3. Summary of results from Queensland 
survey 
 
The survey responses, representing 203 
organisations, indicate that Queensland organisations 
involved in software development have adopted, on 
average, almost half of the best practices listed in the 
questionnaire.  
The survey results show that wide variation exists in 
the adoption of best practice.  Firstly, some of the 
practices, especially those relating to project 
management planning and customer involvement, are 
widely adopted, but others, in particular the use of 
metrics for estimating and testing, are barely used by 
the organisations which responded to the survey.  
Generally, practices of a technical nature are more 
widely adopted compared to techniques related to 
support and management.  Secondly, considering the 
level of adoption by organisations, wide variation was 
recorded as well.  Furthermore, higher adoption levels 
are associated with large development teams, and with 
organisations which develop commercial-off-the-shelf 
(COTS) systems.  For those not developing COTS 
systems, the organisations from the utilities, finance 
and insurance sectors exhibited highest adoption of 
best practice, with mining and education sectors the 
lowest. 
The survey provided a snapshot of the current state 
of practice of Queensland development organisations. 
Comparing the results from this survey with earlier 
results from Europeans countries, as shown in table 1, 
the overall adoption of best practice by Queensland 
organisations is comparable to European firms. 
 
Table 1. Summary of Overall Adoption 
Levels 
Location Year N Adoption 
Europe 1995 425 49% 
Europe 1997 397 51% 
Queensland COTS 1999 87 52% 
Queensland non-COTS 1999 116 44% 
Queensland All 1999 203 48% 
 
In the next section, challenges and limitations 
encountered in replicating the ESI survey and data 
analysis are discussed.   
 
4. Analysis and discussion 
 
The analysis of the Queensland survey highlighted a 
number of important issues related to the replication of 
the ESI survey.  The following discussion focuses on 
the content of the questionnaire, interpretation of 
questions by respondents, reliability of data, 
generalisability of results, and statistical analysis.  
 
4.1. Currency of best practice techniques 
 
As stated earlier, the content of the ESI 
questionnaire has been criticised for not covering all 
possible best practice, specifically that it overlooks 
important issues related to organisational and 
customer-supplier management; and it does not include 
high capability level practices [44].  When the best 
practice questionnaire was mapped to the ISO/IEC TR 
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15504-2 processes [47], it became apparent that the 
best practice questionnaire did not cover the base 
practices in 13 of the 24 processes included in ISO/IEC 
TR 15504 [48].  Considering the rigour and effort 
invested in the formulation of ISO/IEC TR 15504, 
these processes it includes must be considered to be 
important, to be best practice.  The best practice 
questionnaire heavily emphasises project management, 
but has no practices relating to risk management, 
measurement, validation, joint review or audit. There is 
only one question in the best practice questionnaire 
which is not covered in ISO/IEC TR 15504: do 
procedures exist to ensure that the functionality, 
strengths, and weaknesses of the system which the 
software is replacing are formally reviewed?  
As world class standards are dynamic, best practices 
may be temporary [49], especially in software 
engineering which has frequently adapted to changes 
brought about by evolution of technology.  With the 
passage of time, best practice becomes standard 
practice as other superior practices emerge [50].  For 
example, agile software engineering methods are now 
promoted as best practice.  Proponents of agile 
methods would compile a set of best practice 
techniques focussed on customer satisfaction and early 
incremental delivery of software; small highly 
motivated project teams; informal methods; minimal 
software engineering work products; overall 
development simplicity stressing delivery over analysis 
and design; and active and continuous communication 
between developers and customers [51]. 
Prior to the Queensland survey execution, one of the 
members of the SEA National Board questioned the 
relevance of the techniques in the survey to COTS 
developers.  The point raised was that COTS 
developers may be using excellent practices which are 
not included in the ESI questionnaire, for example, 
management of Beta tests.  Jones [52] notes that Beta 
testing has been used since the 1960s, and Cusumano 
et al. [53] reported its widespread use at 73 percent.  
Therefore, it is recognised that the items from the ESI 
questionnaire may not provide an entirely valid 
measurement of best practice across the software 
industry.  This point is acknowledged by the ESI: 
‘progress in software engineering may not be visible 
along dimensions measured in the survey’ [54]. 
Another issue to consider is that software practices 
may have changed significantly in the six years 
between the design of the ESI questionnaire and its use 
in the Queensland survey.  For example, reuse is now 
recognised as one of the most valuable software 
engineering practices [55], but is not included in the 
ESI questionnaire.  So while longitudinal studies such 
as that undertaken by the ESI are valuable in mapping 
the take-up rate of recommended techniques and 
practices, the data collection tools need to be kept up-
to-date while still providing comparative data.  This 
presents a particular challenge to researchers as 
modifying the questionnaire may result in findings 
which are not directly comparable with the findings 
from the original survey. 
 
4.2. Interpretation by respondents 
 
A further issue concerns how the respondents may 
have interpreted the questions.  Many of the survey 
questions were worded ‘does a procedure exist …’ and 
some respondents may have interpreted this in different 
ways. For example, is there a documented procedure? 
If so, is it used in all projects? Some may have 
responded yes if they occasionally perform the 
practice, although the procedure may not be 
documented at all.  For each of the 44 questions about 
best practice, possible responses were yes, no, not 
applicable or blank. Perhaps, rather than yes/no options 
for the adoption questions, the provision of a scale—
for example, all projects; for some projects; no/not 
applicable; don’t know—may have improved the 
precision of the data collected. 
 
4.3. Response rate 
 
To determine the effective response rate, de Vaus 
[56] advises basing the calculation on the proportion of 
eligible organisations who received the questionnaire.  
From the 5,634 organisations to whom questionnaires 
were mailed, 408 were returned to the researcher by 
Australia Post as undeliverable, therefore, 5,226 were 
received by organisations. Of the 563 questionnaires 
completed and returned, 63 percent (354) were out of 
scope (i.e. non-developers). Applying this proportion 
to the number of organisations who received 
questionnaires, it is estimated that 3,544 would have 
been non-developers, leaving 2,090 in-scope sample 
elements. Of these, 209 organisations responded, 
giving an effective response rate of 10 percent.   
The Queensland response rate was disappointing, 
but within the typical range of 10-20 percent for mail 
surveys to business establishments [57].  Recent large 
scale surveys of software development practices 
received response rates of 8.4 percent and 13.3 percent 
respectively [58, 59].  
In contrast to the wide coverage of the Queensland 
survey, the ESI questionnaire was administered only to 
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European firms seeking European Union (EU) funding, 
in effect, a self-selected sample.  The response rates to 
the ESI surveys have not been published.   
 
4.4. External validity issues 
 
External validity refers to the ability to generalise 
the results of the research to the external environment 
[7], and can be improved through replication of the 
study in other places, with different people, at another 
time.  The ESI results can be generalised to European 
software development organisations requesting EU 
funding for software process improvement.   
However, for the Queensland study, the extent to 
which the findings can be generalised to Queensland 
software development organisations hinges on whether 
the respondents are representative of software 
development organisations in Queensland.  By using a 
census, rather than a random sample, sampling frame 
errors were avoided.  The extent of representativeness 
was determined by comparing characteristics of the 
responses against the Queensland software industry 
profile.  The responses included in-house, as well as 
commercial, developers; the proportion of small 
organisations was consistent with the industry 
proportion of small firms; and regional and remote 
organisations were represented in the responses.  
Therefore, the responses appear to present a balanced 
coverage of a wide range of software development 
organisations, with a possible bias towards those 
interested enough to take the time to complete the 
questionnaire. 
Therefore, as the ESI survey represented firms 
applying for EU finding for SPI, and the Queensland 
questionnaires were mass mailed to a large number of 
organisations, consideration needs to be given to how 
the difference in motivation of the respondents may 
have affected the comparability and generalisability of 
the results. 
 
4.5. Reliability issues 
 
In any survey, respondents may knowingly give 
untrue or misleading answers [60].  It is difficult to 
obtain reliable data about current practice because 
developers are reluctant to admit that they are 
producing poor software [61].  It is also possible that 
some survey respondents experienced evaluation 
apprehension. Fearing failure, respondents may have 
wished to show their organisation in a more positive 
light, or may have provided the ‘correct’ answers—in 
other words, the responses they thought the researcher 
was seeking. 
Although the Queensland best practice 
questionnaire was addressed to the Software Manager 
by name or by title, the researcher had no control over 
who actually completed the form.  Also, it is possible 
that some respondents may not be aware of the actual 
extent of use of various software engineering practices 
within their organisations.  Prior studies have found 
that staff at different levels in software organisations 
reported inconsistent results when surveyed about 
actual use of software development practices [31, 62]. 
 
4.6. Statistical validity concerns 
 
Prior to undertaking any correlation analysis to 
statistically prove the association between adoption of 
best practice and variables such as organisation size, 
the characteristics of the Queensland data were 
explored in order to ensure the correct statistical 
approach was selected.  The assumption of normality is 
a prerequisite for many inferential statistical 
techniques.  The K-S (Lilliefors) statistic was 
calculated to assess if the distributions of practice 
adoption level and organisation adoption level were 
distributed normally.  Although practice adoption level 
exhibited a normal distribution, the significance level 
of this test on the variable organization adoption level 
was less than the required level of .05, indicating that 
normality cannot be assumed (Kolmogorov-Smirnov 
(Lilliefors statistic) =.067; df=203; p=.028).   
Smaller groups of responses were selected to assess 
the normality of organization adoption level within 
each group.  Groups were selected based on 
organization size, team size and the organisation’s 
primary involvement in the industry. The 
complimentary groups of non-COTS and COTS 
developers were the only subsets of responses which 
exhibited a normal distribution for the variable 
organisation adoption level.   
As the statistical analysis of the distribution of the 
variable organisation adoption level revealed that the 
responses fall into two distinct populations (COTS and 
non-COTS developers), subsequent tests involving the 
variable organisation adoption level were conducted 
separately for COTS and non-COTS organisations.  In 
the reports of the ESI survey data analysis, parametric 
tests were used and the characteristics of the 
distribution of the variables were not reported. 
Some researchers claim that useful studies can be 
conducted even when proscriptions are violated [63], 
however, others  disagree with this approach and assert 
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that a combination of descriptive and nonparametric 
techniques are adequate to establish the presence or 
absence of statistically significant correlations [64]. 
To provide guidance to software engineering 
managers, and possibly purchasers, Dutta, Lee and Van 
Wassenhove [42] assumed normality and used 
discriminant analysis to identify the practices which 
distinguish the ESI high level adopters from the low 
level adopters, and found four practices accounted for 
the greatest variance. 
Although the discriminant analysis requires that the 
variables are continuous and normally distributed 
(conditions not met by the Queensland survey data), it 
was decided to attempt the analysis in order to compare 
the Queensland survey results with the ESI results. As 
discriminant analysis cannot be calculated for variables 
with missing values, seven of the 44 questions which 
had a high proportion (>20%) of not applicable or 
missing values were excluded from this analysis.  The 
discriminant analysis identified only one question 
accounting for the variance between high and low 
overall adoption: Use of a formal procedure to produce 
software development effort, schedule, and cost 
estimates (Wilks Lambda=.001). 
However, due to the fact that the distribution was 
neither continuous nor normally distributed, both 
required conditions for use of the discriminant analysis 
test, and the responses indicated that many of the best 
practice questions were answered yes by the high 
adoption organisations and no by the low adopters, it 
was decided to conduct the non-parametric Fisher’s 
exact test to compare the responses of the 20 
Queensland high level adopters and 20 low adopter 
organisations for each question.  For Fisher’s exact 
tests, all 44 questions were included, and the cases 
were selected based solely on their overall adoption 
level (unlike in the discriminant analysis where cases 
with missing values were excluded).    It is recognised 
that some of the best practice questions are inter-
related to some degree, so to take this into account, the 
p value was multiplied by the number of questions (44) 
(Bonferroni correction as advised in [65]). 
In contrast to the discriminant analysis, Fisher’s 
exact test found that a significant difference existed 
between the high adoption group and the low adoption 
group for almost all the survey questions (40 of the 44 
questions).  This important result would not have been 
found if the analysis had been restricted to a replication 
of the ESI analysis. 
5. Recommendations 
 
After consideration of the issues discussed, 
recommendations are now formulated to provide 
guidance to researchers who are undertaking replicated 
surveys.   
It is recommended that. prior to adopting an existing 
survey instrument, researchers should consider the 
currency of the question items.  It may be necessary to 
conduct research to identify additional questions to 
bring the instrument up-to-date with current practice.  
The addition of more question items does not prevent 
the comparison of the new results with the original 
survey findings, but it does require care in reporting 
such comparisons.   
To capture more accurate information about 
practices used in organisations, researchers are urged 
to avoid the two-point ‘yes/no’ scale in favour  of a 
multi-point Likert-type scale such as ‘all projects, 
some projects, no/not applicable, don’t know’.  
Furthermore, researchers are advised to review the 
published statistical analysis from prior use of the 
survey instrument to assess if the analysis is rigorous 
and if the underlying assumptions are stated and not 
violated. 
To boost response rates, careful targeted sampling is 
recommended as businesses have built up a 
considerable resistance to answering mail surveys due 
to constant inundation with both mail and telephone 
surveys [66].  The costs incurred with printing and 
mailing to a large number of organisations may be 
reduced by use of web technology.   Web-based or 
emailed surveys are less expensive to distribute; it is 
easier to follow-up for non-respondents; responses do 
not need to be edited or keyed; and permission can be 
sought to use e-mail contact lists.  The Western 
Australian branch of SEA used this approach to 
distribute the Best Practice survey to its members.  To 
counter poor response rates, researchers should also 
consider designing their studies to complete the survey 
instrument in face-to-face meetings with developers.  
Although this approach incurs greater costs compared 
to mailed surveys, the data collected may be more 
reliable. 
Echoing advice provided by Kitchenham et al.  [1], 
researchers are urged to include full details in their 
publications to facilitate replication by others.  
Research publications should explain how the 
hypotheses were derived from theory, define the 
variables and state how the sample was selected.  The 
statistical tests and their underlying assumptions, and 
also the confidence level of each statistical test, should 
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be reported [67].  In practice, however, limitations on 
the length of research papers for conferences and 
journals make it difficult for researchers to include all 
those elements.  Perhaps researchers could provide 
detailed explanations on a web page, and provide the 
URL for interested readers.  The ESI publications 
include a copy of the survey instrument, a practice 
often overlooked by other researchers. 
Finally, researchers should be encouraged to 
collaborate with the researchers who reported the 
original findings [3].  Such communication will 
provide a clearer understanding of the motivation, 
context and limitations of the original study to the 
researcher undertaking the replication.  Lessons 
learned from the previous surveys can be incorporated 
into the replication to strengthen the instrument and 
analysis.  This type of participation benefits the 
software engineering research community by helping 
less experienced researchers to network with the 
established experts in the SE field.  
 
6. Conclusions 
 
Surveys are an essential tool for software 
engineering research and should be promoted to gather 
information about what software engineers actually do, 
and to evaluate prescribed practices, methods, tools 
and standards.    
Despite the potential pitfalls and challenges, such as 
those discussed in this paper, researchers should be 
encouraged to replicate surveys as replication and 
refinement provides stronger constructs and variables, 
and adds to the body of knowledge by building on 
previous studies.  Also, replicating an existing study 
can reduce the time needed to define the variables, to 
create the instrument, and to design the statistical tests.  
Efficiencies result in the presentation of more timely 
results, an important consideration in the fast-changing 
SE field.  
This paper has analysed problems encountered in 
replicating a European survey in an Australian context.  
From the analysis, recommendations have been 
formulated regarding the questionnaire content, 
response scale, sample selection, and statistical 
analysis.   These recommendations will help overcome 
some of the inherent problems in survey replication, 
and encourage researchers to replicate existing surveys 
to extend and strengthen the SE discipline. 
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