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Abstract 
 A computational methodology to model the spin-transition in the dinuclear 
iron(II) systems [Fe(bt)(NCX)2]2(µ-bpym) and [Fe(pypzH)(NCX)]2(µ-pypz)2 (X = S, 
Se or BH3) is presented. Using the hybrid meta-GGA exchange-correlation functional 
TPSSh, accurate values for the thermochemical quantities associated with the 
different spin-states can be computed, and subsequently used to calculate the 
corresponding transition temperatures. This results also allow for the correct modeling 
of the spin-crossover curve, in agreement with the two-step or single-step nature 
experimentally reported for the transition. Our results indicate that the presence or 
absence of a two-step transition is mostly dominated by electronic effects and 
cooperativity between binding pockets plays a minor role. Insight in the electronic 
structure effects that enhance or suppress this behavior and its origins can be outlined 
from direct analysis of the relevant d-based molecular orbitals, which allows for a 
quantitative computational prediction to screen for new dinuclear systems with 
selected properties. 
 
Keywords: Spin-Crossover, Density Functional Theory, Transition Temperature, 
dinuclear iron(II) complexes.  
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1. Introduction 
 Spin-Crossover (SCO) systems have been the focus of intense research in 
several scientific fields due to their intrinsic physical properties as molecular level 
switches. Since the first FeIII spin-crossover molecules were reported by Cambi and 
co-workers in 1931,1 the number of systems exhibiting spin-crossover has 
significantly grown and expanded to other coordination numbers, metal centers and 
oxidation states, and it has also been reported for systems with increasing nuclearity. 
This phenomena has been extensively covered in the literature,2-7 and spin-crossover 
systems continue providing with new and more sophisticated examples and 
applications, such as its incorporation in metal-organic frameworks for the design of 
spin-crossover materials. 8-13. The spin-crossover phenomenon may appear in systems 
in which states with different spin have similar electronic energies. In such cases, 
entropy favors the high-spin state and a transition from the low-spin state, observed at 
low-temperature, to the high-spin state, dominant at higher temperatures can be 
observed.2 Although thermal spin-crossover is by far the most studied way of 
inducing the transition, spin-crossover can be also controlled by means of external 
pressure, electromagnetic radiation (light) and electric fields.2, 14 Because the spin 
transition involves significant rearrangements in the electronic structure of the metal 
center, major changes in the physical properties of these molecules are observed upon 
the transition occurs. Such changes include different magnetic moments, changes in 
the electronic spectrum and sensible changes in the coordination geometry. It is 
precisely this fact what makes spin-crossover systems perfect candidates for actual 
technological applications in molecular level data storage systems or nanoscale 
sensing devices.14-18 
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 An intermediate point between mononuclear spin-crossover systems and spin-
crossover frameworks can be found in polymeric complexes including two or more 
metal centers able to undergo a spin transition. In these systems, the strong interaction 
between metal centers can lead to a higher cooperativity, which can in turn make the 
spin transition sharper, a highly pursued characteristic in order to use these systems in 
actual technological applications. Among the polynuclear SCO reported systems, 
dinuclear iron(II) complexes are the most widely studied, and its number has been 
steady growing over the last years.2, 8, 19-21 A key feature in these molecules is the 
presence or absence of a two-step transition, this is, the possibility that the transition 
occurs via a ”mixed” high-spin/low-spin [HS-LS] state. This intermediate spin-state 
has been experimentally characterized using magnetic and structural data as well as 
Mössbauer spectroscopy for several dinuclear complexes.8 Although few 
experimental rules have been outlined in order to predict a transition via a localized 
[HS-LS] state, such as the use of highly constrained ligands.22-24 It is still hard to 
foresee which systems will undergo spin-crossover in one-step and which ones will 
do it via a two-step mechanism. It has been proposed though, that the stability of the 
[HS-LS] spin-state can be related with the decrease in the enthalpy change with 
respect to the halfway point between the total enthalpy change for the transition from 
the low-spin/low-spin [LS-LS] state to the high-spin/high-spin [HS-HS] state.25-27 
Although strong intermolecular interactions can indeed play a role in shaping the 
transition, the intramolecular interactions usually play a major role in controlling the 
stability of the intermediate [HS-LS] species.  
Mononuclear spin-crossover systems have been successfully characterized 
over the last years using electronic structure calculations at Density Functional 
Theory (DFT) level.28-32 Among them, the meta-hybrid GGA functional TPSSh33, 34  
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seems to be the method of choice due to their unprecedented balance between 
accuracy and computational cost. This DFT method has been previously described, 
and successfully used to characterize thermochemical quantities in mononuclear spin-
crossover systems, as well as transition temperatures and the effects that chemical 
changes on the ligand field around the metal center have over the T1/2.35-38 In this 
work, we present our results for the electronic structure modeling of dinuclear FeII 
systems, [FeII-FeII], for which experimental data showing a two-step transition or a 
single step-transition has been experimentally reported. In particular, our results for 
the [Fe(bt)(NCS)2]2(µ-bpym) and Fe(pypzH)(NCSe)]2(µ-pypz)2 systems will be 
presented, for which experimental structural and magnetic data is available.25, 39 
Further insight on the origin and stability of the two-step feature can be obtained by 
exploring the effect that tuning the ligand field around the metal center produces on 
the stability of the [HS-LS] intermediate spin-state. We will also present our results 
for the corresponding expanded families [Fe(bt)(NCX)2]2(µ-bpym) and 
Fe(pypzH)(NCX)]2(µ-pypz)2 (X = S, Se and BH3), for which increasing ligand fields 
introduce a progressive destabilization on the intermediate spin-state. The article is 
organized as follows: In section 2, the computational methodology is described, while 
the results are discussed in section 3. The discussion is given in section 4 and finally 
the conclusions will be presented. 
 
2. Methodology 
2.1. Computational methods 
 All Density Functional Theory (DFT) calculations were carried out with 
Gaussian 09 (revision D.01)40 electronic structure package with a 10−8 convergence 
criterion for the density matrix elements, using the hybrid-meta GGA functional 
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TPSSh.33, 34 This functional has been previously used with success in the modeling of 
accurate thermochemical quantities for several mononuclear FeII spin-crossover 
systems.35, 36 The fully optimized contracted triple-ζ all electron Gaussian basis set 
developed by Ahlrichs and co-workers was employed for all the elements with 
polarization functions being added on the Fe center.41 The different spin topologies 
were modeled using the fragments option, which allows the definition of specific 
electronic structures for each metal center. For all the studied dinuclear systems, we 
fully optimized the molecules in all possible spin configurations ([HS-HS], [HS-LS] 
and [LS-LS]) and performed the subsequently vibrational analysis, which later can be 
used to compute the thermochemical quantities (see ESI for optimized structures). 
 
2.2. Modeling SCO in dinuclear systems 
 To model the transition temperature in dinuclear FeII spin-crossover systems, 
we used the fact that spin-crossover phenomena can be described as a thermodynamic 
equilibrium between the fully high spin ([HS-HS]) and the fully low-spin ([LS-LS]) 
states. This transition can occur via two different pathways: a one-step transition, 
from the [LS-LS] to the [HS-HS] state, or a two-step transition, involving the 
intermediate [HS-LS] state. The Gibbs free energy change associated with this 
process is summarized in [1].  
 
[LS-LS] ! [HS-LS]! [HS-HS]    [1] 
Assuming and ideal system, in which the spin-crossover system is isolated, and due to 
the fact that the pressure-dependent term to the free enthalpy change is usually small, 
we can write the corresponding free energy changes for each process (ΔG) for the 
equilibrium expression of [1] as,42, 43 
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€ 
ΔG =GS1 −GS2 = ΔH −TΔS      [2] 
 
where 
           Gi = Hi −TSi = Eel
i +Evib
i −TSi           [3] 
 is the Gibbs free energy associated with spin state i (ie., [HS-HS], [HS-LS] or [LS-
LS] at a given temperature. In equation [3], the enthalpy term (Hi) includes both 
electronic (Eel
i ) and vibrational (Evib
i ) contributions. For molecular complexes, Evib
i  
can be properly estimated by using the harmonic approximation, while the term Eel
i , 
describing the electronic energy of spin state i, can be obtained directly from ab initio 
calculations. The entropy contribution to the free energy (Si) can also be estimated 
using the harmonic approximation. 
Given that the Gibbs free energy is a state function, the total change in the free 
energy between the [HS-HS] and the [LS-LS] states, ΔGT, must be equal to the free 
energy changes between the [HS-HS] and [HS-LS] states (ΔG1) plus the free energy 
change between the [HS-LS] and [LS-LS] states (ΔG2). Therefore, we can use the 
individual equilibrium constants K1 and K2, to write down the corresponding molar 
fractions of each spin-states as follows, 






  [4] 
Equation [4] can be recast so the molar fraction of the corresponding spin-state 
depends on the change in the free energy at each temperature as, 







    [5] 
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where R is the gas constant and T the temperature. It is worth mentioning that both 
ΔH and ΔS have some temperature dependence that can be, in principle, be neglected 
without loosing accuracy.  
 
3.  Results 
For this work, we have chosen two dinuclear systems well characterized from 
the structural and electronic point of view (Fig. 1), the [Fe(bt)(NCS)2]2(µ-bpym) and 
[Fe(pypzH)(NCSe)]2(µ-pypz)2 molecules.25, 39 The former displays a two-step 
transition, while the latter displays a sharp one-step transition. Geometry 
optimizations for all the studied systems were calculated in all possible spin-
configurations, and compared with the experimental data when available. As it is well 
know, spin-crossover produces significant changes in the metal-ligand bond lengths, 
effect that is directly related to the different electronic structures of the metal centers 
in each spin-state. For and iron(II) (d6), in the low-spin state, only the non-bonding set 
of orbitals (dxz,dyz and dxy) is occupied, while in the high-spin state occupation of the 
antibonding dx2-y2 and dz2 orbitals leads to a significant enlargement of the metal-
ligand bond lengths. All our calculations are in good agreement with the experimental 
information, which is key in correctly reproducing the SCO behavior for the studied 




Fig. 1 Molecular representations for the iron(II) dinuclear systems studied in this work. (bt = 
2,2’-bi-2-thiazoline, bpym = 2,2’-bipyrimidine, pypzH =  2-pyrazolylpyridine). Hydrogen atoms 
omitted for clarity. Color scheme: Fe (purple), C (grey), N (blue), S (yellow) and Se  (orange). 
 
It has been previously reported that the presence or absence of a two-step 
transition can be related with the energy stabilization of the [HS-LS] spin-state 
relative to the halfway point of the total enthalpy change between the [HS-HS] to the 
[LS-LS] states. In particular, if the enthalpy change between the [HS-LS] and the [LS-
LS] states is lower than the halfway point between the enthalpy change between the 
[LS-LS] to the [HS-HS] states, or if the difference in enthalpies is tiny but strong 
intermolecular interactions are present, then SCO can occur through a two-step 
transition.25-27 Intramolecular interactions responsible for the stabilization of the [HS-
LS] state can be characterized by the parameter ρ (ρ = W/ΔH),25-27 defined as the ratio 
between the energetic stabilization of the [HS-LS] state relative to the halfway point 
between the enthalpy change for the [HS-HS] to the [LS-LS] transition (W) and this 
same enthalpy change (ΔH) (see Fig, 2). Negative values of ρ are associated with a 
more favorable situation in terms of displaying a two-step transition, while positive 




Fig. 2 Calculated enthalpy changes for the spin-states [HS-HS], [HS-LS] and [LS-LS] for the 
systems [Fe(bt)(NCX)2]2(μ-bpym) and [Fe(pypzH)(NCX)]2(μ-pypz)2 where X = S, Se and BH3. 
Dashed line corresponds to the halfway point on the enthalpy change between the [HS-HS] 
and the [LS-LS] states. x-axis labeling correspondence in Table 1. 
 
 Table 1 Calculated enthalpy change between the [HS-HS] and [LS-LS] states for the Mn[Fe2] 
systems (ΔH), energy stabilization of the [HS-LS] state with respect to ΔH/2 (W), and the 
corresponding ρ parameter.  
 
System ΔH/kcal!mol-1! W/kcal!mol-1! ρ!
!
(1) [Fe(bt)(NCS)2]2(µ-bpym) 4.760 -1.141 -0.240 
(2) [Fe(bt)(NCSe)2]2(µ-bpym) 7.272 -1.074 -0.148 
(3) [Fe(bt)(NCBH3)2]2(µ-bpym) 15.223 -0.983 -0.065 
(4) [Fe(pypzH)(NCS)]2(µ-pypz)2 15.705 -0.270 -0.017 
(5) [Fe(pypzH)(NCSe)]2(µ-pypz)2 15.966 +0.488 +0.031 
(6) [Fe(pypzH)(NCBH3)]2(µ-pypz)2 18.823 +0.550 +0.029 
!
 
  As can be seen from the above results, the [Fe(bt)(NCS)2]2(µ-bpym) molecule 
(1) displays the largest stabilization of the [HS-LS] spin-state. By using the 
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different molar fractions for the different spin-states species can be extracted and used 
to construct the corresponding curve for the change in the magnetic moment as a 
function of the temperature (Fig. 3). From the molar fraction plots one can easily 
extract the corresponding transition temperatures, defined as the temperatures with 
equal populations of two different spin-states. This temperatures have been computed 
to be T1/2(1) = 30 K (transition from [LS-LS] to [HS-LS]) and T1/2(2) = 220 K 
(transition from [HS-LS] to [HS-HS]), in fair agreement with the experimentally 
reported ones (T1/2(1) = 163 K and T1/2(2) = 197 K).25 Achieving accuracy in the 
calculation of transition temperatures is still a challenging problem for DFT 
calculations, and we must be emphasize here that the TPSSh functional has not been 
parameterized specifically for transition metal systems, and although its performance 
is remarkable, some differences with respect to the experimental values must be 
expected.  
 
Fig. 3 Calculated magnetic moment for the [Fe(bt)(NCS)2]2(μ-bpym) system (left) and relative 
molar fractions for the different spin topologies. Red for [HS-HS], green for [HS-LS] and blue 















 The closely related [Fe(bt)(NCSe)2]2(µ-bpym) molecule (2),44 for which 
accurate EXAFS data has been collected, also displays a two-step transition, but with 
the corresponding T1/2 values shifted towards higher values (table 2). This results are 
consistent with the increased ligand field around the metal center introduced by the 
NCSe ligand.36 Our calculations correctly model the two-step transition, and the shift 
to higher values, and also provide with a much smoother curve than for the 
[Fe(bt)(NCS)2]2(µ-bpym)  molecule. It is also important to remark that the optimized 
bond lengths are in excellent agreement with the ones determined by EXAFS 
spectroscopy (see ESI). 
 
 
A different situation is experimentally observed for the 
[Fe(pypzH)(NCSe)]2(µ-pypz)2 (5), for which a single-step transition centered at 225K 
has been reported.39 Calculations for that system agreed with the experimental data 
and provided us with a calculated T1/2 = 425K, with a corresponding ρ value of 
+0.031 (table 2). Although the computed transition temperature is higher than the 
experimentally observed one, the correct behavior for the spin-transition is 
reproduced. As observed in Fig. 4, for that system the molar fraction of [HS-LS] spin-
configuration is always inferior to the molar fractions of the [HS-HS] or [LS-LS] 
species, which makes the system undergo spin-crossover in a single step between this 
two spin-states without accessing the intermediate spin-state species. 
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Fig. 4 Calculated magnetic moment for the [Fe(pypzH)(NCSe)]2(μ-pypz)2 complex (4) (left) 
and relative molar fractions for the different spin topologies. Red for [HS-HS], green for [HS-
LS] and blue for [LS-LS] (right). From the intersection points one can extract the 
corresponding transition temperatures. 
 
Although the current calculations nicely reproduce the experimentally 
reported data (one-step transition vs. two-step transition), a much more interesting 
situation arises from the possibility of enhancing or suppressing this behavior via 
ligand-field tuning. It is very well know that the strength of the ligand field around the 
metal center in mononuclear spin-crossover systems can be finely tuned by using 
different members of the NCX family (X = S, Se or BH3), which progressively 
increase the strength of the ligand field around the metal center.  So, we decided to 
explore the behavior of the species [Fe(bt)(NCX)2]2(µ-bpym) and [Fe(bt)(NCX)2]2(µ-
bpym) (X = S, Se and BH3) to explore the effect of the local ligand field over the 
intramolecular interactions and its implications in the overall behavior towards spin-
crossover. Interestingly, some of these molecules hasn´t been reported yet, which 
emphasizes the potential use of computational tools for the design of SCO systems 
with tailored properties. We modeled the X atom from the fully optimized 













states and proceed in the same way to calculate the corresponding stabilization 
energies for the [HS-LS] spin-state species and the corresponding ρ values (table 1). 
The computed transition temperatures are listed in table 2. It is important to remark 
here that although the difference between computed and experimental values for the 
transition temperatures may seem large, the largest error observed in our data set is 
equivalent to only 0.54kcal/mol. For instance, for the [Fe(bt)(NCS)2]2(µ-bpym) 
molecule, the experimentally reported value for the ΔH is 3.16kcal/mol, compared 
with our 4.76kcal/mol (table 1). These differences, together with the lack of inclusion 
of intermolecular interactions can be responsible of the observed differences between 
computed and experimental transition temperatures.  
 
Table 2 Calculated transition temperatures (T1/2) for the [Fe(bt)(NCX)2]2(μ-bpym) and 
[Fe(pypzH)(NCX)]2(μ-pypz)2 (X = S, Se, BH3) molecules. Comparison with the experimental 
values is provided when possible. All temperatures are in K. 
System T1/2
1 (calc)! T1/21 (exp)! T1/22 (calc)! T1/22 (exp)!
!
(1) [Fe(bt)(NCS)2]2(µ-bpym) 30 163 235 197 
(2) [Fe(bt)(NCSe)2]2(µ-bpym) 155 225 305 262 
(3) [Fe(bt)(NCBH3)2]2(µ-bpym) 385 not reported 
(4) [Fe(pypzH)(NCS)]2(µ-pypz)2 455 not reported - - 
(5) [Fe(pypzH)(NCSe)]2(µ-pypz)2 495 225 - - 






Fig. 5 Calculated magnetic moment for the [Fe(bt)(NCX)2]2(μ-bpym) complexes (1-3) (left) 
and [Fe(pypzH)(NCX)]2(μ-pypz)2 (right) (4-6, X = S, Se, BH3) molecules. Circles for NCS, 




 The rational design of spin-crossover systems with tailored properties is a long 
pursued goal among the synthetic chemists working in the SCO field. This 
customized design should also include the possibility of building up dinuclear systems 
that either exhibit or not a two-step transition via a localized [HS-LS] intermediate 
spin-state as a function of the specific needs required on the system. A potential 
approach to this problem is the use of highly constrained ligands that promote the 
communication between binding pockets.22-24 However, a disadvantage of this 
approach is that usually the intermediate [HS-LS] is over stabilized, thus banning the 
access to the [LS-LS] spin-state. One would expect that if communication between 
binding pockets is a key step towards the design of dinuclear SCO molecules with a 
two-step spin-crossover transition, this effect should be somehow reflected in the 













transition. Therefore, we would expect some sort of “cooperative” effect for the 
[Fe(bt)(NCX)2]2(µ-bpym) family (1-3) that should not be present in the 
[Fe(pypzH)(NCX)]2(µ-pypz)2 systems (4-6).  A direct analysis of the coordination 
spheres for the iron(II) centers in our optimized structures for each metal center in all 
possible spin states shows that, in fact, both systems behave in a similar way seems, 
however, not to fully agree with this practical approach. A quantitative way to analyze 
coordination polyhedral is by using Continuous Shape Measures (CShM).45, 46 The 
CShM can easily quantify the degree of octahedricity for the metal center and its 
direct coordination environment, thus providing with an overall quantitative 
measurement of the corresponding coordination polyhedron (see ESI). A CShM value 
of zero means that both reference and coordination polyhedral match, and the CShM 
value will increase with the degree of distortion. However, what we can extract from 
the CShM analysis is quite the opposite. In the [Fe(bt)(NCX)2]2(µ-bpym) family, 
when one metal center undergoes SCO, the other metal center remains almost 
insensitive to that change, as can be seen from the corresponding differences between 
the CShM in the [LS-LS] and the [HS-LS] spin states (see Table 3). However, larger 
changes are observed in the [Fe(pypzH)(NCX)]2(µ-pypz)2 systems for the same 
processes, meaning that the communication between the metal centers is more 
effective, effect that is perfectly understandable on the basis of the ligand pypzH. 
Therefore, this analysis seems to point out that communication should tend to 
suppress the two-step transition, and that metal centers that can’t talk to each other 
would be, in principle, more prone to display a two-step transition. Although this 
changes can be, in fact quantified, in our experience such tiny changes cannot be used 
as a sole reason to justify the difference behavior between the two series. 
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Table 3 Calculated Continuous Shape Measures (CShM) with respect to the octahedron for 
the [Fe(bt)(NCX)2]2(μ-bpym) and [Fe(pypzH)(NCX)]2(μ-pypz)2 (X = S, Se, BH3) molecules. 
First and second columns for the [LS-LS] spin state, third and fourth column for the [HS-LS] 
spin state. 
 
System! LS$Fe1! LS$Fe2! HS$Fe1! LS$Fe2!
!
(1) [Fe(bt)(NCS)2]2(µ-bpym) 0.50 0.50 2.27 0.50 
(2) [Fe(bt)(NCSe)2]2(µ-bpym) 0.49 0.49 2.14 0.51 
(3) [Fe(bt)(NCBH3)2]2(µ-bpym) 0.50 0.50 1.91 0.51  
(4) [Fe(pypzH)(NCS)]2(µ-pypz)2 0.59 0.59 1.94 0.64 
(5) [Fe(pypzH)(NCSe)]2(µ-pypz)2 0.59 0.59 1.92 0.64 
(6) [Fe(pypzH)(NCBH3)]2(µ-pypz)2 0.61 0.61 1.95 0.66 
!
!
Therefore, we proceed to analyze the underlying electronic structure of the 
studied systems in terms of the relevant molecular orbitals. A close inspection to the 
d-based molecular orbital for the metal centers reveals significant differences between 
the two families. The most striking feature is the energy shift of the dx2-y2 (see Fig. 6) 
orbital due different coordination environment of the iron centers in the two families. 
Thus, in the [Fe(bt)(NCX)2]2(µ-bpym) complexes, such orbital is oriented towards 
three aromatic aromatic N-ligands and one NCX ligand (which is lower in the 
spectrochemical series than aromatic N-ligands) while in the [Fe(pypzH)(NCX)]2(µ-
pypz)2 compounds, there are four aromatic N-ligands in the equatorial coordination. 
This different coordination environment shifts the energy of the antibonding dx2-y2 
orbital, resulting in a larger energy gap (see Table S4) regardless the fact that dz2 
orbital energy remains almost unchanged because the axial coordination is equivalent 
for the two families of complexes. 
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Also, it is worth noting that the increasing ligand field strength introduced by 
the series NCS < NCSe < NCBH3 series can be rationalized on the different π-
backbonding character for this series of ligands.36 Other differences can be found un 
the low-lying occupied d-based Mos, that can be understood by comparing the 
corresponding isocontours. The distance Fe-NCS is significantly shorter for the 
[Fe(bt)(NCS)2]2(µ-bpym) compared to the [Fe(pypzH)(NCS)]2(µ-pypz)2 molecule 
(1.925 Å and 1.953 Å respectively), which points out to a tighter bond between the 
metal center and the NCS ligand. This is translated in a larger antibonding interaction 
between the proper p-type orbital of the NCS ligand and the dxz/dyz pair of orbitals, 
thus making them less non-bonding and increasing its formal antibonding π character. 
This orbital interaction effectively raises the energy of the dxz/dyz pair of d-based MOs, 
thus reducing the energy gap between the occupied and empty d-based MOs. Second, 
the angle Fe-NCS is almost 20º smaller for the [Fe(pypzH)(NCS)]2(µ-pypz)2 molecule 
(150.75º respect an average value of 168.02º), thus reducing the overlap between the 
suitable p orbital of the NCS ligand and the corresponding metal dxz/dyz orbital. This 
interaction reduces the antibonding character of the corresponding d-based d-MOs in 
the [Fe(pypzH)(NCS)]2(µ-pypz)2 molecule, thus lowering the energy of the occupied 
orbitals and increasing the energy gap between them and empty d-based MOs. Finally, 
the [Fe(bt)(NCS)2]2(µ-bpym) molecule has two NCS ligands in cis configuration, 
which gives the non-bonding dxy orbital a certain antibonding character (see Fig. 6). 





Fig. 6 Isocontours (0.04 e/Å3) of the d-based molecular orbitals for the  [Fe(bt)(NCS)2]2(μ-
bpym) (left) and [Fe(pypzH)(NCS)]2(μ-pypz)2 (right) molecules. All energies are in cm-1 and 
referred to the lowest energy d-MO. Hydrogen atoms omitted for clarity.  
 
4. Conclusions 
 Due to the interest that spin-crossover systems generate, in particular for their 
potential applications in the design of multifunctional materials, molecular sensors 
and nanoscale memory devices, accurate molecular level characterization of their 
electronic properties becomes a very useful tool for the rational design of SCO 
systems with tailored properties. In this paper, we presented our results for the 
accurate modeling of the spin-crossover transition in dinuclear iron(II) systems. In 
particular we applied our previously reported methodology to the [Fe(bt)(NCS)2]2(µ-
bpym) and [Fe(pypzH)(NCS)]2(µ-pypz)2 (X=S, Se, BH3) systems, the former 
displaying a two-step SCO transition and the later a single step sharp SCO transition. 
The meta-hybrid GGA functional TPSSh, which has been successfully applied to 











calculations of the thermochemical quantities associated with the transition from the 
[LS-LS] to the [HS-LS] spin-state, and from the [HS-LS] to the [HS-HS] spin-states, 
quantities that can later be used to extract relative populations of each spin-state as a 
function of the temperature, therefore allowing for the in silico modeling of the spin-
crossover curve. Our results are in good agreement with the experimental values, not 
only in terms of reproducing the shape of the SCO transition but also providing with 
good quantitative values for the computed transition temperatures. Previous 
calculations on the [Fe(bt)(NCS)2]2(µ-bpym) and [Fe(bt)(NCSe)2]2(µ-bpym) 
molecules using the B3LYP* functional, specifically parameterized for mononuclear 
FeII SCO systems by adjusting the amount of Hartree−Fock exchange to 15%,30, 32 
also predict the correct sign for the W parameter and progressive destabilization of the 
[HS-LS] spin-state upon replacing of the NCS ligand by NCSe.27 However, the 
reported computed changes in the ΔH are significantly larger than the ones calculated 
with the TPSSh functional (32% larger) meaning that computing T1/2 using the 
B3LYP* will be subject to larger errors than with the our reported methodology.  
 A more interesting outcome of the calculations is the fact that the presence or 
absence of a two-step transition seems to be mostly controlled by the local electronic 
structures of the metal centers. Small structural changes can be found in the 
coordination spheres of the metal centers when switching from the [LS-LS] to the 
[HS-LS] spin state (Table 3). This changes are slightly larger for systems with more 
constrained ligands ([Fe(pypzH)(NCX)]2(µ-pypz), X = S, Se or BH3 ) in which 
communication between binding pockets is more likely to happen, but this changes 
alone are not enough to justify the different behavior observed in the studied systems. 
From our results, a much larger contribution arises from the local electronic structures 
of the FeII metal centers. Small gaps between the occupied and empty d-based 
 20 
molecular orbitals lead to a more favorable situation for a two-step spin-crossover to 
occur, while larger gaps seem to favor a single step transition. Because light chemical 
modifications on the ligand field can be achieved via chemical modifications, such as 
the replacement of the NCS ligand by an NCSe or a NCBH3 ligand, it is possible to 
enhance or reduce the electronic contribution to the two-step transition, thus allowing 
for a fine tuning control over the physical properties of these dinuclear molecules. 
 The reported methodology allows for the electronic structure modeling of 
dinuclear spin-crossover system with accurate prediction of their transition 
temperatures, and opens the door for a virtual screening of chemical modifications on 
already existing dinuclear spin-crossover molecules to explore in which way is 
possible to increase or decrease the stability of the intermediate spin-state, thus 
allowing for a finer degree of control over the shape of the spin-transition curve. This 
results set up the first steps towards the in silico modeling of polynuclear spin-
crossover molecules. Understanding how the transition takes place and which effects 
are at play in having a given behavior is key in the rational design of spin-crossover 
materials with selected properties. 
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