Abstract-In this paper, we introduce new analytical models for predicting the performance of parallel applications under various cache coherence protocol assumptions. The purpose of these models is to determine which protocols are to be used for which data blocks, and, in the case of dynamic protocols, also to determine when to change protocols. Although we focus on tightly-coupled multiprocessor systems, similar models can be derived for loosely-coupled distributed systems, such as networks of workstations.
INTRODUCTION
N a modern shared memory multiprocessor, it is possible to support more than one protocol for maintaining cache coherence. Possible candidates might be based on the WriteBack/Invalidate, Write-Through/Invalidate, and WriteUpdate protocols. Hybrid protocols allow the use of different protocols for different data blocks. For hybrid protocols, it might be possible to specify which protocol to use on a per program, per segment, per page, or on a per cache line basis. Dynamic hybrid protocols additionally allow for changes in the choice of protocol during the run time of an application [1] .
In this paper, we introduce a set of analytical models for predicting the performance of parallel applications under various cache coherence protocol assumptions. In the case of hybrid protocols, these models are intended to be used to determine which protocols to use for which data blocks, and, in the case of dynamic protocols, to determine when to change protocols.
Each model in the set differs in the number and types of parameters it requires. The simplest one, which we refer to as the core model, requires a characterization of the type of accesses to each data block, and the probabilities of each type of access occurring. The core model serves two purposes in this paper. First, it is a useful model in its own right; while it is not very accurate in predicting the absolute performance, it is very useful in predicting the relative performance of the different cache coherence protocols. Second, it serves as a convenient vehicle for explaining the derivation of more complex models that predict absolute performance more accurately. These more complex models require as input the interleaving parameters that characterize and describe the ordering of accesses performed by different processors on each data block. These parameters might be estimated using modern compiler technology, but the parameters can probably be obtained more accurately by analyzing address traces generated by simulations or by monitoring previous runs (assuming that monitoring hardware is available to allow nonintrusive run-time profiling [2] , [3] ).
The accuracy and usefulness of our models is assessed by comparing the performance predicted by the models with the results of simulated execution for 15 parallel applications, mostly from the SPLASH and SPLASH-2 benchmark suites [4] , [5] , and also with simulation results reported by others [1] , [6] . These comparisons show that our core model is capable of choosing the right cache coherence protocol for all the applications we considered, and the predictions of our more sophisticated models lie within 10 percent of the simulation results. As a side effect of our studies, we are also able to show the benefits of supporting hybrid and dynamic hybrid protocols, and that the benefits of dynamic protocols are limited to some applications. Although we focus on tightly-coupled multiprocessor systems I in this paper, we believe that similar models can also be derived for loosely-coupled distributed memory systems [6] , [7] , [8] , [9] .
In recent years, many models for predicting the performance of parallel systems have been proposed. They can roughly be classified into two groups based on the information they use to characterize the data access behavior of applications. One group of models assumes that shared data accesses are independent and uniformly distributed across processors and are, thus, theoretical in nature [8] , [10] , [11] , [12] . While simple, these models are too inaccurate in their predictions to be useful for our purposes. The second group of models is mostly experimental in nature, in that the models use information from complete memory traces of real applications [2] , [13] , [14] , [15] , [16] , [17] , or fully simulate the applications [1] , [7] , [18] , [19] , [20] , [21] . They define data access parameters based on the precise interleaving characterization of the memory accesses performed by different processors. For example, they predict performance based on how many different processors perform reads between two writes, or on the number of reads and/or writes performed by one processor. These experimental models are unsuitable for compile-time or run-time usage due to the type and amount of information they require.
The set of models that we propose in this paper is unique in that it lies between the two groups described above, and has, in fact, been developed from experience using models from both groups. The core of our models is theoretical in that it makes no assumptions about the interleaving of memory accesses from different processors. Instead of assuming that accesses to shared data are uniformly distributed across all processors, we characterize the access patterns to blocks of data according to the number of processors performing accesses and the type of accesses they perform. For each of these patterns, we define additional parameters such as the probabilities of various types of accesses. Based on these parameters, we derive one analytical formula for predicting the performance for each pattern and for each basic cache coherence protocol.
The more sophisticated models are refinements of the core model that add parameters to characterize interleaving. These models are then almost experimental in that the parameters are most accurately obtained through address traces, but, as we will show, they can easily be averaged and are thus suitable for inclusion in analytical expressions.
Our core model is described in Section 2 and assessed in Section 3. Section 4 extends the core model by introducing the interleaving parameters. Dynamic hybrid protocols are considered in Section 5.
THE CORE MODEL
For the core model, the memory space is partitioned into data blocks of equal size, such as pages or cache lines. The accesses to each data block are then classified into a few predetermined data access patterns according to the number of processors that perform the accesses and according to the type (read, write) of accesses. For example, a data block might have multiple readers and no writers, or it might have multiple readers and a single writer, etc. For each access pattern, we introduce parameters, such as the number of processors that access the data block, and the probabilities of the type of accesses. Based on these parameters, we derive analytical formulas for predicting the steady-state costs incurred for each data block, given a particular type of cache coherence protocol.
The core model is described in five steps. Section 2.1 introduces the multiprocessor system we are considering, together with the cache coherence protocols it supports and the system events that can occur. Section 2.2 describes the data access patterns we consider and their parameters. In Section 2.3, we introduce analytical formulas for calculating average costs for each of the access patterns, given the values of their parameters. Section 2.4 describes how the performance of an application can be predicted, given the costs incurred for each data block. Finally, Section 2.5 refines the model by partitioning time into smaller intervals and then calculating the cost incurred at each data block within each time interval. In the discussion, it is assumed that all the parameters needed are known. In Section 2.6, we describe how they can be obtained.
To simplify the derivation and to focus on the cost of cache coherence, we assume infinite caches, as was done, for example, in Dubois and Wang's burst model study [16] , [17] . As is typical for theoretical models [8] , [10] , [11] , [12] , we also assume that accesses performed by different processors are independent in time, making no assumptions on the interleaving of these accesses. However, we do not assume that accesses are uniformly distributed across all processors, as is usually done in theoretical models. We introduce a few predetermined data access patterns according to the number of processors which perform accesses and according to the type of accesses. We note that Dubois and Wang introduced the burst parameters assuming that accesses are not independent in time; but, they assumed that the access bursts are independent in time and are uniformly distributed across a subset of processors [16] , [17] .
The concept of classifying data by how it is accessed (i.e., degree of sharing and access mode) has been used by many researchers for various purposes. For example, Weber and Gupta [22] proposed several classes of data objects that can be distinguished by their use in parallel programs and by their invalidation traffic patterns. Carter et al. [7] used the concept of data classification for coherence protocol selection in the Munin DSM system. Brorsson and Stenstrom [23] , [24] , [25] visualized the statistics of accesses to different data classes in order to analyze performance of applications running on the systems with limited-directory writeinvalidate cache coherence protocol. Adve et al. [26] compared hardware and software cache coherence protocols for each introduced data class. We propose a classification that enables efficient comparison of different cache coherence protocols (Write-back, Write-through, Update, and uncached accesses). While most researches have tried to find the data classes that can be accurately distinguished by their features [7] , [22] , [23] , [24] , [25] , we define additional parameters that facilitate quantitative comparison of different coherence protocols for each data class [27] , [28] , [29] . Adve et al. [26] also introduced additional parameters.
However, they chose the data classes and parameters to efficiently compare performance of hardware and software coherence protocols, while we optimize our choice of data classes and parameters to compare different coherence protocols.
Our choice of access patterns and parameters, as well as how they can be obtained, is similar to the Brorsson and Stenstrom's workload model [23] , [24] , [25] , although both models were developed independently. While we develop analytical expressions in order to directly predict the performance based on the workload parameters, Brorsson and Stenstrom use their workload parameters as input to a memory reference generator. They show that, for an appropriate choice of time interval, for which the data access characterization is performed, the stream of memory references produced by the memory reference generator will generate the same cache miss ratio as the stream of memory references from a real application. Section 3 will show that our choice of access patterns, their parameters, and appropriate choice of characterization interval, results in a sufficiently good prediction of relative performance. Hence, our core model can be used as a decision making tool to choose the best basic protocol without determining the exact interleaving of accesses performed by different processors.
The Multiprocessor System Model
We consider the performance of a multiprocessor that supports three different cache coherence protocols: Writethrough and Write-back both of the write-invalidate type, and Update. Table 1 shows all system events that are possible in a multiprocessor system using the three cache coherence protocols. The Write-through protocol can incur four system events: E 2 , E 4 , E 10 , and E 11 . Each write access updates the memory and the copy in the local cache; all other copies are invalidated. The Write-back protocol can incur eight possible events: E 2 , E 3 , E 4 , E 6 , E 7 , E 8 , E 9 , and E 14 . The first write to a cache line invalidates the copies in all other caches and the copy in the memory. From then on, only the local copy is updated. When a data block is read from a remote cache, then the contents of the data block are also written back to the memory. The Update protocol has four events: E 2 , E 4 , E 12 , and E 13 . It keeps the copies in the memory and in all caches coherent after each write. It is also useful to consider uncached operations for which each read and each write proceeds directly to the memory (system events E 1 and E 5 ). Table 2 shows six data access patterns defined by the number of processors that perform reads (loads) and writes (stores). The meaning of most of these access patterns is straightforward; only the MRSW and SRMW patterns need explanation. In the Multiple Reader Single Writer (MRSW) pattern, one processor performs reads and writes, while the other processors perform reads only. The Single Reader Multiple Writer (SRMW) pattern involves one processor that performs reads and writes, while other processors perform writes only.
Data Access Patterns and Their Parameters
For each access pattern, we introduce parameters, such as the number of processors that perform accesses and the probabilities of each type of access. The required parameters are given in Table 2 . The access patterns and their parameters were chosen to keep the expressions of our models simple, yet provide sufficient accuracy for predicting performance. To avoid excessive complexity, the MRMW pattern assumes that all b processors perform writes with equal probability, (r/b), and reads with equal probability, ((1 -r)/b). Similarly, the MRSW and SRMW patterns assume that all b readers read with probability s, and that all b writers write with probability x, respectively. 1 Of course, 1 . One might consider combining patterns MRSW, SRMW, and MRMW. This could be done in two different ways. One possibility is to assume that MRMW pattern substitutes MRSW and SRMW patterns. However, we found that this significantly reduces the accuracy of the model. Another possibility is to add new parameters for the MRMW pattern (for example, separate parameters that denote the number of processors that perform only reads, writes,...), but this would make the model mathematically intractable. Read a data block from memory E 3 Read a data block (Dirty copy) from remote cache and also write back to memory E 4 Read one word from local cache (cache hit)
Store Instruction E 5 Write one word to memory E 6 Obtain ownership and invalidate other copies E 7 Read a data block from memory and invalidate other copies E 8 Read a data block (Dirty copy) from remote cache E 9 Write one word to local cache (hit to Dirty copy) E 10 Update the memory and invalidate all other copies E 11 Update the memory, invalidate all other copies, and read a data block from memory 1 E 12 Update both the memory and all caches E 13 Update the memory and all caches and read a data block from memory Ejection of Dirty copy E 14 Write back a data block to memory while these assumptions do not correspond to reality, they keep the analytical expressions simple, while still giving sufficiently good predictions (as we will show in Section 4.3). An analysis of data accesses of real applications shows that the probability (r/b) for MRMW and probabilities s and x for MRSW and SRMW are typically not equal for all b processors, and that, in the case of MRMW, the set of processors that read from a data block will not be the same as the set of processors that write to the same block.
Cost Calculation for Different Data Access Patterns
The core model consists of a set of expressions for calculating the overhead for each access pattern and for each cache coherence protocol. The expressions are based on the steady-state analysis of the multiprocessor system, where the probability of each system event is multiplied by the cost of the event. These products are summed to obtain the steady-state average cost per access for a particular pattern (MR, MW, SRSW, MRSW, SRMW, or MRMW) and cache coherence protocol (UP-Update, WT-Write-through, WBWrite-back, or UC-Uncached) 2 :
where c k is the cost for the system event E k and p k is the probability of event E k . In our studies, the cost c k corresponds to average processor stall time, expressed in the number of clock cycles needed to perform event E k . We note that other metrics may be used, such as the number of packets required in a distributed system. The probabilities p k for a given access pattern can be de-2. The system we model is relatively simple. For example, in evaluating the cost for the Write-through protocol, each write operation results in a memory transaction with an attendant cost. It is possible to assume more sophisticated hardware, say, with buffers capable of coalescing multiple writes operations to the same data block. This would significantly alter the cost for basic operations, and, hence, a new set of cost expressions would have to be developed, or the same set of expressions could be used but the data access characterization must be performed on the output of coalescing buffers.
rived as follows. We define a sample space consisting of read and write accesses, which are treated as random events. It is assumed that they are mutually exclusive and independent in time. Therefore, a specific sequence of accesses can be treated as a sequence of repeated independent trials. The probability of a specific sequence of accesses is equal to the product of the probabilities of the individual accesses. To obtain the probability of a specific system event, the probabilities of all sequences which result in this event have to be summed.
To illustrate this, we will derive the probabilities of events E 8 , E 7 , and E 3 for the Write-back protocol and MRMW pattern. System event E 8 is an exclusive read from a remote cache. The event occurs if a write from processor j follows a write from a different processor i (with any number of reads from processor i between these two writes). Let W i and W j denote the writes from processors i and j and R i a read from processor i. The probability of sequences of the form
where r/b is the probability of processor i performing a write and the probability of processor j performing a write, and (1 -r)/b is the probability of processor i performing a read. The sum goes from zero to infinity because any number of reads from processor i can be performed between the two writes. Expression (2) is given for only one pair of processors. After summing the probabilities for all possible pairs of processors, which is the equivalent of multiplying (2) by b(b -1) and calculating the sum of the given series, we obtain the expression for p 8 given in Table 3 . System event E 7 occurs when a write is issued to a data block of which there are multiple copies in other caches but not in the local cache. The processor must obtain the copy of the data block from memory and other copies in the system must be invalidated. To calculate probability p 7 , we observe that event E 7 occurs on processor j when it issues a write W j after the data block has been read by another processor k that is different from processor j and that is also different from processor i that issued the previous write W i ; i.e., if we denote the relation "happened before" with <,
We first calculate the probability of the sequences W i QQ, º, QW j occurring, where Qs are reads from any processor except j. 3 The probability of Q is equal to (b -1)(1 -r)/b. 4 We take into account the sequences for all possible pairs of processors by multiplying the probability of sequences
Finally, we subtract the probability of those sequences in which all reads are from processor i, 5 which is, in fact, equal to probability p 8 calculated above. Hence,
Similarly, probability p 3 , which is the probability of reading a modified copy from a remote cache, is derived as 3 . If the read is from processor j, then system event E 7 would not be triggered, but, rather, system event E 6 , which does not require a copy from memory.
4. The probability of Q can be calculated as the sum of the probabilities of reads from all processors except processor j, which is the probability of a read from one processor, (1 -r)/b, multiplied by (b -1).
5. If all reads Q in a sequence are from processor i, then the write W j from processor j will not result in event E 7 , but, rather, in event E 8 , which is why we must subtract the probability p 8 to obtain p 7 .
The expressions for all MRMW system events are given in Table 3 . The corresponding expressions for the MR, MW, and SRSW events can be easily obtained from the MRMW expressions by setting r = 0, r = 1, and b = 1, respectively. If we assume zero cost for hits in the local cache (system events E 4 and E 9 ), then all MR events that incur cost have probability zero for all cache coherence protocols, because, in the steady state, all accessing caches will have valid copies. Similarly, all SRSW events that incur overhead using the Write-back protocol also have probability zero, because, in steady state, the accessing cache will own the data block and have a local copy in the Dirty state, so all reads and writes remain local. Therefore, the average steady-state costs C MR,* and C SRSW,WB are equal to zero. The expressions for the MRSW and SRMW patterns are given in Appendix A. 6 Each memory access results in exactly one of the given system events. Therefore, the sum of the probabilities of all system events for a given data access pattern and for a particular coherence protocol must be equal to one. It is easy to verify that this is actually the case for the probabilities for the MRMW pattern given in Table 3 .
Predicting the Performance of Applications
Our core model partitions the data space into blocks of fixed size and then evaluates the cost of accessing each data block separately. For each data block, it is necessary to determine the access pattern and parameters and, then, to calculate the average steady-state cost per access, C pattern,protocol . This value 6 . Appendix A actually shows the expressions for an extended model, but the expressions for the core model can be derived from them by setting l and h to zero. Parameters l and h are discussed in Section 4. 
Update Uncached is then multiplied by the percentage of accesses to this block, and the corresponding values for all blocks are summed to obtain the average cost per shared access for a given application and cache coherence protocol:
where C pattern(i),protocol is the cost for an access to block i, whose data accesses are of type pattern(i), for the given coherence protocol. The terms #Block i and #Appl denote the number of accesses to block i and the total number of accesses performed by the application, respectively. While we have shown how to predict the performance of applications, it should be noted that this is not necessary for choosing the most appropriate protocol for each block. For that, it is sufficient to just evaluate C pattern(i),protocol for each data block and for each coherence protocol being considered. We compute C protocol application only to assess the quality of our model.
Access Pattern Characterization Using Smaller Time Intervals
Analysis of the data access patterns of various applications shows that the access pattern characterization of data blocks typically changes over time [25] . For example, a block characterized as SRSW may become MR at a later time. As a result, predicting performance using an access characterization based on complete application runs will lead to inaccurate results, because the parameters do not reflect temporal changes. For the example above, a block that is first SRSW and later MR would simply be characterized as MRSW. The accuracy of the model can be improved by considering the access patterns for smaller time intervals. If the application run time is partitioned into smaller intervals, then the performance of the application can be predicted as:
Block Appl block time interval b g (6) where the sum includes the predictions for each block and for each time interval. The term #Block ij denotes the number of accesses to the block i during the characterization interval j.
A correct choice of size for the characterization interval is important in order to obtain good results with our core model and will be discussed further in Section 3.4.
Determining Values of Parameters
Our model requires estimates for the parameters b, r, s, and x on a per block and per interval basis. There are three ways these parameters can be obtained. First, they can be obtained from address traces generated by a simulator. This is how we obtained the parameters that were input into our model for the cases considered in this paper. Second, the parameters can be estimated from data obtained from previous runs of the application with the help of monitoring hardware. This implies, however, that hardware exists which can monitor accesses on a per-block basis in a nonintrusive way.
Third, we expect that advances in compiler technology will allow the estimation of the required parameters at compile time. The compiler might split the application into a group of statements or regions [30] along natural boundaries (for example synchronization points), 7 and, then, apply advanced data dependence analysis of the type required for parallelizing compilers [31] for each region to estimate the access pattern and the associated parameters. An example of such data dependence analysis can be found in [2] . This analysis is part of the compiler marking algorithm. In order to choose the best coherence protocol for each write access, the compiler marking algorithm must determine the exact interleaving of accesses performed by different processors. We believe that the parameters required for our model can be estimated more easily, because it is not necessary to predict the exact ordering among all accesses, but rather just the number of processors that perform the accesses and the probabilities of such accesses.
ASSESSING THE CORE MODEL
In this section, we assess the quality of our core model by comparing the performance predicted by the model to the performance determined by simulating a real system. Overall, we analyzed the performance of 15 applications, mostly from the SPLASH [4] and SPLASH-2 [5] benchmark suites. In this section, we present the results obtained from three applications. The first two, BARNES (512 particles) and MP3D (25,000 molecules, five steps, test.geom), are from SPLASH, and the third is LU decomposition (100 ¥ 100 matrix). In Appendix B, we present results for SPLASH-2 applications. The conclusion that can be drawn from the results presented here is that the core model is adequate for predicting the relative performance of the coherence protocols and can therefore be used to choose an appropriate basic protocol for each data block. Section 4 describes extensions to the core model that improve the accuracy, so that the extended model can be used to predict absolute performance.
Simulation Details
In order to obtain results for different architectural configurations, we simulated two bus-based multiprocessor systems: one having eight processors and the other having 16. To obtain realistic cost estimates, we simulated the systems with MIPS R4400 processor [33] . 8 One 64-bit word can be transferred in one clock cycle in the eight-processor system, and two such words can be transferred in one clock cycle in the 16-processor system. The costs for the system events are given in Table 4 . These costs are given in clock cycles which correspond to processor stall time. Some of the parameters have two terms. The first is a constant that accounts for the average number of clock cycles spent on bus arbitration, 7 . While we use the characterization intervals of equal size for the cases presented in this paper, the characterization intervals need not be of the same size.
8. The parameters of the simulations were chosen to correspond to the NUMAchine multiprocessor prototype [3] , which uses the R4400. memory and cache latency, and processor response time. 9 The second term represents the number of clock cycles needed to transfer a data block. In this section and the next, we present results for the eight-processor system. Section 5 will present results for the 16-processor system.
Data Access Pattern Characterization of Applications
Fig . 1 shows the data access pattern characterizations 10 of three applications: BARNES, MP3D, and LU, as obtained by processing address traces generated by the MINT program [34] . We give the characterization of shared data accesses for various data block and time interval sizes. 11 Our graphs involve seven different block sizes. The largest size is 1M bytes and the next three sizes correspond to pages of 8K, 4K, and 1K bytes. The remaining three sizes correspond to typical cache lines of 256, 128, and 64 bytes. We use four 9. Our model does not take bus and memory contention into account, but uses the same constants for overhead regardless of traffic load. Because of this, the prediction of our models will be inaccurate under heavy loads. However, in our experience, bus and memory contention only increase the difference between the coherence protocols, so the models are still useful for predicting the relative performance of the protocols. If the models are being used for predicting absolute performance, then different sets of constants would have to be used for different traffic loads. An alternative, perhaps more attractive, approach would be to use our models to predict the amount of traffic produced per load and store (which is independent of memory and bus contention) and then use Boothe and Ranade's Squeeze Model [35] to predict the latency on the basis of the estimated traffic. Our models can be used to predict network traffic in a relatively straightforward way by modifying the constants in Table 4 to represent the number of bits that need to be transferred instead of latency.
10. Note that we do not differentiate between true sharing (where different processors access the same shared data) and false sharing (where unrelated data accessed by different processors happens to be collocated in the same cache line). Both kinds of sharing have the same effect on performance.
11. Brorsson and Stenstrom use similar graphs to visualize the data access pattern characterization [23] . different characterization interval sizes: 10 6 , 10 5 , 10 4 , and 10 3 processor cycles. While the graphs in this section are used to show general trends, Appendix B presents the values of selected points for the SPLASH-2 applications we considered in numerical form.
Each access type (i.e., MR, MW, SRSW, MRSW, SRMW, and MRMW) has its own graph, and the results are presented in terms of percentages of total accesses. For a given block and characterization interval size, the percentages of all access types add up to 100. For example, the graph MR shows the percentage of accesses to all data blocks for which the data access patterns for a given characterization interval and block size are classified as MR, i.e., the percentage of accesses which are of the MR type. We only show those access types that are significant for a particular application. For the largest block size (1M bytes) and characterization interval (10 6 processor cycles), corresponding to the lower left corner of the graphs, one intuitively expects that shared data accesses will be mostly of MRMW type. Other points correspond to smaller blocks and characterization intervals in which other shared data access types become more probable. For extremely small intervals (not considered in our graphs), there will typically be, at most, one access per interval, in which case, all data accesses will be of SRSW type. Fig. 1a depicts the access characterization for BARNES. We can see that, even with a large block and characterization interval sizes, almost all of the shared data accesses are to MR blocks. The percentage of MR accesses decreases as the characterization interval size decreases, while the percentage of SRSW accesses increases correspondingly. In this case, the MR blocks become mostly SR blocks, which is included with the SRSW blocks. The access characterization for MP3D is presented in Fig. 1c . It shows that there are only two significant types of shared data accesses for this application: MRMW and SRSW. As we decrease the characterization interval size, the percentage of MRMW type accesses decreases, while the percentage of SRSW accesses increases. Fig. 2 shows the cost per access as predicted by our model and as determined by simulation runs for several cache coherence protocols. The first row shows the results of simulation, while the other two rows show the prediction of our model using the characterization interval sizes of 10 3 and 10 5 processor cycles, respectively. The costs are given as averaged values per shared access, which enables both a comparison of simulation and analytical results for a given application (by comparing graphs in the same column), as well as a comparison of results for different applications (by comparing graphs in the same row).
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Simulation Results
The leftmost graph in Fig. 2a shows the performance for MP3D obtained by simulation. For small blocks, the Writeback protocol outperforms the other protocols because most of the accesses are of SRSW type (see Fig. 1c ). For SRSW accesses with the Write-back protocol, only the first write to a block incurs a cost, while each write to the block incurs a cost for the other two cache coherence protocols. For uncached accesses, each read and write incurs a cost, so the performance for these accesses is the same for all block sizes. Since the percentage of writes is very high in MP3D (about 40 percent), and all accesses that are not of SRSW type are of MRMW type, the difference between Update, Write-through, and uncached operations is relatively small. The Update protocol outperforms the other protocols for large blocks, because the read/write ratio and the cost for updating do not depend on the block size. 12 In contrast, the invalidation based protocols become more expensive with larger blocks, because of the cost of block transfer and also because the probability of a block being shared increases. Also, the probability of reading or writing invalidated data becomes higher because most of the accesses are of MRMW type (see Fig. 1c ). Therefore, Write-back and Write-through protocols give poor performance for large blocks. Fig. 2a also shows the simulated performance for LU decomposition. As in MP3D, the Write-back protocol performs best for small blocks. The cache hit rate is higher for LU than for MP3D, because data accesses that are not of SRSW type are of MR type, and because of the lower percentage of writes (about 24 percent). The low percentage of writes causes a higher cost for uncached accesses, because the cost of a read is higher than the cost of a write. For large blocks, Update performs better than the other basic protocols.
The rightmost graph in Fig. 2a shows the simulated performance for BARNES. The difference between the performance for cached and uncached accesses is large because of the low percentage of writes (about 2 percent), and because most accesses are of SRSW type (see Fig. 1a ). The Write-back protocol outperforms the other basic protocols for small blocks, while the Update protocol outperforms the other protocols for large blocks. It is interesting to note that processor manufactures now primarily support the Writeback protocol. 12 . Performance of the Update protocol depends only on the read/write ratio and the cost of updating. 
Appropriate Choice for Characterization Interval Size
The quality of results generated by the core model depends on the size of the characterization intervals (which are assumed to be equisized here 13 ) if either Write-through or Write-back protocol is used. This is evident in Fig. 2 , where the results with interval size set to 10 3 processor cycles (Fig. 2b) correspond more closely to those results produced by the simulator (Fig. 2a) than the results generated when the interval size is set to 10 5 (Fig. 2c ).
14 If the characterization interval is chosen too large, then the predicted performance will be pessimistic, and, if it is too small, then the predicted performance will be optimistic. The reason for overestimating the cost per access when the characterization interval is too large is that the core model assumes that all reads and writes are independent in time. Hence, the probability of a sequence of two accesses to the same block by the same processor is much lower than the probability of two accesses by different processors. In practice, however, accesses to blocks tend to come in bursts from a single processor at a time [14] , [15] , [16] , [17] . This can also be seen in Fig. 1 , where the percentage of SRSW accesses increases when the charac- 13 . Our choice of equal sized characterization intervals stems from the fact that we have assumed only the availability of address traces. The model could be extended to include variable sized intervals, based on information that could be obtained from source code.
14. The size of the characterization interval does not affect the results if the applications run uncached or if the Update protocol is used, because the results depend only on the probability of writes, as can be seen from Table 3. terization interval size is reduced. The probability of two consecutive accesses being from the same processor is higher than the probability assumed by the core model, and the costs of sequences of accesses from the same processor (which are mostly zero) are lower on average than the costs for sequences from different processors (which are nonzero if at least one of the processors performs a write). Thus, the performance predicted for larger characterization intervals will be pessimistic.
On the other hand, too small an interval size will underestimate the costs because the number of accesses per interval will be too small for the transient costs to be negligible. For example, in the case of the Write-back protocol, the predicted cost for the SRSW pattern is C SRSW,WB = 0, as explained in Section 2.3. This is a good approximation if the interval contains a large number of accesses where the cost of reading a block once and/or obtaining ownership can be ignored because it will be amortized over a large number of accesses. The smaller the size of the characterization interval, the more important transient effects become, making the results of our model too optimistic.
The choice of characterization interval is not critical for large data blocks. For large blocks, long bursts from a single processor are less likely, so data accesses behave, for the most part, as if they were independent in time. Moreover, the effects of transients are lower, because the average number of accesses per block is higher. For large data blocks, Fig. 2 confirms that the core model correctly predicts the relative performance for both interval sizes. For smaller data blocks (£ 256 bytes), the choice of characterization interval is much more critical. The interval must be chosen to minimize the effects of both access bursts and transients. Comparing Fig. 2a and Fig. 2c shows that even relative performance is not correctly predicted for large characterization intervals and small data blocks. Access bursts argue for using smaller characterization intervals, while transients argue for using larger characterization intervals. The appropriate size of characterization interval can, for example, be determined experimentally by comparing the simulation results with the predicted performance of the model for different characterization intervals. Alternatively, we have obtained good results in practice by choosing the size of the characterization interval to contain 2n 2 /(n -1) accesses per accesses block, where n is the number of processors. This expression was derived by minimizing an error function that embodies the effects of two worst-case scenarios (that the core model does not account for), one for access bursts and one for transients. 15 Our analysis of the given applications shows that relative performance can be correctly predicted if the characterization interval is chosen to be 10 3 processor cycles. In this case, there will be, on average, between 20 and 100 accesses per block. We have experimented with multiprocessor systems from eight to 64 processors, where the number of accesses should be between 19 and 130 accesses (for n = 8 and n = 64) using the above rule, and have obtained good results.
EXTENDING THE CORE MODEL
This section describes extensions to the core model that improve the prediction of absolute performance, regardless of the size of the characterization interval. For the MW, MRSW, SRMW, and MRMW patterns and the writeinvalidate protocols, performance is significantly affected by the order of accesses from different processors, so the extensions assume that some information on this ordering is available. The order of accesses does not affect the performance of uncached operations or the performance of the Update protocol, nor does it affect the performance of SRSW and MR data blocks with the write-invalidate protocols.
We consider two separate cases, depending on whether there is less or more interleaving of accesses by different processors than that assumed by the core model. In the core model, it is assumed that all processors have equal probability of accessing the data; that is, if P(p k ) is the probability of processor p k being the next processor to access the data, the model assumes that P(p i )/P(p j ) = 1 for all i and j. To improve our prediction for the case where interleaving is less than the amount assumed by the core model, we introduce a parameter l ≥ 0. In this case, after processor p i accesses the data, P(p i )/P(p j ) will be greater than one for all j< >i, and we set l = P(p i )/P(p j ) -1 ≥ 0. To predict the performance for the case 15 . The worst case for transients occurs during MR pattern, when all n processors read a data block from memory or remote caches. For all cached accesses (Write-back, Write-through, and Update) and MR pattern, the core model would predict a zero cost. The worst case for access bursts occurs when all accesses from one processor come in one burst. For write-invalidate protocols (Write-back and Write-through) and MW access pattern, the core model calculates a higher cost because it assumes that, after a write from a particular processor, all n processors have equal chance to perform the next write.
where interleaving is greater than the amount assumed by the core model, i.e., P(p j )/P(p i ) > 1 for all j< >i after an access by p i , we introduce a parameter h = P(p j )/P(p i ) -1 ≥ 0.
We discuss both how to extend the expressions of the core model to include the l and h parameters, as well as how to estimate the values of these two parameters. The two experimental models, Dubois and Wang's burst model [16] , [17] and Eggers and Katz' write-run model [14] , [15] , also include interleaving parameters. We tried to estimate the parameters l and h based on both the burst size [16] , [17] and on the length of write run [14] , [15] . Since the values of l and h estimated by these two methods did not significantly improve the accuracy of our extended model, we introduce a new method based on the expected number of successive accesses that do not incur coherence overhead (as described below). While the interleaving parameters constitute the basic parameters in the models of [14] , [15] , [16] , [17] , the interleaving parameters in our model are used as auxiliary parameters that are used only to improve the accuracy in predicting the absolute values of performance.
We will show that the accuracy of the model is retained when the same averaged parameters are used for each set of data blocks and characterization intervals (for given access type), instead of using separate parameter values for each block and interval.
Adding the l Parameter
We redefine the probability p k of each event E k occurring by including l. For example, for the MRMW case, once we know that a write is performed by processor i, then the probability of a write by the same processor i will be r(l + 1)/(l + b), the probability of a read by the same processor i will be (1 -r)(l + 1)/(l + b), the probability of a write by another processor will be r/(l + b), and the probability of a read by another processor will be (1 -r)/(l + b). This insight allows us to redefine the probabilities of Table 3 . For example, the probability of event E 8 for the MRMW pattern using the Write-back protocol becomes:
Note that the probability of the write W i is r/b, because all b processors have an equal probability of performing the first access in the sequence W i R i R i , º, R i W j in our assumptions. Once the access is performed by processor i, then the probability of this processor subsequently accessing the same block before another processor does so will be l + 1 times higher then the probability of a subsequent access by another processor. The expressions for the other probabilities can be derived in a similar fashion. Table 5 gives the expressions for all probabilities that occur in the MRMW pattern for the Write-through and Write-back protocols. The expressions for the MR, MW, and SRSW patterns can again be derived from the expressions for MRMW by setting r = 0, r = 1, or b = 1. The expressions for the MRSW and SRMW patterns are given in Appendix A. 16 16. Again, the appropriate expressions can be obtained by setting h to zero in the expressions given in the appendix.
Estimating l from a Memory Trace
In order to estimate l, we measure or estimate the average number of successive local accesses in the characterization intervals, where an access is considered local if it does not result in overhead. For example, a read from a Shared or Dirty state is considered to be a local access, while a read from an Invalid state, in which a valid copy must be obtained from either a memory or a remote cache, is an example of a remote access.
One way to obtain the average numbers of successive local accesses to a block from a memory trace is to introduce an n-bit state variable in which each bit corresponds to one of the n processors. On each read, the bit corresponding to the accessing processor is set to one, while each write resets all bits except the one corresponding to the writing processor. A read is considered local if the bit in the n-bit state variable corresponding to the reading processor is already set, and it is considered remote, otherwise. To determine whether a write is considered local, we consider two variants for the following reasons. For large block sizes, the cost of invalidation is small and almost insignificant relative to the cost of transferring a data block, while, for small block sizes, the cost of invalidation and the cost of transfer are almost the same. To account for this difference, we treat writes to the data blocks in Shared state either as local accesses or as remote accesses, depending on whether the data block is large or small. If the write to Shared state is considered local, then we check whether the appropriate bit is already set, as in the read case. If the write to Shared state is considered remote, then we check whether the appropriate bit is set while all other bits are zero. By dividing the overall number of accesses by the number of remote accesses, we can calculate the average number of successive local accesses to the block.
Given the average number of successive local accesses, we can now derive l. It can be calculated from the probabilities of system events by setting the average number of successive local accesses to the reciprocal of the probability that an access will be remote and solving for l. If the writes to blocks in Shared state are assumed to be remote, then the probability that an access will be remote is equal to the sum of the probabilities p 2 , p 3 , p 6 , p 7 , and p 8 for the Write-back protocol given in Table 5 . Otherwise, if the writes to the Shared state are assumed to be local, then the probability that an access will be remote can be calculated in a similar way, except that probability p 6 is excluded from the given sum. Note that, at this point, l is the only unknown parameter; all other parameters, including the value of the average number of successive local accesses, are known.
For the SRMW pattern, we always assume that writes to data blocks in Shared state are local, because our expressions become too complex, otherwise. This should not pose a problem, because the number of SRMW accesses tends to be very low. Fig. 3 shows the difference between the simulation results and the predictions of our models for the Write-back protocol. There are four curves that show the importance of the l parameter. Curve 4 shows how poor the accuracy of the prediction of the core model can be if an inappropriate characterization interval size is used. In this case, a large interval was chosen (10 5 processor cycles), and the difference between the predictions of the core model and the results of the simulation can be huge. In contrast, Curve 3 shows the accuracy of the prediction of the core model for the smaller, more appropriate, characterization interval size of 10 3 processor cycles. We found that, if we use this fixed interval size for the SPLASH and SPLASH-2 applications, the difference between the model and the simulation will usually be less than 100 percent (an order of magnitude smaller than in the case of the larger interval size).
Accuracy of Our Models
Curve 1 shows the difference between the simulation results and the prediction of our extended model with the l parameter when using the larger interval size of 10 5 processor cycles. The difference is quite small and, usually, less then 10 percent, even though an inappropriate characterization interval is being used. In calculating l, a write to a data block in Shared state was considered local for large blocks (4K-8K) and it was considered remote for the other block sizes. Note, however, that, in the case of Curve 1, a separate set of parameter values was used for each block and each characterization interval.
Finally, Curve 2 considers a variation where the same averaged set of parameters is used for each characterization interval of each type. That is, the parameters are collected from the memory trace and averaged within each of the six access patterns of Table 2 before being used in the model (Table 6 lists the averaged parameters for the case of a 10 5 -cycles characterization interval and 64-byte block size). It is interesting to observe that performance prediction using only a small number of averaged parameters can be as accurate as the predictions stemming from more accurate information driven by an entire memory trace. This characteristic makes it possible to use our models for large applications for which it is impractical to store the entire memory trace. It should be noted, however, that the performance prediction for dynamic hybrid protocols (discussed in 
Section 5) cannot be done based on averaged parameters, but must be done with parameters for each block and characterization interval. Fig. 3 shows the results for the Write-back protocol only, but our model behaves equally well for the other protocols.
Taking Transients into Account
While the l parameter allows the use of large characterization intervals in our model, it is also necessary to take transient effects into account when operating with small characterization intervals (10 3 processor cycles or less). The transient cost is particularly important for blocks whose data accesses for a given characterization interval are of MR or SRSW type, because their cost is assumed to be zero, even though there is a cost associated with the initial loading of a block.
The transient cost can be estimated by introducing two n-bit state variables per data block, one for write-invalidate protocols and one for Update protocol, where n is the number of processors. Each bit of this variable corresponds to one processor to indicate if the cache has a valid copy of the data block. The procedure for the write-invalidate protocols is the same as that described in Section 4.2 for the case where writes to the Shared state are considered remote. The procedure for the Update protocol is different only in that the appropriate bit is set for both reads and writes, and in that the remaining bits are not cleared for writes. The transient cost for a particular data access pattern is calculated by comparing the state of these variables and data access pattern with those of previous intervals. Based on the differences in the states and data access patterns, we can determine the number of system events which will incur cost. 17 The costs for these events, which are given in Table 4 , are multiplied by the number of the events. The products are then summed and averaged over the number of accesses in a given characterization interval to calculate the average transient cost per access:
where C transient(i,j),protocol is the average transient cost per access for data block i during the characterization interval j for the given protocol, c k is the cost of system event E k , m k is the number of system events E k , and #Block ij is the number of accesses to block i during interval j. The average transient cost per access is then added to the cost imposed by sharing during the characterization interval:
Adding the h Parameter
Even after including the transient costs, there still remain some differences between the simulation results and the predictions of our model. The reason is that, for small characterization 17 . For example, in the case where MR pattern follows the SRSW pattern, based on the difference in the state variable for write-invalidate protocol, we can determine the number of processors that read the data block from memory or remote cache. Fig. 3 . Write-back protocol: Percent difference between simulation results and the analytical prediction (eight-processor system). 1) Performance prediction based on prediction for each characterization interval and for each block separately-l parameter included, interval size = 10 5 . 2) Performance prediction based on averaged parameters-l parameter included (see Table 6 intervals and small blocks, interleaving is higher in practice for the MW, MRSW, SRMW, and MRMW accesses than assumed by our model. To take this discrepancy into account, we introduce a new parameter h. The parameter h can be estimated from the memory trace using methods similar to the ones used for estimating l. In the new sample space, the probability of an access being from the same processor is then defined to be h + 1 times lower than the probability of an access being from another processor. This parameter is incorporated into the core model similar to the way l was added. Table 7 shows the probabilities for the events of Table 2 for the MRMW pattern with the h parameter. As before, the expressions for MR, MW, and SRSW can be derived directly from the expressions for the MRMW pattern. The expressions that include both the l and h for the MRSW and SRMW patterns are given in Appendix A. The expressions in Tables 5 and 7 are presented separately, so that the reader can get a better understanding of the effects of each parameter. Our model, however, combines both parameters (even though either l or h will always be zero). With the addition of these two parameters, the difference between the results generated by simulation and our model is less then 10 percent for all characterization intervals and block sizes.
DYNAMIC HYBRID PROTOCOLS
Dynamic hybrid protocols can dynamically change the cache coherence protocol during the execution of an application. Different coherence protocols are used for different blocks and over different time intervals. In this section, we discuss the predicted performance of dynamic hybrid protocols for a variety of applications from the SPLASH [4] and SPLASH-2 [5] benchmark suites. In particular, we show how two parameters, the block size and the frequency at which the coherence protocol is chosen, affect the performance of the dynamic hybrid protocol.
Design, implementation, and analysis of dynamic hybrid protocols has received attention in previous research [2] , [6] , [7] , [13] , [18] , [19] , [20] , [21] , [36] , [37] , [38] , [39] , [40] . Both hardware [13] , [18] , [19] and software [7] , [37] implementations have been proposed, as have those that combine hardware and software [6] . Inevitably, a function is used to determine which protocol to use when. This decision can be done based on run-time information [6] , [13] , [18] , [19] , compile-time information [7] , or a combination of both [2] .
To adapt our models for hybrid protocols, we rearrange (6) of Section 2.5. Instead of using the cost expression for a single basic protocol for all characterization intervals, we choose the cost expression of the basic protocol that for the characterization interval and block gives the lowest cost. This allows us to predict the performance of the dynamic hybrid protocol that chooses the best basic protocol for each characterization interval and block as:
Block Appl block time interval min e j . (10) Fig . 4a shows the performance of MP3D, LU, and BAR-NES, as predicted by our extended model, which includes the l parameter, the h parameter, and transients. Of the basic protocols, the Write-back protocol performs best for small data blocks, while Update performs best for larger data blocks, as was discussed in Section 3.3. The figure also shows the predicted performance of the dynamic hybrid protocol. Its performance is slightly better than the performance of the Write-back protocol for small blocks, and better than the performance of the Update protocol for large blocks. We assume here that the best protocol is chosen at the beginning of each characterization interval and not changed during the interval. We also assume that the protocol can be changed at no cost, so our results represent an upper bound on the improvement one might expect from a real system. Fig. 4b shows the improvement for the dynamic hybrid protocol. We calculate the improvement attained with dynamic hybrid protocol as:
where C best = min protocol (C protocol ) is the cost of the basic protocol that gives the best result for a given data block and interval size. The improvement is given for different sizes of characterization intervals and blocks. As one would expect, the improvement for the dynamic hybrid protocol is greater if one can choose the best protocol more frequently, which is the case for small characterization intervals. For larger characterization intervals, the hybrid protocol becomes less attractive and can be completely ineffective. For small characterization intervals, the improvement decreases for small and for large data blocks. The Write-back and the Update protocols provide the best performance at these extremes. 
The greatest improvement for the dynamic hybrid protocol occurs when the difference between the Write-back and Update is small. The improvement obtained with the dynamic hybrid protocol for MP3D is low (under 25 percent) for 64-byte and 128-byte blocks. This result agrees with simulation results obtained by others. A simulation of MP3D by Wilson et al. shows that the performance of a page-based competitive algorithm is the same as that of the Update protocol [6] . (The competitive algorithm can dynamically choose between write update and write invalidate.) Wilson et al. used a block size of a page, which corresponds to our 4K-byte or 8K-byte block sizes. Our results show that Update is better than the other basic protocols, and that the upper limit for improvement with the dynamic hybrid protocol is less than 15 percent for these block sizes. Our analytical predictions also agree with the results of simulation by Veenstra and Fowler [1] . The upper limits for improvement for the dynamic hybrid protocol for LU (30 percent) and Barnes (60 percent) are larger than for MP3D.
The improvements for other applications from the SPLASH-2 [5] benchmark suite, as predicted by our extended model, are given in Table 8 . 18 The results were obtained by assuming a 16-processor bus-based multiprocessor (see Table 4 ). The access pattern characterization of these applications shows a high percentage of SRSW accesses. For seven of 12 applications, the SRSW pattern is prevalent for all block and characterization interval sizes (see Table 11 in Appendix B). For the other five applications (Oceancontiguous, Ocean-noncontiguous, FFT, LU-contiguous, and 18 . A technical report [32] contains graphs depicting the data access characterization, the performance prediction and the relative improvement in performance for four of the SPLASH-2 applications: Cholesky, Ocean (contiguous), Ocean (noncontiguous), and FFT. Appendix B presents the data access characterization and performance prediction for twelve applications from the SPLASH-2 benchmark suite.
LU-noncontiguous), the SRSW pattern is dominant either for blocks smaller than 256 bytes or for characterization intervals smaller than 10 5 processor cycles. Since there is a high percentage of SRSW accesses, the Write-back protocol is the best choice for eight of these applications, even for large blocks (1K bytes and more). For the other four applications (Radix, Ocean-noncontiguous, FFT, and LUnoncontiguous), the best choice is the Update protocol when using blocks larger than 1K bytes (see Table 12 in Appendix B).
From these results, it is apparent that only few applications show a significant performance improvement with the dynamic hybrid protocol when blocks are smaller than 256 bytes. For two applications, the improvement is greater than 50 percent, and, for seven applications, it is greater than 30 percent. Although patterns of data sharing were not examined by Woo et al. in their study [5] , a breakdown of miss rates for the SPLASH-2 applications was given. Based on this breakdown, certain conclusions about how blocks are accessed can be made. The results presented for Radix, Barnes, and FMM show a large percentage of misses due to both true and false sharing, indicating that, besides sequential sharing of data blocks, there is also a significant amount of concurrent sharing. The Update protocol is more suitable for concurrent sharing, while the Write-back protocol is better for sequential sharing (SRSW data access pattern). As a result, these three applications are good candidates for performance improvement using the dynamic hybrid protocol, and the results in Table 8 substantiate this. With blocks larger than 1K bytes, 11 applications have significantly improved performance (more than 50 percent) with the dynamic hybrid protocol. The frequency with which protocols are changed has a larger effect when small block sizes are used than when larger block sizes are used. 
CONCLUSIONS
We have presented a set of analytical models for predicting the performance of parallel applications under various cache coherence protocol assumptions. The models differ in the number and types of parameters they require and in the level of accuracy of performance prediction they provide. For the simplest, core model, we expect that advances in compiler technology will allow the estimation of the required parameters at compile time. The more sophisticated models extend the core model by adding the l and h parameters, and taking transients into account. These parameters are best obtained by analyzing address traces generated from simulators or by monitoring previous runs. Our models are unique in that they lie between the many theoretical models and the many address-trace oriented models that have been proposed in literature.
We assessed the accuracy of our models by comparing their predictions with the results of simulation runs. We were able to show that, on 15 representative applications, even our simple core model was able to correctly predict the relative performance; i.e., which protocol performed better than the others. Hence, this model is suitable for compile time use to implement hybrid protocols that allow different data blocks to use different coherence protocols, and dynamic hybrid protocols that also allow for changes in the choice of protocol during the run time of the application. As a result, we believe that, with the availability of this model, dynamic hybrid protocols can be implemented with no specialized hardware support for run-time data access monitoring and decision making. The extended models provide for more accurate prediction of absolute performance. We were able to show that the models can predict the performance to within 10 percent of actual (simulated) executions.
Our study also provided other interesting insights. For example, we characterized the memory access behavior of several applications, representing the characterization in visual form. We also assessed the potential advantage of dynamic hybrid protocols and showed that the advantages are limited, especially for smaller block sizes. However, recent research has shown that dynamic hybrid protocols can be more effective if multiple writes to the same data block can be coalesced into a single transaction. This significantly changes the communication patterns, and Dahlgren recently showed that dynamic hybrid protocols are much more effective under these circumstances [36] .
In our current work, we are assessing how the working set size of applications, the number of processors, and different communication networks might affect the performance of dynamic hybrid protocols. In particular, we will assess the accuracy of our models in predicting the performance of distributed shared memory systems that run on workstation clusters. Finally, we intend to incorporate the core model into a compiler that can insert instructions into the code capable of managing a dynamic hybrid protocol. This code will then be run on a University of Toronto NUMAchine multiprocessor [3] , where we will be able to accurately measure the improvement. Tables 9 and 10 show the probabilities, p k , of system events E k occurring for the MRSW and SRMW data access patterns. The events, E k , are defined in Table 1 and the data access patterns and their parameters b, r, s, and x are defined in Table 2 . The interleaving parameters l and h are defined in Sections 4.1 and 4.5, respectively. The formulas are derived from the steady-state analysis of the system with infinite caches; therefore, the probabilities of events p 2 and p 11 for the Update protocol and p 12 for the Write-back are equal to zero. We assume zero cost for events E 4 and E 9 , so probabilities p 4 and p 9 are not presented in the tables. The interleaving parameters l and h do not affect the performance of the Update protocol and uncached operations. Table 11 shows the data access pattern characterization for applications from the SPLASH-2 benchmark suite [5] , assuming a 16-processor system (see Table 4 ). Table 12 presents the performance as predicted by the extended analytical model for different cache coherence protocols, including the dynamic hybrid protocol. 
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