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ABSTRACT 
A one-dimensional shallow water flow and sediment transport model is developed using 
a discontinuous Galerkin finite element scheme. As a first step, four different time 
marching schemes as well as three different slope limiters have been investigated to find 
the optimum modeling combination. The efficiency and accuracy of the time marching 
schemes and slope limiters are quantitatively examined using CPU runtime and comparison 
between the simulated results and theoretical/experimental data. It is found that using the 
second order Adam-Bashforth time marching scheme and Monotonized Central method 
leads to most efficient and accurate results.  
As the second part of this research, a novel local time stepping algorithm is introduced. 
The proposed algorithm allows the maximum possible time advancement based on the CFL 
criterion within each element. The efficiency of the local time stepping algorithm is 
examined using CPU runtime and compared with two previously developed local time 
stepping algorithms. It is found that the proposed algorithm is 30-70% more efficient.  
Final part of this dissertation is devoted to sediment transport modeling. A one-
dimensional coupled non-equilibrium sediment transport model for unsteady flows in 
discontinuous Galerkin framework is developed. The model is tested using two 
experimental tests and shows a good agreement in simulating bed evolution. HLL and 
HLLC flux functions are modified to include bedload and suspended load sediment fluxes. 
The performance of the two flux functions is tested. Results show that both functions can 
 iii 
 
predict the flow and morphological changes accurately. The performance of the two 
empirical formulas, proposed by van Rijn and Zyserman-Fredsøe, for equilibrium near bed 
concentration of suspended load is investigated. Results indicate that Zyserman-Fredsøe 
equation can move the hydraulic jump location upstream and improve the water surface 
simulation. 
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CHAPTER 1 
INTRODUCTION 
Free surface flows occur in rivers, lakes, estuaries, and oceans and is of great importance 
for socio-economic development. Therefore, there is a need to understand the behavior of 
free surface flows under variety of conditions. In addition, investigating the free surface 
flows while ignoring geomorphological changes is not realistic. For river modeling, bed 
mobilization due to sediment transport must be considered. Although enormous 
improvements in numerical modeling of flow with sediment transport have been achieved, 
investigation and development of more accurate and efficient algorithms are still desirable.  
Variety of numerical schemes for shallow water flow modeling based on finite difference, 
finite element, and finite volume are available. In this study, the Discontinuous Galerkin 
(DG) finite element method is selected for simulation of flow and sediment transport in 
open channels. The DG method has advantages over both finite volume and finite element 
methods such as shock capturing and higher order accuracy.  
To apply the discontinuous Galerkin method, there are several challenges to deal with. 
The main challenges arise from seeking an accurate numerical flux function for the system 
of equations and proper treatment of its source terms. In the literature several 
approximations for numerical fluxes for the solution of one-dimensional shallow water 
flow equations are proposed. However, special attention must be paid while selecting 
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approximation for numerical flux as the selected approximation must be able to preserve 
the conservative property, capture shock, and maintain the order of accuracy.  
Besides the numerical flux term, the improperly treatment of the source term will distort 
the accuracy of the numerical schemes, as it may affect the conservative property of the 
system and generate unphysical flow. Various treatments have been proposed to model the 
source term in the case of finite difference and finite volume methods. Generally, slope 
limiters are used in order to circumvent numerical oscillations in the computed results. 
Spurious oscillations near discontinuities and in areas of high gradients reveal the 
importance of stabilization techniques such as slope limiters. Different slope limiters are 
evaluated and an optimized water surface slope limiter is introduced.  
Since spatial and temporal discretization are both important for the stability requirement 
and accuracy of the scheme, several explicit time integrating schemes are assessed and the 
most suitable time discretization scheme for the DG method selected. The proper choice of 
time integration would enhance the accuracy and efficiency of the scheme.  
For long-term simulations or large domains, the efficiency of a numerical model becomes 
more important. Reducing runtime while preserving accuracy of the scheme is always 
desirable. Local Time Stepping (LTS) algorithms are introduced in the last decade to 
overcome this weakness. Here, a novel LTS algorithm is introduced and adopted in the DG 
numerical model. The efficiency and accuracy of this algorithm are investigated using 
different bench mark tests.  
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Hydraulic modeling is not realistic without considering the morphological effects. 
Sediment transport, bed changes, and bed material-sorting are important aspects of open 
channel flow modeling and in turn affect the free surface flows. Simultaneous solution of 
four coupled equations for flow and sediment transport, requires an extra effort to achieve 
stable and well-balanced results. In this study, one-dimensional sediment transport 
processes have been modeled using the DG formulation. 
The research outlined in this dissertation involves numerical study of flow and sediment 
transport using DG model. Different time integration schemes and slope limiters have been 
investigated. Additionally, a novel LTS algorithm has been introduced and its accuracy 
and efficiency examined. The study will evaluate the efficacy of the of DG method in 
simulating flow and sediment transport after dambreak.  
The remainder of this dissertation is organized as follows. Chapter 2 describes the effect 
of channel shape on selection of time marching scheme in DG method. Chapter 3 
introduces a novel local time stepping algorithm in DG framework to increase the 
efficiency of numerical scheme. In Chapter 4, 1D coupled non-equilibrium sediment 
transport numerical modeling for unsteady flows in DG framework is presented. Each of 
the last three chapters include an abstract, introduction and detailed literature review, 
problem definition and governing equation, as well as a conclusion and references. The last 
chapter, chapter 5, of this dissertation presents a comprehensive conclusion. 
 4 
 
CHAPTER 2 
 CHANNEL SHAPE AND SELECTION OF TIME MARCHING 
SCHEME IN THE DISCONTINUOUS GALERKIN METHOD 
2.1. Abstract 
One-dimensional open channel flow is simulated using the DG finite element method. 
Four different explicit multistep/multistage time marching schemes are evaluated for 
different channel shapes for accuracy and efficiency. The time marching schemes utilized 
include forward Euler, second- and third-order Adam-Bashforth (multistep), and second-
order TVD Runge-Kutta (multistage) methods. The role of monotonized central, minmod, 
and zero TVD slope limiters for each of the time marching scheme is investigated. The 
numerical flux is approximated using HLL function. The accuracy and robustness of 
different time marching schemes are evaluated for steady and unsteady flows using 
analytical and measured data. The unsteady flows include wet and dry bed dam-break tests 
in prismatic (rectangular, trapezoidal, triangular, and parabolic cross sections) and non-
prismatic (natural river) channels. The steady flow test includes simulation of hydraulic 
jump in a diverging rectangular channel. The accuracy and efficiency of the scheme has 
been examined using statistical quantification techniques, maximum possible time step 
size, as well as CPU runtime analysis. The second-order Adam-Bashforth time marching 
scheme has the best accuracy and efficiency among the time stepping schemes tested. 
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Keywords: Discontinuous Galerkin method; shallow water equations; time marching 
schemes; TVD slope limiter; accuracy; efficiency  
2.2. Introduction 
The numerical simulation of shallow water flows can be considered as one of the 
important aspects of hydroinformatics; it focuses not only on the technology but also on its 
applications. Shallow water flow equations, also known as Saint-Venant equations, are 
widely used in hydraulic and river engineering problems. Many researchers, with the use 
of different numerical methods such as finite volume, finite difference, and finite elements, 
have tried to numerically solve these equations (Cozzolino et al. 2012; Petaccia et al. 2013; 
Düben et al. 2012). In recent years, the Discontinuous Galerkin (DG) finite element method 
has gained popularity in numerical modeling of shallow water flows (Dawson et al. 2011; 
Escobar-Vargas et al. 2012; Lai and Khan 2012; Mirabito et al. 2011; Sollie 2010; Dawson 
et al. 2006; Remacle et al. 2006). The DG method, first introduced by Reed and Hill (1973), 
and further developed by Lesaint and Raviart (1974), is a modified version of traditional 
standard Galerkin finite element method (also known as continuous Galerkin finite element 
method). The continuous Galerkin finite element methods are usually unsatisfactory, due 
to oscillations near shocks, in dealing with advection-dominated flows (Schwanenberg and 
Harms 2004). The DG method combines the desirable properties of finite element and 
finite volume methods (Xing et al. 2010). Also, this method is capable of observing 
conservation properties (Li 2006). In addition,  P-adaptivity and h-adaptivity can be easily 
implemented in this method (Bokhove 2005).  
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The difficulty in modeling shallow water flow equations mostly arise from the treatment 
of convective fluxes and source terms (Garcia-Navarro and Vázquez-Cendón 2000). 
Additionally, because of inherent features of shallow water flow equations, a discontinuity 
may be generated in the solution even if the initial and boundary conditions are smooth 
(Lai and Khan 2011).   
In solving hyperbolic equations, exact or approximate solution of the Riemann problems 
is required for accurate representation of the numerical flux. Godunov (1959) is credited 
with the first discontinuous solution of the exact Riemann solver. Chorin (1967) modified 
Godunov’s solution for flows with free surface. Since exact solution is generally 
considered too expensive for most problems, several approximate Riemann solvers have 
been developed. One of the most widely used solvers is the Roe's approximate Riemann 
solver (Roe 1981); however it does not preserve the positivity (Einfeldt et al. 1991). The 
main idea of Roe's Riemann solver is based on linearization of Riemann problem. The 
approximate Riemann solver devised by Harten et al. (1983) (HLL) has a positivity 
preserving property for any conservative hyperbolic system, if used with an appropriate 
choice of wave speed bounds. In HLL, an approximation for the intercell numerical flux is 
obtained directly. The two-wave HLL approach, along with the wave speeds estimate 
proposed by Einfeldt et al. (1988), is known as the HLLE solver. This solver enables the 
intermediate state to satisfy the so-called entropy and positivity conditions. Toro et al. 
(1994) introduced a simple approach in constructing HLL-type solvers and assumed that 
the intermediate left and right states have the same velocity and pressure. These 
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assumptions are physically valid for the contact wave, which is why the solver is called 
HLLC (‘C’ stands for Contact). 
Along with the flux approximation, appropriate treatment of the source term is critical for 
preserving the conservation property and achieving a well-balanced scheme (Zhou et al. 
2001; Nujić 1995). Bermudez and Vázquez (1994) presented an upwind scheme for 
shallow water flow equations with bed slope source term, and Vázquez- Cendón (1999) 
expanded the same idea for solving other shallow water flow problems in irregular 
geometry. In order to overcome the complexity of their scheme, LeVeque (1998) 
developed a scheme for the bed slope source term which balanced source terms and flux 
gradients. Recently, Hubbard and Garcia-Navarro (2000) proposed a scheme that balanced 
source terms and flux gradients, in which the upwind method of Bermudez and Vázquez is 
used for source terms. Ying et al. (2003) approximated the water surface gradient (part of 
the source term) as a weighted average of upwind and downwind water surface gradients 
based on the local Courant number, while the friction was computed assuming the variables 
to be piecewise constant. 
Generally, slope limiters are used in order to circumvent numerical oscillations in the 
computed results. Use of slope limiters, together with an appropriate high resolution 
scheme, makes the solutions Total Variation Diminishing (TVD). Spurious oscillations 
near discontinuities and in areas of high gradients reveal the importance of stabilization 
techniques such as slope limiters (Burbeau et al. 2001). Godunov was the first who proved 
that a linear TVD scheme was only first-order accurate (Tannehill et al. 1997). According 
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to Li (2006), the way the element boundary fluxes are computed determines the spatial 
order of accuracy of the numerical algorithm and controls the amplitude of local jumps at 
an element interface. If these jumps are monotonically reduced, the scheme provides more 
accurate initial guesses for the solution of the local Riemann problems (the average values 
give only the first-order accuracy). Cockburn and Shu (1988; 1998; 1999) in a series of 
papers described the application of slope limiters to the numerical solution in the DG 
framework. Hassanzadeh et al. (2009) conducted a comparative study to find the 
appropriate flux limiters for one-dimensional gas-solid reactive flow simulations using 
finite difference method. However, there has been no controlled study that compared the 
performance of different TVD slope limiters for the shallow water flow modeling using the 
DG method. 
Spatial and temporal discretizations are important for the stability requirement and 
accuracy of the scheme. Over the past few decades, many efforts have been made to 
achieve accurate and cost efficient time marching schemes. Time integration schemes 
include single step, multistep, and multistage methods. Multistep methods, such as Adam-
Bashforth (AB), attempt to gain efficiency and accuracy by keeping and using the 
information from previous steps rather than discarding it. In addition, a desirable feature 
of a multistep method is that the local truncation error can be determined and a correction 
term can be included, which improves the accuracy of the results at each time step (Dixit 
2006). In multistage methods, such as Runge-Kutta, intermediate values have to be 
calculated to progress the solution from one time step to the other. Forward Euler (FE) 
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constitutes the simplest time marching scheme and may be considered as the lowest order 
Rung-Kutta or AB scheme. 
To achieve a stable scheme in the DG method, Gottlieb and Shu (1998) developed Total 
Variation Diminishing (TVD) Runge-Kutta time discretization schemes, which have been 
used widely, especially the second-order TVD Runge-Kutta scheme (Reed and Hill 1973; 
Cockburn and Shu 1988; Qiu et al. 2006; Hu and Atkins 2002). Despite its common use, 
the efficiency and accuracy of the second-order TVD Runge–Kutta discontinuous Galerkin 
(RK), while using a TVD slope limiter, comparing to other time stepping schemes, has not 
been verified. In addition, the role of channel geometry in the selection of a suitable time 
marching scheme has not been evaluated. 
The aim of this chapter is to evaluate the performance (efficiency and accuracy) of 
multistage and multistep time marching schemes and how the channel geometry dictates 
the selection of time marching scheme in the DG framework. The time marching schemes 
evaluated include second-order TVD RK, FE, and second- and third-order AB methods. 
Secondly, Monotonized Central (MC), minmode, and zero slope limiters are evaluated for 
each of the time marching schemes. The performance of a slope limiter is evaluated based 
on its TVD property, mass conservation ability, and diffusion control. 
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2.3. Model Formulation  
2.3.1. Governing Equations 
The governing equations of one dimensional shallow water flow in general form is given 
by Equation (2.1), where U ,  F U and  S U are, respectively, the vectors of conserved 
variables, flux terms, and source terms,  and are defined using Equation (2.2). In Equation 
(2.2), A , Q , g and 0S  are cross section area, volumetric flow rate, gravitational 
acceleration, and bed slope, respectively. The hydrostatic pressure force, 1I , the wall 
pressure force, 2I , the energy slope, fS , and the bed slope, 0S , can be defined by Equations 
(2.3) and (2.4). In these equations, R , b , n , and bz  denote hydraulic radius, Channel width 
at the water surface, Manning’s roughness coefficient, and channel bed elevation, 
respectively. 
 
 
 
t x

 
 
F UU
S U  (2.1) 
 
 2 2 01
0
; ;
f
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gI gA S SQ A gIQ
   
              
U F S  (2.2) 
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 
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,
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
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
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
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 Following Cunge et al. (1980), the hydrostatic and wall force terms in Equation (2.2) can 
be simplified using Leibniz integral rule; hence, Equation (2.1) can be rewritten as 
Equation (2.5). In this equation, Z = water surface elevation from a datum. This 
formulation has been successfully implemented in the DG method by Lai and Khan (2012). 
                          
2
0
; ;
f
A Q
gA Z x gASQ Q A
    
               
U F S                                   (2.5)
 
2.3.2. Numerical Method 
In the continuous finite element approach, the field variable  ,A QU  is forced to be 
continuous across the boundary, which may cause numerical instability if variation of U  
is large across the boundary (Zhou et al. 2001). The essential idea of the discontinuous 
finite element method is that the field variable is allowed to be discontinuous across the 
boundary.  
 
Figure 2.1.  Illustration of discontinuities in element boundaries in DG framework 
R
jU
jx 1jx 1jx 
1
R
jU
L
jU
1
L
jU
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In the DG method the domain is discretized such that 1[ , ]j j jx x    with  1,  2, ,j N  , 
where N  is the number of elements. Integrating Equation (2.1) over the element j , after 
multiplying it with the weight function  xν , results in Equation (2.6).  
      
1
0
j
j
x
t xx
x dx

     U F U S U ν  (2.6) 
As explicit time stepping scheme is used, each equation is integrated and solved 
independently. The integral forms of the mass and momentum equations are shown in 
Equations (2.7) and (2.8), respectively, where 1x  and 2x  are the end coordinates of an 
element and  1,2i i   is a linear test or weight function. In these equations, the flux terms 
are integrated by parts, where  ,P x t Q  is the flux term for the continuity equation and 
  2,G x t Q A  is the flux function for the momentum equation. These flux functions at the 
element boundaries are calculated using approximate Riemann solvers. The approximate 
variables Aˆ  and Qˆ  as well as any function  ˆ ,f A Q  are given by Equation (2.9), where 
 1,2j j   are linear shape or interpolating functions. For the Galerkin method, the test 
and shape functions are the same. To perform the integration, the global coordinates in 
Equations (2.7) and (2.8) are transformed to local coordinates. 
        
2 2
11
2 2 1 1
ˆ
ˆ , , 0
x x
i
i i i
xx
A
dx Qdx x P x t x P x t
t x

  

   
 
 


 (2.7) 
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       
22
2
1
1 1
2
2 2 1 1
ˆ ˆ ˆ
ˆˆ ˆ, ,
ˆ
xxx
i
i i i i f
x x x
Q Q Z
dx dx x G x t x G x t gA ghS dx
t x xA

   
     
                  

    
 (2.8) 
    
2
1
2 1
1
2
2 1
ˆ
ˆ
ˆ ˆ ˆ ˆ, , , ,
j j
j j
A A
Q Q
f A Q n f A Q n
x x
x x
x x
x x











 

 


 
  
 (2.9) 
2.3.3. Flux Treatment  
In order to calculate the flux functions ( P  and G ) at the element boundaries, an 
approximate HLL Riemann solver is implemented and is given by Equation (2.10). The 
wave speeds on the left  LS  and right  RS  sides of a boundary are defined using 
Equations (2.11) and (2.12), where u  and  *c  are defined by Equations (2.13) and (2.14), 
respectively. The wave speeds and the flux approximation for Equation (2.5) are based on 
method developed by Lai and Khan (2012, 2013) and Khan and Lai (2014). 
  
 
, 0
, , 0
, 0
L
R L L RHLL
L R
R L
R
S
S S S S
S S
S S
S
 

  
  

 

L
L R R L
L R
R
F
F F U U
F U U
F
 (2.10) 
   * *min / ,LLLS u g A b u c    (2.11) 
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   * *max / ,LLRS u g A b u c    (2.12) 
      * 0.5 / /L RL Ru u u g A b g A b     (2.13) 
      * 0.5 / / 0.25L R L Rc g A b g A b u u     
 
 (2.14) 
For dry bed treatment, based on Ying et al (2004), a small depth (
dryh ) is prescribed for 
all the nodes with dry bed. At the end of each time step, if the water depth at any node is 
less than
dryh , it is reset to dryh  and the flow rate at that node is set to zero. Therefore, the 
Equations (2.10)-(1.14) can be used for dry, wet, and partially wet elements.  
  
2.3.4. Time Integration Schemes 
For an explicit time marching scheme, Equation (2.6) can be rewritten as Equation (2.15), 
where the right hand side is a known vector. Time integration is the last stage in finding a 
solution. Most of the computational cost can be avoided by the proper choice of time 
marching scheme. In addition, the choice of a time marching scheme may affect the 
accuracy of the computed results. Several choices are available to discretize the time 
derivative term. Three time marching schemes have been evaluated in this study. 
  
t



U
L U  (2.15) 
 15 
 
2.3.4.1. Forward Euler (FE) Scheme  
FE method is one of the simplest time marching schemes, however; it has only first-order 
accuracy. Using linear interpolating functions, the spatial accuracy is second-order in the 
DG formulation. Ideally, the time marching scheme should of the same or higher order. 
Here, the FE time marching scheme is used to evaluate all possible scenarios. The FE 
formulation is given by Equation (2.16), where the time step t t  is denoted by 1n . 
Given the solution at time t  or n t  (based on the initial conditions or previous time step 
solution), the solution at t t  can be calculated. The FE scheme can be considered as 
first-order RK or AB method. 
  1n n nt   U U L U   (2.16) 
2.3.4.2. TVD Runge-Kutta (RK) Scheme 
TVD Runge-Kutta methods (RK) are one of the most widely used multi-stage numerical 
integration methods in the DG framework. The formulation of the second-order TVD 
Runge-Kutta numerical integration method is shown in Equations (2.17) and (2.18) 
(Gottlieb and Shu 1998), where nU , intU  and 
1nU  are previous, intermediate and next time 
steps, respectively. In this explicit scheme, the Courant-Friedrichs-Lewy (CFL) condition 
has to be taken into consideration for stability. The CFL condition is given by Equation 
(2.19), where P is the order of polynomials for space discretization (Cockburn 1999). 
  int n nt  U U L U  (2.17) 
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  1 int int
1 1 1
2 2 2
n n t    U U U L U  (2.18) 
  
1
max
2 1
t
u c
x P
 
    
 (2.19) 
2.3.4.3. Adam-Bashforth (AB) Schemes 
AB schemes are the widely used multi-step explicit numerical integration methods. It can 
be formulated as given by Equation (2.20). In this scheme, ( , ( ))t tL U in Equation (2.20) is 
replaced by an interpolation polynomial through the known solution points in time, such 
as  , , 1,...,i i it i n k n   U , where n  denotes the time level and iU  shows numerical 
approximation to the exact solution for  itU  at it i t  . Equation (2.20) can be rewritten 
as Equation (2.21) based on polynomial integration for the k-step AB method. 
 
1
( , ( ))
n n
t t
t
t t dt


  U U L U  (2.20) 
  1
1
0
nn
k
n j
j
j
t 




 U U L U  (2.21) 
The order of a k-step AB scheme is k . In this study, a 2-step AB scheme (AB-P2), and a 
3-step AB scheme (AB-P3) have been used. The coefficients j  for 2k   and 3k   are 
given in Table 2.1. 
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Table.2.1. Adam-Bashforh coefficients for second-order and third-order schemes 
k  0  1  2  
2 
3
2  
1
2

 
— 
3 
23
12  
16
12

 
5
12  
 
2.3.5. Total Variation Diminishing Methods  
The TVD method was first introduced by Harten (1983) and Sweby (1984).  The TVD 
property implies that the total variation of the solution will not increase as the solution 
advances in time. TVD property of a numerical method is given by Equation (2.22), where 
TV is the Total Variation and is defined in Equation (2.23). 
    1n nTV TV U U  (2.22) 
   1n n nj j
j
TV  U U U  (2.23) 
To avoid spurious oscillations in numerical schemes using higher order spatial 
discretization, gradients near shocks, discontinuities, or sharp changes must be limited. 
Thus, the use of slope limiters is inevitable. There are many TVD schemes found in the 
literature for solving convection dominated problems (Van Leer 1974; Van Leer 1977; Van 
Albada et al. 1982; Roe 1986; Gaskell and Lau 1988; Koren 1993; Kermani et al. 2003). 
Use of slope limiters, together with an appropriate high resolution scheme, helps to 
preserve the TVD property of the numerical model. In addition to applying slope limiters 
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to the discharge, the slope limiters may be applied to water depth or water surface elevation. 
However, it was shown that applying the slope limiter to the water surface produced a well-
balanced scheme in channels with varying bed topography (Lai and Khan 2011). Therefore, 
a water surface based slope limiter has been adopted in this study.  
For an element l , a general slope limiter formulation for any conserved variable can be 
written as Equation (2.24), where  l xU  is the average value of a variable over an element 
l , x  is the midpoint of the element, and SL  denotes the slope limiting function. Different 
slope limiters can be developed based on the definition of SL . In this chapter, three 
different slope limiters have been used and include minmode (Roe 1986), monotonized 
central (MC) (Van Leer 1977), and zero slope limiters. These three slope limiters are given 
by Equations (2.25)-(2.27), respectively, where the parameters are defined by Equations 
(2.28) and (2.29).  
       1 2,l l SLx x x x x x x    U U  (2.24) 
 
   
 min ,
2
minmode SL
sign a sign b
a b 
  
   
 
 (2.25) 
 
   
min ,2 ,2
2 2
MC SL
a bsign a sign b
a b 
   
    
   
 (2.26) 
 0zero SL    (2.27) 
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 
1
1
l l
l l
a
x x





U U
 (2.28) 
 
 
1
1
l l
l l
b
x x





U U
 (2.29) 
2.4. Numerical Tests in Wet Bed Downstream 
Since the ultimate goal of open channel flow simulations is to target long-term natural 
river modeling, the accuracy and efficiency of time integration schemes have been 
evaluated in several numerical tests with different cross-section shapes in wet and dry bed 
conditions. The numerical tests have been performed in rectangular, trapezoidal, triangular, 
parabolic, and natural channels. The selected shapes provide a systematic change from 
rectangular to natural channels that will help evaluate the time marching schemes. To 
concentrate on the evaluation of time integration schemes, the MC slope limiter has been 
used initially. Subsequently, in the dry bed tests, the effects of both slope limiters and time 
integration schemes have been evaluated. Note that, in order to improve the readability of 
the figures, the amounts of computed data shown have been reduced. In the tables, TMS 
and SLT stand for Time Marching Scheme and Slope Limiter Type, respectively. 
2.4.1. Test 1: Dam Break in a Rectangular Channel  
Simulation of the idealized dam break problem in a rectangular, horizontal channel with 
wet bed downstream of the dam is a classical test. The channel tested is 1000 m long with 
a dam located at 500 m. As an initial condition, the water depths upstream and downstream 
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of the dam are 10 m and 2 m, respectively. The domain is discretized using 100 elements 
of uniform size. The water surface level at 30 seconds after the dam removal with time step 
size of 0.4 s is shown in Figure 2.2. To evaluate the stability, efficiency, and accuracy, the 
four different time stepping schemes discussed before have been employed with different 
time step sizes. In addition, in order to better evaluate the accuracy and efficiency of each 
scheme, two statistical measures as well as CPU runtime for the different time stepping 
schemes have been provided and discussed.      
Table 2.2 presents the numerical results for accuracy and efficiency investigations. Based 
on these findings, the RK scheme is the most sensitive scheme to time step size. It starts to 
show diffusive behavior for a time step size of 0.1 s, while other schemes perform 
satisfactorily. However, by increasing the time steps, the diffusivity of the RK scheme 
remains bounded, but still notable. Up to a time step of 0.3 s, the multistep schemes 
provides the most efficient and accurate results. However, increasing the time step beyond 
0.3 s causes oscillations near the leading edge first for AB-P3 and then for FE schemes. In 
order to have a systematic quantification of accuracy, two statistical approaches based on 
Moriasi et al. (2007), i.e., Nash-Sutcliffe efficiency (NSE) and Percent bias (PBIAS), have 
been adapted and presented in Table 2.2. NSE indicates how well the analytical/measured 
versus simulated data fit the line of unit slope, while PBIAS measures the average positive 
or negative tendency of the simulated value compared to the observed data. NSE ranges 
between –∞ and 1, with 1 being the optimal value, while PBIAS is error index with zero 
being the optimal value and positive/negative values indicate the model’s 
underestimate/overestimate bias. Comparing the statistical results in Table 2.2, by 
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increasing the time step size, the RK scheme tends to have higher overestimation bias. The 
CPU runtime for FE, AB-P2, and AB-P3 schemes (also shown in Table 2.2) are very 
similar, since they belong to multistep schemes. However, the computational time for the 
RK scheme (two-stage scheme) is 2-7 times (for time step size ranging from 0.01 to 0.4 s) 
higher than the other three time marching schemes. For the RK scheme, the extra time is 
spent in flux and source term calculations during the intermediate step. The largest time 
step size in Table 2.2 is the maximum convergeable time-step size.   
 
 
Figure 2.2. Comparison of the numerical and exact solutions of dam break problem in 
rectangular channel with different time integration schemes for time-step = 0.4 s, 30 s 
after dam removal 
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2.4.2. Test 2: Dam Break in a Trapezoidal Channel  
Trapezoidal cross-section is the most common shape in agricultural water distributing 
systems; therefore, the long-term simulation of the water surface level would be desirable. 
A classical dam break problem in horizontal, frictionless, trapezoidal channel has been 
simulated. The channel is 1000 m long with side slope of 2H:1V and bottom width of 1m. 
The dam is located at 500 m with upstream and downstream depths of 1.0 m and 0.1m, 
respectively. The numerical results are shown at 103.0 s after the dam removal using 400 
elements. By changing the cross-section shape from rectangular to trapezoidal, the 
convergence of the multistage (RK) scheme is severely impact especially as the time step 
size increases. The maximum convergeable time step size for the RK scheme is 0.01s. For 
the time step size of 0.2 s, the AB-P3 schemes diverge, the FE scheme shows oscillations 
near rarefaction wave, and the AB-P2 scheme provides accurate results (Figure 2.3). 
Considering the PBIAS errors for the multistep schemes in Table 2.3, increasing the time 
step causes higher error using the FE scheme than the AB-P2 scheme. In other words, AB-
P2 is recedes more slowly than FE from optimum results. The CPU runtimes for all four 
time marching schemes with different time step sizes are also summarized in Table 2.3. 
Similar to a rectangular cross section, the RK scheme requires approximately twice the 
runtime compared to the other multistep schemes for the smallest time step.    
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Table 2.3. Accuracy and efficiency analysis in trapezoidal channel with different time-
step size 
TMS NSE PBIAS [%] CPU time [s] 
 Time Step Size [s] 
 0.01 0.1 0.2 0.01 0.1 0.2 0.01 0.1 0.2 
FE 0.999 0.997 0.994 -0.411 -0.838 -1.099 4.74 0.452 0.249 
RK 0.998 — — -0.5164 — — 8.64 — — 
AB-P2 0.999 0.997 0.996 -0.409 -0.819 -1.064 4.712 0.468 0.249 
AB-P3 0.999 0.997 — -0.409 -0.822 — 4.83 0.530 — 
 
 
Figure 2.3. Comparison of the numerical and analytical solutions of dam break problem 
in trapezoidal channel with different time integration schemes for time step = 0.2 s, 103.0 
s after dam removal 
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2.4.3. Test 3: Dam Break in a Triangular Channel  
In this test, the effects of a triangular section on time marching scheme results are 
assessed. A frictionless, horizontal, triangular channel has been considered to evaluate the 
performance of the different time integration schemes. The channel is 1000 m long with 
side slope of 1H:1V and a dam located at 500 m. The water depths upstream and 
downstream of the dam are 1 m and 0.1 m, respectively. The domain is discretized using 
400 elements and results are shown at 80 s after the dam removal.  
Comparisons of the efficiency and accuracy of the tested schemes are presented in Table 
2.4. The RK scheme results show strong dependence on channel cross section. For a 
triangular channel, the largest time step for which the RK scheme shows stable/accurate 
results is 0.007 s (for the trapezoidal channel the maximum convergeable time step size is 
0.01 s). While the AB-P3 scheme provides convergent results up to 0.07 s, and FE and AB-
P2 schemes up to 0.1 s (with results from the FE scheme showing oscillations at the leading 
edge, see Figure 2.4). The findings presented in Table 2.4 indicates that even for small time 
step size of 0.007s, the CPU runtime for the RK scheme is 7-fold higher. As before, the 
runtime for FE and AB-P2 are very similar. However, based on the PBIAS values, for the 
time step size of 0.1 s, the numerical results produced by AB-P2 scheme have better 
accuracy than the FE scheme (Table 2.4). 
To evaluate the impact of spatial discretization on the efficiency and accuracy of different 
time marching schemes, two more spatial discretizations using 200 and 600 elements are 
tested. The results show that reducing the element size reduces the maximum convergeable 
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time step size, which is a direct result of the CFL condition. Similar to 400 elements, the 
FE and AB-P2 schemes have the highest convergeable time step size. It is obvious that as 
the element size is reduced, the results will have higher accuracy. Fine and coarse mesh 
does not change the value of maximum convergeable time step size. 
 
Figure 2.4. Comparison of the numerical and exact solutions of Dam break problem in 
triangular channel with different time integration schemes for time step = 0.1 s, 30.0 s 
after dam removal   
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2.4.4. Test 4: Dam Break in a Parabolic Channel  
In this test, a 1000 m long horizontal, frictionless, parabolic channel with width of 
0.5b h
is modeled. The dam is located at 500 m. The water depths upstream and downstream of 
the dam are 1.0 m and 0.1 m, respectively. The domain is discretized using 400 elements 
and the numerical results are shown at 100 s after dam removal. The maximum possible 
time step size for this test is 0.3 s for the AB-P2 scheme as presented in Figure 2.5. The 
reported NSE and PBIAS statistical values indicate that the RK scheme is biased towards 
underestimation. The maximum convergeable time step size for the RK scheme is 0.01s, 
while the other three time marching schemes are able to produce reasonable results with 
larger time step sizes. By increasing the time step size to 0.3 s, only AB-P2 scheme 
provides optimal results with a PBIAS value of -0.034%, while the other time marching 
schemes fully (AB-P3 and RK) or partially (FE) diverge at this time step size. Table 2.5 
lists the CPU runtimes for the parabolic channel test case. It is observed that adapting more 
complex geometries tremendously affect the CPU runtime of RK scheme, the required 
CPU time for RK is 45 times higher than the other multistep schemes for the time step size 
of 0.01 s. The change in spatial discretization has same effects as discussed for the 
triangular channel. 
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Figure 2.5. Comparison of the numerical and analytical solutions of dam break problem 
in parabolic channel with different time integration schemes for time step = 0.3 s, 100.0 s 
after dam removal 
2.5. Numerical Tests in Dry Bed Downstream 
In these tests, the behavior of time marching schemes and slope limiters in simulation of 
unsteady shallow water flows over dry beds is evaluated. The critical point in obtaining an 
optimal numerical result in cases of dry beds is the proper selection of 
dryh and the time step 
size. Here, two tests in rectangular and trapezoidal channels with a dry bed downstream of 
the dam are presented for three different slope limiters. The numerical results in triangular 
and parabolic channels with a dry bed downstream of the dam have similar characteristics 
and are not presented here.    
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2.5.1. Test 5: Dam Break in Rectangular Channel with Dry Bed 
Downstream 
In this test, the effects of various time stepping schemes and slope limiters on numerical 
results are evaluated. The geometry and length of the channel are the same as Test 1. The 
depth upstream of the dam is 1m and the downstream channel is dry (assigned a value of 
dryh
). For simulation 
dryh
 of 7×10-4 m is used. The domain is discretized using 100 elements 
and the results are shown at 40 s after the dam removal. Ideally, the best scheme (in a 
constant
dryh
) is the one that not only utilizes the largest possible time step size (lowest CPU 
runtime), but also shows the best accuracy. Generally, as 
dryh
 is lowered, the time step size 
must be reduced. 
The results for maximum convergeable time step size for different slope limiters are 
shown in Figure 2.6. The figure clearly shows that the zero slope limiter is not accurate. 
For the three slope limiters tested, the time step size of 0.001 s is the limit for the RK 
method to achieve convergeable results. The maximum usable time step size for FE and 
AB-P2 is 0.4 s for the zero slope limiter, while for AB-P3 the maximum time step is 0.2 s 
(Table 2.6). The accuracy analysis shows that the numerical results obtained using zero 
slope limiters have higher overestimated bias followed by minmode and MC (Table 2.6). 
Although a zero slope limiter allows for the largest time step, it does so at the expense of 
accuracy as it is over diffusive. For a given time step size and time stepping scheme, the 
MC slope limiter provides the most accurate solution, followed by minmode and zero slope 
limiters, respectively. Thus, choice of slope limiter and time stepping schemes can be based 
on efficiency and accuracy requirements. 
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Comparison of CPU runtimes for all time marching schemes with different slope limiters 
is presented in Table 2.7. As it can be seen, the RK scheme requires runtimes about three 
times that of other multistep schemes with a same time step size. It should be noted that 
the use of different slope limiters do not affect the CPU runtime appreciably.  
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(b) 
 
 
(c) 
Figure 2.6. Comparison of numerical and analytical results of the dam break problem 
with dry bed downstream in rectangular channel using different time marching and slope 
limiters with maximum convergeable time step size, 40.0 s after dam remval, (a) MC, (b) 
minmode, and (c) zero slope limiter. 
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2.5.2. Test 6: Dam Break in Trapezoidal Channel with Dry Bed 
Downstream 
To confirm the numerical findings for a rectangular channel, the test is repeated for a 
trapezoidal channel with the same channel properties as used in test 2. Similar to the 
previous test, 
dryh
is set to 7×10-4 m for dry cell simulations. Table 2.8 shows the NSE and 
PBIAS values for different time step for the considered time marching and slope limiter 
schemes. In accordance with previous results, the RK scheme has the smallest maximum 
possible time step size. Based on CPU runtimes presented in Table 2.9, AB-P2 is the most 
efficient scheme. The accuracy and efficiency of time marching schemes can be compared 
with respect to slope limiter types. For larger time steps, MC slope limiter provides most 
accurate results followed by AB-P2 and AB-P3. Largest convergeable time step size can 
be applied using a zero slope limiter both in FE and AB-P2; however, the relative 
magnitude of the residual variance of the numerical results compared to analytical data is 
higher than results obtained using MC and minmode.    
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Table 2.9. CPU runtimes for all examined time marching schemes in maximum 
correspondence time steps in trapezoidal channel  
TMS SLT 
Time Step Size [s] 
0.0001 0.001 0.01 0.02 0.1 0.2 
FE 
MC 224.20 s 21.59 s 2.21 s 1.12 s — — 
minmode 260.64 s 26.52 s 2.71 s 1.46 s 0.31 s — 
zero 256.93 s 26.70 s 2.77 s 1.43 s 0.31 s 0.21 s 
RK 
MC 418.31 s — — — — — 
minmode 410.00 s — — — — — 
zero 413.58 s — — — — — 
AB-P2 
MC 230.30 s 22.58 s 2.24 s 1.17 s — — 
minmode 268.78 s 27.78 s 2.79 s 1.41 s 0.31 s — 
zero 264.78 s 26.89 s 2.80 s 1.43 s 0.29 s 0.15 s 
AB-P3 
MC 240.03 s 22.74 s 2.27 s — — — 
minmode 276.49 s 28.25 s 2.88 s 1.48 s — — 
zero 269.53 s 28.40 s 2.85 s 1.49 s 0.31 s — 
 
2.6. Test 7: Hydraulic jump in a divergent channel - steady state 
test case 
Different time marching schemes are further studied in a steady state case for accuracy 
and efficiency. In this test a hydraulic jump is simulated in a divergent channel. Khalifa 
(2000) performed a physical model test in a 2.5 m long horizontal channel with a 
rectangular cross section. The channel width is given by Equation (2.30). The inlet 
discharge is set to 0.0263 m3/s and the upstream and downstream depths are set at 0.088 m 
and 0.195 m, respectively. As an initial condition, the water surface level is linearly 
interpolated between the upstream and downstream depths and the inlet discharge is 
specified at all nodes. Thus, the flow condition is supercritical at the inlet and subcritical 
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at the outlet. The domain is discretized using 100 elements. The test is simulated using 
different time step sizes with the MC slope limiter. Numerical results for a time step of 
0.002 s are shown in Figure 2.7. The maximum convergeable time step size for the RK 
scheme is 0.002 s, while other schemes proved results up to time step size of 0.008 s. The 
required CPU runtime for the RK time marching scheme is about twice that of other 
schemes for a time step = 0.002 s.   
    
0.155, 0 0.65
0.155 0.236 0.65 , 0.65 1.94
0.46, 1.94 2.5
x
b x x x
x
 

    
  
 (2.30) 
 
Figure 2.7. Simulation of hydraulic jump in divergent channel using MC slope limiter 
with time step size of 0.002 s  
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2.7. Test 8: Case study - Toce River  
To evaluate the performance of the time marching schemes and slope limiters in natural 
rivers, the FE, AB-P2, AB-P3 and RK time integration schemes we investigated for the 
Toce River dam break test using the MC slope limiter (Frazao, S. S., Testa, G 1999). In 
this test, a physical model (1:100 scale) of 5 km reach of the Toce valley located in the 
northern part of Italy was constructed (Frazao, S. S., Testa, G 1999). Selected gauges (P1, 
P18, and P26) along the main river axis were used for comparing the simulated results. 
These gauges and the inflow discharge at the upstream section are presented in Figure 2.8. 
The lines in Figure 2.8 represent river cross sections at which topographic information are 
available. The simulated hydrographs, using different time marching schemes, at the gauge 
locations are compared with measured data. In this simulation, 62 cross-sections with a 
non-uniform mesh, ranging from an element size of 0.25 m to 1.94 m, are utilized. The 
maximum convergeable time step sizes for different time marching schemes are presented 
in Table 2.10. These time step sizes are chosen to obtain the best possible solution as shown 
in Figure 2.9. The dry bed criterion, 
dryh
, is selected as 7×10-6 m and the Manning roughness 
coefficient is 0.02 s/m1/3 (Frazao, S. S., Testa, G 1999).  
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Figure 2.8. Positions of Toce River cross sections in simulation (top), inflow discharge by 
hydrograph (bottom) 
Figure 2.9 compares the simulated and measured hydrographs for the different time 
marching schemes. All time marching schemes provide similar results for the maximum 
convergeable time step sizes. Based on the time step size and CPU runtime, presented in 
Table 2.10, it is obvious that the AB-P2 scheme is the most efficient followed by the FE 
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and RK schemes. This test clearly shows that in non-prismatic natural channels small 
increases in time step can lead to huge time savings. Considering the test conditions (non-
prismatic and non-uniform mesh) the AB-P2 performed very efficiently. The AB-P3 time 
marching scheme requires a very small time step for stability purposes as pointed out by 
Giraldo (2001). 
Table 2.10. Maximum possible time-step size in Toce River test 
TMS Maximum convergable time step [s] CPU runtime 
FE 0.2 1.68 s 
RK 0.1 45.59 s 
AB-P2 0.3 1.54 s 
 
 
Figure 2.9. Comparison of numerical and experimental results in the Toce River with 
different time marching schemes and slope limiters with maximum convergeable time 
step size 
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2.8. Conclusion 
The performance of the discontinuous Galerkin finite element method for shallow water 
flow equations has been investigated with Forward Euler, second-order TVD Runge-Kutta, 
second- and third-order Adam-Bashforth time integration schemes along with 
monotonized central, minmode, and zero slope limiters in both wet and dry bed conditions. 
The AB-P2 scheme is more efficient than the other three schemes considered in this study, 
and it maintains second-order accuracy. For the same time step size, multistep methods are 
more efficient than multistage methods (two to three times more efficient based on CPU 
runtime). For the tests conducted in this study, AB-P2 consistently provides the largest 
convergeable time step, thus providing efficiency that can be much higher than the RK 
scheme, which provides the smallest convergeable time step. The results clearly 
demonstrate that for long-term real world shallow water flow simulations, the TVD Runge-
Kutta scheme is less efficient than the AB-P2 and FE schemes; however, AB-P2 provided 
higher accuracy than the FE scheme as it is second-order accurate. For dry bed tests, the 
RK scheme requires either a higher dry bed criterion or lower time step, which may lead 
to mass conservation problems and inaccurate results. The FE scheme has better 
performance in terms of efficiency than the RK scheme. The MC slope limiter has the best 
accuracy; however, it limits the time step size. Considering NSE and PBIAS statistical 
parameters, the zero slope limiter is the most diffusive scheme and numerical results 
obtained with the zero slope limiter are overestimated, but it can allow larger time step 
size. Hence, it is advisable to use the AB-P2 time marching scheme with MC slope limiter 
for best accuracy and efficiency.   
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CHAPTER 3 
A NOVEL LOCAL TIME STEPPING ALGORITHM AND ITS 
APPLICATION IN DISCONTINUOUS GALERKIN SHALLOW 
WATER FLOW SIMULATION 
3.1. Abstract 
This chapter introduces a generic and efficient Local Time Stepping (LTS) algorithm 
called LFF-LTS and its applicability to the solution of shallow water flow equations based 
on the discontinuous Galerkin finite element framework for uniform and non-uniform 
meshes. The generality of the algorithm presented here makes it possible to be used with 
any time integration scheme. The new scheme is developed by combining and modifying 
the two existing LTS algorithms, where the domain time step and the local time step for an 
element is determined such that the stability criterion is satisfied for all elements. Frozen 
flux approximation is used during the intermediate time step as the solution for each 
element is advanced to the domain time step. The algorithm is applied to idealized and 
practical shallow water flow problems with wet/dry bed conditions, and its accuracy and 
efficiency are compared to the traditional Global Time Stepping (GTS) algorithm. Results 
show that, with no loss of accuracy, the presented LTS algorithm is 1.48-3.49 times faster 
and achieves 32.33% to 71.4% CPU time reduction. The accuracy of the presented LTS 
and GTS algorithms are compared with analytical/measured data and found to be in good 
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agreement. The LFF-LTS algorithm is compared with two existing LTS schemes and found 
to be more efficient. 
Keywords: Local Time Stepping Algorithm; CPU runtime; Efficiency; Accuracy; 
Shallow Water Equations  
3.2. Introduction  
In numerical analysis, adaptive schemes provide advantages over traditional static mesh 
computations by using dynamic meshing and/or Local Time Stepping (LTS), to improve 
the accuracy and efficiency of the solution. Despite the wide applicability of dynamic mesh 
refinement techniques in achieving the desired accuracy, efficacy of LTS techniques in 
improving the efficiency of unsteady numerical solutions are still considered new and 
expertise is evolving. 
In practical hydraulic engineering, reducing the computational cost of numerical 
simulations, such as modeling of a long reach river, has been always desired. Essentially, 
LTS algorithms have been introduced in order to overcome the weakness of the traditional 
time stepping approaches, known as Global Time Stepping (GTS). Since GTS employs a 
constant temporal step size for all the elements in the domain, it must be based on the 
minimum Courant-Friedrichs-Lewy (CFL) condition and is computationally inefficient. 
This is particularly true when dealing with large natural domains, which consists of 
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millions of elements. Thus, algorithms with the ability to update and adopt the proper time 
step in each element have attracted significant attention.    
In recent years, several algorithms have been developed in order to take advantage of 
locally adapted time stepping techniques in solving hyperbolic equations. Kleb et al. (1992) 
developed a LTS algorithm that advanced individual cells to a level near that allowed by 
the CFL condition (LTS2). Zhang et al. (1994) introduced a LTS algorithm based on flux 
updating (LTS1). The procedure is to perform a series of temporal updates in GTS 
algorithm, but using the same flux values as calculated from a previous time level where 
possible (frozen flux). Crossley et al. (2003) implemented the LTS1 and LTS2 algorithms 
for open channel flows with the source term. Dawson and Kirby (2000) developed a second 
order accurate time integration scheme for conservation laws with locally varying time 
steps. The convergence of hyperbolic conservation laws with multiple time scales has been 
investigated by Kirby (2003). Crossley and Wright (2005) compared LTS1 and LTS2 
algorithms for unsteady shallow water flow equations. They concluded that LTS 
algorithms not only decreased the computational time, but also might affect the quality of 
numerical solution. Sanders (2008) developed an LTS algorithm taking into account the 
non-uniformity of the mesh for 1D and 2D shallow water flow equations. Recently, Trahan 
and Dawson (2012) have presented a multirate second order LTS procedure for solving 2D 
shallow water flow equations for discontinuous Galerkin method with Runge-Kutta time 
marching scheme.  
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Using local time stepping algorithm in discontinuous Galerkin (DG) finite element 
framework leads to more optimized results, given its discrete structure. The DG method is 
a modified version of the traditional standard Galerkin finite element method, which 
combines the desirable properties of finite element and finite volume methods (Xing et al. 
2010). In this scheme field variables are allowed to be discontinuous across the boundary, 
therefore local time stepping procedure can be easily implemented. Furthermore, DG 
method is able to include variable numerical fluxes, source terms, and stability post-
processing (slope limiting techniques), to achieve well-balanced solution for hyperbolic 
equations without numerical oscillations (Trahan and Dawson 2012). 
The purpose of this chapter is to present a new LTS algorithm, Local Flux Flagged-Local 
Time Stepping (LFF-LTS), for solving shallow water flow equations in the DG framework. 
The accuracy and efficiency of LFF-LTS algorithm are compared to the GTS algorithm 
using numerical tests with analytical/experimental data. The efficiency is measured based 
on the CPU runtime. In addition, efficiency and accuracy of the LFF-LTS, LTS1, and LTS2 
are compared using dry and wet bed dam-break tests. 
3.3. Governing equations 
The governing equations of one dimensional shallow water flow in general form is given 
by Equation (3.1), where U ,  F U and  S U are, respectively, the vectors of conserved 
variables, flux terms, and source terms,  and are defined using Equation (3.2). In this 
equation, A , Q , g  and 
0S  are cross section area, volumetric flow rate, gravitational 
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acceleration, and bed slope, respectively. The hydrostatic pressure force,
1I , the wall 
pressure force, 
2I , the energy slope, fS , and the bed slope, 0S , are defined using Equations 
(3.3) and (3.4). In these equations, R ,b , n , h , and 
bz  denote hydraulic radius, Channel 
width at the water surface, Manning’s roughness coefficient, water depth, and channel bed 
elevation, respectively. 
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 Following Cunge et al. (1980), the hydrostatic and wall force terms in Equation (3.2) can 
be simplified using Leibniz integral rule; hence, Equation (3.2) can be rewritten as 
Equation (3.5). In this Equation, Z  is the water surface elevation from the datum. This 
formulation has been successfully implemented in the DG method by Lai and Khan (2012; 
2012). 
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3.4. Numerical Methods 
3.4.1. The discontinuous Galerkin finite element method 
In the continuous finite element approach, the field variable  ,h qU  is forced to be 
continuous across the boundary, which may cause numerical instability if the variation of 
U is large across the boundary (Zhou et al. 2001). The essential idea of the discontinuous 
finite element method is that the field variable is allowed to be discontinuous across the 
boundary. The DG method is ideally suited for highly advective flows with steep gradients. 
Figure 3.1 illustrates two elements and their boundaries in DG framework. 
 
Figure 3.1. Illustration of discontinuities in element boundaries in DG 
In the discontinuous Galerkin method the domain is discretized such that 1[ , ]j j jx x    
with  1,  2, ,j N  , where N  is the number of elements. Integrating Equation (3.1) over 
the element j , j , after multiplying it with the weight function  xν , results in Equation 
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(3.6). As explicit time stepping scheme is used, each equation is integrated and solved 
independently. Further details regarding implementation of DG formulation for the shallow 
water flow equation and treatment of dry bed are given by Lai and Khan (2012; 2012). 
      
1j
j
x
t xx
x dx

    U F U S U ν  (3.6) 
3.4.2.  Local Flux Flagged-Local Time Stepping (LFF-LTS)  
The main motivation of LTS algorithms is to overcome the disadvantages associated with 
the GTS algorithm as the simulation time step is based on minimum time step satisfying 
the CFL condition. For uniform meshes, the time step is based on the cell with the highest 
flow velocity. However, the velocity in other cells may be small and a large time step may 
be utilized in these cells. Although using GTS algorithm guarantees stability for all 
elements, it is not economically justifiable. To overcome this difficulty, LTS schemes have 
been introduced. The proposed LFF-LTS algorithm is based on limiting the required 
number of calculations by incrementing elements with their own maximum possible time 
steps. The process consists of different bounded local time integration level for each 
element,  1,...,m maxI m I , to a certain fixed time level. 
The LFF-LTS algorithm is initiated by calculating the eigenvalues for the start and end 
nodes of each element. The eigenvalues and eigenvectors for shallow water equations are 
given, respectively by Equations (3.7) and (3.8). Subsequently, using the CFL criterion the 
locally defined elemental/nodal time step, i
jt
, is calculated using Equation (3.9) , where x
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is the length of element, is the CFL criterion, i  indicate start and end nodes in each 
element ( 1,2i  ), and j  is the element number  1,2,...,j N . 
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In GTS algorithm, in order to increment from time level n  to 1n , a minimum time step 
size is calculated based on CFL condition and used for all elements. In LTS procedure, 
time step size, 
i
jt , is calculated for all elements and nodes using Equation (3.9). The 
minimum value of time step size, min( )imin jt t   , is then found. One major problem in 
LTS algorithms is flux regulations. Since in LTS algorithms not all of the elements are 
advancing in time simultaneously, a proper flux treatment is necessary to guarantee the 
effective data transmission from one element to the other. The improper flux and source 
term treatment between elements may lead to instability. Some of the previous algorithms 
(Crossley et al. 2003; Sanders 2008) attempt to connect the elements at different time levels 
by using flux interpolation techniques. Zhang et al. (1994a, b) used flux at the previous 
time level (frozen flux concept) during local time steps. These strategies either increase 
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runtime (in case of flux interpolation) or may cause instability in high gradient flows (in 
case of frozen flux). In LFF-LTS algorithm, both frozen flux and flux calculation concepts 
are utilized by using the ratio of local time step to 
mint . The need of flux interpolation is 
eliminated. Following the basic frozen flux procedure which was outlined by Zhang et al. 
(1994) and further developed by Crossely et al. (2003), the elements can be categorized 
into two groups as given by Equation (3.10). 
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As presented in Equation (3.10), considering the time step sizes within an element, the 
frozen flux is not applicable to 1G  elements while in 2G  elements frozen fluxes may be 
used for local time steps. Following Kleb et al. (1992) and Crossely et al (2003) the local 
time levels are determined by assigning an integer value, 
i
jL ,  to each node in every element 
using Equation (3.11) or equivalently Equation (3.12). These local time levels are used to 
find element’s new local time step. 
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To avoid large disparity in the 
i
jL  values between two neighboring elements, which may 
cause instability and inefficiency of algorithm, a transition region has to be defined. The 
transition region can be formed by a linear distribution of 
i
jL values (Crossley et al. 2003). 
Here a procedure similar to Sanders (2008) is adopted. Using a three-element stencil, the 
minimum 
i
jL  is determined, and its value, jL , is assigned as local time level for element j
, as given by Equation (3.13). In order to limit the number of local time steps, which may 
adversely affect the efficiency, the maximum value of  jL  is limited to 3 or 4 based on the 
test condition. Generally, higher maximum jL  value is needed for cases with high flux 
gradients, such as dam-break problems involving dry bed. The new local time step value 
for each element is calculated using Equation (3.14). The procedure is repeated after each 
domain time step,  max jt t   .  
  1 1min , , , 1,2i i ij j j jL L L L i    (3.13) 
  * 2 jLj mint t    (3.14) 
Besides the numerical flux term, the improperly treatment of the source term will distort 
the accuracy of the numerical schemes, as it may affect the conservation property of the 
system, generate unphysical flows, and may lead to a scheme that is not well-balanced 
(Nujić 1995; Zhou et al. 2001). In LFF-LTS the flux and sources terms are evaluated 
consistently, using the G1/G2 classification. As elements within the domain have different 
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local time step sizes, the elements must be advanced such that appropriate flux for G1 
elements can be used. The order of local advancement is determined using Equation (3.15), 
where  0,1,2,mI m   is the local time integration level. The maximum local time 
integration level is given by Equation (3.16). Figure 3.2 illustrates local time integration 
levels within a domain time step. In the LFF-LTS algorithm, the fluxes are updated for the 
G1 elements. While for G2 elements, frozen flux concept is used. For G2 elements, updated 
fluxes for the neighboring elements are utilized, if available. In this algorithm, the element 
classification (G1 or G2) is reevaluated based on the criterion given by Equation (3.10). 
This reclassification does not affect the local time step size; it only guarantees that 
appropriate fluxes will be used in the calculations.   
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2 2
No Time Integration if int
2 2
j j
j j
m m
L L
m m
L L
I I
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Figure 3.2. Schematic of one domain time step with its interior local time integration 
levels 
3.5. Tests cases 
In order to illustrate the accuracy and efficiency of proposed algorithm, different tests in 
prismatic and non-prismatic channels have been performed. These cases include dam-break 
tests with wet and dry bed condition downstream of the dam. A test with natural river bed 
topography under wetting and drying conditions is also presented. For all the tests 
conducted in this study, forward Euler time integration scheme is used for both GTS and 
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LTS algorithms. In the tests, the maximum possible CFL criterion is used for determining 
time step size in both algorithms. 
3.5.1.  Dam-break in Rectangular Idealized Channel with Downstream 
Depth 
Simulation of a dam-break in rectangular, frictionless, horizontal channel with wet bed 
downstream of the dam is conducted to reveal the basic behavior of the scheme. The 
channel is 1000 m long with a dam located in the middle of the channel. As an initial 
condition, the water depths upstream and downstream of the dam are 10 m and 2 m, 
respectively. The domain is discretized using 100 elements of uniform size. The results for 
the water surface level and discharge at 30 seconds after the dam removal are shown in 
Figure 3.3. The figure shows that LFF-LTS and GTS algorithms have the same accuracy 
when compared to the analytical solution. The CPU runtimes for GTS and LFF-LTS 
algorithms are 1.091 s and 0.312 s, respectively, a 71.4% reduction (a factor of 3.49) in 
CPU runtime is achieved by using LFF-LTS algorithm.  
 66 
 
 
 
Figure 3.3. Accuracy comparison of GTS and LFF-LTS vs. Analytical solution in 
rectangular channel with downstream depth 30.0 s after dam removal; (a) water surface 
level, (b) discharge 
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3.5.2.  Dam-break in Triangular Idealized Channel with Downstream 
Depth  
In this test, potential benefits of employing the LFF-LTS scheme in non-rectangular cross 
sections are assessed. A frictionless, horizontal, triangular channel with upstream and 
downstream depths of the 1 m and 0.1 m is considered. The channel is 1000 m long with 
side slope of 1H:1V. The dam is located in the middle of the channel. The domain is 
discretized using 400 elements and results are shown at 80 s after the dam removal. The 
comparisons of water level surface and discharge predictions over the domain are shown 
in Figure 3.4. As before, the two algorithms have similar accuracy. The CPU runtimes are 
35.132 s and 16.6297 s for GTS and LFF-LTS algorithms, respectively. The LFF-LTS 
algorithm provided 52.66% runtime reduction (a factor of 2.11). The results demonstrates 
the ability of LFF-LTS scheme to handle non-rectangular cross section channel.     
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Figure 3.4. Accuracy comparison of GTS and LFF-LTS vs. Analytical solution in 
triangular channel with downstream depth 80. S after dam removal; (a) water surface 
level, (b) discharge 
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3.5.3.  Dam-break in Rectangular Idealized Channel with Dry 
Downstream 
In order to evaluate the performance of LFF-LTS algorithm in wet/dry domains, 
numerical dam-break in rectangular channel with dry bed downstream is performed The 
geometry and length of the channel are the same as in the previous test. The depth upstream 
of the depth is 1m and the downstream channel has zero depth. For simulations, dryh  of 
7×10-4 m is used to distinguish between wet and dry areas. The domain is discretized using 
100 elements and the results are shown at 40 s after the dam removal in Figure 3.5. The 
accuracy of the two algorithms is the same. The CPU runtimes for the GTS algorithm is 
5.881 s and for the LFF-LTS algorithm comparison is 2.5896 s. A runtime reduction of 
55.1% (a factor of 2.27) has been gained by utilizing LFF-LTS algorithm. 
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Figure 3.5. Accuracy comparison of GTS and LFF-LTS vs. Analytical solution in 
rectangular channel with dry downstream 40.0 s after dam removal; (a) water surface 
level, (b) discharge 
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3.5.4.  Dam-Break in Parabolic Channel 
In this test, the suitability of the algorithm in a parabolic channel (a shape similar to cross-
section geometry of a natural channel) is evaluated. In this test, a 1000 m long horizontal, 
frictionless, parabolic channel with top width of 0.5b h is modeled. The dam is located at 
the middle of the channel. The water depths upstream and downstream of the dam were 1.0 
m and 0.1 m, respectively. The domain is discretized using 400 element and the numerical 
results at 100 s after the dam removal are shown in Figure 3.6.The LFF-LTS algorithm 
provides better accuracy especially for the rarefaction wave. The CPU runtime for the GTS 
and LFF-LTS algorithms are 54.893 s and 23.7529 s, respectively. The LFF-LTS algorithm 
causes 56.73% (a factor of 2.31) CPU runtime reduction. 
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Figure 3.6. Accuracy comparison of GTS and LFF-LTS vs. Analytical solution in 
parabolic channel 100.0 s after dam removal; (a) water surface level, (b) discharge 
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3.6. Comparison with LTS1 and LTS2 Algorithms 
 In order to compare the efficiency and accuracy of the proposed algorithm with the LTS1 
and LTS2 algorithms, a dam-break test in a rectangular channel for wet and dry bed 
conditions downstream of the dam is conducted. The initial conditions for the two cases 
are similar to the previous rectangular channel tests. Figure 3.7 shows the comparison of 
LFF-LTS with GTS, LTS1, LTS2, and analytical solutions.  
The LTS1 algorithm fails in high gradient flows, i.e., in the test with dry bed downstream 
condition. In other words, the interface treatment strategy in LTS1 algorithm is limited to 
low gradient flows. Thus, to guarantee stability in dry bed downstream, LTS1 algorithm 
required a courant number that is much smaller than required by the GTS algorithm, which 
is a contravention of LTS philosophy. The other algorithm, LTS2, provides accurate result 
for wet and dry bed conditions. However, its efficiency is lower that the LFF-LTS 
algorithm as shown in Table 3.1, especially in dry bed condition. 
Table 3.1. Comparison of CPU runtimes and percentage gain, LFF-LTS vs. LTS1, LTS2 
and GTS in rectangular channel (RPG: Runtime Percentage Gain) 
Test Type LTS Type Runtime (s) RPG (%) 
Wet Downstream Depth 
GTS 1.091 — 
LFF-LTS 0.312 71.4 
LTS1 0.394 63.88 
LTS2 0.423 61.22 
Dry Downstream Depth 
GTS 5.881 — 
LFF-LTS 2.5896 55.1 
LTS1 — — 
LTS2 3.9230 33.2 
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Figure 3.7. Accuracy comparison of LFF-LTS vs. GTS, LTS1, LTS2 and Analytical 
solution in rectangular channel; (a) wet bed downstream, (b) dry bed downstream 
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3.7.   Natural Channel – Toce River Dam-Break Test 
To evaluate the performance of LFF-LTS algorithm in natural channels with non-uniform 
spatial discretization, the Toce river dam-break test (Frazao, S. S., Testa, G 1999) is 
simulated. A physical model (1:100 scale) of 5 km reach of the Toce valley located in the 
Northern part of the Italy was constructed and tested (Frazao, S. S., Testa, G 1999). 
Selected gauges (P1, P18, and P26) along the main river axis are used for comparing the 
simulated results. These gauges and the inflow discharge at the upstream section are 
presented in Figure 3.8. In this simulation, 62 cross-sections are used and non-uniform 
element sizes, ranging from 0.25 m to 1.94 m, are utilized in the computation domain.  
Figure 3.9 shows the comparison of LFF-LTS and GTS algorithms with the measured 
data. The LTS2 algorithm was also utilized and the accuracy of the results were similar to 
LFF-LTS algorithm. The CPU runtime for the LFF-LTS, LTS2, and GTS algorithms are 
5.099 s, 5.602 s, and 7.5348 s, respectively. The total runtime reduction is 32.33% (a factor 
of 1.48) for the LFF-LTS algorithm and 25.52% (a factor of 1.34) for the LTS2 algorithm. 
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Figure 3.8. Positions of Toce River cross sections in simulation (a), inflow discharge by 
hydrograph (b) 
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Figure 3.9. Accuracy comparison of GTS and LFF-LTS vs. measured hydrographs in 
Toce river prototype  
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3.8. Conclusion 
A novel local time stepping algorithm (LFF-LTS) is presented within the framework of 
discontinuous Galerkin method to simulate shallow water flow equations. An interface 
treatment strategy for connecting the element with different local time steps has been 
developed. Further considerations have been given to maintain the flux conservation and 
efficiency of the algorithm by putting an upper bound on element’s local time steps. The 
algorithm avoids interpolation /extrapolation of fluxes at element boundaries. A local 
criterion is utilized for flux calculation and the criterion is evaluated within local time steps. 
Updated fluxes for the neighboring elements, if available, are utilized. Through the set of 
test cases, which cover different scenarios, it has been shown that using the LFF-LTS 
algorithm may significantly reduce the computational run time while maintaining the 
accuracy. For the tests considered, the LFF-LTS algorithm may reduce computational 
runtime ranging from 32.33% to 71.4%.     
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CHAPTER 4 
 1D COUPLED NON-EQUILIBRIUM SEDIMENT TRANSPORT 
NUMERICAL MODELING FOR UNSTEAD FLOWS IN 
DISCONTINUOUS GALERKIN FRAMEWORK 
4.1. Abstract 
A high-resolution one-dimensional numerical solution adopting the generalized shallow 
water equations has been developed in the discontinuous Galerkin (DG) framework to 
simulate flow behavior, sediment transport, and morphological changes under unsteady 
flow conditions. The flow and sediment concentration variables are computed based on the 
shallow water flow equations, while empirical equations are used for entrainment and 
deposition processes. The sediment transport model includes the both bed load and 
suspended load transport components. The HLL and HLLC formulations for the shallow 
water flow equations were modified to include the bed load and suspended load fluxes. The 
computational results for the flow and morphological changes after two dambreak events 
are compared with physical model tests. Results show that the modified HLL and HLLC 
formulations are robust and can accurately predict morphological changes in highly 
unsteady flows. 
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Keywords: Dam-break problem; sediment transport modeling; HLL and HLLC flux 
functions; discontinuous Galerkin scheme     
4.2. Introduction 
Sediment transport modeling is of great importance in investigating morphological changes 
in rivers, coastal areas, and estuaries under steady and unsteady flows. Major 
morphological changes occur during major flood events and highly unsteady flows, such 
as dambreak induced floods. Graham (2009) compiled a list of floods resulting from dam 
failures in the United States. Over the last decade, several numerical models (Greenberg 
and Leroux 1996; Audusse et al. 2004; Cozzolino et al. 2012; Düben et al. 2012; Petaccia 
et al. 2013) have been developed for solving shallow water flow equations over a fixed 
bed. However, the strong entrainment/deposition capability of transient flows, which can 
lead to major morphological evolution, cannot be ignored. The first attempts of dambreak 
modeling over erodible beds were made by Fraccarollo and Armanini (1998) and Yang and 
Greimann (1999). However, these models either ignored the effects of sediment transport 
and bed change on the flow, or used the assumption of local equilibrium of sediment 
transport. Cao et al. (2012) studied both the equilibrium and non- equilibrium models for 
fluvial sediment transport and found that for bed load transport the differences between 
equilibrium and non- equilibrium models were essentially negligible, while non-
equilibrium modeling was critical for suspended sediment transport. Fraccarollo and 
Carpet (2002) examined the sudden erosional flow initiated by the release of a dambreak 
wave over a loose sediment bed. However, due to the assumption of constant sediment 
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concentration at lower level, the applicability of the model is limited to low concentration 
cases. Cao et al. (2004)  presented a dambreak flow model with non-equilibrium sediment 
transport and morphological evolution over mobile bed. The model over-predicted channel 
erosion (Wu and Wang 2007). Simpson and Castelltort (2006) introduced a model that 
coupled water flow and sediment transport dynamics. The model was based on the shallow 
water flow equations, conservation of sediment concentration, and empirical functions for 
bed friction, bed erosion, and deposition. Abderrezzak and Paquier (2009) proposed a 1D 
mathematical model that accounted for changes in the channel cross sectional geometry 
with time by incorporating various approaches for updating the cross-sectional shape. 
Canestrelli et al. (2010) studied the numerical approximation in a two-dimensional 
morphodynamic model based on a high-order accurate centered scheme of the finite 
volume type with unstructured meshes.  
To date, there has been no specific study of coupled flow and sediment transport modeling 
using the discontinuous Galerkin framework. In this chapter the flow and morphological 
evolution after dam failure is investigated. The HLL and HLLC formulations are extended 
to include the treatment of numerical fluxes associated with suspended sediment and bed 
load. Additionally, the performance of the two approximate Riemann solvers is 
investigated. 
 85 
 
4.3. Sediment Transport  
Sediment transport in natural environment can be classified as bed load and suspended load 
(Wu 2007). The sediment transport can be assumed to be in equilibrium state or non-
equilibrium state. In equilibrium state, sediment transport is assumed to be always at 
equilibrium (also called capacity) and governed by the local flow conditions. In contrast, 
the non-equilibrium state accounts for the time and space required for sediment particles 
to adapt to its potential equilibrium state (Cao et al. 2012). The two states have been widely 
adopted, such as Cui et al. (1996), Zanre and Needham (1996), Cui and Parker (2005), 
Wong and Parker (2006),  and Goutie`re et al. (2008) used equilibrium sediment transport 
concept in their models, while Holly and Rahuel (1990), Wu et al. (2004), and Wu (2007) 
used the non-equilibrium sediment transport concept. 
Although the equilibrium transport assumption is valid for long term simulations, the lag 
effects in the highly unsteady flow events, such as the dambreak flows and flash floods, 
cannot be ignored (Zhang 2011). Two important parameters in non-equilibrium sediment 
transport are bed load adaptation length and suspended load adaptation coefficient. Many 
researchers have proposed formulation for non-equilibrium adaptation length (Armanini and 
Di Silvio 1988; Holly and Rahuel 1990; Zhou and Lin 1998; Belleudy and Sogreah 2000; Cao 
et al. 2004; Wu and Wang 2007; El kadi Abderrezzak and Paquier 2009). 
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4.4. Mathematical Model 
The generalized form of the shallow water flow equations, Equations (4.1) and (4.2), are 
the mass and momentum conservation equations for an unsteady water-sediment mixture 
(Wu and Wang 2007). The source terms in these equations account for the interaction of 
flow and sediment, and bed change. In these equations t  is time, A  is the flow area, Q  is 
the volume flow rate of the water-sediment mixture, x  is the longitudinal coordinate, P  is 
the porosity of the bed material, B  is the width of the channel at the water surface, D  and 
E  are sediment deposition and entrainment, L  is the non-equilibrium adaptation length 
for the total load, bQ   is the equilibrium bed-load transport rate and can be defined by 
empirical formulae such as van Rijn (1984), bQ  is the actual bed load transport, g  is the 
gravitational acceleration, Z  is the water surface elevation, n  is the Manning’s roughness 
coefficient, R  is the hydraulic radius, 
2
0
B
p lh h dB A  , lh  is the local flow depth,   is 
the density of water and sediment mixture and is given by  1w t s tC C     , tC  is the 
volumetric concentration of total sediment load, w  is the density of water, and s  is the 
density of sediment. 
    *
1 1
1
bb
A Q
B E D Q Q
t x P L
   
         
 (4.1) 
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 (4.2) 
In the mass conservation equation, Equation (4.1), the source term represents the change 
in bed elevation due to change in suspended load through entrainment and/or deposition. 
In the momentum equation, Equation (4.2), there are two additional terms compared to the 
clear water flow equations. The second term on the right hand side of the equation reflects 
the effect of spatial variation of mixture density (Cao et al. 2004). The last term on the right 
hand side of the equation represents the momentum interactions between the water column 
and the erodible bed.  
Suspended and bed load transport rate can be mathematically defined by Equations (4.3) 
and (4.4) (Wu and Wang 2007), where C  is the cross-section averaged volumetric 
concentration of suspended load, and bu  is the velocity of the bed load, which is  
approximated by the average flow velocity (Wu 2007). The total load transport rate, tQ , 
and the volumetric concentration of total load sediment, tC ,  can be defined by Equation 
(4.5).    
 
   
 
AC QC
B E D
t x
 
  
 
 (4.3) 
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The sediment deposition and entrainment are described by Equation (4.6) (Wu 2007). In 
this equation,  1
m
s so tC    (Wu 2007) is the settling velocity in water-sediment 
mixture, where so  is the fall velocity of a single particle in a clear water and m  is a 
parameter taken as 4.0 in this study; and ( )ac C  and ac   are actual and equilibrium near 
bed concentration of suspended load, respectively. Among many empirical formulas for 
ac  , van Rijn (1984)  and Zyserman-Fredsøe (1994), as given by Equation (4.7), are tested 
in this study. In Equation (4.7), d is the sediment size, T  is the transport stage number, 
max(2 ,0.005 )d h   is the reference level, with h  being the flow depth, and 
 
1 3
2
* 1sd d g       with   being the kinematic viscosity. The transport stage 
number is defined as  
2
* 1crT u u   , where   is a calibration factor, *u  is the bed 
shear velocity, and cru  is the critical bed shear velocity based on the Shield’s diagram. 
The effect of the bed slope is considered in the critical bed shear velocity (Wu 2007); 
however, the results with and without the bed slope effect were the same for the tests 
conducted in this study. The non-equilibrium adaptation coefficient of suspended load (
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) is defined as  min , (1 )o P C   , where o  is a constant and assigned a value of 2.0 
in this study. The settling velocity, so , is given by Equation (4.8) (Wu, 2007).  
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The adaptation length for the total-load sediment transport, L , is given by Equation (4.9), 
where bL  is the non-equilibrium adaptation length for the bed load, and u is the average 
flow velocity (Wu and Wang 2007). Equilibrium bed-load transport rate, bQ  , is defined 
by Equation (4.10). The porosity of bed material, P , according to Wu and Wang (2006) 
is given by Equation (4.11). 
 max ,b
s
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L L
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4.5. Numerical Schemes 
The system of hyperbolic equations can be written in the conservative form as given by 
Equation (4.12). In this system, U , F , and S  are the vectors of unknown variables, fluxes, 
and source terms, respectively, and are described in Equations (4.13) and (4.14). In the 
continuous finite element approach, the field variable U  is forced to be continuous across 
the boundary, which in case of large variations may cause numerical instability (Zhou et 
al. 2001). The essential idea of the discontinuous Galerkin scheme is that the field variable 
is allowed to be discontinuous across the boundary. The discontinuous Galerkin scheme is 
ideally suited for highly advective flows with steep gradients. Figure 4.1 illustrates two 
elements and their boundaries ( L  and R  denote the left and right boundaries of an 
element) in the discontinuous Galerkin framework. In the discontinuous Galerkin scheme 
the domain is discretized such that 1[ , ]j j jx x    with  1,  2, ,j N   where N  is the 
number of elements. Integrating Equation (4.12) over the element j , j , after multiplying 
it with the weight function  xν , results in Equation (4.15), where the flux term is 
integrated by parts. As explicit time stepping scheme is used, each equation is integrated 
and solved independently. Further details regarding the implementation of the 
discontinuous Galerkin formulation for the shallow water flow equation and treatment of 
dry bed are given by Lai and Khan (2012; 2012). The Jacobian matrix, A , has four 
 91 
 
eigenvalues of 1,2 u a    and 3,4 u  , where a gh  is the celerity of the shallow water 
waves. 
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Figure 4.1. Illustration of discontinuities at element boundaries in the DG formulation 
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In discretizing the governing equations, numerical integration for the terms containing 
spatial derivatives can be written in general form as 
x




 (such as 1st and 2nd terms in the 
source term of the momentum equation) and can be approximated using Equation (4.16), 
where 1C  and 2C  are considered constants during integration (Lai and Khan 2011).  
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 (4.16) 
The numerical flux terms  F  are evaluated using HLLC and HLL approximate Riemann 
solvers as shown in Figure 4.2. The left and right waves (with speeds  LS and  RS , 
respectively) can either be shocks or rarefaction waves, whereas the middle wave (with 
speed  *S ) is always a contact discontinuity (Simpson and Castelltort (Simpson and 
Castelltort 2006)). Contacts and shocks are discontinuous solutions whereas rarefaction 
waves are continuous. The region between the left and right waves is called the star region. 
The wave speeds on the left  LS  , right  RS   , contact discontinuity  *S , and involved 
parameters for both flux functions are given in Table 4.1. The HLL and HLLC flux 
functions are presented by Equations (4.17)–(4.20). Formulations for approximating 
numerical fluxes in cases of suspended and bedload transports are given by Equations 
(4.19) and (4.20), respectively. 
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Figure 4.2. Wave structure for the approximate Riemann problem, where LS  and RS  are 
shock or rarefaction waves and *S  is a contact discontinuity 
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Table 4.1. Parameters involved in HLL and HLLC flux functions  
Parameter 
Flux Function 
HLLC HLL 
LS  L L Lu a q   * *min ,L Lu a u h   
*S  
   
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L R R R R L L L
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S A u S S A u S
A u S A u S
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To close the system of equations, the bed deformation must be determined in each time 
step based on the combination of deposition/entrainment as well as equilibrium/non-
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equilibrium bedload transport rate difference as given by Equation (4.21). The expression 
on the right hand side of the equation is evaluated at the previous time step. 
    
1
1
b b b
t
A B D E Q Q
P L

  
       
 (4.21) 
4.6. Model Performance 
The accuracy of the developed model is examined in fixed and erodible bed dambreak 
cases. Two sets of laboratory experiments are selected to verify the performance of the 
model in simulating flow and morphological changes after a dambreak event. Carpet and 
Young (1998) reported an experiment results for dambreak flow over erodible bed in the 
University of Taiwan, called the Taipei case. Fraccarollo and Carpet (2002) presented 
another similar laboratory experimental data conducted in the University of Louvain, called 
the Louvain case. Both experiments were performed in horizontal, rectangular cross section 
flumes. The Taipei case was conducted using sediment particles of 6.1 mm diameter with 
density of 1,048 kg/m3 and settling velocity of 7.6 cm/s in a 1.2 m long, 0.2 m wide, and 
0.7 m deep flume. In the Louvain case, sediment particles of diameter 3.5 mm diameter, 
density of 1,540 kg/m3, and settling velocity of 18 cm/s were used in a 2.5 m long, 0.1 m 
wide, and 0.25 m deep flume. In both cases, initially the water depth upstream of the dam 
was 0.1 m and the downstream bed was dry. The dams were located at mid-length and 
spanned the whole width of the channel, and are placed at 0x   for simulating these tests.  
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To simulate the two cases, the domains are discretized using element sizes of 0.5 cm and 
0.1 cm and time steps of 0.001 s and 0.0001 s, respectively. The stability of the explicit 
scheme is subject to the Courant-Friedrichs-Lewy (CFL) condition, the maximum CFL 
criteria of 0.38 for Taipei case and 0.24 for Louvain case are used. In order to simulate the 
dry bed, two different approaches are tested (Lai and Khan, 2011; Ying et al., 2003). In the 
first method, for the initial dry bed downstream of the dam a small depth ( 610   m) and 
zero discharge are specified. During simulation, if the computed depth at a node is less than 
 , the depth is set to   and discharge is set to zero at that node. In the second approach, 
the small depth,  , is used as a check to track wet/dry front. The water depth is set to zero 
for the dry bed area. If the computed water depth at a node is less than  , the velocity and 
discharge are set to zero. Both approaches are provided same level of accuracy for tests 
conducted in this paper. However, the results shown are based on the second approach. For 
both testes, the van Rijn (1984) formulation for equilibrium near bed concentration for 
suspended load is used. The comparison between the van Rijn (1984)  and Zyserman-
Fredsøe (1994) formulations for the equilibrium near bed concentration is provided later. 
Figure 4.3 shows the water surface as well as the volume flow rate for the Taipei test over 
a fixed bed at 0.303 s after the removal of the dam. The measured data for the water surface 
profile for the fixed bed is not available. The aim of the test is to show that the model can 
simulate the dambreak flow accurately without any oscillations.  
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Figure 4.3. Water level and volume flow rate for the Taipei case over fixed bed at 0.303 
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Figure 4.4 shows the simulated and measured bed and water surface profiles for the Taipei 
case at three different times after the removal of the dam using the HLLC flux function. 
The calibration factor,  , is found to be 2.1 for this case. The non-equilibrium adaptation 
length for the bed load, bL , is found to be 0.25 m. As shown in Figure 4.4, the bed 
deformations are simulated accurately, however the simulated hydraulic jumps are located 
upstream compared to the measured data. The predicted water surface profiles agree better 
with the measured data at later stages of the test. 
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Figure 4.4. Water surface and bed elevation profiles for the Taipei case at 0.303 s, 0.404 
s, and 0.505 s after the dambreak 
In Figure 4.5, the simulated results for the Louvain test are compared with the measured 
data at three different times after the dam removal using the HLLC flux function. In the 
this case, the calibration factor,  , is found to be 1.2. As for the Taipei test, the value for 
the non-equilibrium adaptation length for the bed load is found to be 0.25 m. The hydraulic 
jump locations in this test are approximately at the dam location and are simulated 
accurately. The bed profiles are predicted accurately especially at later stages. The water 
surface profiles upstream and downstream of the jump are predicted accurately. At the 
jump locations, which are predicted at the points of maximum bed scour, the predicted 
water depths are lower than the measured data.  
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Figure 4.5. Water surface and bed elevation profiles for the Louvain case at 0.505 s, 
0.7575 s, and 1.01 s after the dambreak 
The total load sediment concentrations for both tests are shown in Figure 4.6. The smooth 
profiles of the sediment concentration are in good agreement with similar results 
(Fraccarollo and Capart 2002; Wu and Wang 2007) and indicate the stability of the scheme.  
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Figure 4.6. Total load sediments concentration in (a) the Taipei test at 0.303 s, 0.404 s, 
and 0.505 s and (b) the Louvain test at 0.505 s, 0.7575 s, and 1.01 s 
The HLL flux function was also evaluated for the two test cases and the results were 
found to be similar to that with the HLLC flux function. The simulations were also 
performed using the Zyserman-Fredsøe (1994) formulation for equilibrium near bed 
concentration for suspended load. The simulated results are shown in Figure 4.7 and 
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compared with the measured results at 0.303 s after the dam removal. The results show that 
maximum bed scour location and location of the hydraulic jump moves downstream with 
the use of Zyserman-Fredsøe (1994) formulation. Except at the location of the hydraulic 
jump, the water surface profiles based on van Rijn (1984) and Zyserman-Fredsøe (1994) 
formulations are similar. The bed elevation is over predicted using Zyserman-Fredsøe 
(1994) formulation when compared to the van Rijn (1984) formulation. 
 
Figure 4.7. Comparison of two empirical formulas for the equilibrium near bed 
concentration of suspended load 
4.7. Conclusion 
A one dimensional shallow water flow and sediment transport model using a discontinuous 
Galerkin framework has been developed. Coupled continuity, momentum, suspended load, 
bed load, and bed changes are explicitly evaluated using non-equilibrium sediment 
transport formulations. The HLL and HLLC flux functions for the one-dimensional 
shallow water flow equations are extended to include the suspended sediment and bedload 
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flux terms. Two well-known experimental test cases (Taipei and Louvain cases) are 
simulated using the developed model. The results show that both flux functions have 
similar accuracy. The results show that bed profiles can be predicted accurately, albeit with 
the modification of the current sediment transport formulae for highly unsteady flows. The 
computed water surface profiles are in good agreement with the measured data except at 
the location of the hydraulic jump. Two empirical formulas for the equilibrium near bed 
concentration for suspended load are considered, results show that Zyserman-Fredsøe 
formula achieved better accuracy by moving the hydraulic jump location to downstream; 
however, the bed profile is over predicted. 
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CHAPTER 5 
CONCLUSION 
A one-dimensional shallow water flow computational model is developed using a 
discontinuous Galerkin finite element scheme. The efficiency and accuracy of the 
developed model was investigated using four different time marching schemes and three 
different slope limiters. The efficiency and accuracy of the time marching schemes and 
slope limiters are quantitatively examined using the CPU runtime and 
theoretical/experimental tests. It is found that using the second order Adam-Bashforth time 
marching scheme and Monotonized Central method leads to most efficient and accurate 
results.  
In order to increase the efficiency of the model, a novel local time stepping algorithm has 
been introduced. The proposed algorithm allow the use of maximum possible time step for 
each element while satisfying CFL criteria. The efficiency of the presented local time 
stepping algorithm is examined using the CPU runtime and compared with the two 
previously developed algorithms. The algorithm introduced in this study is 30-70% more 
efficient.  
The flow model is enhanced by including the moveable bed and sediment transport 
processes. A one-dimensional coupled non-equilibrium sediment transport numerical 
modeling for unsteady flows in a discontinuous Galerkin framework is developed. The bed 
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change elevation, water flow properties as well as bedload and suspended sediment 
concentrations are calculated. The model is evaluated using two experimental tests 
involving sediment transport under dambreak floods. Two well-known flux functions, HLL 
and HLLC, are modified to include the bedload and suspended load flux terms. Results 
show that both modified flux functions have the same order of accuracy and are capable of 
modeling flow and sediment properties accurately. Additionally, two proposed empirical 
formulas introduced by van Rijn and Zyserman-Fredsøe for equilibrium near bed 
concentration of suspended load were investigated. Results indicate that the Zyserman-
Fredsøe equation can move the hydraulic jump location upstream while over-predicting the 
water surface. 
 
