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ABSTRACT 
The test of measurement invariance (MI) investigates whether observed items measure a 
construct in the same way across different groups or over times. Examining MI is a prerequisite 
for multiple group comparisons in psychological tests (Schmitt & Kuljanin, 2008). With the 
prevalence of multilevel data in educational research (e.g., students nested within schools), 
establishing MI across multiple groups or waves of nested data has brought increasing attention. 
Two popular techniques for the test of multilevel MI include the multiple-group multilevel 
confirmatory factor analysis (MMCFA) and the design-based approaches. The MMCFA 
approach estimates sample covariance matrices at different levels separately. The design-based 
approach treats nested data as single-level and accounts for data dependency by adjusting the test 
statistics and standard errors of parameter estimates. Both approaches have been examined in 
previous studies assuming equal within- and between-level factor structures (e.g., Kim, Kwok & 
Yoon, 2012), yet the performance of these two approaches on models with unequal cross-level 
factor structures has not been examined thoroughly.  
The purpose of this study is to compare the MMCFA and the design-based approaches for 
evaluating the between-level MI when factor structures differ across levels. Two simulation 
studies were designed to evaluate the statistical power and Type I error rates of the two 
estimation approaches. The manipulated conditions included the factor structure, between-level 
factor variance, number of clusters, cluster size, size of noninvariance, and location of 
noninvariance. Model comparisons were conducted based on the scaled log-likelihood ratio tests. 
Results showed that power rates in the MMCFA approach were generally higher than those in the 
design-based approach across conditions, especially when the cross-level factor structures were 
different. The between-level factor variance, number of clusters and cluster size were three major 
  
factors that impacted the statistical power and Type I error rates with these two approaches. The 
strengths and limitations of each approach in multilevel MI evaluations as well as the practical 
implications were discussed at the end.  
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CHAPTER 1 INTRODUCTION 
In education and the social sciences, when researchers intend to develop a plausible 
measure for studying phenomena in multiple populations (e.g., countries) or across two or more 
occasions (e.g., cohort study), testing of measurement invariance across populations or occasions 
becomes a necessary step to evaluate stability in the psychometric properties of this measure (see 
review, Vandenberg & Lance, 2000). The measure typically comprises a set of observed items 
that can be used to infer the latent constructs of the measure (e.g., attitude) through statistical 
modeling. In this context, measurement invariance can be described as: individuals who reflect 
the same latent construct being measured from different populations having the same probability 
of obtaining identical observed scores on the measure regardless of one’s group membership 
(Meredith & Millsap, 1992; Yoon & Millsap, 2007). In other words, if we destine to use a 
measure to study group differences, the results should reflect actual differences on this measure 
itself in lieu of influence by group differences in the latent constructs of a measure. Violation of 
measurement invariance can result in biased conclusions as it is unknown whether the 
differences in observed scores are due to the latent variable intended to be measured or the 
different functioning of the measure across groups (Millsap & Kwok, 2004).  
 Within the latent variable modeling framework, confirmatory factor analysis (CFA) has 
been commonly used to investigate measurement invariance (Vandenberg & Lance, 2000). CFA 
analyzes a priori measurement models where latent factors are measured by a set of observed 
variables. That is, each indicator is regressed on one or more latent factors plus a measurement 
error. Common practice in evaluating measurement invariance in CFA involves sequential 
across-group tests for the equivalence of factor structures (configural invariance), factor loadings 
(metric invariance), and measurement intercepts (scalar invariance; Horn & McArdle, 1992; 
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Meredith, 1993; Steenkamp & Baumgartner, 1998). The inference is made by conducting a chi-
square difference test between two models to evaluate whether a more constrained model fits the 
data as well as a less constrained model.  
One developing interest in MI testing is in the area of multilevel modeling. Multilevel 
data refer to data with a nested structure such as students nested within schools. In this example, 
students are considered at the within level, and schools are considered at the between level. MI 
can be tested with respect to grouping variable(s) at the within level, the between level, and both 
(e.g., Jak, Oort, & Dolan, 2014; Kim et al., 2015). For example, one may be interested in 
comparing the math proficiency between male and female students who are from different 
schools. Here, gender is a student characteristic, so it is considered the within-level grouping 
variable. One may also explore whether students from two types of schools (e.g., public vs. 
charter) have similar perceptions about their math abilities. The grouping variable - the type of 
school - is at the between level. With multilevel data, students’ scores are clustered at the school 
level, which tend to have a nonnegligible correlation within the same school. This violates the 
independence assumption required by many statistical techniques for single-level analyses. 
Advanced statistical techniques are needed to account for data dependency while performing the 
MI testing.  
In this study, the exploration is focused on the measurement invariance at the between 
level. Two common approaches for testing between-level MI in multilevel data are the design-
based approach (e.g., Muthén & Satorra, 1995) and the multiple-group multilevel confirmatory 
factor analysis (MMCFA; e.g., Kim, et al., 2012; Kim & Cao, 2015). The design-based approach 
uses the sampling distribution of repeated samples generated by sampling design and estimates 
finite population quantities (e.g., the whole population). This approach attempts to estimate the 
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best overall model. Only one single-level model is specified as it assumes an equal within-level 
and between-level structure model. It is commonly used by researchers (e.g., Agrawal & 
Lynskey, 2007) as it is much simpler for specification.  
The MMCFA approach assumes a population model that produces the sampling 
distribution (Muthén & Satorra, 1995) and decomposes the total sample covariance into the 
within-level and between-level covariance matrices. Then, these two matrices could be used to 
evaluate a variety of models in the analysis of the factor structure at each level, such as models 
that have the same set of factors and loadings at each level, the same set of factors but different 
loadings at each level, or different sets of factors and loadings at both levels (Wu & Kwok, 
2012). The MMCFA approach provides the flexibility for specifying different factor structures 
across levels. However, it should be cautioned that the MMCFA approach is more complicated 
to be applied when the group of interest is at the within level. In such a case, the within-level 
group membership intersects the clustered structure of multilevel data (e.g., gender intersects 
schools). The MMCFA approach is thus not able to adjust for the dependency of the nested data. 
When the grouping variable is at the between-level, grouping variables do not vary within 
clusters. For example, students in public schools might show different response behavior to a 
certain test than students in charter schools. School status has no direct influence on the within 
level (Jak et al., 2014). Therefore, applying the MMCFA approach is appropriate when the group 
membership is at the between level. 
An issue in testing multilevel MI is that the factor structures could be different at the 
within and between levels (e.g., Cronbach, 1976). However, cross-level invariance is typically 
assumed by many applied researchers (Schweig, 2013). Zyphur, Kaplan, and Christian (2008) 
mentioned that researchers often assume equal factor loadings and structures at the within- and 
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between-levels (cross-level measurement invariance). Such an assumption could in particular 
affect the performance of the design-based approach, which assumes invariance of the factor 
structures across levels.  
Another issue worth noting is that, for simplicity purposes, researchers tend to conduct an 
aggregated analysis by treating multilevel data as single-level. This assumes the same within- 
and between-level factor structures. However, studies have shown that nested data may have 
factor structures that differ by the level of analysis (D’Haenens, Van Damme, & Onghena, 2010; 
Huang, Cornell, & Konold, 2015). For example, among the few studies addressing factor 
analysis with multilevel data, Huang and Cornell (2016) examined the factor structure of the 
positive values scale on the school climate survey. The results showed a two correlated factor 
model at the within-level (i.e., student level) and a one-factor model at the between level (i.e., 
school level). Therefore, examining the impact of various factor structures on MI testing is of 
primary interest in this study.  
Testing MI under the multilevel context has faced many challenges and received 
increasing attention (e.g., Kim et al., 2012; Ryu, 2014). Based on the review of literature, only a 
few studies have explored options to test multilevel MI when the group of interest is either at the 
within level or the between level (e.g., Jak, Oort & Dolan, 2013; Jak, et al., 2014; Kim et al., 
2012; Kim & Cao, 2015; Kim, Yoon, Wen, Luo & Kwok, 2015; Ryu, 2014; Ryu, 2015). 
However, most of these studies assumed that factor structures were identical across levels. For 
example, Jak et al. (2013) presented a test to detect violations of multilevel MI across clusters 
and constrained the factor structures to be the same across levels. In Jak’s other related MI 
studies, the within-level and the between-level factor structures and loadings across levels are the 
same (Jak, 2014; Jak, et al., 2014; Jak & Oort, 2015). The only exception was the Kim et al. 
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(2015) study which compared the factor mixture model with the design-based approach for 
testing within-level group invariance for models with unequal across-level structures. However, 
their comparison was only based on a complex between and simple within factor structure, that 
is, a one-factor model at the within level and a two-factor model at the between level. Little is 
known regarding the between-level MI testing when the across-level factor structures differ in 
various forms, such as the complex within and simple between structures (e.g., a two-factor 
model at the within level and a one-factor model at the between level). In addition, although the 
MMCFA and design-based approaches have been compared in models with different cross-level 
factor structures (Wu & Kwok, 2012), it only considered one group and this work has not been 
extended to the multiple-group comparison.  
Given the above-mentioned methodological and practical issues of testing measurement 
invariance in multilevel data, the purpose of the study was to examine the performance of the 
MMCFA and the design-based approaches in testing multilevel measurement invariance at the 
between level with three different factor structures: (1) equal simple within-level and between-
level structures (Model 1: a one-factor model for both levels), (2) complex within-level and 
simple between-level structures (Model 2: a two-factor model for the within level and a one-
factor model for the between level), and (3) simple within-level and complex between-level 
structure (Model 3: a one-factor model for the within level and a two-factor model for the 
between level). Two Monte Carlo studies were conducted. The design factors included the 
number of clusters, cluster size, between-level factor variance, size of the noninvariance, and 
locations of noninvariance. Results were evaluated based on the power (correctly identifying a 
noninvariant model) and Type I error rates (falsely rejecting an invariant model) for the two 
approaches.  
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Three hypotheses were made for the expected outcomes: (1) the MMCFA approach has 
higher statistical power than the design-based approach, especially under the different within- 
and between-level factor structure. The MMCFA approach considers the effects of clustering and 
models the random parameters at the higher level, which is more precise in analyzing the 
hierarchically structured data, and the design-based approach is less sensitive in model 
misspecification (Muthén & Satorra, 1995); (2) The design-based approach could achieve 
sufficient power, and the Type I error would not be seriously influenced under the same within- 
and between-level structure. The standard errors computed in the design-based approach could 
appropriately indicate the likely variation in the estimates by repeated sampling (Muthén & 
Satorra, 1995). Wu and Kwok (2012) showed that the design-based approach performed well 
when the cross-level factor structures were equal (e.g., adequate model fit) in the one-group 
study; (3) the statistical power would be influenced by the number of clusters, cluster size, and 
the between-level factor variance. The statistical power is related to sample size that is directly 
influenced by the number of clusters and cluster size. Noninvariance is easier to be detected at 
the between level when a larger between-level variance exists (Kim, et al., 2012). This study 
aims to bring awareness to the consequences of treating the between-level factor structure the 
same as the within-level factor structure. Results from this study would inform applied 
researchers about the strengths and limitations of the design-based and MMCFA approaches in 
testing multilevel measurement invariance. 
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CHAPTER 2 LITERATURE REVIEW 
In this chapter, confirmatory factor analysis (CFA) is first introduced, followed by a 
literature review on measurement invariance, including testing different forms of invariance in 
CFA and partial measurement invariance. In addition, multiple-group CFA is discussed with a 
focus on its identification under different stages of MI establishment. Next, the parameter 
estimation for CFA, model-fit assessment and model comparisons are reviewed. The single-level 
model is then extended to multilevel CFA with equations to address the issue of dependency 
among the data. The later part of this chapter focuses on two approaches to multilevel MI:  the 
multilevel multiple-group CFA approach and the design-based approach. A review of issues and 
features in testing multilevel MI is provided. This chapter ends with the purpose of this 
dissertation.  
Measurement Invariance Testing in CFA   
Confirmatory Factor Analysis  
CFA examines the relationship between a set of observed and latent variables, and it is an 
essential technique in structural equation modeling (SEM). A CFA model with a mean structure 
specifies the observed variables as a linear function of one or more latent factors, expressed as 
(e.g., Jöreskog, 1969; Thompson & Green, 2006): 
 𝐲 = 𝛎 + 𝚲𝛈 + 𝛜 , (2.1) 
where y is a p × 1 vector of observed variables,  𝛎 is a p × 1 vector of measurement intercepts, 𝛈 
is a m × 1 vector of latent factors,  𝚲 is a p × m matrix of factor loadings, and 𝛜 is a p × 1 vector 
of residuals. It is assumed that residuals are uncorrelated with the latent factors, and the mean of 
residuals is equal to zero.  
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CFA allows for the examination of both covariances and means of observed variables. 
The covariance structure is investigated by finding a set of model parameters that minimize the 
difference between the population and model-implied covariance matrices. The model-implied 
covariance matrix 𝚺(𝛉) can be obtained as follows (Bollen, 1989):  
 𝚺( 𝛉 ) = 𝚲𝚽𝚲′ + 𝚯 , (2.2) 
 where 𝛉 is a vector containing model parameters, 𝚽 is a matrix of variances and covariances 
among latent variables, and  𝚯 is the covariance matrix for measurement errors. Two necessary 
requirements for identification of the covariance structure include: (1) the unique information 
from the population covariance matrix equal to or greater than the number of freely estimated 
parameters, and (2) each latent construct being defined by fixing either the factor loading or 
factor variance to be a constant (e.g., 1).  
The mean structure entails the reproduction of means for observed variables: 
 𝛍 = 𝛎 + 𝚲𝛋 , (2.3) 
where 𝛎 is a vector of means for observed variables, and 𝛋 is the common factor mean 
(Steinmetz, 2013). Conversely, the latent factor mean is a function of the intercept and the 
observed mean. The intercept ν plays an important role on multiple-group comparisons, and 
allows for the comparison of latent factor means across groups (detailed in the next section). The 
mean structure has no impact on the model fit, and its identification is considered separately 
from the covariance structure. To identify the mean structure, the number of observed means 
must be equal to or greater than the number of means and intercepts being estimated.  
Measurement Invariance 
A typical application of CFA is to evaluate the psychological construct of a survey, 
where the survey items are considered observed variables. For valid comparisons of item scores 
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across groups, it is required that items measure the same latent factor, and the relationship 
between item scores and latent factor scores is invariant across groups (Millsap & Kwok, 2004). 
Measurement invariance is established when people who possess the same latent factor score (𝜂) 
yield the same probability of obtaining any item score (y) regardless of one’s group membership 
(g), denoted as (Yoon & Millsap, 2007):  
 𝑃(𝑦|𝜂, 𝑔) = 𝑃(𝑦|𝜂) . (2.4) 
Within the CFA framework, the three common forms of measurement invariance include 
configural invariance (Horn & McArdle, 1992), metric invariance (Horn & McArdle, 1992), and 
scalar invariance (Meredith, 1993). The configural invariance model tests whether examinees 
conceptualize the construct in the same way across groups. Under configural invariance, the 
model from different groups should have the same pattern of observed and latent variables but no 
equality constraints imposed across groups. If configural invariance holds, a metric invariance 
model can be tested concerning whether the factor loadings are invariant across groups (i.e., 
𝚲𝒈 = 𝚲 ). That is, it tests whether the strengths of the relationships between the observed and 
latent factors are equal across groups. Widaman and Reise (1997) also called this weak factorial 
invariance. The establishment of metric invariance indicates that the differences in observed 
scores are due to the differences in both intercepts and latent factor scores. To differentiate the 
differences from these two resources, a scalar invariance model can be tested, which requires 
both the factor loadings and measurement intercepts to be invariant across groups (i.e., 𝛎𝒈 =
𝛎; 𝚲𝒈 = 𝚲). This is also called strong factorial invariance (Meredith, 1993). If metric invariance 
is violated, the construct may have different meanings used for each group. The residuals 𝛜 may 
consist of the specific factors and measurement errors. If 𝚯 is the variation of the random 
measurement error, the establishment of scalar invariance suggests the difference in factor means 
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leads to the difference in the means of item scores. If 𝚯 contains systematic variance from 
specific factors that differ across groups, the differences in the item scores may not only be 
caused by the latent factor means, but confounded by the specific factors (Meredith & Teresi, 
2006).  
Measurement invariance can be tested backward or forward. The backward approach 
starts with an invariant model (e.g., scalar model). If parameters are tested to be noninvariant, the 
invariance specification can be released one at a time. The forward approach starts with a 
noninvariant model (e.g., configural model), which is sequentially compared to a model with 
more parameters constrained. In both approaches, the noninvariance in model parameters can be 
detected through model comparison, and model revisions are typically guided by the 
modification index (Sörbom, 1989) and data-based local fit statistics. Research has shown that a 
larger sample size led to more power to detect noninvariant parameters based on data-based local 
fit indices, and when using a backward approach, a correct model is more difficult to determine 
when many parameters are incorrectly constrained (e.g., Millsap, 2011). 
Freeing constraints on noninvariant parameters would lead to partial invariance models 
(Millsap & Kwok, 2004). That is, model parameters such as factor loadings and intercepts on 
certain items are not equal, and they are allowed to be freely estimated across groups. Unequal 
intercepts or unequal factor loadings can mask the true latent mean differences. Specifically, 
unequal intercepts have a large impact on measurement invariance testing. The group difference 
in observed variables may not only be caused by the differences in latent factor means, but also 
caused by the difference in intercepts for each item (Meredith & Teresi, 2006). For example, in a 
Monte-Carlo study, Steinmetz (2013) demonstrated that if unequal factor loadings or intercepts 
11 
 
exist in a composite, the difference between the composite scores can mislead interpretations on 
latent mean differences, especially from the effect of unequal intercepts. 
Statistical Approach to Measurement Invariance 
Multiple-group CFA. Multiple-group CFA refers to a measurement model that is 
simultaneously fitted to the covariance matrices from more than one independent sample (Kline, 
2011). To test configural invariance, a common factor model allowing factor loadings and 
intercepts freely estimated is fit to all groups, expressed as: 
 𝐲𝑔 = 𝛖𝑔 + 𝚲𝑔𝛈𝑔 + 𝛜𝑔 , (2.5) 
 𝚺(𝛉)𝑔 = 𝚲𝑔𝚽𝑔𝚲
′
𝑔 + 𝚯𝑔 . (2.6) 
The “g” subscript indicates that parameters are freely estimated across groups. For each group, 
the factor structure is constrained to be the same. That is, each group has the same number of 
latent factors, and the same set of items load on each factor. To identify the covariance structure, 
the factor variances in all groups are fixed to 1, and factor loadings are freely estimated. To 
identify the mean structure, the factor means are fixed at zero in all groups, and the intercepts are 
freely estimated. If the configural invariance model fits well to the data, the metric invariance 
model can be tested. Otherwise, the model is not comparable across groups.  
To test metric invariance, factor loadings are constrained to be equal across groups 
(Widaman & Reise, 1997). Imposing equality constraints on factor loadings identifies the 
covariance structure, and allows for the variances of latent factors to be freely estimated. To 
identify the mean structure, the factor means are fixed at zero in all groups, such that 
measurement intercepts can be freely estimated. If metric invariance holds, the scalar invariance 
can be tested next.  
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With scalar invariance, both intercepts and factor loadings are constrained to be the same 
(Meredith, 1993). The equality constraints imposed on the factor loadings identify the covariance 
structure. The equality constraints imposed on the intercepts identify the mean structure. To 
evaluate the differences in factor means across groups, the factor mean in one group is typically 
fixed at zero, and the factor means in the other groups are freely estimated.  
Multiple-group CFA enables a different extent of measurement invariance testing, 
conducting comparisons of latent variables across groups and removing measurement errors. 
However, multiple-group CFA is more widely used for two groups. When the number of groups 
and pairwise comparisons increase, Type I error may be increased. Multiple-group CFA relies on 
a large sample size that may contradict with reality. As the sample size decreases, the parameter 
estimates are less stable and accurate. Additionally, model identification issues may exist when 
only two observed variables indicate the latent factor. In addition, researchers should be cautious 
of the modification indices, which may indicate the improved model fit by adding correlated 
errors. Thought should be given that the two observed variables may share another factor 
(Nachtigall, Kroehne, Funke & Steyer, 2003).    
Estimation Methods 
Two common estimation methods for CFA include maximum likelihood (ML), and 
robust maximum likelihood (Robust ML), described in detail below. 
Maximum likelihood. ML is a normal-theory estimator that assumes multivariate normal 
distribution of data. ML uses an iterative process to minimize the discrepancy between the 
sample covariance matrix and the model-implied covariance matrix. ML is asymptotically 
unbiased, consistent (as 𝛉 is the probability limit of the estimator ?̂?, plim𝛉 ̂= 𝛉), and efficient (it 
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has a smaller asymptotic variance than other consistent estimators). Assuming p is the number of 
observed indictors, the ML fit function is defined as (Bollen, 1989): 
 𝐹ML = log|𝚺(𝛉)| + 𝑡𝑟(𝐒𝚺
−1(𝛉)) − log|𝐒| − 𝑝 . (2.7) 
The 𝚺(𝛉) is assumed to be positive-definite so that they are invertible. When 𝚺(𝛉) = 𝐒, the ML 
fit function equals zero, indicating perfect model fit. The asymptotic covariance matrix for the 
ML estimator of population parameters is (Bollen, 1989): 
 
(
𝟐
𝑁−𝟏
) {𝑬 [
𝜕𝟐𝐹ML
𝜕𝛉𝜕𝛉′
]}
−𝟏
 . 
(2.8) 
 In ML estimation, a converged admissible solution is generated when the values of 
parameters in two consecutive steps differ by less than some preset criterion (e.g., .001; Kline, 
2011). Several factors may influence convergence and admissible solutions including 
convergence criterion, bad start values, specification errors, nonidentified models and sample 
size (Bollen, 1989). If the absolute difference between two parameters of two consecutive 
solutions exceeds the preset criterion, convergence fails. The starting value can be chosen based 
on prior runs and previous studies. The further away the starting values of the parameters from 
the final estimate, the more difficult the convergence. Previous research indicates that most 
nonconvergence occurs in CFA when the factor measured by the two observed variables and the 
sample size is less than 100 or 150 (Boomsma, 1983). 
ML provides the chi-square statistic TML for the test of the overall model fit:  
 𝑇ML = (𝑁 − 1)𝐹ML , (2.9) 
where N is sample size. With a sufficiently large sample, the asymptotic distribution of 
(𝑁 − 1)𝐹ML is a chi-square distribution with degrees of freedom (df) of p (p+1)/2.  
Robust ML. When the normality assumption is violated, ML results in incorrect standard 
error estimates and chi-square statistics (Bentler, 1995; Muthén & Satorra, 1995). Alternatively, 
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robust ML can be adopted to make corrections to standard error and chi-square statistics. 
Parameter estimates from robust ML are equal to standard ML estimates. To correct standard 
error estimates, Satorra-Bentler corrections and sandwich corrections are used, which have been 
shown to produce consistent estimates of sampling variance. Their corresponding chi-square 
statistics are referred to as the Satorra-Bentler chi-square (Satorra & Bentler, 1988) and the 
Yuan-Bentler chi-square test statistic (Yuan & Bentler, 2000). The test statistics of the two 
estimators are scaled by different correction factors. For example, the Satorra-Bentler statistic 
penalizes the ML chi-square using the kurtosis from the data, denoted as: 
 𝑇𝑅 = ?̂?
−1𝑇ML , (2.10) 
where ?̂? is the common kurtosis estimate. If data are multivariate normally distributed (kurtosis = 
0), the scaling factor ?̂? equals 1, and the rescaled test statistic is the same as the ML test statistic. 
The Satorra-Bentler statistic is implemented in Mplus as “Estimator = MLM” (Muthén & 
Muthén, 1998). The Yuan-Bentler chi-square test statistic accommodates small sample sizes and 
incomplete data and is implemented in Mplus as “Estimator = MLR” (Muthén & Muthén, 1998).  
 When MLM and MLR chi-squares are used, they cannot be used for comparing nested 
models. The chi-square difference test for the nested models should use the Satorra-Bentler 
scaled chi-square as follows (Satorra & Bentler, 2010):  
 𝑇𝑠𝑐𝑎𝑙𝑒𝑑 = (𝐿0 ∗ 𝑐0 − 𝐿1 ∗ 𝑐1) ∗ (𝑑𝑓0 − 𝑑𝑓1)/(𝑑𝑓0 ∗ 𝑐0 − 𝑑𝑓1 ∗ 𝑐1) , (2.11) 
where 𝐿0 and 𝐿1 are the log-likelihood of the null model and the alternative model, 𝑐0 and 𝑐1 are 
the correction factors for the null model and the alternative model, 𝑑𝑓0 and 𝑑𝑓1 are the degrees of 
freedom in the two models.  
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Model Fit and Model Comparison  
Model fit is commonly assessed using the chi-square statistic and a variety of model fit 
indices. Chi-square tests have been found to be sensitive to the sample size, the data 
nonnormality and model complexity (Powell & Schafer, 2001). Therefore, the chi-square statistic 
along with other fit indices have been recommended to evaluate the data-model fit. Model fit 
indices are generally classified into two types: incremental fit indices and absolute fit indices. 
Incremental fit indices measure the improvement of fit for a proposed model over a base model, 
including the comparative fit index (CFI; Bentler, 1990), and the Tucker-Lewis index (TLI, 
Bollen, 1989). Absolute fit indices are derived without a base model as comparison, including 
the root means square error of approximation (RMSEA; Browne & Cudeck, 1992), and the 
standardized root mean square residual (SRMR, Bentler, 1995), and goodness of fit (GFI, 
Jöreskog & Sörbom, 1989). The CFI greater than .90 (Bentler, 1990), TLI greater than .95, 
RMSEA less than .06, and SRMR less than .08 indicate good model-data fit (Hu & Bentler, 
1999).  
These model fit measures can also be used to guide model comparison between different 
invariance models. With ML, the log-likelihood ratio test (LRT), namely, the chi-square 
difference test, is typically used. The likelihood ratio equals the difference between the minus-
twice the log-likelihoods of two competing models. This difference follows a chi-square 
distribution with df equal to the difference in the number of parameters between the two models. 
A significant LRT indicates that the model with more constraints (e.g., metric invariance model) 
fits worse than the model with less constraints (e.g., configural invariance model). With robust 
ML, the LRT cannot be used directly for model comparisons, because the difference between the 
scaled chi-square values do not follow a chi-square distribution. Instead, the Satorra-Bentler 
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scaled likelihood ratio test is suggested to compare the two nested models. Therefore, scaled 
LRT is used in this study. 
In addition, the change in fit indices can be used to evaluate the relative fit between 
competing models. Although previous studies noted the effects of sample size on model fit 
indices (e.g., Bearden, Sharma, & Teel, 1982), Cheung and Rensvold (2002) noted that the CFI 
change is a robust statistic against model complexity and sample size. It is suggested that the 
absolute value of CFI differences larger than .01 be used for the invariance test, and the less 
constrained model is rejected. 
Multilevel Confirmatory Factor Analysis 
Educational research commonly involves collecting multilevel data where observations 
are grouped at the lower levels, for example, students nested within schools. Students within a 
particular school may share certain properties (e.g., character development), which could violate 
the assumption of independent observations required by traditional data analysis techniques (e.g., 
t-tests). However, for simplicity, researchers may use a single-level approach to analyze the data, 
such as a disaggregated approach (e.g., analyzing data at only the student level) or an aggregated 
approach (e.g., analyzing data at only the school level; Heck & Thomas, 2009). One of the 
concerns for this approach is that without any adjustments, ignoring the data dependency could 
result in biased model fit and parameter estimation. Specifically, a disaggregated analysis could 
lead to inflated Type I errors, and an aggregated analysis could lead to underestimated standard 
errors (e.g., Wu & Kwok, 2012). When estimating population parameters from the sample 
statistics, the sample data are collected in a way that best represent the population. The inference 
techniques (e.g., standard errors that measure sampling variation and p-values) are used to 
calibrate the uncertainty of the sample data. Traditional data analysis techniques are based on 
17 
 
restrictive assumptions. For example, random sampling is used to generate data from a defined 
population to ensure independent observations. Berk and Freedman (2003) mentioned that 
significant bias can be caused even by a modest violation of independence using the traditional 
analysis techniques. For example, ignoring the dependence among the observations of the same 
cluster would cause misestimated standard errors. With data nested in clusters, Raudenbush 
and Bryk (2002) noted that the failure to address the multilevel data in the past was due to the 
limitations of the traditional analysis techniques for the parameter estimation with the multilevel 
data structure.  
Consider a two-level model, the within level (level 1) indicates the lowest level in the 
nested structure (e.g., students), and the between level (level 2) is the higher level within which 
the level-1 observations are nested (e.g., schools). The impact of individual students and schools 
on students’ academic achievement (e.g., scores) are accounted for by the variation of sets of 
variables at different levels of the hierarchy. When latent factors are involved, the two-level 
model can be specified in CFA framework. For the single-level CFA, the covariance matrix 
displays the relationship among the observed variables and require the observations to be 
independent. Multilevel covariance structure modeling (Muthén, 1994) does not require that 
observations are independent and identically distributed. For a single-factor model, student i is 
nested within j schools (Muthén, 1994): 
 𝐲𝑖𝑗 = 𝛎𝑗 + 𝚲𝛈𝑖𝑗 + 𝛜𝑖𝑗 , (2.12) 
where 𝐲𝑖𝑗 is a 𝑝 × 1 vector of observed variables,  𝛎𝑗 is a 𝑝 × 1 measurement intercept, 𝚲 is a 
𝑝 × 𝑞 matrix of factor loadings,  𝛈𝑖𝑗 represents a q-dimensional factor, and 𝛜𝑖𝑗 represents the p 
dimensional residual vector.  
Multilevel CFA models are expressed at the within- and between levels as follows:  
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 𝐲𝑊𝑖𝑗 = 𝛎𝑊 + 𝚲𝑊𝛈𝑊𝑖𝑗 + 𝛜𝑊𝑖𝑗 , (2.13) 
 𝐲𝐵𝑗 = 𝛎𝐵 + 𝚲𝐵𝛈𝐵𝑗 + 𝛜𝐵𝑗 , (2.14) 
where W and B denote the within- and between levels. The effect of intercept  𝛎𝑊 is measured 
by the school characteristics at the between level. Cluster here refers to the schools where the 
individual belongs. It is assumed that the residuals at the within- and between levels are normally 
distributed and uncorrelated, and they are not related with the latent factors.  Figure 1 shows a 
multilevel model. Two factors are measured by eight observed indictors at the within level. The 
between level has the same factor structure as the within level. The filled circles indicate random 
intercepts, which are modeled at the between level. The equation for the multilevel CFA model 
containing both within-and between level components can be written as: 
 𝐲𝑖𝑗 = 𝛎𝐵 + 𝚲𝐵𝛈𝐵𝑗 + 𝛜𝐵𝑗 + 𝚲𝑊𝑖𝑗𝛈𝑤𝑖𝑗 + 𝛜𝑤𝑖𝑗 , (2.15) 
𝛎𝑊 is not shown in the equation as the scores at the within level are deviations from the group 
means which are specified at the between level. The intercepts are varying across the schools.  
There can be many schools randomly sampled at the between level in a multilevel setting. 
Therefore, the factor means for students nested within the schools are random effects varying 
across schools (Muthén, 1994): 
 𝛈𝑖𝑗 = 𝛂 + 𝛈𝐵𝑗 + 𝛈𝑊𝑗 , (2.16) 
where 𝛂 is the grand mean for 𝛈𝑖𝑗, 𝛈𝐵𝑗 is a random factor describing school effects, and 𝛈𝑊𝑗  is a 
random factor describing student effects within schools. The variation in students’ scores are 
captured by two sources of variability. That is, the variation across the schools and the variation 
across the individuals. The total factor variances are from the variances at both the between level 
and the within level such that: 
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 𝑉(𝛈𝑖𝑗) =  𝚽𝑇 = 𝚽𝐵 + 𝚽𝑊 , (2.17) 
where 𝚽𝐵 is the between-schools variation, and 𝚽𝑊 is the variation among the students within 
the schools. The observed scores of students are likely to be dependent when they are from the 
same school. The between-level variance 𝚽𝐵 describes the extent of dependence. To determine 
the necessity of multilevel CFA, researchers should test whether there is an unignorable 
between-level variation. This can be quantified by an intraclass correlation coefficient (ICC) for 
the latent variable (Muthén, 1991), which is the proportion of total latent factor variation 
accounted for by the between-level latent factors variation: 
 𝐼𝐶𝐶 = 𝚽𝐵/(𝚽𝐵 + 𝚽𝑊) . (2.18) 
To calculate ICCs, the scale across the levels should be the same. This can be done by fixing the 
factor loading of an item to be the same value across levels (Heck & Thomas, 2009). ICCs that 
are over .05 indicate the benefit of performing multilevel analysis. When ICCs are smaller 
than .05, it may not be necessary to specify multilevel models (Dyer, Hangers & Hall, 2005). 
Single-level modeling techniques would produce similar results when the between-level 
variation is small.  
The total residual variation is also from the between-level variation and the individual-
level variation such as: 
 𝑉(𝛜𝑖𝑗) = 𝚯𝑇 = 𝚯𝐵 + 𝚯𝑊 , (2.19) 
For a two-level CFA model, the covariance matrix of observed variables (∑𝑇) is 
decomposed into a within-level variation (∑𝑾) and a between-level variation (∑𝑩):   
 𝑉(𝐲𝑖𝑗) = ∑𝑇 = ∑𝐵 + ∑𝑊 , (2.20) 
The between-level covariance matrix representing the between group variation is: 
 ∑𝐵 = 𝚲𝐵𝚽𝐵𝚲𝐵
′ + 𝚯𝐵 , (2.21) 
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The within-level covariance matrix is expressed as: 
 ∑W = 𝚲𝑊𝚽𝑊𝚲𝑊
′ + 𝚯𝑊 . (2.22) 
The difference between the covariance matrices and the sample covariance matrices can 
be evaluated by robust-maximum-likelihood method, and parameters can be estimated for the 
multilevel CFA model. ICCs can be calculated for each item using the between level variance 
divided by the total variance.  
Studies have shown that nested data may have factor structures that differ across levels 
(D’Haenens, et al., 2010; Huang, et al., 2015; Huang & Cornell, 2016). The numbers of factors 
could be different at different levels and the factors at different levels may have different item 
compositions. In D’Haenens, et al. (2010), four factors were found for the total correlation 
matrix, five factors were found for the pooled-within cycle group, and three factors were found 
at the between- cycle group. Also, different item composition was found at the within- and 
between levels. Given different factor models may exist across levels, MMCFA may be more 
appropriate in dealing with nested data.  
The problem with using a single level approach in multilevel data can also be illustrated 
using a series of formulae (Zyphur, et al., 2008). The equation (2.24) can be written as: 
 ∑𝑇 = ∑𝐵 + ∑𝑊 = 𝚲𝑇𝚽𝑇𝚲𝑇
′ + 𝚯𝑇 , (2.23) 
 Assume a single-level approach is used for multilevel data, given 𝚲𝑇 = 𝚲𝐵 + 𝚲𝑊, 
and 𝚽𝑇 = 𝚽𝐵 + 𝚽𝑊, the equation (2.23) can also be written as (Zyphur, et al., 2008, p.131): 
 ∑𝑇 = ∑𝐵 + ∑𝑊 = (1 ∗ 𝚲𝐵 + 1 ∗ 𝚲𝑊)(1 ∗ 𝚽𝐵 + 𝟏 ∗ 𝚽𝑊)(1 ∗ 𝚲
′
𝐵
+ 1 ∗ 𝚲′𝑊) 
+(1 ∗ 𝚯𝐵 + 1 ∗ 𝚯𝑊) . 
(2.24) 
When using the single-level approach, the constraints of structure invariance are placed 
on the CFA across the within- and between levels. As 𝚽𝑇 is partitioned equally into 𝚽𝐵 and 𝚽𝑊, 
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such constraints do not allow the possibility of a different number of factors across levels. 
Besides, the equation gives the within- and between parts equal weight. In reality, the sample 
sizes for the within- and between levels will not be equivalent. This equation indicates that this 
single-level approach does not consider that the parameters at the within part and the between 
part are differentially stable caused by different sample size (Zyphur, et al., 2008). 
Multilevel CFA specifies different factor structures at each level. The between level 
characteristics can be included to explain the effect of estimates at the within level. The total 
variation is divided in to parts of the within level and the between level. ICCs indicate the 
amount of variation that lies in the between level. The large between-level variation indicates 
data may be dependent within level 1. The single-level model without any adjustment may not be 
appropriate when the independence assumption is violated, especially when different factor 
structures exist across levels. Under this situation, multilevel modeling can be employed to 
specify models at each level and reduce the bias in the standard error of estimates provided by 
the single-level approach (Raudenbush & Bryk, 2002).  
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Figure 1. A two factor multilevel CFA. 
Statistical Approaches to Multilevel Measurement Invariance 
In educational research, data are often seen as hierarchically structured. Insufficient 
attention is paid to measurement invariance testing with multilevel data. Researchers have 
worked on measurement invariance testing and multilevel modeling as separate domains in the 
past (Kim et al., 2012). However, testing measurement invariance is a common practice before 
comparing different groups of interest, without the exception of comparing groups with 
hierarchically structured data. When testing measurement invariance in multilevel data, one must 
distinguish the level for the group membership (Ryu, 2014) as different approaches are applied 
when the group membership is at the lower versus the higher level. For example, when the data 
are collected from students nested within schools, the researcher may be interested in testing 
measurement invariance at the within level (i.e., gender), or at the between level (i.e., schools). 
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The current study focuses on measurement invariance tests at the between level, where the 
grouping variables represent characteristics of schools, such as private or public schools, or 
treated schools or untreated schools. The between-level grouping variable can only impact 
measurement invariance at the between level, as they do not vary at the within level. For 
example, students in public schools might show different response behaviors to a certain test 
than students in private schools. School status has no direct influence on student responses at the 
within level (Jak et al., 2014).  
To test measurement invariance, two methods have been applied especially in large-scale 
surveys (e.g., surveys conducted at the national or state level). One is the design-based approach 
(Muthén & Satorra, 1995). The design-based approach that controls the data dependency adjusts 
for the standard error of the estimates resulting from cluster sampling. The other is the model-
based approach (e.g., multilevel modeling). Multilevel modeling can be employed for estimating 
hierarchical data, which incorporates a random effect for the higher level and decomposes the 
total variation into the variation at each level. This approach has been referenced using different 
names, for example, random-effects models (Singer, 1998), random-coefficient models 
(Longford, 1992), and hierarchical linear models (Raudenbush & Bryk, 2002). Structural 
equation modeling techniques (e.g., confirmatory factor analysis) can be incorporated with the 
multilevel modeling to investigate models with latent variables. As mentioned, the constructs in 
social studies cannot be observed directly, and therefore they need to be defined through the 
observed variables. Moreover, by including measurement error, the estimation for structural 
relationships between variables would be more accurate. One popular approach to test the 
between-level measurement invariance is the multiple-group multilevel confirmatory factor 
analysis (MMCFA; e.g., Kim, et al., 2012; Kim & Cao, 2015). Previous studies that use a design-
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based approach are involved with invariant factor structures across levels (e.g., Kim, et al., 
2012), and no studies have tested the adequacy of the design-based approach when the factor 
structure varies. The MMCFA approach is appropriate in dealing with nested data. When the 
factor structures are the same across levels, the Type I error rates of MMCFA were found around 
the nominal alpha level, and the power was influenced by the number of clusters and cluster size 
(Kim, et al., 2012).  
Multiple-group Multilevel CFA.  
Using MMCFA, researchers conduct separate multilevel CFA models for each group. 
Therefore, the equations for MMCFA can be written as: 
 𝐲𝑊𝑗𝑔 = 𝛎𝑊𝑔 + 𝚲𝑊𝑔𝛈𝑊𝑖𝑗𝑔 + 𝛜𝑊𝑖𝑗𝑔 , (2.25) 
 𝐲𝐵𝑗𝑔 = 𝛎 + 𝚲𝐵𝑔𝛈𝐵𝑗𝑔 + 𝛜𝐵𝑗𝑔 , (2.26) 
where g indicates the group (g=1, 2… g). To test between-level invariance across schools, as the 
vector of intercepts at the within level is modelled at the between level, the general MMCFA 
model expanded from multilevel CFA can be expressed as (Kim & Cao, 2015): 
 𝐲𝑖𝑗𝑔 = 𝛎𝐵𝑔 + 𝚲𝐵𝑔𝛈𝐵𝑗𝑔 + 𝚲𝑊𝛈𝑊𝑖𝑗𝑔 + 𝛜𝐵𝑖𝑗𝑔 + 𝛜𝑊𝑖𝑗𝑔 , (2.27) 
                                     ∑𝑊𝑔 = 𝚲𝑊𝑔𝚽𝑊𝑔𝚲𝑊𝑔
′ + 𝚯𝑊𝑔 , (2.28) 
 ∑𝐵𝑔 = 𝚲𝐵𝑔𝚽𝐵𝑔𝚲𝐵𝑔
′ + 𝚯𝐵𝑔 , (2.29) 
Residuals at the within and between levels are assumed to be independent and normally 
distributed with a mean of zero, denoted as: 
 𝛜𝑊𝑔~𝑁(0, 𝚯𝑊𝑔) , (2.30) 
 𝛜𝐵𝑔~𝑁(0, 𝚯𝐵𝑔 ) . (2.31) 
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  Measurement invariance holds if a set of parameters are equivalent across groups. The 
null hypotheses of measurement invariance at the within- and between levels are expressed as 
follows: 
 𝐻𝟎,𝚲𝑾: 𝚲𝑊1 = 𝚲𝑊2 = 𝚲𝑊3 = ⋯ = 𝚲𝑊𝐺  , (2.32) 
 𝐻𝟎,𝚯𝑾: 𝚯𝑊1 = 𝚯𝑊2 = 𝚯𝑊3 = ⋯ = 𝚯𝑊𝐺 , (2.33) 
 𝐻𝟎,𝚲𝑩: 𝚲𝐵1 = 𝚲𝐵2 = 𝚲𝐵3 = ⋯ = 𝚲𝐵𝐺 , (2.34) 
 𝐻𝟎,𝐯𝐵 : 𝛎𝐵1 = 𝛎𝐵2 = 𝛎𝐵3 = ⋯ = 𝛎𝐵𝐺  , (2.35) 
 𝐻𝟎,𝚯𝑩: 𝚯𝐵1 = 𝚯𝐵2 = 𝚯𝐵3 = ⋯ = 𝚯𝐵𝐺 . (2.36) 
Configural invariance holds when the groups of interest have equivalent patterns of 
within-level and between-level models (e.g., number of factors at within and between levels and 
number of observed variables for each factor). If configural invariance hold, more strict 
invariance constraints can be imposed. Within the multilevel CFA framework, invariance of 
parameters are testable at the within- and between levels (Ryu, 2014). Equation (2.32) and 
equation (2.34) allow the test of metric invariance at the within and between level, which hold if 
the factor loadings are equivalent across groups. Equation (2.35) allows the test of equivalence of 
intercepts at the between level. Scalar invariance is achieved when both the factor loading and 
intercepts are equivalent across the groups. According to the above equations, weak, strong and 
strict invariance (i.e., equivalence of residual variance, 𝚯𝑗 = 𝚯) can be tested at the between 
level. Weak and strict invariance can be tested at the within level. Scalar variance is not tested in 
the within-level model. Strict invariance is not included in the study as scalar invariance is noted 
as a sufficient condition to compare latent factor means (Meredith, 1993). 
A few studies have conducted measurement invariance in multilevel CFA when the 
grouping variable is at the between level (e.g., Davidov, Dϋlmer, Schlϋlter, Schmidt, & 
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Meuleman, 2012; Kim, et al., 2012). Jak et al. (2014) has tested invariance when the grouping 
variable is at both the within level and the between level using a five-step procedure. However, 
the MMCFA approach has not been commonly used when the grouping variable is at the within 
level. The MMCFA approach needs to be altered to be applied when the group membership is at 
the within level (Ryu, 2014). 
Design-based Approach 
The design-based approach (e.g., Muthén & Satorra, 1995; Agrawal & Lynskey, 2007) is 
another common approach to multilevel measurement invariance. The design-based approach 
analyzes multilevel data at one single level, and adjusts for standard errors of parameter 
estimates to control for the dependency in multilevel data. For the design-based approach, the 
weight is used in the parameter estimation, and the standard errors of the parameter estimates are 
calculated using ways such as sample reuse methods and Taylor expansion (Kish &Frankel, 
1974). The purpose is to show the variation in the estimates in repeated sampling (Muthén & 
Satorra, 1995). The assumption of design-based approach is that the within- and between-level 
factor structures are the same (Schweig 2013; Wu & Kwok, 2012). The ML with robust standard 
error estimator is used for model estimation (Muthén & Muthén, 1998). Mplus has the built-in 
TYPE=COMPLEX routine used for the design-based approach in which only one single-level 
model is needed for specification.  
The design-based approach has been tested by researchers in a few previous studies (e.g. 
Agrawal & Lynskey, 2007; Kim, et al., 2012). Kim, et al. (2012) used this approach in their 
simulation study to test measurement invariance when the grouping variable is at the within 
level. Their findings noted the adequacy of the design-based approach analysis in terms of the 
Type I error rates of erroneously rejecting the metric invariance model and power to detect the 
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noninvariant models when number of clusters and cluster size exceeded a certain number. 
However, they only tested at the within level and the hypothesized factor structures are invariant 
across levels. No studies considered evaluating the impact of a design-based approach with 
unequal factor structures across levels. 
Comparison between MMCFA and the Design-Based Approaches 
The mechanism of the design-based approach is to use repeated sampling to calculate the 
standard error of estimators that indicates the likely variation in the estimates. “Design-based 
approach takes sampling weights into account in the estimation of parameters and computes the 
proper standard errors of parameter estimates” (Muthén & Satorra, 1995, p. 272). Therefore, the 
best overall model is estimated to obtain test statistics of repeated sampling.  
MMCFA assumes the population model is known and therefore is a model-based 
approach. The MMCFA approach specifies models at each level and breaks the total variation 
into the variation accounted for by the within level and between level. In addition to solving the 
problem of dependency, the multilevel modelling approach addresses the aggregation bias (i.e., a 
variable has different effects at the levels of hierarchy modelling) by decomposing variables into 
separate parts of the level, as well as addresses the concern of heterogeneity of regression (i.e., a 
significant difference in the relationships between the independent variables and outcomes across 
the clusters) through modeling the variation in the coefficients (Raudenbush & Bryk, 2002). For 
the MMCFA approach, the parameter estimates are obtained by the assumed population model 
using covariance structure technique at different levels of the hierarchy.  
Muthén and Satorra (1995) mentioned that the design-based approach used for clustering 
data was studied and recognized to be adequate, but the model-based approach reported better 
performance than the design-based approach in terms of the magnitude of the variance estimates. 
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For example, Longford (1993) simulated data scenario where students were sampled with 
schools using both the design-based approach and the model-based approach. It was shown that 
the model-based approach outperformed the design-based approach. However, Muthén and 
Satorra (1995) noted that the model-based approach was sensitive in the model specification. 
This approach may not work well when the population model was slightly misspecified. Another 
drawback is that it is difficult to estimate the between-level structure (Heck & Thomas, 2009), 
especially when the between-level factor variance is small, when the sample size is small, and 
when the factor structure at the between level is complicated.  
Although the procedures for performing multilevel CFA have been proposed, the 
MMCFA approach has not been widely used (Ryu, 2014). The reason could be that the design-
based single level approach is easier for model specification. Only one single level is required for 
specification so it is convenient to apply. It can also be due to the lack of prior research and 
theories and that researchers may not be interested in the higher-level model structure (Wu & 
Kwok, 2012). Besides, the accessibility of computer programs may prevent this approach from 
its application. For example, the software programs on how to perform the multilevel CFA have 
not been illustrated using R only until recently (Huang, 2017). However, by using the design-
based approach, the assumption of equal factor structures could easily be violated with multilevel 
data (Zyphur, et al., 2008). The MMCFA approach has the flexibility to specify models at both 
the within and between levels, although it may be more complicated to be specified compared to 
the design-based approach. 
 Review of Literature in Multilevel Measurement Invariance 
Establishing measurement invariance has received increasing attention and has been 
advocated before performing group comparison studies (e.g., Vandenberg & Lance, 2000; 
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Schmitt & Kuljanin, 2008). Testing measurement invariance in multilevel data has gained much 
popularity involving studies with observed groups and unobserved groups. However, some 
issues with measurement invariance in multilevel data have not yet been studied thoroughly. 
First and foremost, it is noted that previous research tended to use the single-level approach and 
ignored dependency issue with multilevel data (e.g., Schweig, 2013; Huang & Cornell, 2016), 
which resulted in inaccurate test statistics and standard errors of estimate. When the data are 
hierarchically structured, the observations within the same cluster tend to correlate more with 
each other. Wu and Kwok (2012) mentioned that certain problems may arise (e.g., an inflated 
Type I error, underestimated standard errors) using the traditional single-level approach when 
involved with cluster sampling in social sciences. Researchers have started to be aware of 
addressing the issue of dependency when testing measurement insurance in multilevel data. For 
example, studies have shown that ignoring dependency resulted in inflated Type I error rates 
(e.g., Kim, Kwok & Yoon, 2012). Several approaches have been discussed to test the invariance 
and in the meanwhile to control the dependency within the multilevel data, including the design-
based approach and the MMCFA approach. In two simulation studies, Kim, Kwok, and Yoon 
(2012) compared the MMCFA approach and the multiple-group ordinary CFA, that is, the 
single-level approach without accounting for dependency, to detect the presence of one 
noninvariant factor loading simulated at the between level. The grouping variable was at the 
between level (e.g., treatment and control groups) in the first simulation study and the within 
level (e.g., gender) in the second study. The size of noninvariance for the two studies was .50. 
The Type I error rates and power rates of the chi-square difference test showed that the multiple-
group ordinary CFA brought inflated Type I error rates, and addressing the dependency issue in 
multilevel data when testing metric invariance is necessary.  
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Another issue is that Gorsuch (1983) mentioned that cross-level measurement invariance 
(i.e., equal factor structure across levels) is presumed when the design-based approach is 
employed with multilevel data. Even though the design-based approach can cope the dependency 
issue, this approach cannot distinguish different factor structures. However, the invariant factor 
structure may have been violated in practice (Zyphur, et al., 2008). No studies have investigated 
the consequences of using the design-based approach when the factor structures vary. Although 
the MMCFA approach has been demonstrated adequate at certain conditions, no studies have 
compared the performance of the MMCFA approach and the design-based approach in dealing 
with measurement invariance testing and in various conditions. The performance of the MMCFA 
approach and the design-based approach is therefore of interest to be further investigated.  
In reviewing the studies on measurement invariance with multilevel data, different 
focuses have been given. For example, Gunn (2016) illustrated five approaches in conducting 
measurement invariance in multilevel data, including the design-based approach, to assess their 
consistency and showed similar parameters across approaches. However, the illustrative example 
in this study for testing within-level invariance was data driven; it assumed the equivalency of 
the factor structures across the level; and MMCFA was not included in the study.  
Although MMCFA was discussed in Ryu (2015) for within-level group analysis using 
mean structure to differentiate the difference, and proposed a way to use the MMCFA approach 
when the group membership is at the within level. This study focused only on invariance across 
within-level groups. The estimation method (i.e., Muthén’s Maximum Likelihood) used was 
problematic (e.g., overestimated standard error for the within-level mean structure). While Kim 
and Cao (2015) did a comprehensive study examining two methods under two scenarios when 
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the grouping variable is at the within level and at the between level, this study was based on a 
one-factor model with six observed items across levels.  
These studies discussed when the grouping variable was at the within level (e.g., Gunn, 
2016; Ryu, 2015), at the between level (e.g., Kim & Cao, 2015), and at both levels (Jak, et al., 
2014). Several studies talked about measurement invariance with more than two levels (Jak, 
2014; Ryu & Mehta, 2017). However, when dealing with multilevel data invariance, few studies 
focused on the different factor structures across levels of multilevel data (e.g., Kim, et al., 2012; 
Jak et al., 2013; Kim & Cao, 2015). Kim et al. (2015) compared the factor mixture model 
(Asparouhov & Muthén, 2008) with the design-based approach (i.e., design-based multiple 
group CFA) for testing within-level invariance for models with unequal within- and between-
level structures. However, their comparison was based only on a complex between-level and 
simple within-level factor structure (e.g., two factors measured by four items for each factor at 
the between and one factor measured by eight items at the within level). Little is known about 
the detection of measurement noninvariance at the between level when the within- and between-
level factor structures are different in various forms, such as the complex within-level and simple 
between-level structure (e.g., two factors measured by four items for each factor at the within 
and one factor measured by eight items at the between level). In addition, the MMCFA approach 
has not been employed widely for measurement invariance testing, and among the studies using 
the MMCFA approach (e.g., Kim, et al., 2012; Kim & Cao, 2015; Davidov, et al., 2012; Ryu, 
2015), no studies studied different factor structures thoroughly across levels. 
Statistical power and Type I error rates are two indices calculated to investigate the 
accuracy of different approaches to test measurement invariance in multilevel data. The power of 
the likelihood ratio test is related to a significance difference in two models fitted. In this study, 
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metric invariance and scalar invariance were tested and to see if the noninvariance parameter 
could be detected or the invariance models were erroneously shown to be significantly different. 
For simulation, the noninvariance was set in advance and the researcher know which 
parameter(s) is set differently. However, in reality, we would not know which parameters are 
different across groups. Therefore, invariance parameters that simulated to be the same were not 
constrained when testing the noninvariance item for the fitted model, that is, the population 
model.  
More research needs to be done in investigating the performance of the MMCFA and 
design-based approaches in dealing with MI in multilevel data, especially in the situation where 
different factor structures exist across levels. Besides, my interest in this study lies in finding to 
what extent the performance of design-based approach is compromised when assumption of the 
equal factor structure is violated, and to how its performance in terms of power and Type I error 
is relative to the MMCFA approach. The current simulation study is designed with an attempt to 
fill these research gaps. It aims at investigating the performance of the design-based and 
MMCFA approaches in testing multilevel measurement invariance when the factor structures 
vary in three forms: (1) Model 1: equal simple within-level and between-level structures, (2) 
Model 2: complex within-level and simple between-level structures, and (3) Model 3: simple 
within-level and complex between-level structures. 
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CHAPTER 3 METHODS 
This dissertation was designed to evaluate the adequacy of the design-based approach and 
multiple-group multilevel confirmatory factor analysis (MMCFA) in testing measurement 
invariance with multilevel data, especially in the situation where the within- and between factor 
structures vary across levels. Two studies were conducted to compare the performance of these 
two approaches. In the first study, the statistical power was investigated by fitting models with 
noninvariant parameters across two groups using both the design-based and MMCFA 
approaches. In the second study, the Type I error rate was investigated by fitting models with 
invariant factor loadings and intercepts across two groups using the design-based approach and 
the MMCFA approach. The design factors for data generation in each study were discussed first, 
followed by the data generation and data analysis procedures. The evaluation criteria were 
introduced at the end.   
Study 1: Investigating the power of the Design-based and MMCFA Approaches 
Design Factors for Data Generation   
Sample size at the within level and the between level and intraclass correlation (ICC) 
affect the performance of the multilevel modeling (Goldstein, 1995). ICC indicates the amount 
of dependency and reflects the proportion of the between-level variance. Therefore, six design 
factors were considered to evaluate the performance of the design-based approach and MMCFA, 
yielding a total of 216 conditions for data generation, including 3 factor structures × 3 numbers 
of clusters (CN) × 2 cluster sizes (CS) × 3 between-level factor variances × 2 sizes of 
noninvariance × 2 noninvariance locations.  
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Factor structures. Three CFA models were considered for data generation as follows, as 
depicted in Figures 2-4. In this study, random intercepts were considered (see Figures 2-4). This 
model is common in the educational studies. For example, the factor loadings for the observed 
variables (e.g., scores) regressed on the factor are the same for the between-level unit (i.e., 
schools), but the intercepts vary among the schools.   
Model 1: Equal simple within-level and between-level structures. Both within- and 
between-level models consisted of a single factor measured by eight indicators. For invariant 
items, at both levels of the model and across the two groups, factor loadings were set at .70, and 
intercepts and factor means were set to 0. For noninvariant items, factor loadings and item 
intercepts were manipulated to be different in the focal group (detailed in the section “Location 
and magnitude of noninvariance” below). The unique variances were set to .40 at the within level 
and the between level (Hox & Maas, 2001). The within-level factor variance was fixed at 1.00, 
and the between-level factor variance was fixed at .10, .25 and .50. This resulted in ICCs for 
latent factors of .09, .20 and .33, representing small, medium and large between-level effects, 
respectively. Under the noninvariance condition, the between-level factor loading and/or 
intercepts for item 2 were simulated to be different across groups. These ICC levels were in line 
with previous research (e.g., Maas & Hox, 2005; Kim, et al., 2012). Maas and Hox (2005) used 
similar numbers, .10, .20 and .30 as they were in the range of normal research situations. Hox 
and Maas (2001) used .20 and .33 as low and high ICCs. The reason noted was that most of the 
educational research had the ICC smaller than .20, and it could go beyond .33 in family research. 
The same numbers had also been applied by Jak & Oort (2015) and Kim (e.g., Kim et al., 2015). 
Model 2: Complex within-level and simple between-level structures. In Model 2, the 
within-level structure contained two latent factors, each measured by four observed variables. 
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The between-level structure consisted of one latent factor measured by eight observed variables. 
The correlation between the two factors was set at .30. All factor loadings were .70 except that 
item 2 was simulated to be different across groups under the noninvariance condition. The 
residual variances at the within level and between level was .40. The intercepts and factor means 
were set to 0. The within-level factor variance was fixed at 1, and the between-level factor 
variance was fixed at .10, .25 and .50.  
Model 3: Simple within-level and complex between-level structures. The within-level 
structure consisted of one latent factor measured by eight observed variables. The between-level 
structure contained two latent factors, each measured by four observed variables. The correlation 
between the two factors was set at .30. The intercepts and factor means were set to 0. The within-
level factor variance was fixed at 1, and the between-level factor variances for both factors were 
fixed at .10, .25 and .50. The settings for residual variance and factor loadings were the same as 
in Models 1 and 2.  
Location and magnitude of noninvariance. The simulated research scenarios included 
testing the invariance at both intercepts and factor loadings. The size of noninvariance consisted 
of two levels: .25 and .50, representing small and large noninvariance (Finch & French, 2008; 
Kim, et al., 2012). Figure 3 gave an example that the factor loading on item 2 was .45, which 
was .25 smaller than .70 of the other group. The intercept was simulated to be .25 and .50 higher 
on item 2 of one group. To evaluate the power of the two approaches, the factor loading on item 
2 was simulated to be noninvariant to examine if metric invariance was falsely established; the 
intercept was simulated to be noninvariant with the same noninvariance difference as factor 
loading to evaluate if scalar invariance was falsely established. 
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Number of clusters. The number of clusters is the sample size for the between level. It is 
one of the big considerations in multilevel measurement invariance studies. Heck & Thomas 
(2009) mentioned the sample size at the between level impact the parameter estimation. A few 
simulation studies showed that the cluster number had greater impact on admissible solution 
rates and power (Kim et al., 2012, Hox & Maas, 2001). The number of clusters was manipulated 
to vary with three levels: 50, 100, and 200. The highest number of clusters was chosen because 
the lower limit for achieving the good maximum likelihood estimate with normal data was 200 
(Boomsma, 1983; Hox & Maas, 2001). In practice, 50 clusters was a commonly seen number in 
school research, which was also an acceptable number (Maas & Hox, 2005). In multilevel 
analysis, Maas and Hox (2005) used 30, 50 and 100 and considered 30 as the smallest acceptable 
number, and 100 was considered as the sufficient number. Jak, et al. (2013) used similar 
numbers, 20, 50 and 100. The numbers Kim et al. (2012) employed ranged from 30 to 160.  
Cluster size. Cluster size is the number of observations per cluster, that is, the number of 
units at the within level (e.g., students in one classroom). Maas and Hox (2001) mentioned that 
the design effect defined as how much standard errors are underestimated in multilevel data 
when conducted using a simple random sample should be given more attention. The formula for 
calculating the design effect is directly related to cluster size and ICC. The design effect is 
calculated as 1+ (average cluster size-1) ×ICC. A design effect greater than two is recommend 
(Muthén & Satorra, 1995). Cluster size was manipulated by having two levels: 10 and 20. The 
number was chosen in line with the previous study by Hox and Maas (2001). Kim, et al. (2012) 
also mentioned these cluster sizes were commonly used in multilevel research. Maas and Hox 
(2005) used 5, 30 and 50 because 5 and 30 were normal numbers in social research, and 50 was 
the sufficient number. Hox and Maas (2001) chosen 10, 20 and 50. Kim’s other studies (e.g., 
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Kim et al., 2015) also used 10 and 20. Finn and Achilles (1990) mentioned that 20 observations 
represents a large class size and 10 represents a small class size. The sample size ranged from 
500 to 4000 per grouping condition. 
In general, the values of the above simulation design factors were chosen because they 
have been studied and used in previous simulation studies, they were sufficient, and they were 
also based on the real data conditions. For example, Hox and Maas (2001) showed that the 
relative bias of the standard error for factor loading vary according to the number of clusters, 
cluster size, and ICC that was calculated by the between-level variance. The larger the number of 
clusters and cluster size were, the smaller the relative bias was for the factor loading. In addition, 
these numbers were chosen to reflect the trend between outcomes of the various simulation 
conditions (e.g., levels of between-level variance). 
Data Generation and Analysis 
For each of the 216 conditions, five hundred datasets containing observed scores were 
generated based on the model with variance components corresponding to the within- and 
between level. The observed scores followed the normal distribution. The cluster size was 
balanced across simulation studies. A grouping variable was generated at the between level. 
Each cluster had the same cluster size across the two groups. Configural invariance was 
established at this step as the patterns of the factor structure in the two groups were simulated to 
be the same. The Monte Carlo procedure of Mplus 7.4 (Muthén & Muthén, 1998–2017) was 
employed to produce 500 replications for each combination of design factors for the three 
models. 
Each replication was analyzed twice using the design-based approach and MMCFA. 
Robust maximum likelihood estimation (i.e., MLR) in Mplus 7.4 (Muthén & Muthén, 1998-
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2017) was used to fit the metric invariance model and configural invariance model to the 
generated datasets. The statistical power was estimated for detecting the simulated noninvariance 
in the factor loadings when the data were generated according to the configural invariance 
model, and for detecting the simulated noninvariance in the intercepts when the data were 
generated according to the metric invariance model. The unit loading identification (ULI) 
method was used for scaling the latent factors by constraining the first factor loading associated 
with each latent factor. The analyses excluded replications with model nonconvergence or out-
of-bound parameter estimates. These results were summarized using SAS 9.2 (SAS Institute, 
2002-2010).  
Evaluation Criteria  
Each study condition was evaluated in terms of the inadmissible solutions rate and power.  
Inadmissible solutions included cases with invalid parameter estimates or nonconvergence. 
Scaled LRT (i.e., the Satorra-Bentler scaled chi-square difference test) were used to compare two 
nested models, with constrained and relaxed parameters, under the null hypothesis of no 
difference between the two. If the simpler model associated with more parameters constrained 
(e.g., metric invariance model) fits as well as the complex model (e.g., configural invariance 
model), the simpler model is considered as the better model. The power rate was the proportion 
of the replications in which the scaled LRT was in favor of the noninvariance (i.e., data 
generated are according to the noninvariance model) by correctly rejecting the hypothesis of 
invariance. In other words, it is the proportion of replications in which the level of noninvariance 
is correctly determined. The results in this study were evaluated at α level of .05 and .01.  
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Study 2: Investigating the Type I Error Rates of Two Approaches 
Design Factors for Data Generation   
Four design factors were considered to evaluate the Type I error of the design-based 
approach and the MMCFA approach, yielding a total of 54 conditions for data generation, 
including 3 factor structures × 3 number of clusters × 2 cluster size × 3 between-level factor 
variance.  
This study imposed the equality of factor loadings constraint as well as the equality of 
intercepts constraints across groups. Size of noninvariance and location of noninvariance were 
thus not applied in this study. Number of clusters, cluster size, and the between-level factor 
variance were the same as in the first study. The sample size ranged from 500 to 4000 per 
grouping condition.  
Factor structures. Three CFA models were considered for data generation, as depicted 
in Figures 2-4. Factor structures were the same as used in the first study except all the factor 
loadings and intercepts were invariant across groups.  
Data Generation and Analysis  
For each of the 54 conditions, five hundred datasets containing observed scores were 
generated. The observed scores followed normal distribution. The cluster size was balanced 
across simulation studies. The cluster size of each cluster was simulated to be the same across 
groups. The Monte Carlo procedure of Mplus 7.4 (Muthén & Muthén, 1998–2017) was 
employed to produce 500 replications for each combination of design factors for the three 
models, and it was used to fit the metric invariance model and the configural invariance model. 
Data analyses followed the same steps as in the first study. The ULI method was used. 
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Replications with model nonconvergence or out-of-bound parameter estimates were excluded in 
the analyses. The results were summarized using SAS 9.2 (SAS Institute, 2002-2010). 
Evaluation Criteria  
Each study condition was evaluated in terms of the inadmissible rate and the Type I error 
rate of the scaled likelihood ratio test. Inadmissible solutions included cases with invalid 
parameter estimates or nonconvergence. Scaled likelihood ratio tests were used to compare two 
nested models. The Type I error rates of the scaled LRTs were indicated by a significant 
difference in fit between invariance model and noninvariance model where the invariant item 
was freely estimated. Under the invariance condition, a Type I error occurred when the scaled 
LRTs erroneously supported the noninvariance model, by rejecting the invariance model. The 
Type I error rate was therefore the proportion of replications in which the specified invariance 
models were mistakenly rejected as noninvariance (Kim et al., 2012; Jak et al., 2014). To 
evaluate the Type I error (i.e., false positive), any invariant factor loadings or intercepts 
identified as noninvariant represented a false positive. The results in this study were evaluated at 
α level of .05 and .01.  
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Figure 2. Model 1: equal simple within-level and between-level structures. 
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Figure 3. Model 2: complex within-level and simple between-level structures. 
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Figure 4. Model 3: simple within-level and complex between-level structures. 
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CHAPTER 4 SIMULATION RESULTS 
This chapter presents simulation results for the power and Type I error rates of the 
design-based approach and the multiple-group multilevel confirmatory factor analysis 
(MMCFA) approach under three models of factor structures. Model 1 refers to the model with 
equal simple within-level and between-level structures. Model 2 refers to the model with 
complex within-level and simple between-level structures, and Model 3 refers to the model with 
simple within-level and complex between-level structures. Statistical power and Type I error 
rates were calculated for each condition of number of clusters, cluster size, and between-level 
factor variance under the three models. Replications with inadmissible solutions were excluded 
in all conditions. The results for power rates are discussed first, followed by Type I error rates.  
Study 1: the Power of the Design-based and MMCFA Approaches 
Study 1 presents the power rates of the design-based approach and the MMCFA approach 
when the noninvariance was present in factor loading and in intercept. Tables 1-3 list the 
admissible solutions and power rates of the two approaches under 36 combined conditions (i.e., 
CFA models, between-level factor variance, cluster size, number of clusters, levels of 
significance), given that the size of noninvariance in factor loading was .50 in factor loading. 
Tables 4-6 list the admissible solutions and power rates of the two approaches under the 36 
combined conditions when the noninvariance size was .25 in factor loading. Tables 7-9 list the 
admissible solutions and power rates of the design-based approach and the MMCFA approach 
when the size of noninvariance was .50 in intercept. Tables 10-12 list the admissible solutions 
and power rates of the two approaches under the combined conditions when the noninvariance 
size was .25 in intercept. 
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Admissible Solutions  
 The inadmissible solutions in this study included cases with nonconvergence and invalid 
parameter estimates. This study reports the admissible solutions for the MMCFA approach only. 
All the cases were converged across conditions for the design-based approach. Invalid parameter 
estimates were not observed. For the MMCFA approach, the between-level factor variance, 
number of clusters, and cluster size were the three main factors impacting inadmissible solutions. 
Size of noninvariance did not impact the admissible solutions. Specifically, the admissible 
solution did not vary much when the size of noninvariance was .50 and when it was .25. The 
relations between the between-level factor variance, number of clusters and cluster size, and the 
admissible solutions are displayed in the results as follows:  
 In terms of the between-level factor variance, the larger the between-level factor 
variance, the higher the admissible solution. For example, as shown in Table 1, given α = .05, the 
admissible solution rates ranged from .43 to .96 at the value of between-level factor variance of 
.10, while the admissible solutions were 1.00 for all conditions when the between-level factor 
variance was .50. The number of clusters was an important factor that impacted convergence. 
When the number of clusters was the same across the between-level factor variance, the 
admissible solutions increased as the cluster size increased. For example, when the between-level 
factor variance = .10 and α = .05, Table 1 shows that for the same number of clusters, the 
admissible solution rates increased as the cluster sized changed from 10 to 20. However, when 
the between-level factor variance increased, the cluster size and number of clusters had less 
impact on the convergence. Table 2 shows that Model 2 followed the same pattern. As the 
between-level factor variance, number of clusters, and cluster size increased, the admissible 
solution rate increased accordingly. When the between-level factor variance increased to .50, the 
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admissible solution rates were one for all combined conditions. For Model 3, the admissible 
solution rates were consistently high for three different levels of the between-level factor 
variance. The admissible solution rates ranged from .91 to 1.00, as shown in the Table 3. 
For simulation studies when noninvariance was in the intercept, the admissible solution 
rates were much higher than that in the factor loading as indicated in Tables 7-12. Similar to the 
situation where the noninvariance was in the factor loading, size of noninvariance did not have a 
significant impact on the admissible solutions. The admissible solution rates increased as the 
between-level factor variance, number of clusters and cluster size increased. For Model 1 and 
Model 2, all cases were converged successfully when the between-level factor variance was .50. 
For Model 3, the admissible solution rates were one for all combined conditions.   
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Table 1  
Statistical power for Model 1 with Noninvariance Size of .50 in Factor Loading  
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .21 .13 .43  .07 .02 
50 (20) .20 .12 .49  .08 .02 
100 (10) .16 .07 .62  .08 .02 
100 (20) .14 .07 .76  .09 .03 
200 (10) .13 .07 .87  .09 .02 
200 (20) .14 .05 .96  .12 .04 
Fb = .25 50 (10) .20 .11 .88  .14 .05 
50 (20) .18 .08 .95  .15 .04 
100 (10) .21 .10 1.00  .19 .08 
100 (20) .27 .12 1.00  .25 .11 
200 (10) .38 .20 1.00  .35 .16 
200 (20) .50 .27 1.00  .42 .20 
Fb = .50 50 (10) .27 .16 1.00  .29 .13 
50 (20) .33 .18 1.00  .29 .15 
100 (10) .54 .32 1.00  .51 .29 
100 (20) .64 .38 1.00  .57 .35 
200 (10) .88 .70 1.00  .80 .61 
200 (20) .92 .81 1.00  .88 .75 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 2 
Statistical power for Model 2 with Noninvariance Size of .50 in Factor Loading  
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .25 .16 .49  .06 .02 
50 (20) .17 .09 .56  .09 .02 
100 (10) .17 .11 .70  .08 .01 
100 (20) .14 .08 .80  .09 .02 
200 (10) .11 .07 .91  .09 .02 
200 (20) .14 .05 .97  .07 .02 
Fb = .25 50 (10) .18 .09 .93  .12 .03 
50 (20) .17 .09 .96  .14 .04 
100 (10) .22 .10 1.00  .15 .06 
100 (20) .27 .12 1.00  .19 .07 
200 (10) .40 .21 1.00  .26 .12 
200 (20) .52 .29 1.00  .31 .12 
Fb = .50 50 (10) .31 .16 1.00  .25 .12 
50 (20) .32 .17 1.00  .26 .12 
100 (10) .57 .34 1.00  .43 .23 
100 (20) .63 .40 1.00  .48 .29 
200 (10) .88 .73 1.00  .70 .49 
200 (20) .92 .82 1.00  .80 .61 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 3 
 Statistical power for Model 3 with Noninvariance Size of .50 in Factor Loading 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .34 .19 1.00  .15 .06 
50 (20) .40 .20 .99  .18 .06 
100 (10) .58 .38 .99  .26 .13 
100 (20) .73 .52 1.00  .36 .19 
200 (10) .91 .77 1.00  .49 .28 
200 (20) .97 .87 1.00  .59 .36 
Fb = .25 50 (10) .17 .10 .91  .14 .06 
50 (20) .18 .08 .96  .17 .04 
100 (10) .25 .13 1.00  .23 .10 
100 (20) .34 .16 1.00  .29 .12 
200 (10) .49 .23 1.00  .42 .20 
200 (20) .61 .34 1.00  .48 .26 
Fb = .50 50 (10) .27 .15 .98  .20 .07 
50 (20) .24 .13 .99  .21 .08 
100 (10) .42 .26 1.00  .38 .18 
100 (20) .49 .30 1.00  .43 .24 
200 (10) .74 .54 1.00  .60 .38 
200 (20) .84 .64 1.00  .71 .49 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 4 
Statistical power for Model 1 with Noninvariance Size of .25 in Factor Loading  
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .23 .15 .43  .06 .01 
50 (20) .20 .11 .52  .08 .02 
100 (10) .13 .07 .64  .07 .02 
100 (20) .13 .07 .76  .07 .02 
200 (10) .09 .04 .87  .05 .01 
200 (20) .07 .02 .97  .07 .02 
Fb = .25 50 (10) .14 .07 .89  .08 .02 
50 (20) .13 .06 .96  .08 .03 
100 (10) .10 .04 1.00  .09 .04 
100 (20) .10 .03 1.00  .10 .03 
200 (10) .11 .04 1.00  .11 .03 
200 (20) .14 .03 1.00  .15 .04 
Fb = .50 50 (10) .14 .06 1.00  .13 .04 
50 (20) .14 .04 1.00  .12 .03 
100 (10) .18 .07 1.00  .16 .07 
100 (20) .20 .08 1.00  .19 .08 
200 (10) .28 .10 1.00  .25 .10 
200 (20) .32 .13 1.00  .27 .12 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 5 
 Statistical power for Model 2 with Noninvariance Size of .25 in Factor Loading  
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .19 .12 .49  .05 .02 
50 (20) .17 .10 .57  .09 .02 
100 (10) .16 .10 .71  .06 .01 
100 (20) .10 .05 .81  .07 .01 
200 (10) .08 .05 .91  .06 .01 
200 (20) .07 .02 .97  .05 .01 
Fb = .25 50 (10) .12 .05 .93  .08 .02 
50 (20) .10 .04 .97  .10 .03 
100 (10) .09 .03 1.00  .08 .02 
100 (20) .10 .03 1.00  .09 .03 
200 (10) .12 .05 1.00  .10 .03 
200 (20) .15 .03 1.00  .08 .02 
Fb = .50 50 (10) .14 .06 1.00  .13 .04 
50 (20) .14 .05 1.00  .13 .05 
100 (10) .17 .07 1.00  .14 .05 
100 (20) .19 .08 1.00  .14 .05 
200 (10) .27 .11 1.00  .21 .08 
200 (20) .33 .14 1.00  .23 .07 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 6 
Statistical power for Model 3 with Noninvariance Size of .25 in Factor Loading 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .16 .08 .99  .11 .03 
50 (20) .16 .06 1.00  .09 .02 
100 (10) .20 .09 .99  .11 .03 
100 (20) .22 .10 1.00  .14 .04 
200 (10) .30 .13 1.00  .15 .05 
200 (20) .35 .17 1.00  .18 .06 
Fb = .25 50 (10) .10 .05 .92  .09 .03 
50 (20) .11 .05 .97  .08 .02 
100 (10) .11 .03 1.00  .10 .03 
100 (20) .11 .03 1.00  .10 .04 
200 (10) .13 .05 1.00  .13 .04 
200 (20) .15 .04 1.00  .15 .04 
Fb = .50 50 (10) .13 .07 .96  .10 .04 
50 (20) .12 .06 .99  .11 .03 
100 (10) .14 .06 1.00  .13 .04 
100 (20) .17 .06 1.00  .15 .05 
200 (10) .22 .10 1.00  .20 .07 
200 (20) .22 .07 1.00  .19 .06 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Figure 5. A comparison of the power using the MMCFA and the design-based approach when the 
size of noninvariance in factor loading is .50 and .25. 
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Table 7  
Statistical power for Model 1 with Noninvariance Size of .50 in Intercept  
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .48 .35 .63  .77 .55 
50 (20) .53 .40 .73  .81 .61 
100 (10) .69 .60 .74  .98 .94 
100 (20) .81 .71 .83  .98 .93 
200 (10) .85 .79 .79  1.00 1.00 
200 (20) .94 .93 .91  1.00 1.00 
Fb = .25 50 (10) .71 .51 .98  .77 .52 
50 (20) .76 .59 1.00  .79 .59 
100 (10) .97 .92 1.00  .98 .93 
100 (20) .97 .92 1.00  .98 .92 
200 (10) 1.00 1.00 1.00  1.00 1.00 
200 (20) 1.00 1.00 1.00  1.00 1.00 
Fb = .50 50 (10) .75 .52 1.00  .75 .50 
50 (20) .77 .56 1.00  .77 .58 
100 (10) .98 .92 1.00  .97 .93 
100 (20) .98 .92 1.00  .97 .92 
200 (10) 1.00 1.00 1.00  1.00 1.00 
200 (20) 1.00 1.00 1.00  1.00 1.00 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 8  
Statistical power for Model 2 with Noninvariance Size of .50 in Intercept 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .53 .40 .72  .75 .52 
50 (20) .59 .43 .77  .80 .59 
100 (10) .72 .65 .81  .97 .94 
100 (20) .82 .74 .89  .98 .92 
200 (10) .91 .88 .88  1.00 1.00 
200 (20) .94 .94 .93  1.00 1.00 
Fb = .25 50 (10) .69 .49 .99  .73 .50 
50 (20) .76 .56 1.00  .78 .57 
100 (10) .98 .92 1.00  .97 .92 
100 (20) .97 .92 1.00  .98 .92 
200 (10) 1.00 1.00 1.00  1.00 1.00 
200 (20) 1.00 1.00 1.00  1.00 1.00 
Fb = .50 50 (10) .72 .48 1.00  .71 .47 
50 (20) .77 .55 1.00  .77 .56 
100 (10) .97 .90 1.00  .97 .91 
100 (20) .97 .91 1.00  .96 .91 
200 (10) 1.00 1.00 1.00  1.00 1.00 
200 (20) 1.00 1.00 1.00  1.00 1.00 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 9 
Statistical power for Model 3 with Noninvariance Size of .50 in Intercept 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .88 .82 1.00  .88 .68 
50 (20) .96 .95 1.00  .93 .77 
100 (10) .97 .96 1.00  1.00 .99 
100 (20) 1.00 1.00 1.00  1.00 .99 
200 (10) 1.00 1.00 1.00  1.00 1.00 
200 (20) 1.00 1.00 1.00  1.00 1.00 
Fb = .25 50 (10) .74 .49 1.00  .78 .55 
50 (20) .77 .56 1.00  .80 .62 
100 (10) .98 .92 1.00  .98 .94 
100 (20) .97 .92 1.00  .98 .93 
200 (10) 1.00 1.00 1.00  1.00 1.00 
200 (20) 1.00 1.00 1.00  1.00 1.00 
Fb = .50 50 (10) .66 .42 1.00  .71 .47 
50 (20) .74 .49 1.00  .75 .54 
100 (10) .95 .88 1.00  .96 .89 
100 (20) .95 .89 1.00  .95 .90 
200 (10) 1.00 1.00 1.00  1.00 1.00 
200 (20) 1.00 1.00 1.00  1.00 1.00 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 10 
Statistical power for Model 1 with Noninvariance Size of .25 in Intercept  
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .21 .11 .79  .22 .10 
50 (20) .28 .17 .82  .25 .10 
100 (10) .40 .25 .86  .44 .22 
100 (20) .41 .26 .96  .43 .22 
200 (10) .68 .50 .97  .75 .50 
200 (20) .76 .58 1.00  .77 .57 
Fb = .25 50 (10) .25 .12 .99  .22 .09 
50 (20) .26 .12 1.00  .25 .09 
100 (10) .44 .21 1.00  .42 .21 
100 (20) .43 .22 1.00  .43 .22 
200 (10) .71 .48 1.00  .74 .49 
200 (20) .75 .55 1.00  .76 .55 
Fb = .50 50 (10) .22 .10 1.00  .21 .09 
50 (20) .25 .10 1.00  .25 .09 
100 (10) .42 .19 1.00  .42 .20 
100 (20) .42 .21 1.00  .41 .22 
200 (10) .71 .47 1.00  .72 .47 
200 (20) .75 .53 1.00  .75 .54 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 11 
Statistical power for Model 2 with Noninvariance Size of .25 in Intercept 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .22 .12 .78  .22 .09 
50 (20) .27 .17 .85  .26 .09 
100 (10) .40 .25 .93  .42 .21 
100 (20) .42 .25 .97  .43 .23 
200 (10) .69 .51 1.00  .71 .48 
200 (20) .74 .55 1.00  .77 .58 
Fb = .25 50 (10) .23 .11 1.00  .21 .09 
50 (20) .26 .12 1.00  .24 .09 
100 (10) .42 .20 1.00  .42 .20 
100 (20) .42 .21 1.00  .41 .22 
200 (10) .69 .47 1.00  .70 .46 
200 (20) .73 .52 1.00  .75 .55 
Fb = .50 50 (10) .20 .08 1.00  .21 .09 
50 (20) .28 .09 1.00  .23 .08 
100 (10) .41 .19 1.00  .41 .20 
100 (20) .42 .20 1.00  .39 .22 
200 (10) .68 .46 1.00  .68 .45 
200 (20) .74 .51 1.00  .74 .52 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 12 
Statistical power for Model 3 with Noninvariance Size of .25 in Intercept 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Power 
α = .05 
Power 
α = .01 
ASR 
 Power 
α = .05 
Power 
α = .01 
Fb = .10 50 (10) .34 .18 1.00  .25 .11 
50 (20) .52 .32 1.00  .30 .14 
100 (10) .64 .47 1.00  .50 .28 
100 (20) .88 .70 1.00  .55 .29 
200 (10) .97 .91 1.00  .86 .65 
200 (20) 1.00 .99 1.00  .90 .75 
Fb = .25 50 (10) .23 .08 1.00  .22 .10 
50 (20) .24 .10 1.00  .26 .10 
100 (10) .42 .20 1.00  .43 .22 
100 (20) .42 .20 1.00  .44 .23 
200 (10) .73 .49 1.00  .76 .50 
200 (20) .76 .54 1.00  .78 .59 
Fb = .50 50 (10) .20 .08 1.00  .21 .08 
50 (20) .22 .09 1.00  .24 .09 
100 (10) .36 .18 1.00  .38 .19 
100 (20) .38 .18 1.00  .39 .19 
200 (10) .65 .43 1.00  .66 .43 
200 (20) .70 .48 1.00  .72 .49 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Figure 6. A comparison of the power using the MMCFA and the design-based approach when the 
size of noninvariance in intercept is .50 and .25. 
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Power to Detect Noninvariance in Factor Loading 
 Based on the results, the power rates of the two approaches to detect lack of invariance in 
factor loading were considerably impacted by the size of noninvariance, between-level factor 
variance, number of clusters, cluster size and the significance level. Both the design-based 
approach and the MMCFA approach were not sensitive in detecting small size noninvariance 
(i.e., .25) in factor loading. The power rates were much bigger at the larger between-level factor 
variances. The changes in power rates caused by the number of clusters were much bigger than 
by the cluster size. When the sample size was the same, the condition that had a larger number of 
clusters had the higher power. For example, with the same sample size 2000, when the between-
level factor variance was .25 and α = .05, Table 1 shows that the power for the MMCFA 
approach was .38 with the number of cluster of 200 than the power of .27 with the number of 
clusters 100. In general, the MMCFA approach showed higher power than the design-based 
approach as shown in Tables 1-6.  
Under the large size noninvariance condition (i.e., .50), for Model 1, both the MMCFA 
and the design-based approaches were adequate in detecting the lack of invariance when the 
number of clusters reached 200 at the large between-level factor variance .50. With the largest 
between-level factor variance and number of clusters over 100, the power reached .50 for both 
the MMCFA and design-based approaches given the level of significance of .05. For Model 2, 
the MMCFA approach showed similar power in detecting the lack of invariance as in Model 1. 
However, the design-based approach displayed lower power rates compared to Model 1. With 
the large between-level factor variance and large number of clusters, the power rates of the 
design-based approach were .70 and .80 across conditions in Model 2, while the power rates 
were .80 and .88 across conditions under the Model 1. For Model 3, the power rates of the 
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MMCFA approach were above .70 when the between-level factor variance were .10 and .50. The 
MMCFA approach had the largest power rates when the between-level factor variance was .10 
with 200 clusters. The design-based approach showed much lower power rates in Model 3. The 
highest power of the design-based approach achieved in Model 3 were .60 and .71.  
Under the small size noninvariance condition (i.e., .25), the power rates were low for 
both the MMCFA and the design-based approaches across all three structure models. The power 
rates were below .40 even with the largest between-level factor variance and largest sample size. 
Figure 5 displayed the power for both approaches across conditions. The pattern that showed in 
the large size noninvariance condition was slightly reflected by the small size noninvariance 
condition. The simulation results showed that the power did not increase as obviously under the 
noninvaiance size of .50 when the between-level factor variance, number of clusters and cluster 
size increased. For Model 1 and Model 2, the results showed that the power decreased as sample 
size, obtained by multiplying number of clusters and cluster size, increased when the between-
level factor variance was small (i.e., .10). 
Power to Detect Noninvariance in Intercept 
 The power rates of the MMCFA approach and the design-based approaches to detect 
noninvariance in the intercepts were much higher compared to detecting noninvariance simulated 
in the factor loading (see Tables 7-12). Similar to the pattern seen for the noninvariance in factor 
loading, the power rates to detect noninvariance in the intercept were influenced by the number 
of clusters and cluster size, especially by the number of cluster. As the number of clusters and 
cluster size increased, the power rates increased. However, the power was not strongly impacted 
by the between-level factor variance. The power rates did not increase significantly across 
various combinations of numbers of clusters and cluster size as the between-level factor variance 
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increased. Tables 7-12 show that under Model 1 and Model 2, although there was a slight 
increase in power rates when the between-level factor variance increased from .10 to .25, the 
power rates were much alike when the between-level factor variance were .25 and .50. 
Under the large size noninvariance condition (i.e., .50), for Model 1, the power rates 
ranged from .48 to 1.00 for the MMCFA approach, and .77 to 1.00 for the design-based approach 
given the significance level of .05. The design-based approach showed slightly higher power 
than the MMCFA approach. The power rates reached one when the number of clusters was 200 
with medium (i.e., .25) and large (i.e., .50) between-level factor variance. The same pattern 
applied to Model 2. For Model 3, the simulation results showed the power rates were highest 
with the smallest between-level factor variance (i.e., .10). The power rates ranged from .88 to 
1.00 for both the design-based approach and the MMCFA approach (see Table 9). As indicated 
in the Tables 7-9, the power rates were also high given the significance level of .01.  
Under the small size noninvariance condition (i.e., .25), when the factor structures were 
the same across levels, the power rates ranged from .21 to .75 for the MMCFA approach, .22 to 
.75 for the design-based approach at α = .05. Table 10 shows that the power rate was .75 when 
the number of clusters, cluster size and the between-level variance were the highest for both 
approaches. The Model 2 followed the same pattern. The power ranged from .22 to .74 for both 
approaches. For Model 3, the simulation results showed that power rates increased as sample size 
increased for both the MMCFA and the design-based approaches. The MMCFA approach had 
higher power than the design-based approach. The power rates ranged from .20 to 1.00 for the 
MMCFA approach and .21 to .90 for the design-based approach.  
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Study 2: Type I Error Rates of the Design-based and MMCFA Approaches 
Study 2 presents the Type I error rates of the design-based approach and the MMCFA 
approach that erroneously rejected the metric invariance model and that erroneously rejected the 
scalar invariance model. Tables 13-15 list the admissible solutions and Type I error rates across 
the CFA models of three factor structures when the metric invariance model was specified. 
Tables 16-18 list the admissible solutions and Type I error rates across the CFA models when the 
scalar invariance model was specified.  
Admissible Solutions  
 Like study 1, this study also reported the admissible solutions for the MMCFA approach 
only. Based on the results from the Study 2, the admissible solutions were impacted by between-
level factor variance, number of clusters and cluster size.  
Table 13 presents the results for simulation studies when the metric invariance model was 
specified. For Model 1, the table shows that when the between-level factor variance was .10, the 
admissible solution rates increased from .44 to .97 as the number of clusters and cluster size 
increased from 50(10) to 200(20), where 200 and 50 refer to number of clusters, and 20 and 10 in 
the parenthesis refer to the cluster size. With 50 clusters and the cluster size of 10, the admissible 
solution rate was below .50, while with 200 clusters and the cluster size of 20, the admissible 
solution rate was close to 1.00. When the between-level factor variance was .25, all the cases 
across conditions were converged except when the number of clusters was 50. When the 
between-level factor variance was .50, all the cases were converged successfully (see Table 13). 
Table 14 shows that the admissible solution rates in Model 2 followed the same pattern as seen 
in Model 1. For Model 3, Table 15 shows that the admissible solution rates were above .90 
across all condition. 
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   For simulation studies when invariance was held in the intercept, the admissible solution 
rates were higher than that in the factor loading. For Model 1 and Model 2, the admissible 
solution rates increased as the sample size increased when the between-level factor variance was 
.10. When the between-level factor variance was .25, Table 16 shows that all conditions for 
Model 1 had an admissible solution of 100% except the one with the smallest sample size of 500; 
Table 17 shows that all cases of different conditions were converged successfully in Model 2. All 
cases were converged successfully when the between-level factor variance was .50. For Model 3, 
Table 18 shows all cases achieved convergence except when the number of clusters was 50. 
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Table 13 
 Type I Error Rates in the Factor Loading for Model 1 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Type I 
error 
α = .05 
Type I 
error 
α = .01 
ASR 
 Type I 
error 
α = .05 
Type I 
error 
α = .01 
Fb = .10 50 (10) .20 .13 .44  .06 .01 
50 (20) .19 .10 .53  .07 .02 
100 (10) .14 .09 .67  .06 .02 
100 (20) .11 .05 .77  .06 .02 
200 (10) .07 .04 .88  .04 .004 
200 (20) .05 .01 .97  .06 .01 
Fb = .25 50 (10) .12 .07 .91  .06 .02 
50 (20) .10 .06 .96  .07 .02 
100 (10) .06 .02 1.00  .07 .02 
100 (20) .05 .01 1.00  .06 .02 
200 (10) .05 .02 1.00  .04 .01 
200 (20) .05 .01 1.00  .05 .01 
Fb = .50 50 (10) .10 .04 1.00  .07 .03 
50 (20) .08 .04 1.00  .08 .02 
100 (10) .06 .02 1.00  .07 .02 
100 (20) .07 .01 1.00  .06 .02 
200 (10) .04 .01 1.00  .04 .01 
200 (20) .05 .01 1.00  .06 .01 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
 
 
 
 
 
 
 
 
67 
 
Table 14 
Type I Error Rates in the Factor Loading for Model 2 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Type I 
error 
α = .05 
Type I 
error 
α = .01 
ASR 
 Type I 
error 
α = .05 
Type I 
error 
α = .01 
Fb = .10 50 (10) .17 .11 .50  .05 .02 
50 (20) .16 .09 .58  .08 .02 
100 (10) .15 .11 .73  .05 .01 
100 (20) .08 .03 .81  .07 .01 
200 (10) .06 .03 .93  .05 .01 
200 (20) .04 .01 .98  .05 .01 
Fb = .25 50 (10) .10 .06 .94  .06 .01 
50 (20) .10 .05 .97  .09 .03 
100 (10) .06 .01 1.00  .05 .02 
100 (20) .05 .01 1.00  .06 .01 
200 (10) .05 .01 1.00  .05 .01 
200 (20) .04 .01 1.00  .05 .01 
Fb = .50 50 (10) .10 .04 1.00  .09 .02 
50 (20) .08 .03 1.00  .10 .04 
100 (10) .06 .02 1.00  .05 .02 
100 (20) .07 .01 1.00  .06 .02 
200 (10) .05 .01 1.00  .05 .01 
200 (20) .05 .01 1.00  .05 .01 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 15 
Type I Error Rates in the Factor Loading for Model 3 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Type I 
error 
α = .05 
Type I 
error 
α = .01 
ASR 
 Type I 
error 
α = .05 
Type I 
error 
α = .01 
Fb = .10 50 (10) .13 .06 .99  .07 .02 
50 (20) .10 .04 .98  .05 .02 
100 (10) .09 .04 .99  .05 .01 
100 (20) .07 .02 1.00  .07 .01 
200 (10) .06 .03 1.00  .05 .01 
200 (20) .07 .02 1.00  .06 .01 
Fb = .25 50 (10) .09 .05 .91  .08 .02 
50 (20) .09 .04 .98  .04 .02 
100 (10) .06 .01 1.00  .04 .01 
100 (20) .06 .02 1.00  .07 .02 
200 (10) .05 .01 1.00  .03 .01 
200 (20) .04 .01 1.00  .02 .002 
Fb = .50 50 (10) .10 .05 .98  .07 .02 
50 (20) .10 .05 .99  .06 .02 
100 (10) .07 .02 1.00  .04 .01 
100 (20) .06 .02 1.00  .07 .02 
200 (10) .06 .02 1.00  .03 .01 
200 (20) .04 .002 1.00  .02 .004 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 16  
Type I Error Rates in the Intercept for Model 1 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Type I 
error 
α = .05 
Type I 
error 
α = .01 
ASR 
 Type I 
error 
α = .05 
Type I 
error 
α = .01 
Fb = .10 50 (10) .14 .08 .72  .07 .02 
50 (20) .09 .04 .83  .06 .02 
100 (10) .10 .04 .90  .06 .01 
100 (20) .08 .02 .97  .05 .01 
200 (10) .08 .02 .99  .04 .01 
200 (20) .07 .02 1.00  .05 .02 
Fb = .25 50 (10) .11 .04 .99  .07 .02 
50 (20) .08 .03 1.00  .06 .03 
100 (10) .07 .02 1.00  .06 .01 
100 (20) .04 .01 1.00  .05 .01 
200 (10) .05 .01 1.00  .04 .004 
200 (20) .05 .02 1.00  .05 .02 
Fb = .50 50 (10) .08 .01 1.00  .07 .02 
50 (20) .08 .02 1.00  .06 .02 
100 (10) .06 .01 1.00  .06 .01 
100 (20) .04 .01 1.00  .05 .01 
200 (10) .04 .004 1.00  .04 .004 
200 (20) .05 .02 1.00  .05 .01 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 17  
Type I Error Rates in the Intercept for Model 2 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Type I 
error 
α = .05 
Type I 
error 
α = .01 
ASR 
 Type I 
error 
α = .05 
Type I 
error 
α = .01 
Fb = .10 50 (10) .12 .07 .81  .07 .01 
50 (20) .12 .06 .86  .06 .02 
100 (10) .12 .06 .94  .06 .02 
100 (20) .06 .02 .99  .05 .01 
200 (10) .07 .01 1.00  .05 .01 
200 (20) .07 .02 1.00  .06 .02 
Fb = .25 50 (10) .09 .03 1.00  .06 .02 
50 (20) .08 .03 1.00  .06 .02 
100 (10) .06 .02 1.00  .05 .02 
100 (20) .05 .01 1.00  .05 .01 
200 (10) .05 .004 1.00  .04 .004 
200 (20) .05 .02 1.00  .06 .02 
Fb = .50 50 (10) .07 .02 1.00  .07 .01 
50 (20) .07 .02 1.00  .06 .02 
100 (10) .06 .01 1.00  .06 .01 
100 (20) .04 .01 1.00  .05 .01 
200 (10) .05 .004 1.00  .05 .004 
200 (20) .05 .01 1.00  .06 .02 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
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Table 18 
Type I Error Rates in the Intercept for Model 3 
 
 MMCFA  Design-based approach 
 
CN (CS) 
Type I 
error 
α = .05 
Type I 
error 
α = .01 
ASR 
 Type I 
error 
α = .05 
Type I 
error 
α = .01 
Fb = .10 50 (10) .06 .02 .99  .07 .02 
50 (20) .06 .02 .99  .06 .03 
100 (10) .05 .01 1.00  .06 .01 
100 (20) .05 .004 1.00  .05 .01 
200 (10) .04 .01 1.00  .04 .01 
200 (20) .06 .01 1.00  .06 .02 
Fb = .25 50 (10) .07 .02 1.00  .07 .02 
50 (20) .06 .02 1.00  .06 .02 
100 (10) .06 .02 1.00  .06 .01 
100 (20) .05 .01 1.00  .05 .01 
200 (10) .04 .01 1.00  .04 .004 
200 (20) .05 .01 1.00  .05 .02 
Fb = .50 50 (10) .07 .02 1.00  .06 .02 
50 (20) .06 .02 1.00  .06 .02 
100 (10) .06 .01 1.00  .07 .01 
100 (20) .05 .01 1.00  .05 .01 
200 (10) .04 .01 1.00  .04 .01 
200 (20) .05 .01 1.00  .05 .01 
Note. MMCFA = multiple-group multilevel confirmatory factor analysis; Fb = between-level 
factor variance; CN = number of clusters; CS = cluster size; ASR = admissible solution rate. 
 
 
 
 
 
 
72 
 
 
Figure 7. A comparison of the Type I error rates when using the MMCFA and the design-based 
approach. 
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Type I Error Rate 
 Tables 13-15 list the Type I error rates when the metric invariance held. In general, the 
MMCFA approach had more inflated Type I error rates than the design-based approach. For the 
MMCFA approach, Type I error rates were influenced by the between-level factor variance, 
number of clusters and cluster size. Inflated Type I error rates were associated with relatively 
small between-level factor variance, small number of clusters and small cluster size. 
 For Model 1, Table 13 shows that the Type I error increased from .05 to .20 as the 
condition changed from 200(20) to 50(10) when the between-level factor variance was .10 and 
the nominal alpha was .05. When the number of clusters was 200 and the cluster size was 20, the 
Type I error rates were around nominal alpha. However, when the number of clusters decreased 
to 50 and the cluster size decreased to 10, Type I error rates were inflated substantially. When 
the number of cluster was 200, the Type I error rates were close to the nominal level (i.e., .05). 
With a cluster size of 20, the Type I error rate was equal to the nominal. When the between-level 
factor variance was .25, the Type I error rate ranged from .05 to .12 as the condition changed 
from 200(20) to 50(10) for a nominal alpha of .05. The range was from .05 to .10 when the 
between-level factor variance was .50. When the nominal alpha was .05, the range of Type I 
error rate for the design-based approach was from .04 to .08, which was very close to the 
nominal Type I error rate. Table 14 shows that the Type I error rates in Model 2 followed the 
same pattern. When the nominal alpha was .05, the range of Type I error rate was from .05 to .17 
for the MMCFA approach, and .05 to .10 for the design-based-approach. Type I error rates were 
inflated for the design-based approach when the between-level factor variance was .50 and 
number of clusters was 50, as indicated by Tables 13-14. For Model 3, Table 15 shows that for 
the MMCFA approach, the range of Type I error was from .04 to .13 when the nominal alpha 
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was .05 as the condition changed from 200(20) to 50(10). However, for the design-based 
approach, Type I error rates were deflated as the between-level factor variance increased from 
.10 to .50. The range for the design-based approach was from .02 to .08.  
Tables 16-18 list the Type I error rates when the scalar invariance held. When the 
invariance was specified to hold in intercepts across the groups, the Type I error rates across 
conditions were closer to chosen alpha than when the invariance held in factor loading. When the 
chosen alpha was .05 using the MMCFA approach, the Type I error rates ranged from .04 to .14 
for Model 1, from .04 to .12 for Model 2 and from .05 to .07 for Model 3. When the between-
level factor variance, number of clusters and cluster size were small, Type I error rates tended to 
be inflated. For the design-based approach, Tables 16-18 show the Type I error rates ranged from 
.04 to .07 for all three models. The patterns discussed above are shown in Figure 7. 
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CHAPTER 5 CONCLUSIONS AND DISCUSSION 
 It is well recognized that measurement invariance should be established before 
attempting to use scores to assess individual differences in multiple populations. As multilevel 
structure is commonly seen in social and educational studies, thorough studies of multilevel 
measurement invariance are imperative. Among available methods, the design-based approach 
and the multiple-group multilevel confirmatory factor analysis (MMCFA) approach are currently 
the most popular procedures in studying measurement invariance with multilevel data across 
multiple populations. This dissertation reviewed the procedures of testing measurement 
invariance and discussed the limitations of traditional statistical analysis with multilevel data. 
The findings shed light on conditions of applying these two approaches in practical 
circumstances, especially in terms of the size of the between-level factor variance and the 
number of clusters. The limitations of these two approaches and future studies to explore other 
topics in multilevel measurement invariance (e.g., testing with a three-level model) are discussed 
at the end of this chapter.  
Conclusions 
Under 270 simulated conditions, this study explored and compared the performance of 
the MMCFA approach and the design-based approach in testing measurement invariance with 
multilevel data when lack of invariance across groups appeared at the between level. Three 
models covered in this study mentioned above are: (1) Model 1: equal simple within-level and 
between-level structures, (2) Model 2: complex within-level and simple between-level structures, 
and (3) Model 3: simple within-level and complex between-level structures. The admissible 
solution rates for the design-based approach under all conditions were 100%, while for the 
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MMCFA approach, the admissible solution rates were between 42% and 100%. The performance 
of estimations depended on the number of clusters at the between level and the variability of 
cluster sizes (Yuan & Hayashi, 2005). Hox and Maas (2001) also mentioned that the 
inadmissible solutions would be more likely to occur when the number of clusters and the 
between-level variance is small.  
The three hypotheses made for the expected outcomes are confirmed and consistent with 
the findings of previous research (e.g., Kim, Kowk, & Yoon, 2012). First, the MMCFA approach 
had higher power in detecting a lack of invariance between groups than the design-based 
approach across conditions. This finding was more obvious with unequal cross-level factor 
structures (i.e., Model 2 and 3). Second, the results showed that the design-based approach was 
adequate in testing metric invariance when the cross-level factor structures were equal (i.e., the 
between- and within-level have the same underlying latent construct). For example, when the 
size of noninvariance was .50 and the number of cluster was 200, the design-based approach 
showed sufficient power (e.g., power =.80) and appropriate Type I error rates (e.g., .04-.06 
around the nominal level of .05). Third, the between-level factor variance, number of clusters 
and cluster size could critically influence the power in detecting the lack of invariance. A 
substantial power loss was shown in the MMCFA approach when the number of clusters 
decreased to 50 and when the between-level factor variance decreased to .10.  
To summarize, when the between-level factor variance (i.e., large ICC), and the number 
of clusters was large, the MMCFA approach showed satisfactory power to test metric invariance 
and reasonable Type I error rates around the nominal level. Given the size of noninvariance at 
.50, the power rates to detect metric noninvariance were above .70 under the three models when 
the between-level factor variance was .50 and when the number of clusters was 200. The Type I 
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error rates of erroneously rejecting the metric invariance and the scalar invariance were inflated 
in the MMCFA approach when the between-level factor variance was .10 with relatively small 
number of clusters. Under the three models, the Type I error rates were around the nominal alpha 
when the number of clusters was 100 and the between-level factor variance was larger than .25. 
Both approaches had similar power rates in detecting scalar noninvariance. When the cross-level 
factor structures were equal, the design-based approach showed sufficient power given the large 
between-level factor variance and number of clusters. The design-based approach had a better 
control in Type I error rates across conditions.    
Discussion of Factors Impacting Statistical Power and Type I Error 
The power in this study was the probability that the noninvariance was detected when the 
parameters were simulated to be different across groups. The power of the design-based 
approach and the MMCFA approach for detecting between-level noninvariance was found to be 
related to the between-level factor variance, number of clusters, cluster size, the size of 
noninvariance, and the significance level. The pattern of the results was consistent with Kim, 
Kwok, and Yoon’s study (Kim, et al., 2012). They concluded that the power of detecting the lack 
of metric invariance across different conditions was strongly affected by the between-level factor 
variance and the number of clusters using the MMCFA approach (Kim, et al., 2012). 
  In terms of metric invariance tests, the power of detecting lack of invariance for both the 
design-based approach and the MMCFA approach was very strongly affected by the between-
level factor variance. When the between-level factor variance was large, the lack of invariance in 
loading was more likely to be detected. Hox and Maas (2001) noted that the between-level factor 
variance and number of clusters have greatest impact on the parameter estimates and the standard 
errors of the parameters at the between level. However, when the between-level factor variance 
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was small, the MMCFA approach was not adequate in testing the metric invariance even with the 
conditions that had a large number of clusters and cluster size. The reason may be that when the 
noninvariant parameter was set to be at the between level across groups, the bigger the between-
level factor variance was, the more likely the noninvariant parameter would be detected. For 
scalar invariance tests, not surprisingly, the between-level factor variance did not have notable 
influence on the power of the MMCFA approach. Recall the null hypothesis of testing 
measurement intercept invariance (Chapter 2) at the between level is expressed as follows: 
𝐻𝟎,𝐯𝐵 : 𝛎𝐵1 = 𝛎𝐵2 = 𝛎𝐵3 = ⋯ = 𝛎𝐵𝐺  , (2.35) 
where 𝛎 is a vector of measurement intercept, B denotes the between level, and G denotes group. 
The between- and within-level CFA model can be written as follows: 
𝐲𝑖𝑗𝑔 = 𝛎𝐵𝑔 + 𝚲𝐵𝑔𝛈𝐵𝑗𝑔 + 𝚲𝑊𝛈𝑊𝑖𝑗𝑔 + 𝛜𝐵𝑖𝑗𝑔 + 𝛜𝑊𝑖𝑗𝑔 , (2.27) 
 Where 𝐲𝑖𝑗𝑔 denotes an observation for individual i in school j (i.e., cluster) for each group g. 
Other parameters were defined in Chapter 2. Following the multilevel modeling’s assumptions, 
the model (2.27) implies that the mean vector and covariance matrix for 𝐲𝑖𝑗𝑔 are: 
𝐸 (𝐲𝑖𝑗𝑔) = 𝛎𝐵𝑔 + 𝚲𝐵𝑔𝛋𝐵𝑔, (5.1) 
                       Σ (𝐲𝑖𝑗𝑔) = 𝚲𝐵𝑔𝚽𝐵𝑔𝚲𝐵𝑔
′ + 𝚯𝐵𝑔 + 𝚲𝑊𝑔𝚽𝑊𝑔𝚲𝑊𝑔
′ + 𝚯𝑊𝑔 , (5.2) 
In equations 5.1 and 5.2, the covariance structure was sensitive to the size of the between-level 
factor variance, but the mean structure, especially the measurement intercept (i.e.,𝛎𝐵𝑔), was not 
influenced by the between-level factor variance.  
The power increased with a larger number of clusters and a larger cluster size. The 
number of clusters and cluster size had a critical impact on the power to detect lack of invariance 
both at the factor loading and at the intercepts. The number of clusters is the between-level 
sample size. Max and Hox (2001) mentioned that the number of clusters is a more important 
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factor than cluster size in estimating the between-level variance components. Muthén and Satorra 
(1995) investigated the performance of the model-based approach for clustered data through a 
Monto Carlo study, and compared to the simulated values for the factor analysis model, they 
found that the within parameters had no bias, but the between parameter estimates had bias as the 
pieces of information for variation at the between part may be smaller. In the current settings, the 
number of clusters recommended to achieve power over than .80 is 200 for testing lack of 
invariance in the factor loading when the size of noninvariance is .50. When the between-level 
factor variance increased to be .50, the power over .60 was achieved at the 100 number of 
clusters. Although in reality the number of clusters of 100-200 (level-2 sample size) may not be 
common, as the model structure and parameters vary in practice, the required number of clusters 
could be different.  
The cluster size is a crucial factor in determining the underestimated standard error in 
multilevel data (Kish, 1965). The cluster size is positively correlated with the design effect, 
which is calculated as 1+ (average cluster size-1) ×ICC. With a relatively large design effect, the 
estimation of the MMCFA approach tends to be more accurate.  
In evaluating metric invariance, both approaches were not sensitive in detecting lack of 
invariance when the difference in loadings across groups was small (i.e., .25. To test scalar 
invariance, when the noninvariance was large (i.e., .50), both the design-based approach and 
MMCFA had sufficient power to detect the noninvariance. When the noninvariance was small 
(i.e., .25), both approaches had acceptable power when the number of clusters increased to 200. 
The reason may be that when the size of noninvariance was relatively large (i.e., .50), there was a 
higher chance that the noninvariance could be detected. The statistical power observed that 
testing metric invariance and scalar invariance was different under the same condition of size of 
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noninvariance. Although the absolute magnitudes of the lack of invariance were set up to be the 
same in testing both the metric invariance and the scalar invariance, they do not necessarily 
represent the same effect sizes. The difference in the performance of the two approaches may 
also be resulted from the different effect sizes of the noninvariance. However, computing the 
effect size in multilevel measurement invariance is complex and not the primary focus of this 
study. Interested readers may refer to these articles (Millsap, 2011; Nye, Bradburn, Olenick, 
Bialko, & Drasgow, 2018; Nye & Drasgow, 2011) for various ways of quantifying the effect 
sizes in measurement noninvariance evaluations.  
In addition to the between-level factor variance, the number of clusters, cluster size, and 
size of noninvarince, the significance level and the estimation approach may also impact the 
statistical power. The less extreme significance level (i.e., .05) leads to higher power than the 
more extreme significance level (i.e., .01). The MMCFA approach has relatively larger power 
than the design-based approach in testing metric invariance. 
For Type I error rates, the between-level factor variance, number of clusters and cluster 
size had notable impacts. For testing metric invariance, the study showed that Type I error rate 
was inversely linked to the between-level factor variance. High Type I error rates in detecting 
factor loading noninvariance were observed for the MMCFA approach when the between-level 
factor variance and number of clusters were small. Type I error rate was around nominal level 
when the between-level factor variance was .25 or greater with 100 clusters or greater. Besides, 
Type I error was in better control when the cluster size increased. Another finding is that the 
design-based approach showed appropriate Type I error control throughout the simulation 
conditions under the three models. The size of between-level factor variance and number of 
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clusters did not have a significant impact on the design-based approach. Deflated Type I error 
was observed for Model 3 when the number of clusters was 200.  
The MMCFA approach showed acceptable Type I error control in testing lack of scalar 
invariance when the sample size was greater than 1000 under Model 1 and Model 2. The Type I 
error rates were around the nominal level with Model 3. The design-based approach showed 
positive Type I error control with all the three models. The same pattern of the Type I error for 
the MMCFA approach was observed by previous researchers (e.g., Stark et al., 2006; Kim, 
2012). Kim (2012) noted that the Type I error rates was related to cluster size and ICC which is 
directly related to the between-level factor variance. Figure 7 shows that for the MMCFA 
approach, the Type I error rates were inflated at the beginning when the cluster size and the 
between-level factor variance were small, and then started to improve as related design factors 
changed. This applied to both the detection of factor loading noninvariance and of the intercept 
noninvariance. When the between-level factor variance was small and when the inadmissible 
solution was low, the abnormal results may lead to inflated chi-square difference.  
Recommendations 
 For testing between-level metric invariance, either the design-based approach or the 
MMCFA approach can be applied in Model 1. The MMCFA approach is recommended to be 
used for models with unequal factor structures. The design-based approach and the MMCFA 
approach had similar power rates across conditions when the cross-level factor structures are 
equal. The power for the MMCFA approach was much larger than the design-based approach 
when population assumed unequal factor structures, especially in Model 3. With unequal factor 
structures, the required conditions (e.g., between-level factor variance, large number of clusters) 
to achieve good statistical power was more stringent with the design-based approach than the 
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MMCFA approach in testing metric invariance. As the model and the between-level factor 
structure become more complicated, the more stringent with the required conditions. In Model 2, 
the power in the design-based approach just reached .70 when the number of cluster was 200 
with the between-level factor variance of .50; In Model 3, the power of .70 in the design-based 
approach was obtained only when the cluster size was 20 in addition to the largest number of 
clusters and the largest between-level factor variance.  
For metric invariance, both approaches are not recommended when the between-level 
factor variance was smaller than .25, especially in the in case of more complicated model (i.e., 
Model 3). When applying the design-based approach and the MMCFA approach to test between-
level metric invariance, caution should be taken when the number of clusters is less than 100 and 
when the between-level factor variance is smaller than .25. When the between-level factor 
variance was .10, both approaches were not sensitive in detecting the lack of invariance. 
Furthermore, abnormal results of power may occur. For the MMCFA approach, the patterns of 
power under the three structure models were similar when the size of noninvariance was either 
.25 or .50 in detecting the lack of invariance in the loadings. As the between-level factor variance 
and number of clusters increased, the power increased. However, when the between-level factor 
variance was .10, the power first decreased and then started to increase as the number of clusters 
increased for both Model 1 and for Model 2. For Model 3, the abnormal results were that the 
power was highest when the between-level factor variance was smallest. The small between-
level factor variance may have caused the abnormal pattern. The similar abnormal results were 
observed in the study conducted by Muthén and Satorra (1995). The bias in parameter estimates 
(i.e., factor loadings, factor variances and covariances, unique factors) at the between level was 
especially strong when the ICC value was less than .20 (Muthén & Satorra, 1995). When the 
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between level factor variance was .10, the bias in the between parameter estimates impacted the 
values of the between-level covariance matrix and led to biased chi square statistics, which 
resulted in the inflated power rates. Moreover in practice, if the total sample size is limited by the 
budget and resources, when defining the nested structure, more weight should be given to the 
number of clusters than the cluster size. That is, it is recommended to create a relatively large 
number of clusters (level-2 sample size) with small cluster sizes (level-1 sample size), rather than 
creating few clusters with relatively large cluster sizes.   
For testing scalar invariance, the design-based approach might be a better choice as the 
MMCFA approach had more inflated Type I error rates, especially when the between-level factor 
variance was relatively small.  
Future Research 
The data generated in the two studies are normal. Muthén and Satorra (1995) evaluated 
statistical methods used for multilevel data that covered continuous nonnormal variables and 
dichotomous variables. They found the design-based approach worked well under nonnormality, 
but the performance of MMCFA for nonnormal variables was poor. It would be interesting to 
compare conditions under the design-based approach in testing measurement invariance with 
nonnormal and clustered data. Population parameters (e.g., a single noninvariant item) were 
chosen for the clarity of patterns demonstrated by the two approaches. When testing metric 
invariance, the power decreased first then increased at the last condition (see Figure 5) when the 
between-level factor variance was .10 in Model 2. This may or may not be due to randomization 
and is worth further investigations. It would be interesting to see how the power changes if larger 
level-2 sample sizes (i.e., number of clusters greater than 200) were examined. Further, the 
correlation between the two factors was set at .30, which was at a point where the two factors 
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may not be clearly separated but also not be considered unidimensional. Future studies may 
consider varying the factor correlation at .20 and .60 to compare scenarios where factors are 
better separated (.2) and considered more unidimensional (.6). This study did not consider 
measurement invariance when the grouping variable was at the within level. The use of the 
MMCFA approach for testing invariance with within-level grouping variable was not discussed 
in this study. When the grouping variable was at the within level, the between-level data is not 
independent across the within-level groups. Ryu (2015) addressed the dependency among the 
between-level data across the within-level grouping variable based on orthogonal partitioning. 
Future studies can expand on the use of the MMCFA approach for measurement invariance 
testing when the group membership is at the within level and how it performs relative to other 
approaches with unequal cross-level factor structures. 
In this study, factor loadings across levels were simulated to be the same. Jak (2018) 
conducted simulation studies and found that not constraining the factor loadings to be the same 
would cause the complexity of the model and therefore cause estimation problems. Moreover, it 
would result in decreased power to detect the simulated difference. However, the meanings of 
the factors should be considered to determine whether the factor loadings across levels be 
constrained or not. Applying cross-level invariance when the factor loadings are different across 
levels in the population may cause misspecified model and biased parameter estimates. When 
factor loadings are different across levels, the factor at the within level and the between level 
may be associated but may not have the same association with the items (Jak, 2018). The future 
studies may consider simulating different factor loadings across levels and examine the power to 
detect noninvariance under such situation. 
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Other approaches such as restricted factor analysis (RFA; Oort, 1992) and multilevel 
multiple-indicators multiple-causes modeling (MIMIC; Muthén, 1989) for invariance testing and 
comparison of these approaches have not been studied. In RFA, the latent variable is correlated 
with the covariate (e.g., gender). RFA uses group membership as a covariate. The direct effects 
of the covariate on the indicator variables are tested. RFA only involves the addition of a new 
covariate whereas the MMCFA approach involves several subgroups with smaller sample sizes 
for each group. The MIMIC approach and multiple-group CFA are equivalent when factor 
variance and residual variance are equal across groups. MIMIC inherently assumes identical 
CFA models across groups. For example, the factor loadings, intercepts, residual variances, and 
factor variances are invariant across groups. Multiple-group CFA uses a CFA model for each 
group to relax the stringent assumption, allowing for differences in some parameter estimates 
(e.g., residual variance, factor variance). Future research may explore the adequacy of these 
approaches under the same conditions.  
Future research may consider investigating cluster bias. Jak et al. (2014) refers to 
measurement noninvariance with respect to the variable at the between level as cluster (i.e., 
organizations) bias. Jak et al. (2014) proposed a five-step procedure that tests invariance both 
across the within-level and the between-level groups. The first step is to check the necessity of 
multilevel modeling. Then the noninvariance at the within level is investigated. Next, cluster bias 
and noninvariant items at the between level are investigated. Jak et al. (2014) indicated that 
testing for cluster bias is prior to investigating the lack of invariance with the between-level 
variables. Cluster bias was not discussed in this study. We assumed that measurement bias with 
respect to the between level variables were to be detected. Besides, this study only simulated a 
two-level model. A three-level model commonly exists such as math scores from students, which 
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are nested within classes that are nested within schools. With three-level data, the total variance 
will need to be decomposed into three parts. Expanding to complicated models such as a three-
level model may provide more insight in multilevel measurement invariance.  
In summary, the results of the Monte Carlo studies showed that both approaches could be 
effective in testing multilevel measurement invariance. This dissertation expanded the 
approaches in dealing with multilevel data to the area of measurement invariance, and tested 
models with different cross-level factor structures. The simulated results in the power and the 
Type I error rates for different conditions may provide practical guidance for applied researches.  
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