We present the results of the largest survey to date for intergalactic metals at redshifts z > 5, using near-IR spectra of nine QSOs with emission redshifts z em > 5.7. We detect three strong C IV doublets at z abs = 5.7-5.8, two low ionisation systems at z abs > 5, and numerous Mg II absorbers at z abs = 2.5-2.8. We find, for the first time, a change in the comoving mass density of C IV ions as we look back to redshifts z > 5. At a mean z = 5.76, we deduce Ω C IV = (4.4 ± 2.6) × 10 −9 which implies a drop by a factor of ∼ 3.5 compared to the value at z < 4.7, after accounting for the differing sensitivities of different surveys. The observed number of C IV doublets is also lower by a similar factor, compared to expectations for a non-evolving column density distribution of absorbers.
INTRODUCTION
It is quite remarkable that elements heavier than helium exist in the intergalactic medium (IGM) only ∼ 1 Gyr after the Big Bang, as indicated by the presence of metal absorption lines associated with the Lyα forest of high redshift QSOs (Songaila 2001; Becker et al. 2006 ; Ryan-Weber, Pettini & Madau 2006; Simcoe 2006) . For these elements to be observed there needs to be significant star formation prior to redshift z = 6, and the nucleosynthetic products of such early stars need to be expelled beyond the gravitational influence of their host galaxies. The production of early metals is closely linked to the emission of the Lyman continuum (LyC) photons responsible for ionizing the IGM and ending the so-called "dark ages" (Gnedin & Ostriker 1997; Fan, Carilli, & Keating 2006) , a process which could have started as early as z = 20 and continued until completion at z ∼ 6 (Dunkley et al. 2009 ).
Clearly, some galaxies were already actively forming stars at z > 6. The current record for a spectroscopically confirmed galaxy is held by the Lyα emitter at z = 6.96 discovered by Iye et al. (2006) , but several candidates selected via the redshifted Lyman trum must have been harder (or both). Alternatively, the faint end slope of the luminosity function may have been steeper at z > 6 compared to the luminosity function determined by Bouwens et al. (2006) , as indeed proposed by Stark et al. (2007) .
The cosmic budget of elements produced via stellar nucleosynthesis (loosely referred to as metals) provides an entirely different, and complementary, census of the star-formation activity prior to a given epoch. Indeed, at redshifts z = 2 − 3 there appears to be an approximate agreement (within a factor of about two) between the observed metal budget-summing together the contributions of stars, IGM and diffuse gas in galaxies-and expectations based on the integral of the cosmic star formation rate density over the first 2-3 Gyr of the Universe history (Pettini 2006; Bouché et al. 2007) .
At higher redshifts, we rely increasingly on the Lyα forest and gamma-ray burst afterglows to trace metals in the IGM and in galaxies, since at z > 5 the spectra of even the most luminous galaxies are too faint to be studied in detail with current instrumentation. The most commonly encountered metal lines associated with the Lyα forest are the C IV λλ1548.2041, 1550.7812 doublet (Cowie et al. 1995; Ellison et al. 2000) . Photoionisation modelling (Schaye et al. 2003; Simcoe, Sargent, & Rauch 2004) suggests that at redshifts z = 2 − 3 the carbon abundance is a function of the gas density, as expected (Cen & Ostriker 1999) , and that the mean metallicity of the IGM is ZIGM ≈ 1/1000 Z⊙.
Interestingly, the comoving mass density of triply ionised carbon, obtained by integrating the distribution of column densities N (C IV), appears to be approximately constant from z ≃ 5 to z ≃ 1.5: expressed as a fraction of the critical density, ΩC IV ≃ (1 − 4) × 10 −8 (Songaila 2001; Pettini et al. 2003 1 ) over a period of ∼ 3 Gyr which saw the peak of the cosmic star-formation and massive black hole activity (e.g. Reddy et al. 2008 and references therein) . This surprising result has led to conflicting interpretations as to the source of these intergalactic metals, with some authors (e.g. Madau, Ferrara, & Rees 2001; Porciani & Madau 2005) proposing an origin in low-mass galaxies at z ≫ 6, when the pollution of large volumes of the IGM would have been easier, while others (e.g Adelberger 2005) place them much closer to the massive galaxies responsible for most of the metal production at redshifts z = 1.5-5. While both processes presumably contribute, their relative importance has yet to be established with certainty (Songaila 2006) .
The most extensive theoretical work in this area has been published by B. D. Oppenheimer and collaborators. In a series of papers (Oppenheimer & Davé 2006 Davé & Oppenheimer 2007 ) these authors analysed the output of cosmological simulations of galaxy formation which include feedback in the form of momentum-driven winds. They found that the apparent lack of evolution of ΩC IV from z = 5 to 1.5 can be explained as the result of two countervailing effects: an overall increase of the cosmic abundance of carbon, reflecting the on-going pace of star formation, and an accompanying reduction in the fraction of carbon which is triply ionised.
Whether this is the true picture or not, it is clear that determining ΩC IV at z > 5 is the next observational priority; in any case, metal lines are our only remaining probe of the IGM at these high redshifts where the Lyα forest itself becomes effec- 1 The values reported by those authors have been updated to the same H 0 = 70 km s −1 Mpc −1 , Ω M = 0.3 and Ω Λ = 0.7 cosmology used in this paper. tively opaque. Such an extension of metal-line surveys in QSO spectra necessitates observations at moderate spectral resolution and signal-to-noise ratio at near-infrared (near-IR) wavelengths, a regime which has only recently begun to be exploited for such purposes (e.g. Kobayashi et al. 2002; Nissen et al. 2007 ). In a pilot study (Ryan-Weber, Pettini, & Madau 2006) , we demonstrated that QSO absorption line spectroscopy could indeed be performed in the near-IR to the levels required to detect intergalactic C IV absorption. From observations of two QSO at redshifts zem = 6.28 and 5.99 we discovered two strong C IV doublets at absorption redshifts z abs = 5.7238 and 5.8290. These two absorbers, which were confirmed by an independent study by Simcoe (2006) , would-if typical-imply that a high concentration of C IV was already in place in the IGM at z ≃ 6, but clearly much better statistics than those afforded by only two QSO sight-lines are necessary to assess the true level of ΩC IV .
Given the success of our pilot study, in the last two years we have conducted an observational campaign on the Keck and ESO-VLT telescopes aimed at securing near-IR spectra of as many as possible of the 19 known QSOs with zem > 5.7 and infrared magnitude J < 19.2. The results of this programme are presented here. Specifically, we have observed 13 QSOs and obtained useful data for ten of them. This sample represents an increase by a factor of seven in the pathlength probed, from the absorption distance ∆X = 3.6 covered by Ryan-Weber et al. (2006) to ∆X = 25.1.
2
With this extended data set, we find the first evidence for a decrease in ΩC IV from z ∼ 4.7 to z ∼ 5.8, in broad agreement with the predictions of the cosmological simulations by Oppenheimer, Davé, & Finlator (2009) . This paper is organised as follows. Section 2 describes the observations, followed by brief comments on each QSO in Section 3. In Section 4 we deduce the value of ΩC IV implied from our three detections of C IV absorbers within the redshift range 5.2 z abs 6.2. In Sections 5 and 6, we consider the completeness of the survey, and discuss the evidence for a drop in ΩC IV as we look back to redshifts z > 4.7. The implications of these results for early star formation and reionisation are discussed in Section 7. We finally summarise our main conclusions in Section 8.
Throughout this paper we use a '737' cosmology with H0 = 70 km s −1 Mpc −1 , ΩM = 0.3 and ΩΛ = 0.7. Much of the previous work (including our own) with which we compare the present results was based on an Einstein-de Sitter cosmology; in all cases, we have converted the quantities of interest to the cosmology adopted here.
OBSERVATIONS AND DATA REDUCTION
A trawl of the relevant literature reveals that 19 QSOs are currently known with emission redshift zem > 5.7 and J magnitude brighter than J ≃ 19.2. This magnitude is at the faint limit for recording medium-resolution near-IR spectra of S/N > ∼ 5 with integration times of a few hours on 8-10 m class telescopes using available instrumentation. The redshift cut is required to give a useful pathlength over which to search for C IV absorption at redshifts z abs > 5, this being the limit of previous surveys (Songaila 2001; Pettini et al. 2003) . a Signal-to-noise ratio over wavelength range sampled. b Redshift range covered for C IV absorption. c When available, we quote values of zem measured from the C IV λ1549.062 broad emission line in our NIRSPEC spectra. As is well known, the QSO systemic redshift, zsys, can be higher than the value measured from high ionisation lines such as C IV, by up to several thousand km s −1 (e.g. Richards et al. 2002 Over the four-year period between 2004 and 2008 we observed 13 of these 19 possible targets with NIRSPEC on the Keck II telescope (McLean et al. 1998 ) and with ISAAC on VLT-UT1 (Moorwood et al. 1998 ). For ten QSOs we secured spectra with S/N 5; relevant details are collected in Table 1. In the other three cases, the object was not pursued after initial test exposures, either because the spectrum displayed broad absorption lines (SDSS J104433.04−012502.2 at zem = 5.74 and SDSS J104845.05+463718.3, zem = 6.20), or because the QSO turned out to be fainter than anticipated (SDSS J141111.29+121737.4, zem = 5.93) . The values of emission redshift zem listed in Table 1 are those measured from the discovery spectra, unless otherwise noted.
NIRSPEC Observations
With NIRSPEC we used the NIRSPEC 1+thin blocker filter combination to record the wavelength region ∼ 9540-11 170Å on the ALADDIN-3 InSb detector which has 1024 × 1024 27µm pixels. With the 42 × 0.57 arcsec entrance slit, the spectrograph delivers a resolution FWHM = 6.4Å (185 km s −1 at 10 355Å), sampled with 2.1 pixels. Typically, we exposed on an object for 900 s before reading out the detector, moving the target by a few arcseconds along the slit, and starting the subsequent exposure. Total integration times ranged between 5400 and 18 000 s (see column (7) of Table 1). All of the QSO observed were sufficiently bright at near-IR wavelengths to be visible on the slit, thereby facilitating guiding.
The NIRSPEC two-dimensional (2-D) spectra were processed with a suite of purpose-designed IDL routines kindly provided by Dr. G. Becker. As described in more detail by Becker, Rauch, & Sargent (2009) , this software does a very good job at subtracting the dark current, removing detector defects, flat-fielding, and particularly removing the sky background (achieved by employing the optimal sky subtraction techniques of Kelson 2003) which can be the limiting factor to the S/N achievable at near-IR wavelengths. Optimal extraction (Horne 1986 ) is also used to trace the QSO signal in the processed 2-D images and output a vacuum-heliocentric wavelength calibrated one-dimensional (1-D) source spectrum and associated error. The wavelength calibration uses the OH sky emission lines superposed on the QSO spectrum, with the wavelengths tabulated in the atlas by Rousselot et al. (2000) .
As we have many ( 6) individual 900 s spectra (and associated error) of each of our QSOs, we combined them using a weighted mean algorithm that operates on a pixel-by-pixel basis and rejects outliers beyond a specified number of standard deviations from the mean (usually 3σ). The spectra were finally normalised by dividing by a spline fit to the underlying QSO continuum. The rms deviation of the data from this continuum (away from obvious spectral features) provides an empirical estimate of the final S/N achieved.
3 We found this empirical estimate of the S/N to be lower, by factors between 2.0 and 1.1, than the pixel-to-pixel error on the weighted mean calculated when co-adding the individual exposures, as described above. This difference presumably reflects the residual importance of systematic (rather than random) errors; in any case, the values listed in the penultimate column of Table 1 are those measured from the residuals about the continuum fit. Since the S/N varies along each spectrum, we give in the 
ISAAC Observations
The ISAAC spectra were obtained with a mixture of servicemode and visitor-mode observations We used the instrument in its medium resolution mode with a 0.6 arcsec wide slit, which results in a spectral resolution FWHM = 1.8Å (53 km s −1 ), sampled with four pixels of the 1024 × 1024 Hawaii Rockwell array. With this set-up, the wavelength range spanned is ∆λ ≃ 460Å; we normally chose a grating setting which placed the C IV emission line at the red limit of the range covered. In some cases, multiple wavelength settings were used, to increase the pathlength for absorption covered (see Table 1 ). The observations were conducted in the conventional 'beam-switching' mode, in a series of 4×900 s exposures at two locations on the detector, typically separated by 10 arcsec. After each cycle of four integrations, the object was moved along the slit to a new pair of positions. The instrument was aligned on the sky at an angle chosen to include on the slit a bright star which provides a useful pointing and seeing reference.
The reduction of the ISAAC data used mainly IRAF tasks following the steps already described by Ryan-Weber et al. (2006) . Briefly, we started from the ESO pipeline products which are 2-D images that have undergone a substantial amount of pre-processing, including flat-fielding, background subtraction, and wavelength calibration. Given the weakness of the sources at the moderately high dispersion of the ISAAC spectra, we found it most effective to combine all the processed frames of a given QSO (at a given wavelength setting) in 2-D, after appropriate shifts to bring them into alignment. This co-addition also allowed us to reject deviant pixels.
One-dimensional spectra were extracted from the co-added 2-D frames, with a second pass at subtracting any residual sky features; the data were then rebinned to two wavelength bins per resolution element in order to improve the S/N while still maintaining adequate spectral sampling. The final steps, including normalisation to the QSO continuum and estimate of the rms noise, were the same as described for the NIRSPEC spectra. As can be appreciated from inspection of Table 1 , the values of S/N achieved with ISAAC tend to be lower than those of the NIRSPEC spectra, despite the generally longer integration times. However, the significantly higher spectral resolution provided by ISAAC, by a factor of ∼ 3.5, largely compensates for the lower S/N, so that the two sets of data reach comparable sensitivities in terms of the minimum absorption line equivalent widths detectable.
NOTES ON INDIVIDUAL QSOS
The normalised spectra of the ten QSOs in Table 1 are reproduced in Figures 1-4 , together with the corresponding error spectra. Ab- Figure 3 . ISAAC spectra of SDSS J081827.40+172251.8 (two wavelength settings) and SDSS J083643.85+005453.3. In each panel, the top histogram shows the normalised QSO spectrum, while the lower histogram is the corresponding 1σ error spectrum. Absorption features are indicated by vertical tick marks and labelled with their identification. There is a tentative detection of an intervening C IV absorber towards SDSS J081827.40+172251.8 at z abs = 5.7899; this possible system was omitted from the sample of definite detections used to estimate Ω C IV . sorption lines were identified from a visual inspection of the spectra; they are labelled in Figures 1-4 and tabulated in Table 2 . We now briefly comment on each QSO spectrum in turn.
ULAS J020332.38+001229.2
This QSO was identified by Venemans et al. (2007) . From our NIRSPEC spectrum, however, we measure the lower value zem = 5.706 from a broad emission feature which we presume to be C IV λ1549.062; this value is in much better agreement with the recent reassessment of the optical and infrared spectrum of this source by Mortlock et al. (2008) who conclude that zem = 5.72. Mortlock et al. point out that this is a broad absorption line (BAL) QSO which led the discoverers to misidentify the N V λ1240.1 emission line as Lyα: the latter is completely absorbed by the blueshifted N V absorption trough.
As this is a BAL QSO, we do not include it in the survey for C IV absorption (as we are primarily interested in C IV in the intergalactic medium, and wish to avoid contamination of our sample by metal-enriched gas which may be ejected from the QSO). Tables 2 and 3. Nevertheless, it is of interest to note that we do detect two narrow C IV doublets at redshifts z abs = 5.7541 and z abs = 5.7961 (see Figure 1) ; their equivalent widths are given in Table 2 . Relative to zem = 5.706, these two absorbers have velocities v = +2150 and +4025 km s −1 and are thus most likely associated with the QSO environment. Positive velocities relative to zem by up to ∼ 2000-3000 km s −1 have been encountered before among high ionisation absorbers at lower redshifts (e.g. Fox, Petitjean, & Bergeron 2008; Wild et al. 2008) ; the values we deduce here are rather extreme and may in part reflect the uncertainty in the systemic redshift zsys.
SDSS J081827.40+172251.8
This zem = 6.00 QSO was observed with ISAAC at two wavelength settings which, together, cover the wavelength region 9877-10 790Å with only a very small gap between them (see top two panels of Figure 3) . We find two possible absorption systems: a C IV doublet at z abs = 5.7899 and a Mg II λλ2796.3543, 2803.5315 doublet at z abs = 2.8341; their reality can only be confirmed with higher S/N data. a From the compilation by Morton (2003) . b This value of equivalent width is in the observed frame (since the feature is unidentified). c Both members of the doublet are present in the GNIRS spectrum published by Simcoe (2006) .
SDSS J083643.85+005453.3
No absorption lines were identified in the 450Å stretch of the near-IR spectrum of this QSO recorded with ISAAC (see bottom panel of Figure 3 ).
SDSS J084035.09+562419.9
Our NIRSPEC spectrum of this QSO includes the broad C IV emission line at redshift zem = 5.774, to be compared with the SDSS value zem = 5.85 ± 0.02 reported by Fan et al. (2006b) . We find no C IV systems, but we do detect three absorption lines from a low ionisation system at z abs = 5.5940 (middle panel of Figure 1 , and Table 2 ). It would be of great interest to determine the metallicity (and other physical parameters) of such high redshift absorbers which may be associated with neutral gas in galaxies; however, it is hard to envisage how this can be accomplished, given that the associated Lyman series lines are essentially indistinguishable against the backdrop of the nearly-black Lyα forest.
SDSS J103027.01+052455.0
This was the first QSO to be observed as part of this programme and a portion of its spectrum was published by Ryan-Weber et al. (2006) . In Figure 4 we show the full ISAAC spectrum which extends from 9880Å to 10 780Å, recorded with three, partially overlapping, grating settings. We find two strong C IV doublets, at z abs = 5.7238 and 5.8288. The latter was considered as marginal by Ryan-Weber et al. (2006), but independent observations by Sim- coe (2006) with the Gemini Near-Infrared Spectrograph (GNIRS) confirm its reality. Even so, it is difficult with the quality of our data to measure the equivalent widths of the two C IV lines in this absorber, as they appear to be blended with other broader features.
SDSS J113717.73+354956.9
This is one of our best NIRSPEC spectra (see Figure 1) . The emission redshift we determine from C IV λ1549.062, zem = 5.962, is lower than the value zem = 6.01 ± 0.02 reported by Fan et al. (2006b) from the discovery SDSS spectrum. We identify absorption lines from three separate systems in the 1630Å portion of the spectrum recorded with NIRSPEC: a high redshift, low ionisation system at z abs = 5.0124, a Mg II absorber at z abs = 2.6261, and a C IV doublet at z abs = 5.7383. The equivalent widths of all these lines are given in Table 2 .
SDSS J114816.64+525150.2
This is the highest redshift QSO in the present sample. We measure zem = 6.421 from the Si IV λ1396.752 broad emission line, in good agreement with the value zem = 6.42 published by Fan et al. (2006c) . Our NIRSPEC spectrum (top panel of Figure 2 ) shows a definite Mg II doublet at z abs = 2.7728, and a possible one at z abs = 2.5080 which appears to be part of a broad feature of uncertain identity. We also cover two Fe II lines, λλ2344, 2382, in a strong low ionisation system at z abs = 3.5544; other Fe II and Mg II lines in this system can be recognised in the spectrum published by Barth et al. (2003) . 
SDSS J130608.26+035626.3
The relatively short integration (two hours) of this object with ISAAC resulted on a relatively noisy spectrum (S/N ≃ 5) reproduced in the bottom panel of Figure 4 and already reported by Ryan-Weber et al. (2006) . No C IV doublets are detected. The strong absorption line present in the spectrum is the longer wavelength member of the Mg II λλ2796.3543, 2803.5315 doublet at z abs = 2.5309; both lines can be discerned in the GNIRS spectra of this object obtained independently by Simcoe (2006) and by Jiang et al. (2007) .
SDSS J160253.98+422824.9
Our measured zem = 6.051 is in reasonable agreement with zem = 6.07 from the SDSS (Fan et al. 2006c ). We detect a definite Mg II system at z abs = 2.7137, as well as a puzzling broad absorption feature (see middle panel of Figure 2 ). If this were a C IV 'mini-BAL', its ejection velocity relative to zem would be 7150 km s −1 .
SDSS J205406.49−000514.8
Even a relatively short exposure (5400 s) with NIRSPEC is sufficient to reveal the very strong Mg II doublet present at z abs = 2.5984 (bottom panel of Figure 2 ). This Mg II absorber, and the one at z abs = 2.5309 in SDSS J130608.26+035626.3, are close to the threshold for classification as "Ultra-Strong Systems" in the SDSS survey by Nestor, Turnshek, & Rao (2005) . It is interesting to note that these authors find a steep redshift evolution in the frequency of such systems, which become progressively rarer at z < ∼ 1.
SURVEY FOR INTERGALACTIC C IV AT Z > 5

Redshift Range Sampled
In the last column of Table 1 we have listed for each QSO the redshift intervals over which we searched for C IV absorption. The values of zmin, which range from 5.16 to 5.52, correspond to wavelengths close to the values of λmin in column (5) for the detection of λ1548.2041. The values of zmax, which range from 5.66 to 6.20, correspond either to wavelengths close to the values of λmax in column (5) for the detection of λ1550.7812, or to zem −3000 km s −1 , whichever is the lower [the QSO emission redshifts are listed in column (3)]. We exclude 'proximate systems' within 3000 km s −1 of the emission redshift because they may be associated with the QSO environment, rather than with the more generally distributed IGM; however, none were found in the present survey except for the two systems in ULAS J020332.38+001229.2 which is not included in the analysis anyway as it is a BAL QSO (see section 3.1).
From these values of zmin and zmax we calculate the corresponding absorption distances, given by:
which is valid for ΩM + ΩΛ = 1, where ΩM and ΩΛ are respectively the matter and vacuum density parameters today. With ΩM = 0.3 and ΩΛ = 0.7, we find that our survey covers a total absorption distance ∆X = 25.1.
C IV Column Densities
Summarising the results of section 3, we find three definite and one possible C IV doublets over this absorption distance. We deduced values of column density log N (C IV)/cm −2 for these absorbers by fitting the observed absorption lines with theoretical Voigt profiles generated by the VPFIT package.
5 For each absorber, VPFIT determines the most likely values of redshift z abs , Doppler width b (km s −1 ), and column density log N (C IV)/cm −2 , by minimizing the difference between the observed line profiles and theoretical ones convolved with the instrumental point spread function. Vacuum rest wavelengths and f -values of the C IV transitions are from the compilation by Morton (2003) . For an illustrative use of this line-fitting software, see Rix et al. (2007) . Table 3 lists the values returned by VPFIT, together with their 1σ errors, for the four C IV absorbers considered here. Strictly speaking, these values of N (C IV) are lower limits to the true column densities because at the relative coarse spectral resolution of our data the absorption lines we see are likely to be the unresolved superpositions of several components (e.g. Ellison et al. 2000) , some of which may be saturated. This concerns applies particularly to the z abs = 5.7383 doublet in SDSS J113717.73+354956.9 for which the b value on which VPFIT converged (b = 30 km s −1 , to be interpreted as an 'equivalent' velocity dispersion parameter describing the ensemble of components) is much smaller than the NIRSPEC instrumental broadening binstr = 110 km s −1 -in other words, these doublet lines are totally unresolved. On the other hand, the doublet ratio W (1548)/W (1550) = 1.65 is consistent with only a moderate degree of line saturation. In the other three cases, the equivalent b-values are comparable to, or larger than, binstr = 32 km s −1 of ISAAC (see Table 3 ), indicating that the C IV absorption lines are partially resolved. For the remainder of our analysis, we shall assume that the column densities of C IV have not been underestimated by large factors, although this assumption will need to be verified in future with higher resolution observations.
Mass density of C IV
It has become customary to express the mass density of an ion (in this case C IV) as a fraction of the critical density today:
where H0 = 100 h km s −1 Mpc −1 is the Hubble constant, mC IV is the mass of a C IV ion, c is the speed of light, ρcrit = 1.89 × 10 −29 h 2 g cm −3 , and f (N ) is the number of C IV absorbers per unit column density per unit absorption distance X(z). In the absence of sufficient statistics to recover the column density distribution function f (N ), as is the case here, the integral in eq. (2) can be approximated by a sum:
with an associated fractional variance:
5 VPFIT is available from http://www.ast.cam.ac.uk/˜rfc/vpfit.html Songaila (2001) , the red triangle is from Pettini et al. (2003) , and the green triangle is the value deduced here. All values plotted have been reduced to the '737' cosmology adopted in the present work. Error bars are 1σ. While this plot shows the actual values of Ω C Iv measured, they are not strictly comparable because each of the three surveys had a different sensitivity limit. This issue is discussed in detail in the text (section 5).
as proposed by Storrie-Lombardi, McMahon, & Irwin (1996) . With h = 0.70, eqs. (2) and (3) then lead to:
Summing up the values of Ni(C IV) in Table 3 and dividing by ∆X = 25.1, we find:
over the redshift interval z abs = 5.2-6.2 at a mean z abs = 5.76. We have not included the possible system at z abs = 5.7899 in the summation; its inclusion would increase ΩC IV by only 5%. For comparison, Pettini et al. (2003) measured ΩC IV = (2.2 ± 0.8) × 10 −8 at z abs = 4.69 (in the same cosmology as adopted here); these two values, together with the lower redshift determinations by Songaila (2001) , are plotted in Figure 5 .
Thus, at first sight, ΩC IV seems to have dropped by about a factor of five in only ∼ 300 Myr, as we move back in time from z ∼ 4.7 to z ∼ 5.8. However, before we can be confident of such a rapid build-up of C IV at these early epochs in the Universe history (these redshifts correspond to only ∼ 1 Gyr after the Big Bang-see top axis of Figure 5 ), we have to look carefully at the different completeness limits of the surveys whose results are collected in Figure 5 . In particular, the sensitivities of absorption line searches at near-IR wavelengths, such as the one reported here, are still lower than those achieved at optical wavelengths with comparable observational efforts and we suspect that this difference must be contributing to some extent to the high redshift drop evident in Figure 5 .
COMPLETENESS LIMIT OF THE SURVEY
In order to quantify this effect, we conducted a series of Monte Carlo simulations, as follows. We used VPFIT to generate theoretical C IV doublets for ranges of values of b and N (C IV); these fake absorption lines were then inserted at random redshifts into the real spectra, after convolution with the appropriate instrumental profile (depending on whether the spectrum to be 'contaminated' was a NIRSPEC or an ISAAC one) and with random noise reflecting the measured S/N of the spectrum at that wavelength. We then tested whether we could recover these C IV doublets by visual inspection of the spectra, in the same way as the real absorbers were identified. So as to test the sensitivity of our survey as comprehensively as practical, we chose three sets of values for the velocity dispersion parameter, b = 20, 40 and 60 km s −1 , reflecting the range of b-values of the real C IV doublets (see Table 3 ). For the column density we considered twelve values, in 0.1 dex steps between log N (C IV)/cm −2 = 13.4 and 14.5. For each combination of b and log N (C IV), we created 40 Monte Carlo realisations, so that the full series of completeness tests involved 1440 fake C IV doublets distributed within our parameter space.
We found that the fraction of C IV doublets recovered, g(N ), did not depend sensitively on b nor z abs but, as expected, was a function of column density-see Figure 6 . While we seem to be ∼ 90% complete for column densities log N (C IV)/cm −2 14.2, our sensitivity drops fairly rapidly below this value: we can only detect about half of the C IV doublets with half this column density and, if N (C IV) drops by a further factor of two, we miss some 85% of the absorbers. For comparison, the estimate of ΩC IV by Pettini et al. (2003) refers to C IV absorbers with log N (C IV)/cm −2 13.0 (and includes a 22% correction for the fall in completeness of their Keck-ESI spectra from ∼ 100% at log N (C IV)/cm −2 13.3 to 45% at log N (C IV)/cm −2 = 13.0). Songaila's (2001) estimates of ΩC IV , on the other hand, refer to the yet wider column density interval 12.0 log N (C IV)/cm −2 15.0 which she could access thanks to the high spectral resolution and S/N of her Keck-HIRES spectra. From her Figure 1 , it appears that her number counts become progressively less complete below log N (C IV)/cm −2 ≃ 13.0, although no correction was applied to account for this.
From the above discussion it is evident that, in order to assess the significance of the suggested drop in ΩC IV beyond z ≃ 4.7, we need to consider the results of these different surveys over the same range of C IV column densities. Referring to Figure 5 , we see that we are > 50% complete for log N (C IV)/cm 15.0, to which all three surveys considered here are sensitive. The symbols have the same meaning as in Figure 5 . For the highest redshift data point in the sample by Songaila (2001) , shown by the pale blue square, the correction of eq. (7) probably underestimates the value of Ω ′ C IV .
for the values published by Songaila (2001) , and 
where N13 is N (C IV) in units of 10 13 cm −2 , as determined by Songaila (2001) 6 . The lower limits of integration in the denominators of eqs. (7) and (8) 13.0, eq. (7) may overestimate the correction required-this works in the sense of diluting the evidence for a drop in ΩC IV at higher redshifts. The effect is most pronounced for the highest redshift bin in Songaila's sample, because her data is least sensitive to column densities log N (C IV)/cm −2 < 13.0 at z abs 4.5 (see Figure 2 of Songaila 2001); accordingly we have indicated her highest redshift data point with a different colour in Figure 7 .
For the NIRSPEC+ISAAC sample presented here, we have modified eq. (5) to include our sensitivity function g(N ) shown in Figure 6 :
All the errors have been scaled accordingly, so as to maintain the same percentage error. Values of Ω ′ C IV are plotted in Figure 7 . Evidently, we still see a drop in the mass density of C IV as we look back beyond z ≃ 4.7, albeit at a reduced significance compared to Figure 5 . Considering only absorbers with log N (C IV)/cm −2 13.8, we find that Ω ′ C IV decreases by factor of ∼ 3.5, as we move from Ω ′ C IV = (1.7 ± 0.6)×10
−8 at z = 4.69 to Ω ′ C IV = (5±3)×10 −9 at z = 5.76 (1σ errors). The drop is significant at the 4σ level.
ABSORPTION LINE STATISTICS
We can examine the evidence for a decrease in intergalactic C IV at redshifts z > 4.7 in an alternative way from considering simply the sum of their column densities. It is instructive to ask how the number of detected C IV doublets compares with the number we may have expected under the assumption of an invariant column density distribution, f (N ). Again, we assume f (N ) = 10 −12.65 N −1.8 13 (Songaila 2001) , which implies f (> N ) = 2.8 N −0.8 13 per unit absorption distance.
Our survey is not uniform in either S/N nor resolution, and both factors determine the minimum value of N (C IV) detectable. We therefore calculated the expected value of f (> N ) on a spectrum by spectrum basis, using as threshold the 5σ detection limit for the equivalent width of an absorption line:
where δλ is the resolution inÅ. Values of resolution and S/N for each spectrum are listed in Table 1 . With W0(5σ) is associated a minimum column density:
where λ and W0 are both inÅ and f is the oscillator strength of the transition (in this case C IVλ1550.7812, the weaker member of the doublet).
In Figure 8 we plot the cumulative number of absorbers expected (for the minimum column density to which each spectrum is sensitive) as a function of the cumulative pathlength. Over our total survey pathlength, ∆X = 25.1, we expect to detect 10 +3 −5 C IV absorbers. We instead find three absorbers, indicating that the distribution of C IV column densities which applies at redshift 1.5 z 4.5 does not continue unchanged to 5.2 z 6.2. The likelihood of detecting three C IV systems when ten are expected is less than 1%. It is interesting to note that the absorption systems we do detect were found in spectra with column density sensitivities in the middle of the range of our survey: NC IV (5σ) = 9.1 × 10 13 cm −2 and 1.2 × 10 14 cm −2 for SDSS J113717.73+354956.9 and SDSS J103027.01+052455.0 respectively. The absorber towards SDSS J113717.73+354956.9 represents a 6.6σ detection. Thus, it seem unlikely that we are missing a considerable number of absorption systems above our 5σ sensitivity limit.
DISCUSSION
To summarise, by extending our previous searches for intergalactic C IV to near-IR wavelengths, we have found that both the number of such absorbers per unit absorption distance and the comoving mass of triply ionised carbon are approximately three times lower at z ≃ 5.8 than at z < 4.7. Although our results refer to the stronger C IV systems in the column density distribution function, with log N (C IV)/cm −2 13.8, the evolution appears to extend at least to absorbers with half this column density (Becker et al. 2009 ).
Before considering the implications of these results, we reflect briefly on possible caveats. As already mentioned, we may have underestimated the column densities of C IV through line saturation; we do not expect this effect to be so severe as to cause (spuriously) the fall in ΩC IV evident in Figure 7 , but only higher resolution observations will quantify the corrections required (if any). It must Figure 8 . Cumulative number of C IV absorption systems expected from our survey (if there is no evolution in the column density distribution function from redshift z ∼ 3 to 6). The cumulative number is plotted as a function of the survey pathlength, ∆X, which increases as each spectrum is added to data set. We expect to find 10 C IV absorption systems in our total pathlength of ∆X = 25.1. The star symbol denotes the three absorbers we detect in our entire survey in the redshift range 5.2 < z < 6.2. also be borne in mind that the distribution of C IV at z > 5.2 seems to be extremely patchy: of the nine sight-lines sampled, seven show no absorption, while two absorbers are found in the direction of one QSO. Thus, our statistics are very prone to what in galaxy counts is referred to as 'cosmic variance'. This can explain why the pilot observations by Ryan-Weber et al. (2006) suggested a higher value of ΩC IV -the first stage of our survey fortuitously found one-third of the P i Ni(C IV) of the whole sample presented here, even though it covered only ∼ 15% of the total ∆X. Conversely, Becker et al. (2009) detected no absorbers in their higher resolution NIRSPEC spectra of four QSOs (three in common with our sample) over less than half of the ∆X of our survey. In future, better statistics will undoubtedly improve the accuracy of determinations of ΩC IV at z > 5; for the moment we shall proceed on the assumption that our estimate of the error on this quantity, as shown in Figure 7 , is realistic.
The downturn in ΩC IV we have discovered as we approach z ∼ 6 is clear evidence of important changes taking place in the Universe at, or before, this epoch. In the following discussion we shall find it more convenient to 'turn the time arrow around', and to think of the evolution as time progresses from higher to lower redshifts. The rise in ΩC IV we see in Figure 7 could result either from an increase in the amount of intergalactic carbon, or from changes in the ionisation balance favouring the fraction of carbon which is triply ionised, or both. Indeed, there are indications from previous work that both effects may be at play.
By integrating the galaxy luminosity function down to 1/5 of the fiducial luminosity at z = 3 (that is, considering galaxies with L 0.2 L * z=3 ), Bouwens et al. (2008) found that the cosmic star-formation rate density increased by a factor of > ∼ 4 over the 400 Myr period from z = 9 to z = 6. The growth in intergalactic C IV we see at z < 6 may well be a reflection of this enhanced starformation activity, as the products of stellar nucleosynthesis accumulate in the IGM, presumably transported by galactic outflows. Note that this is carbon produced by massive stars, with evolutionary time-scales of less than 10 Myr (Pettini et al. 2008b; Pettini 2008) ; it is therefore quite conceivable that over ∼ 400 Myr the products of Type II supernovae could have travelled considerable distances from their production sites.
On the other hand, Fan et al. (2006c) have argued for a marked increase in the transmission of the Lyα forest at z < ∼ 6, which has been interpreted as marking the overlap of the hydrogen ionisation fronts from star-forming galaxies, as the IGM became transparent to Lyman continuum photons (e.g. Gnedin & Fan 2006) . Opinions are still divided, however, as to the correct interpretation of the Lyα forest evolution at these high redshifts (e.g. Becker, Rauch, & Sargent 2007 and references therein) . Coupled with the rise in the comoving density of bright QSOs (Fan 2006) , a higher IGM transmission would quickly ionise a larger fraction of carbon into C IV.
To make progress beyond these qualitative remarks, detailed modelling is necessary. As mentioned in the Introduction, B. Oppenheimer and collaborators have devoted considerable attention to this problem and shown, in particular, how momentum-driven winds from star-forming galaxies can reproduce the behaviour of ΩC IV at redshifts z < 5. It is therefore of interest to consider their model predictions for earlier epochs. Their latest models (Oppenheimer, Davé, & Finlator 2009 ) do indeed entertain a marked growth in ΩC IV from z = 8 to 5, driven by both effects mentioned above. In their scenario, the overall density of carbon increases by a factor of ∼ 2 between z = 5.8 and 4.7. The accompanying rise in ΩC IV depends on the spectral shape of the radiation field which dominates the ionisation equilibrium. Oppenheimer et al. (2009) consider two possibilities: the metagalactic background in the formulation by Haardt & Madau (1996) with recent updates, and a more local field dominated by early-type stars in the nearest galaxy to the C IV absorbers, in recognition of the fact that cosmic reionisation was likely to be very patchy at these early epochs. The former produces the larger change in ΩC IV (for the reasons explained above), which grows by a factor of ∼ 5 between z = 5.8 and 4.7; the latter results in a more modest rise, by a factor of ∼ 2 − 3.
Given our warnings about the effects of 'cosmic variance' on the current observational determinations of ΩC IV , it would be quite premature to compare in detail these theoretical predictions with the data in Figure 7 and, for example, draw conclusions on the shape of the ionising background at these early epochs. It is encouraging, nevertheless, that models and data concur in a general trend towards a build-up of C IV over the relatively short cosmic period between z ∼ 6 and 5. Two ingredients of the simulations by Oppenheimer et al. (2009) need to be clarified, however. The first, and more important one, is that in their scenario the galaxies responsible for most of the IGM enrichment are of low mass and with luminosities well below the current observational limit L 0.2 L * z=3 . We know very little, if anything at all, about the galaxies at the faint end of the luminosity function at z > 5, and this situation is unlikely to be remedied until the launch of the James Webb Space Telescope in the next decade. A second concern is the resonant opacity of the IGM at the frequencies of the He II Lyman series which has been neglected until recently, and which may affect the distribution of carbon among its highly ionised states (Madau & Haardt 2009 ).
Reionization
The average metallicity of the IGM at a given epoch reflects the accumulation of the heavy elements synthesised by previous generations of stars and expelled from their host galaxies. The massive stars which explode as Type II supernovae and seed the IGM with metals are also the sources of nearly all of the Lyman continuum photons produced by a burst of star formation. Consequently, it is relatively straightforward to link a given IGM metallicity with a minimum number of LyC photons which must have been produced up until that time. The close correspondence between the sources metals and photons makes the conversion from one to the other largely independent of the details of the stellar initial mass function (IMF). For example, Madau & Shull (1996) calculate that changing the index of a power-law formulation of the IMF, such as Salpeter's (1955) , from α = 2 to 3, results in only a 10% difference in the conversion between metallicity and number of LyC photons emitted.
When in the past this line of reasoning has been applied to measures of the IGM metallicity at z ∼ 3 (e.g. Madau & Shull 1996; Miralda-Escude & Rees 1997) , it has been concluded that the star formation activity prior to that epoch probably produced sufficient photons to reionise the Universe. With our new estimate of ΩC IV , much closer in time to what may have been the end of the process of reionisation, we are able to revisit this question more critically.
We begin by calculating the IGM metallicity by mass, ZIGM, implied by our measure of ΩC IV :
where Pettini et al. 2008a ) is the contribution of baryons to the critical density, C IV/CTOT is the fraction of carbon which is triply ionised, and AC is the mass fraction of metals in carbon. For comparison, in the Sun, Z⊙ = 0.0122 and AC = 0.178 (Asplund, Grevesse, & Sauval 2005) ; here we assume that the same value of AC applies at high redshifts because: (a) the ratio of carbon to oxygen (the major contributor to Z⊙) is approximately solar at low metallicities (Pettini et al. 2008b; Fabbian et al. 2009); any departures are in any case likely to result in only a small correction compared to other uncertainties in the following discussion. We also adopt the conservative limit C IV/CTOT 0.5, as done by Songaila (2001) ; this is the maximum fractional abundance reached by C IV under the most favourable ionisation balance conditions. With these parameters, our measured
In recent years, much theoretical attention has been directed to estimating the likely properties of metal-poor early-type stars. Schaerer (2002) pointed out that stellar luminosities at far-UV wavelengths are higher at lower metallicities, leading to a greater output of LyC photons associated with stellar nucleosynthesis. Specifically, the energy emitted in hydrogen ionising photons (per baryon) is related to the average cosmic metallicity by:
where mpc 2 = 938 MeV is the rest mass of the proton and η is the stellar efficiency conversion factor. Schaerer (2002) estimated η = 0.014 for stars with Z = 1/50Z⊙, a factor of ∼ 4 higher than at solar metallicities (see also Venkatesan & Truran 2003) . For an average energy of 21 eV per LyC photon (Schaerer 2002) , our determination of ZIGM = 1.1 × 10 −6 then implies that less than one (∼ 0.7) LyC photon per baryon was emitted by early-type stars prior to z = 5.8.
This background is clearly insufficient to keep the Universe ionised. When we take into account that: (a) an unknown fraction, fesc < 1, of the emitted LyC photons will escape from the regions of star formation into intergalactic space, and (b) more than one intergalactic LyC photon per baryon is likely to be required to keep the clumpy IGM ionised against radiative recombinations (e.g. Madau, Haardt, & Rees 1999; Bolton & Haehnelt 2007) , we reach the conclusion that our shortfall is by at least one order of magnitude.
There are a number of possible solutions to this problem. The most obvious one is to recall that eq. (15) gives the lower limit to the IGM metallicity, for two reasons. First, our accounting of ΩC IV only includes high column density absorbers, with N (C Iv) > ∼ 10 14 cm −2 . A steepening of the column density distribution, f (N ), at z > 5.2 could hide significant amounts of metals in lower column density systems. However, the recent null result by Becker et al. (2009) runs counter to this explanation.
Second, if C IV/CTOT ≪ 0.5, some of the tension would be relieved. For example, in the models considered by Oppenheimer et al. (2009) most of the C is doubly-ionised at z = 5-6, and C IV/CTOT ≈ 0.1, a factor of five lower than the upper limit assumed in eq. (15). On the other hand, there are limits to the extent to which the shortfall can be explained by ionisation effects alone. If the IGM is not highly ionised at these redshifts, so that C IV/CTOT ≪ 0.5, we would also expect a non-negligible fraction of C to be singly ionised. Unlike C III, which is virtually impossible to observe at these redshifts because its resonance lines are either too weak or buried in the Lyα forest, C II has a wellplaced strong transition at rest wavelength λ0 = 1334.5323Å which should provide, in conjunction with N (C IV), some indication of the ionisation balance of C. For two of the C IV absorbers in the present sample, at z abs = 5.7238 and 5.8288 in line to SDSSJ103027.01+052455.0 (Table 3) , the corresponding C II λ1334.5323 lines are covered by the ESI spectrum of Pettini et al. (2003) . In neither case is C II absorption detected; the corresponding upper limits are N (C II)/N (C IV) 0.2 at z abs = 5.7238 and N (C II)/N (C IV) 0.05 at z abs = 5.8288. Clearly these are high-ionisation absorbers for which it seems unlikely that C IV is only a trace ion stage of carbon. In future, it will be possible to quantify better the ionisation state of the metal-bearing IGM at these redshifts with observations targeted at other elements, such as Si which may be observable in three ion stages: Si II, Si III, and Si IV.
Returning to ZIGM, another reason why the value in eq. (15) may underestimate the cosmic mean metallicity is that it does not include carbon in stars. The ensuing upward correction however, is unlikely to be more than a factor of ∼ 2, unless current estimates (e.g. Bouwens et al. 2008 ) still miss a significant fraction of the cosmic star formation activity prior to z = 5.8 as argued, for example, by Faucher-Giguère et al. (2008) . It is also intriguing to note that Schaerer (2002) proposed an efficiency factor as high as η = 0.065 (nearly five times higher than the value used here in eq. 16) for metal-free stars. Additionally, the number of LyC photons in the IGM may be boosted by a population of faint QSOs yet to be detected.
Possibly, all of these factors contribute and, given all the unknowns, one may argue that this kind of accounting exercise is premature. Future work, aimed at improving the statistics of C IV absorption at high redshifts and at identifying the galaxies from which these metals may have originated, will undoubtedly place the above speculations on much firmer observational ground.
CONCLUSIONS
We have conducted the largest survey to date for intergalactic metals at redshifts 5.2 < z < 6.2. Our sample consists of near-IR spectra of nine high-redshift QSOs covering a total absorption distance ∆X = 25.1, seven times greater than the pilot observations by Ryan-Weber et al. (2006) . Our main results can be summarised as follows:
1. We detect three definite and one possible C IV doublets; the three definite cases all correspond to column densities of triply ionised carbon in excess of 10 14 cm −2 . We detect two further C IV doublets in a tenth QSO which is not included in the final sample as it shows evidence for mass ejection (a BAL QSO); in any case these two systems are probably associated with the QSO environment rather than being truly intergalactic.
2. From the three definite detections, we deduce a comoving mass density ΩC IV = (4.4 ± 2.6) × 10 −9 at a mean z = 5.76. This value represents a drop in ΩC IV by a factor of ∼ 3.5 compared to z 4.7 at the 4σ significance level, after the different levels of completeness of optical and near-IR surveys are taken into account.
3. If the column density distribution of C IV absorbers remained invariant at z > 4.7 in its shape and normalisation as determined at 1.5 z 4.5, we would have expected to find 10
C IV doublets in our data, instead of only three, adding to the evidence for a decrease in the frequency of intergalactic C IV as we approach z ∼ 6. 4. Thus our data suggest a relatively rapid build-up of intergalactic C IV over a period of only ∼ 300 Myr, from ∼ 0.9 to ∼ 1.2 Gyr after the Big Bang. Such a build-up could reflect the earlier rise of cosmic star formation activity from z ∼ 9 indicated by galaxy counts and/or an increasing level of ionisation in the IGM. Numerical simulations of galaxy formation which include momentum-driven galactic outflows are consistent with our findings and suggest that both factors-a genuine build-up of metallicity and higher ionisation-contribute to the rise in ΩC IV from z = 5.8 to z = 4.7.
5. If the value of ΩC IV we have derived is representative of the IGM at large, it corresponds to a metallicity ZIGM (9 ± 5) × 10 −5 Z⊙. The accumulation of this mass of metals in the IGM in turn implies that only about one Lyman continuum photon per baryon had been emitted by early-type stars prior to z = 5.8. This background is clearly insufficient to keep the the Universe ionised, suggesting that more carbon is present at these early epochs, in undetected ionisation stages, low column density systems, stars, or a combination of all three.
6. All of these estimates are of necessity still rather uncertain. However, with the forthcoming availability of X-shooter on the VLT, 7 as well as planned improvements in the performance of near-IR spectrographs on other large telescopes, it should be possible in the near future to make full use of metal absorption lines in QSO spectra to trace early star formation and the consequent reionisation of the IGM.
