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RÉSUMÉ. Cet article s’intéresse au développement d’algorithmes itératifs pour la reconstruction
d’images. La particularité de ces problèmes réside dans la taille élevée des images et la quan-
tité importante de données générée par le processus de mesure. Outre le fait de surmonter la
difficulté liée à la grande taille du problème, les algorithmes proposés se fondent sur des résul-
tats de convergence théoriquement établis. Nous illustrons ces développements à l’aide de trois
modalités d’imagerie distinctes : la tomographie par émission de positrons (TEP), l’imagerie
par résonance magnétiques nucléaire (IRM) parallèle et la résonance magnétique nucléaire
bidimentionnelle (RMN 2D).
ABSTRACT. This paper deals with image reconstruction using iterative algorithms. The frame-
work under consideration involves large amount of data and/or large observation operator.
We proposed here algorithms for which we were able to state convergence proofs. The relia-
bility and accuracy of the proposed approaches are demonstrated via three applications: the
positron emission tomography (PET), the parallel magnetic resonance imaging (MRI) and two-
dimensional nuclear magnetic resonance (2D NMR).
MOTS-CLÉS : Optimisation convexe, algorithmes itératifs, TEP, IRM, RMN-2D
KEYWORDS: Convex optimization, iterative algorithms, PET, MRI, 2D-NMR
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1. Introduction
Le projet ANR OPTIMED (Algorithmes d’optimisation décomposés pour les
problèmes d’imagerie médicale de grande taille) fait partie de l’action de recherche
MDMSA (Masse de Données : Modélisation, Simulation, Applications). L’objectif de
ce projet était, d’une part, de proposer des solutions méthodologiques pour la résolu-
tion de problèmes de reconstruction d’images de grande taille et, d’autre part, de les
appliquer à des problèmes spécifiques en imagerie médicale. Deux modalités d’im-
agerie médicale ont été étudiées : la tomographie par émission de positrons (TEP) et
l’imagerie par résonance magnétique (IRM). Par ailleurs, l’application à été étendue
au cas de la résonance magnétique nucléaire bidimensionnelle (RMN-2D), qui est une
modalité de mesure ayant un besoin avéré d’une méthode de reconstruction efficace.
Sur le plan méthodologique, l’enjeu était d’apporter des solutions à des problèmes
inverses de grande taille (3D, 3D+t,...) en résolvant des problèmes d’optimisation où
la critère à minimiser reflète le modèle physique d’acquisition des données ainsi que
des connaissances a priori dont on peut disposer sur l’objet imagé. Deux aspects ont
été particulièrement pris en compte dans le développement des méthodes :
– l’amélioration de la qualité des images reconstruites par un choix judicieux
du critère à optimiser, en accord avec les propriétés statistiques des bruits rencon-
trés (poissonien ou gaussien) et en introduisant des informations a priori perti-
nentes. Parmi les modèles a priori envisageables, ceux liés au caractère creux ou
parcimonieux des données utiles, après une certaine représentation linéaire (e.g. une
décomposition sur une trame d’ondelettes), sont attractifs pour des données volu-
mineuses présentant une régularité spatiale et temporelle. Par ailleurs, la formulation
lagrangienne des contraintes que doit respecter la solution nécessite le rajout d’une
fonction barrière dans le critère. Ainsi, certains choix de modèles de bruit (e.g. pois-
sonien) et d’a priori peuvent conduire à un problème d’optimisation de fonctions con-
vexes non différentiables, voire non finies. Or, au début de ce projet, les méthodes
d’optimisation permettant d’aborder de tels problèmes étaient assez limitées.
– le temps de calcul est aussi un aspect crucial dans un contexte de diagnostic
médical. Il est donc nécessaire de développer et implémenter des algorithmes itératifs
ayant une vitesse de convergence aussi rapide que possible. Ainsi, un compromis entre
vitesse de convergence et coût de calcul par itération doit être réalisé. Les méthodes
de descente itérative gradient reliées permettent d’atteindre un tel objectif à condition
de disposer de méthodes de préconditionnement et de recherche de pas peu coûteuses.
Il convient, par ailleurs, d’exploiter au mieux les moyens de calculs existant en tirant,
par exemple, profit du parallélisme offert par les architectures multi-coeurs modernes.
Ceci nous a amené à concevoir des algorithmes d’optimisation décomposés adaptés à
cette parallélisation.
En s’appuyant sur trois problèmes de reconstruction d’images de grande taille,
les développements méthodologiques réalisés pour, d’une part, prendre en compte les
spécificités de chaque modalité de mesure et, d’autre part, proposer des algorithmes
d’optimisation efficaces et présentant un coût de calcul raisonnable, sont présentés
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ici. La section 2 récapitule les deux grandes familles d’algorithmes d’optimisation
utilisées ; les approches proximales et les méthodes dites de majoration-minimisation
(MM), ainsi que le lien entre ces deux approches. Les sections 3, 4 et 5 présentent
respectivement les trois applications traitées. Enfin, quelques conclusions issues de
l’étude menée au sein de ce projet ANR sont développées dans la Section 6.
2. Quelques schémas itératifs pour la résolution du problème d’optimisation
2.1. Approches proximales
De nombreux travaux ont porté sur la minimisation d’un critère convexe composé
d’une somme de deux fonctions non-nécessairement différentiables. On peut par ex-
emple citer, l’algorithme EM (Expectation-Maximization) introduit dans (Figueiredo
et al., 2003), l’algorithme Landweber seuillé (Bect et al., 2004; Daubechies et
al., 2004) également connu sous le nom d’algorithme explicite-implicite dans une
forme plus générale (Combettes et al., 2005) et l’algorithme de Douglas-Rachford
(Combettes et al., 2007a). Puis dans (Combettes et al., 2008), les auteurs ont pro-
posé une extension de l’algorithme de Douglas-Rachford dans un espace produit
(PPXA) permettant de résoudre la minimisation d’une somme de plus de deux fonc-
tions non-nécessairement différentiables. Plus récemment d’autres algorithmes prox-
imaux ont vu le jour tels que PPXA+ et ses dérivées (Pesquet et al., 2011; Afonso
et al., 2011b; Setzer et al., 2010) ou encore les méthodes primales-duales (Chen et
al., 1994; Esser et al., 2010; Chambolle et al., 2011; Combettes et al., 2011; Briceño-
Arias et al., 2011).
L’ensemble de ces algorithmes fait appel à la notion d’opérateur proximal intro-
duit par Moreau dans (Moreau, 1962; Moreau, 1965) et possèdent des garanties de
convergence. Nous définirons dans un premier temps cet opérateur et certaines de ses
propriétés qui nous seront utiles dans la suite de l’article. Nous présenterons ensuite
les itérations et les propriétés de convergence de l’algorithme explicite-implicite, de
l’algorithmes de Douglas-Rachford et et PPXA qui sont les algorithmes proximaux
mis en œuvre dans les sections 3 et 4. On pourra se référer à l’ouvrage de Bauschke
et Combettes (Bauschke et al., 2011) pour plus de détails sur l’analyse convexe et la
théorie des opérateurs monotones.
2.1.1. Opérateur proximal
Definition 2.1 Soit H un espace de Hilbert. L’opérateur proximal de f ∈ Γ0(H) 1
(noté proxf ) associe à tout point u ∈ H, l’unique minimiseur de la fonction f + ‖ ·
−u‖2, i.e.







1. Γ0(H) désigne l’ensemble des fonctions de H dans ] − ∞,+∞[, convexes, semi-
continues inférieurement et propres.
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Cet opérateur généralise la notion de projection sur un ensemble convexe fermé non
vide C ⊂ H telle que proxιC = PC .
2 Une forme bien connue de cet opérateur proxi-
mal est celle associée à une norme ℓ1 (antilog vraisembance d’une loi de Laplace).
Des formes explicites d’opérateurs proximaux pour des distributions gaussienne
généralisée, exponentielle, gamma, chi, uniforme et, plus généralement, pour des den-
sités de probabilité log-concaves sont données dans (Combettes et al., 2005; Chaux et
al., 2007; Combettes et al., 2010).
La propriété suivante concerne le calcul de l’opérateur proximal d’une fonction f
de Γ0(H) composée avec un opérateur linéaire borné.
Proposition 2.1 (Combettes et al., 2007a, proposition 11) Soit G un espace de Hilbert
réel, soit f une fonction de Γ0(G) et soit L : H → G un opérateur linéaire borné.
Supposons que la composition de L et L∗ satisfait L ◦L∗ = χ Id, pour χ ∈ ]0,+∞[.
On a alors : f ◦ L ∈ Γ0(H) et
proxf◦L = Id + χ
−1L∗ ◦ (proxχf − Id) ◦ L. [2]
Une généralisation de cette proposition est faite dans (Pustelnik et al., 2011, Propo-
sition 3.4) lorsque f est séparable et L est un isomorphisme diagonalisable par
(om)m∈K⊂N une base orthonormale de G.
Nous allons à présent introduire quelques algorithmes proximaux. Ces derniers
sont robustes aux erreurs commises dans le calcul des gradients et des opérateurs prox-
imaux. Afin de quantifier l’erreur qui est tolérée, on définit pour deux suites (xn)n∈N
et (yn)n∈N de H,
(∀n ∈ N) xn ≈ yn ⇔
∑
n∈N
‖xn − yn‖ < +∞. [3]
2.1.2. Algorithme explicite-implicite (FB)
Soient f1 et f2 deux fonctions de Γ0(H) telles que Argmin f1 + f2 6= ∅ où f2 est
une fonction différentiable sur H, de gradient β-Lipschitz. On souhaite trouver
x̂ ∈ Argmin
x∈H
f1(x) + f2(x). [4]
Soit x0 ∈ H la valeur initiale. L’algorithme construit la suite (xℓ)ℓ∈N en prenant, pour
tout ℓ ∈ N,
xℓ+1 ≈ xℓ + λℓ
(
proxγℓf1(xℓ − γℓ∇f2(xℓ))− xℓ
) [5]
où γℓ > 0 désigne le « pas » de l’algorithme et λn > 0 le paramètre de relaxation.
La convergence faible de (xℓ)ℓ∈N vers une solution du problème [4] a été démontrée
dans (Combettes et al., 2005) lorsque les hypothèses suivantes sont vérifiées :
2. projecteur sur l’ensemble convexe fermé non vide C ⊂ H
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1) 0 < γ ≤ γ < 2β−1 où γ = infℓ∈N γℓ et γ = supℓ∈N γℓ,
2) 0 < λ ≤ λℓ ≤ 1,∀ℓ ∈ N
La convergence forte de cet algorithme est démontrée dans (Combettes et al., 2005,
Theorème 3.4) et (Combettes et al., 2007b, Theorème 4.5) sous certaines hypothèses
supplémentaires. Des résultats de convergence linéaire sont disponibles dans la littéra-
ture, par exemple dans (Chen et al., 1997; Bredies et al., 2008; Chaux et al., 2009).
2.1.3. Algorithme de Douglas-Rachford (DR)
Pour cet algorithme, la contrainte de différentiabilité au sens de Lipschitz formulée
dans le paragraphe précédent est relâchée. De plus, nous considérons le problème de
minimisation où f1 et f2 sont deux fonctions de Γ0(H) telles que Argmin(f1 +f2) 6=
∅ et on suppose que int (dom f1) ∩ dom f2 6= ∅. 3 On souhaite trouver
x̂ ∈ Argmin
x∈H
f1(x) + f2(x). [6]
Soit x0 ∈ H la valeur initiale. L’algorithme construit la suite (xℓ)ℓ≥0 telle que pour
tout ℓ ∈ N, {
xℓ+ 12 ≈ proxγf2xℓ
xℓ+1 ≈ xℓ + λℓ
(




où γ > 0 désigne le « pas » de l’algorithme, (λℓ)ℓ∈N est une suite de réels positifs
associée au paramètre de relaxation. La convergence faible de (xℓ)ℓ∈N vers x˜ ∈ H,
telle que x̂ = proxγf2 x˜ est une solution du problème [6], est garantie sous l’hypothèse
suivante :
1) λℓ ∈]0, 2[ et
∑
ℓ∈N λℓ(2− λℓ) = +∞,∀ℓ ∈ N,
Des conditions de convergence faible de la suite (xℓ+ 12 )ℓ∈N ont récemment été don-
nées dans (Svaiter, 2011). Par ailleurs, des conditions de convergence forte sont don-
nées dans (Chaux et al., 2009; Combettes, 2009).
2.1.4. Algorithme parallèle proximal (PPXA)
Dans (Combettes et al., 2008), les auteurs se sont intéressés à la formulation de
l’algorithme de Douglas-Rachford dans l’espace produit de façon à proposer un al-






où, pour tout i ∈ {1, . . . , J}, fi est une fonction de Γ0(H). Soient (uj,0)1≤j≤J ∈
(H)J , (ωj)1≤j≤J ∈]0, 1]
J tel que
∑J
j=1 ωj = 1 et x0 =
∑J
j=1 ωjuj,0 la valeur
initiale. L’algorithme PPXA construit la suite (xℓ)ℓ≥0 telle que pour tout ℓ ∈ N,
3. dom f : domaine de la fonction f : H →]−∞,+∞].
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Choisir λℓ ∈ ]0, 2[.
Pour j = 1, . . . , J faire
uj,ℓ+1 = uj,ℓ + λℓ (2 pℓ − xℓ − pj,ℓ)
Fin Pour
xℓ+1 = xℓ + λℓ (pℓ − xℓ)
Algorithme 1: Algorithme PPXA.
où γ > 0 désigne le « pas » de l’algorithme, (λℓ)ℓ∈N est une suite de réels posi-
tifs associée au paramètre de relaxation.La suite (xℓ)ℓ≥1 générée par l’algorithme
PPXA converge vers une solution du problème [8]. La convergence est démontrée
dans (Combettes et al., 2008) sous les hypothèses suivantes :
1) lim‖x‖→+∞ f1(x) + . . .+ fJ(x) = +∞.
2) ∩Jj=1rint dom fj 6= ∅.
3) ∑ℓ∈N λℓ (2− λℓ) = +∞.
L’hypothèse 1 traduit la coercivité de la somme de fonctions à minimiser. Les hy-
pothèses 1 et 2 assurent l’existence d’une solution.
2.2. Approches par Majoration-Minimisation
2.2.1. Schéma général
Le principe de Majoration-Minimisation (MM) apparaît pour la première fois dans
l’ouvrage (Ortega et al., 1970). Il consiste à substituer une séquence de problèmes plus




en approchant le critère F par une approximation tangente majorante, c’est-à-dire une
fonction tangente au critère en un point et supérieure ou égale au critère en tous les
autres points : {
H(x,y) > F (x), ∀x ∈ Df
H(y,y) = F (y)
[10]
La figure 1 illustre le principe de la majoration sur un exemple bi-dimensionnel.




Figure 1. Approximation tangente majorante H(x,y) de F en y. La fonction H est
supérieure à F en tout point et est tangente à F en y.
La minimisation du critère F par Majoration-Minoration consiste à résoudre le




De nombreuses contributions algorithmiques dans le cadre de l’inversion pénalisée
en traitement du signal et de l’image s’identifient avec un schéma de minimisation
MM. C’est le cas notamment des algorithmes EM (Dempster et al., 1977) et prox-
imaux Forward-Backward (Combettes et al., 2005). La stratégie MM a été utilisée
également comme principe constructif d’algorithmes, dans (Böhning et al., 1988) ainsi
que dans les algorithmes développés par Fessler et al. (Erdogan et al., 1999; Fessler
et al., 1998; Sotthivirat et al., 2002) en reconstruction tomographique. Les propriétés
de l’algorithme [11] sont détaillées dans (Jacobson et al., 2007). En particulier, la
récurrence MM [11] entraîne la décroissance de la suite {F (xk)}. Ceci est une con-
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2.2.2. Majoration-Minimisation quadratique
L’intérêt de la méthode MM est de transposer le problème d’optimisation [9] en
une série de problèmes plus simples. Le choix d’une fonction H facile à minimiser
est donc primordial. Afin d’assurer l’existence et l’unicité des itérés, il est naturel
de choisir une fonction majorante strictement convexe. La Majoration-Minoration
quadratique (MMQ) se base sur la construction d’approximations tangentes majo-
rantes quadratiques du critère. Une approximation tangente majorante quadratique de
F s’écrit
H(x,y) = F (y) +∇F (y)T (x− y) +
1
2
(x− y)TA(y)(x− y), [13]
où A(y) ∈ Rn×n est une matrice définie positive assurant que [13] vérifie les con-
ditions [10] pour tout y. De façon générale, toute matrice A(y) telle que A(y) −
∇2F (y) soit définie positive entraîne que [13] est une approximation majorante
de F (Hunter et al., 2004). Cependant, ce résultat ne permet pas de définir une
méthode de construction pour les matrices A(y). En pratique, ces matrices sont
construites à partir de propriétés sur la structure analytique du critère. Deux tech-
niques de constructions d’approximations majorantes quadratiques se distinguent.
La stratégie de Geman & Yang (GY) (Geman et al., 1995) utilise la propriété de
Lipschitz-differentiabilité du critère à majorer. La stratégie de Geman & Reynolds
(GR) (Geman et al., 1992) est basée sur la propriété de concavité de la composition
du critère à minimiser avec la fonction racine carrée. Les constructions GY et GR
sont à la base des algorithmes semi-quadratiques (SQ) utilisés en reconstruction d’im-
age (Charbonnier et al., 1997; Idier, 2001). D’autres techniques de construction sont
présentées dans (Erdogan et al., 1999; Hunter et al., 2004; Zheng et al., 2004; Lange
et al., 1995; De Pierro, 1995).
Lorsque l’approximation majorante est quadratique, son minimiseur s’obtient de
façon analytique. Il en résulte le schéma de minimisation très simple, que nous notons
MMQ :
xk+1 = xk −A(xk)
−1∇F (xk). [14]
Lorsque le problème est de grande taille, l’inversion de A(xk) peut être coûteuse.
Pour pallier ce problème, la matriceA(xk)−1 peut être approchée à l’aide d’itérations
de gradient conjugué linéaire (Labat et al., 2007). Une autre possibilité est d’utiliser
un schéma de minimisation par blocs (Erdogan et al., 1999; Sotthivirat et al., 2002).
2.2.3. Recherche de pas par Majoration-Minimisation
Dans le cadre de l’optimisation différentiable, une famille fondamentale d’algo-
rithmes est basée sur la stratégie de descente itérative
xk+1 = xk + αkdk [15]
alternant calcul d’une direction de descente et détermination d’un pas scalaire quan-
tifiant l’avancée le long de la direction choisie. Une stratégie pertinente de calcul du
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pas doit tirer profit de la structure du critère pénalisé, ce qui est le cas des algorithmes
de pas par Majoration-Minoration (MM) qui font l’objet de ce paragraphe.
2.2.3.1. Recherche de pas MM quadratique
La fonction majorante quadratique multi-dimensionnelle [13] permet de constru-
ire la fonction scalaire hk(α, αjk), approximation majorante quadratique de fk(α) =

























k = A(xk + α
j
kdk) [18]
est la courbure de la quadratique H(x,xk + αjkdk). Ce constat amène naturellement
à utiliser comme recherche de pas un algorithme MMQ scalaire. Cette approche, pro-
posée dans (Fessler et al., 1999; Rivera et al., 2003; Labat et al., 2008), a pour intérêt
de fournir de manière très simple une suite α1k, ..., α
j
k qui converge vers un minimum
local de fk (et donc vers le minimiseur global lorsque F est convexe). La recherche
de pas MMQ est une récurrence MM appliquée aux fonctions majorantes hk(., αjk).











Notons que le schéma itératif [19] généralise les stratégies de pas constant proposées
dans (Bertsekas, 1999, Chap.1) et (Sun et al., 2001; Chen et al., 2002).
Une accélération significative de l’algorithme de descente itérative [15] est ap-
portée en utilisant une stratégie de sous-espaces (Miele et al., 1969; Conn et
al., 1994; Narkiss et al., 2005; Yuan, 2007). Cette procédure consiste à explorer le
critère non plus le long de directions de descente mais à l’intérieur de sous-espaces
engendrés par plusieurs directions. Le problème de minimisation de F est résolu par
le schéma itératif
xk+1 = xk +Dksk [20]
où Dk = [d1k, ...,drk] est un ensemble de directions et sk est un pas multi-
dimensionnel ayant pour objectif de minimiser fk(s) = F (xk +Dks). Nous avons
étendu dans (Chouzenoux et al., 2011a) la recherche de pas MMQ scalaire en une
recherche de pas MMQ multi-dimensionnelle pour les algorithmes de type sous-
espace. Nous avons montré que cette nouvelle stratégie de pas (et par conséquent,
son homologue scalaire) assure la convergence du schéma [20] sous des hypothèses
faibles sur les directions dik (Chouzenoux et al., 2011a; Chouzenoux et al., 2011b).
10
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2.2.3.2. Recherche de pas MM log-quadratique
L’élaboration des procédures de pas MMQ se basent sur l’hypothèse de l’exis-
tence de fonctions quadratiques majorantes du critère à minimiser. Cependant, cer-
tains critères pénalisés ne vérifient pas cette hypothèse. C’est le cas en particulier
des critères contenant un terme de barrière, c’est à dire un terme à gradient non
borné. Cette singularité se rencontre fréquemment dans le contexte du traitement du
signal par exemple dans les critères de maximum d’entropie (Mohammad-Djafari et
al., 1988), de vraisemblance Poissonienne (Bertero et al., 2009) et est également util-
isée comme outil d’optimisation sous contrainte, par exemple dans les algorithmes de
points intérieurs (Fiacco et al., 1967).
Lorsqu’un algorithme de descente itérative est utilisé pour la minimisation d’un tel
critère, la présence de la barrière rend inefficace les procédures standards de recherche
de pas (Murray et al., 1994; Wright, 1995). De plus, la forme singulière de la barrière
rend impossible l’utilisation de la recherche de pas MM quadratique. Nous avons
présenté dans (Chouzenoux et al., 2009a; Chouzenoux et al., 2010) une nouvelle
stratégie de recherche de pas MM qui tient compte de la singularité de la barrière
en se basant sur des approximations majorantes contenant un terme logarithmique. Le
pas est toujours obtenu par une récurrence MM très simple, et bénéficie de propriétés
de convergence fortes (Chouzenoux et al., 2009a). Une application de cette stratégie
à la résolution de problèmes de maximum d’entropie sera présentée en section 5.
2.2.4. Lien entre approche MM et l’algorithme proximal Forward-Backward
Considérons le problème de la minimisation de F (x) = f1(x) + f2(x), où f1
est une fonction convexe et f2 est une fonction différentiable de gradient β-Lipschitz.
Dans sa formulation exacte (i.e., sans ajout de termes d’erreur), l’algorithme FB s’écrit
xk+1 = λkxˆ
γk




k = proxγkf1(xk − γk∇f2(xk)). [22]






où hγ(x,xk) est définie, pour tout γ > 0, par





2 + f1(x). [24]
A l’aide du formalisme des approches par Majoration-Minoration, nous établissons le
résultat suivant.
Propriété 2.2 Si pour tout k, λk ∈]0, 1] et γk ≤ 1βλk , alors la suite (F (xk)) générée
par l’algorithme FB [21] est décroissante.
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Démonstration 2.3 D’après la définition de xˆγkk ,
hγk(xˆ
γk









k )− f1(xk) ≤ 0. [26]
D’autre part, la propriété de Lipschitz-différentiabilité de f2 entraîne que la fonction
hβ(x,xk) est une approximation tangente majorante de F (x) : ∀x,





















k + (1− λk)xk)− f1(xk))
)
. [28]
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La condition λk ∈]0, 1] et la convexité de f1 impliquent
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hβ−1(xk+1,xk)− F (xk) ≤ λk (hγ(xˆ
γk
k ,xk)− F (xk)) ≤ 0, [33]
soit hβ−1(xk+1,xk) ≤ F (xk).
Lorsque λk = 1, l’algorithme FB s’écrit sous la forme [11] avec H(x,xk) =
hγk(x,xk). D’après la propriété 2.2, la décroissance de (F (xk)) est assurée si
γk ≤ β
−1
, ce qui est simplement la condition nécessaire et suffisante pour que
hγk(x,xk) soit une fonction majorante de F (x). Ce lien entre algorithme FB non
relaxé et algorithme MM est souligné dans (Beck et al., 2009).
3. Reconstruction d’images en tomographie par emission de positrons
3.1. Principe de la TEP
La TEP permet de mesurer l’activité métabolique d’un organe par le biais d’un
traceur radioactif émetteur de positrons. Un exemple de traceur est le Fluorodes-
oxyglucose marqué au Fluor 18 ([18F]-FDG). Il se caractérise par un marqueur 18F
incorporé dans un analogue du glucose. Ce traceur se fixe sur les tissus ayant un
métabolisme de glucose élevé, comme les tissus cancéreux. Dans la matière, les
positrons émis par le traceur vont perdre leur énergie cinétique et, au repos, chacun des
positrons va s’annihiler avec un électron. La masse de ces deux particules est convertie
en énergie sous forme de deux photons gamma. Les deux photons issus de l’annihi-
lation d’un positron avec un électron sont émis à 180˚ l’un de l’autre. Voyageant à la
vitesse de la lumière, ils vont être détectés par une couronne de détecteurs, située au-
tour du patient, presque simultanément (± quelques nanosecondes). Le parcours des
photons est illustré sur la figure 2(a) pour trois annihilations distinctes.
On considère que deux photons proviennent d’une même annihilation s’ils sont
détectés pendant un intervalle de temps de l’ordre de quelques nanosecondes, appelé
fenêtre de coïncidences. Les deux détecteurs forment un tube de réponse (TOR) il-
lustré figure 2(b) qui permet une localisation de la zone d’annihilation quelque part
à l’intérieur du tube. À ce stade, on peut remarquer que pour une injection de 2.108
Bq (i.e. désintégrations par seconde), des centaines de milliards de désintégrations
se produisent dans tout l’organisme mais seulement quelques centaines de millions
sont détectées. En particulier, des photons émis dans la direction opposée du plan
de coupe de la figure 2(a) ne seront pas détectés. En réalité, des disaines d’anneaux
(couronnes de détecteurs) sont empilées. Les données sont enregistrées sous forme de
sinogramme. Il s’agit d’un histogramme représentant le nombre de détections pour
chaque tube de réponse (angle azimutal φ + position radiale xr).
Lorsque les photons traversent la matière, des perturbations interviennent (Valk et
al., 2004). Il s’agit de phénomènes distincts :
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• l’atténuation apparaît lorsque les photons traversent la matière et perdent de l’én-
ergie. Les photons peuvent être absorbés et ne jamais sortir de l’organisme.
• Les coïncidences diffusées, illustrées figure 2(c), apparaissent lorsque le passage
par la matière modifie le parcours des photons. Leurs trajets n’étant plus rectiligne, un
biais peut être introduit et le lieu de l’annihilation ne se situe plus le long du TOR.
• Les coïncidences multiples se produisent dans le cas de figure où plus de deux
photons sont détectés dans une fenêtre de coïncidences.
• Les coïncidences fortuites, illustrées figure 2(d), se produisent lorsque les pho-
tons sont détectés dans la même fenêtre de coïncidences mais proviennent de deux
annihilations différentes.
• l’incertitude engendrée par acolinéarité. Nous avons mentionné qu’en théorie les
photons partent dans des directions opposées lorsque l’annihilation se produit à stabil-
ité du positron et de l’électron. En pratique, la cinétique restante du positron modifie
les directions prises par les photons, l’angle formé est alors légèrement inférieur à
180˚. Cet effet peut être modélisé par une convolution avec une gaussienne.
Les doses d’activité injectées sont très faibles, ce qui se traduit par un faible nom-
bre d’évènements détectés et donc des données très bruitées.
φ
xr
(a) (b) (c) (d)
Figure 2. (a) Principe de détection des coïncidences, (b) tube de réponse, (c) coïnci-
dences diffusées et (d) coïncidences fortuites.
3.1.1. Modèle de dégradation spatio-temporel
Sous l’hypothèse que le nombre d’évènements suit une loi de Poisson et que le
processus de détection est poissonien, nous pouvons considérer le modèle direct de
dégradation suivant :
(∀t ∈ {1, . . . , T}) zt = P(Ayt + ct + dt), [34]
où l’effet du bruit de Poisson est représenté par P . yt = (yi,t)1≤i≤N représente une
paramétrisation finie, composée de N éléments nommés « voxels », de la distribution
spatiale de la concentration radioactive pour une trame temporelle t. Dans la suite
nous nous réfèrerons à cette distribution en parlant d’activité spatiale dans les tis-
sus. Son unité de mesure est le Bq/cc. La paramétrisation finie zt = (zj,t)1≤j≤M
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modélise les données TEP dynamiques et correspond au nombre de coïncidences dé-
tectées par chaque tube de réponse durant une trame-temporelle t. Notons que dans ce
modèle, (zt)t∈{1,...,T} désigne un ensemble de sinogrammes, chacun composé de M
éléments, nommés « bins », (M = nb. d’angles azimutaux×nb. de positions radiales
en 2D et M = nb. d’angles azimutaux×nb. de positions radiales×(nb. d’anneaux)2
en 3D). L’effet des coïncidences diffusées et fortuites est modélisé par des termes
additifs notés, respectivement, (dt)t∈{1,...,T} et (ct)t∈{1,...,T}. Notons que ces effets
seront uniquement pris en compte lors du traitement de données réelles. La matrice
A = (Aj,i)1≤j≤M,1≤i≤N désigne la matrice système ; elle correspond à l’implanta-
tion numérique de l’opération de projection. Chaque élément Aj,i représente la prob-
abilité qu’une coïncidence produite au niveau du voxel i soit détectée par le tube de
réponse j. D’autres calculs envisageables sont, par exemple, basés sur la ligne d’in-
tersection ou une mesure d’angle solide (Valk et al., 2004). Dans le cas de données
réelles, la matrice A inclut les facteurs d’atténuation des photons dans la matière.
Dans ce contexte, l’objectif est de trouver une paramétrisation finie (ŷt)t∈{1,...,T}
au plus proche de la paramétrisation originale (yt)t∈{1,...,T}, en utilisant l’information
contenue dans l’ensemble des sinogrammes temporels (zt)t∈{1,...,T}.
3.1.2. Extraction de paramètres physiologiques
Parmi les enjeux liés à la reconstruction dynamique TEP, on peut citer l’extrac-
tion de paramètres physiologiques. Pour cela il est nécessaire de connaître le mod-
èle compartimental faisant le lien entre la mesure dans les tissus (ŷt)t∈{1,...,T} et
les paramètres physiologiques. Le modèle existant dans le cas d’un examen [18F]-
FDG en imagerie cérébrale est détaillé dans (Valk et al., 2004; Gjedde, 1982). Nous
nous contenterons à ce stade de remarquer que l’intérêt du médecin porte principale-
ment sur l’extraction des valeurs des constantes caractéristiques de chaque comparti-
ment. Ces dernières ne peuvent pas être connues explicitement mais peuvent dépen-
dre du métabolisme de glucose, noté rCMRglu qui se déduit de l’activité mesurée
(ŷt)t∈{1,...,T} par l’approche PATLAK (Gjedde, 1982; Patlak et al., 1983). Par exem-
ple, la constante K1 qui traduit la qualité du transfert des molécules à travers la BBB
(Blood Brain Barrier) dépend linéairement du rCMRglu. Par conséquent une valeur de
rCMRglu faible traduira un mauvais transfert des molécules à travers la BBB. L’enjeu
de cette étude consiste à se rapprocher au plus de l’activité mesurée dans les tissus à
un instant t pour ensuite obtenir une valeur de rCMRglu la plus précise possible tant
au niveau de la valeur que pour la finesse de la résolution.
Étant donné le niveau de bruit important au niveau du voxel en TEP dynamique, on
calcule généralement la valeur de rCMRglu en la moyennant sur un organe. L’objectif
recherché consiste alors à améliorer le rapport signal sur bruit à l’échelle du voxel de
façon à déterminer le paramètre d’intérêt au niveau du voxel et non de l’organe. C’est
ce qu’on appelle l’imagerie paramétrique.
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3.2. Etat de l’art sur les méthodes de reconstruction
La première application des algorithmes proximaux en TEP dynamique a été sug-
gérée par Verhaeghe et al. (Verhaeghe et al., 2008) en considérant les itérations de
l’algorithme explicite-implicite (FB) (Daubechies et al., 2004) pour minimiser un
critère composé d’un terme de fidélité quadratique et d’une régularisation par des
ondelettes splines. Dans (Sureau et al., 2008), les auteurs effectuent le débruitage des
courbes d’activité temporelle (CAT) comme pré-traitement à la reconstruction. L’é-
tape de débruitage est basée sur l’algorithme de Douglas-Rachford (DR) qui permet,
rappelons-le, contrairement au FB, de minimiser un critère incluant une fonction n’é-
tant pas de gradient Lipschitz, telle qu’une divergence de Kullback-Leibler général-
isée. Les algorithmes FB et DR ne sont pas directement applicables pour effectuer
simultanément les tâches de débruitage et de reconstruction en utilisant un critère
non-différentiable, une régularisation basée sur des trames d’ondelettes, et un terme
de fidélité aux données adapté au bruit de Poisson. Dans (Chaux et al., 2009; Pustel-
nik et al., 2009), nous avions proposé une classe d’algorithmes imbriqués permet-
tant de trouver la solution de tels critères. Le fait que la divergence de Kullback-
Leibler généralisée ne soit pas de gradient Lipschitz requiert l’utilisation de l’exten-
sion quadratique. Cette méthode permet d’améliorer la qualité de reconstruction mais
elle possède deux principaux inconvénients : un temps de calcul important dû à la
boucle interne et la présence d’artefacts introduits par la régularisation ondelettes.
Pour contourner les problèmes rencontrés en combinant la classe des algorithmes
imbriqués et l’extension quadratique, nous proposons d’utiliser l’algorithme proximal
parallèle (PPXA) (Combettes et al., 2008). Nous verrons que cette approche est partic-
ulièrement bien adaptée à l’imagerie TEP dynamique grâce à sa structure parallèle et à
la possibilité de gérer une régularisation hybride telle que la combinaison d’une pénal-
isation par trames d’ondelettes et une mesure de variation totale (Rudin et al., 1992).
Cette méthode sera dans un premier temps évaluée sur des données simulées puis elle
sera appliquée sur des données réelles.
3.3. Formulation du critère et choix de de l’algorithme de minimisation
Dans un cadre stochastique, nous considérons d’une part que l’activité spatio-
temporelle dans les tissus y = (yi,t)(i,t)∈NT , où NT = {1, . . . , N} × {1, . . . , T},
est une réalisation d’un vecteur aléatoire à valeurs réelles Y = (Yi,t)(i,t)∈NT . Nous
supposons que le vecteur aléatoire Y possède des composantes indépendantes qui ont
une loi de probabilité notée µYi,t(yi,t) et que ces fonctions sont log-concaves. D’autre









avec MT = {1, . . . ,M} × {1, . . . , T}
et les observations z = (zj,t)(j,t)∈MT sont respectivement des réalisations des
vecteurs aléatoires U = (Uj,t)(j,t)∈MT et Z = (Zj,t)(j,t)∈MT . Le vecteur aléatoire Z
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est supposé avoir des composantes indépendantes discrètes de probabilité condition-
nelle µZj,t|Uj,t=uj,t(zj,t) qui correspond à la vraisemblance poissonienne. Par con-




























La reformulation du critère [35] par passage à l’anti-logarithme, nous amène au prob-
lème d’optimisation convexe qui suit :
ŷ ∈ Argmin
y∈RNT
g˜(y) + f˜(y) [36]
lorsque f˜ est une fonction convexe de RNT dans R. La fonction g˜ désigne le terme
de fidélité aux données, il s’agit d’une mesure assurant la proximité de l’activité es-
timée par rapport aux observations. Cette fonctionnelle correspond à la divergence
de Kullback-Leibler généralisée. La principale difficulté réside dans le choix de la
fonction f˜ qui désigne le terme de régularisation. L’intérêt de régulariser dans le do-
maine des trames d’ondelettes a été démontré dans de récents travaux (Verhaeghe et
al., 2008; Sureau et al., 2008; Starck et al., 2010), nous reformulons donc le problème
de minimisation [36] dans le domaine des trames.
On désigne par F ∈ RK×NT (tel que K ≥ NT ) la matrice associée à l’opérateur
d’analyse d’une trame d’ondelettes spatio-temporelles. Dans la suite, nous consid-
èrerons des trames ajustées telles que F ∗ ◦ F = ν Id avec ν ∈]0,+∞[. On désigne
par x ∈ RK les coefficients associés à l’activité y ∈ RNT . Par conséquent l’activité
originale mesurée dans les tissus y peut s’écrire y = F ∗x = (F ∗t x)1≤t≤T où, pour
tout t ∈ {1, . . . , T}, F ∗t ∈ R
N×K représente la restriction de l’opérateur de synthèse
de trame aux données reconstruites à l’instant t. Le modèle direct [34] devient :
(∀t ∈ {1, . . . , T}) zt = D(AF
∗
t x+ ct + dt), [37]
où x représente le vecteur inconnu des coefficients de trame d’ondelettes associés à
l’activité originale dans les tissus. Dans ce contexte, le problème de minimisation [36]
peut être reformulé comme :
x̂ ∈ Argmin
x∈RK
g(x) + f(x) [38]
où l’activité reconstruite vaut ŷ = F ∗x̂. Le terme de fidélité aux données est la fonc-




Ψt ◦A ◦ F
∗
t
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ψj,t(uj,t) avec ψj,t(uj,t) = − log µZj,t|Uj,t=uj,t(zj,t).
[39]
Pour le terme de régularisation f , des études ont démontré l’avantage d’utiliser une
norme ℓ1 (Verhaeghe et al., 2008). Plus récemment, des régularisations de type hy-
brides (ℓ1 + variation totale) ont été proposées et ont démontrées leur intérêt (Pustelnik
et al., 2011; Afonso et al., 2011a). En choisissant ce type de régularisation, la fonction
f peut s’écrire de la forme :







avec, pour tout k ∈ {1, . . . ,K}, χk > 0 et ϑ > 0. Remarquons à ce stade que les
paramètres χk peuvent avoir des valeurs différentes pour chaque coefficient de trame.
Dans un souci de simplifier l’estimation de ces paramètres, nous nous contenterons
de les optimiser pour chaque sous-bande. Nous ajoutons dans le critère une contrainte
sur la dynamique des données. On note C un ensemble convexe fermé de RK tel que
C∗ = F ∗C = [0, Vmax]
NT où Vmax dépend de la quantité de traceur injecté. Le
















Pour trouver un minimiseur de [41], un algorithme bien adapté est l’algorithme
PPXA (Combettes et al., 2008). Les itérations de PPXA pour résoudre [41] sont
présentées par l’algorithme 2.
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Soit γ ∈ ]0,+∞[ et λ = 1.
Pour tout q ∈ {1, . . . , 4}, soit (ωq)1≤q≤4 ∈]0, 1]4 tel que
∑4
q=1 ωq = 1.
Soient ℓ = 0, (uq,0)1≤q≤4 ∈ (RK)4 et x0 =
∑4
q=1 ωquq,0.
Pour ℓ = 0, · · ·
Pour t = 1, . . . , T⌊















p4,ℓ = PC u4,ℓ
pℓ = ω1p1,ℓ + ω2p2,ℓ + ω3p3,ℓ + ω4p4,ℓ
Pour q = 1, . . . , 4 uq,ℓ+1 = uq,ℓ + λ (2 pℓ − xℓ − pq,ℓ)
xℓ+1 = xℓ + λ (pℓ − xℓ)
Algorithme 2: PPXA pour minimiser le critère [41]
Le calcul de PC se base sur la proposition 2.1,




∗x)− F ∗x) [42]
L’opérateur proximal de la norme ℓ1 est une étape de seuillage doux des coeffi-
cients de trame. Les deux façons de procéder au calcul de l’opérateur proximal as-
socié à la variation totale sont (i) l’utilisation de l’approche itérative proposée dans
(Chambolle, 2004) et (ii) la décomposition du terme de variation totale en une somme
de fonctions dont on sait calculer l’opérateur proximal. On se reportera à (Combettes
et al., 2008) pour plus de détails sur cette dernière façon de procéder. Il en résulte que
tv peut être décomposée en une somme de 4 fonctions quand des filtres de Roberts
sont considérés. Dans la suite nous adopterons cette deuxième solution et la fonction
tv sera écrite comme une somme de 4 fonctions (tvs)1≤s≤4. Le forme explicite de
l’opérateur proximal de tvs ◦ F ∗t résulte ensuite de la proposition 2.1.
La principale difficulté de cet algorithme réside dans le calcul de l’opérateur prox-
imal de Ψt ◦ A. On se réfèrera à (Pustelnik et al., 2011, Proposition 3.4) pour mieux
comprendre la limitation de ce calcul dans le cas où A désigne l’opérateur associé à
la matrice système. Il apparaît clairement que pour le A considéré dans cette étude, la
propriété sur A∗ ◦A n’est pas vérifiée. Nous adaptons alors une technique de décom-
position de A pour résoudre ce problème.
Nous supposons que pour tout r ∈ {1, . . . , R}, Ir est une partition de {1, . . . ,M}
en ensembles non vides et nous désignons par A(r) = (Aj,i)j∈Ir,1≤i≤N la matrice
constituée de lignes de A sans recouvrement et donc orthogonales entre elles. Con-
trairement au cadre de la déconvolution, il est difficile de représenter la matrice sys-
tème en TEP. En pratique, ces sous-ensembles désignent les lignes de la matrice sys-
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tème associées aux bins des TOR parallèles n’ayant pas de pixels communs. De plus,
pour tout t ∈ {1, . . . , T}, nous pouvons écrire chaque Ψt comme une somme de R
fonctions notées Ψ(r)t : RCard{Ir} → ]−∞,+∞], qui, pour tout r ∈ {1, . . . , R}, sont
telles que Ψ(r)t =
∑
j∈Ir
Ψj,t et qui opèrent sur les bins de sinogrammes appartenant






. Cette décomposition permet d’avoir
une forme explicite pour le calcul de l’opérateur proximal associé à Ψ(r)t ◦A(r).
La méthode qui découle de l’ensemble des remarques précédentes est ré-
sumée par l’algorithme 3. La convergence de la suite (xℓ)ℓ∈N vers un minimiseur









rintC∗ 6= ∅. Cette dernière condition est vérifiée car
]0,+∞[Card{Ir}⊂ domΨ(r), C∗ = [0, Vmax]
N et puisque pour tout r ∈ {1, . . . , R},
A(r) est supposée positive, à valeurs réelles et composée de lignes étant toutes non
nulles.
On choisit γ = 10 et λ = 1.
Soit ω1 = . . . = ωR = 14R , ωR+1 = . . . = ωR+4 =
1








Pour ℓ = 0, . . .
Pour t = 1, . . . , T⌊























Pour q = 1, . . . , R + 6 uq,ℓ+1 = uq,ℓ + λ (2 pℓ − xℓ − pq,ℓ)
xℓ+1 = xℓ + λ (pℓ − xℓ)
Algorithme 3: PPXA pour minimiser critère [41].
3.4. Résultats expérimentaux sur des données réelles
Nous avons traité des données provenant d’un examen [18F]-FDG, où une activité
de 284 MBq a été injectée à un babouin de 4.5 kg. Une acquisition en mode (2D+t),
avec les septa 4 sortis, a été réalisée. Les coïncidences vraies et retardées ont été ac-
4. Les septa permettent d’éliminer les photons faisant un angle avec le plan de coupe.
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quises séparément. Nous avons acquis 128 trames d’une durée variant de 10 secondes
à 30 secondes. La durée totale de l’examen est de 54 minutes. La transmission a été
réalisée avant injection par une source rotative de germanium 57 ; cette procédure per-
mettra de corriger les effets d’atténuation durant la reconstruction.
Nous avons procédé à la reconstruction de ces données réelles par rétroprojection
filtrée (logiciel du constructeur à savoir SIEMENS), par la méthode SIEVES et par
notre approche (PPXA). Pour chacune d’entre elles, les effets d’atténuations, de nor-
malisation et les coïncidences fortuites sont pris en compte lors de la reconstruction.
Cependant, nous ne tenons pas compte des coïncidences diffusées (ce choix est jus-
tifié par le fait qu’il s’agit d’une acquisition 2D+t). La matrice système utilisée dans
les reconstructions SIEVES et PPXA modélise uniquement les effets géométriques 5.
Nous présentons sur la figure 3 les images obtenues par les différentes méthodes aux
instants t = 4, t = 8 et t = 14.
Trame temporelle n˚4 Trame temporelle n˚8 Trame temporelle n˚14
Figure 3. Comparaison des activités reconstruites (en Bq/cc) pour la coupe 24 de
l’acquisition de données sur babouin. 1ère ligne : SIEMENS, 2ème ligne : SIEVES,
3ème ligne : PPXA.
5. Les effets dégradants liés à résolution des détecteurs ne sont pas considérés.
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4. Reconstruction régularisée en IRM parallèle
4.1. L’IRM parallèle
L’imagerie par résonance magnétique parallèle (IRMp) est une technique d’im-
agerie rapide qui permet l’acquisition d’images de haute résolution spatiale et/ou tem-
porelle. Elle repose sur le sous-échantillonnage de l’espace de Fourier (k-space) d’un
facteur R appelé facteur de réduction, ainsi que l’utilisation de plusieurs antennes
réceptrices ayant des profils de sensibilité spatiale différents, mais complémentaires.
Ces L antennes réceptrices sont utilisées pour mesurer la densité des spins à l’intérieur
de l’objet à imager, appelée ρ 6. Les images acquises par chaque antenne (images à
champ de vue réduit) sont ensuite utilisées ensemble pour reconstruire des images à
champ de vue complet. Le principe de sous-échantillonnage de l’espace de Fourier et
de l’utilisation de plusieurs antennes réceptrices est illustré respectivement dans les
















Acquisition parallèle avec R = 2Acquisition standard
Figure 4. Différence entre l’acquisition standard (gauche) et l’acquisition parallèle
(droite) en IRM : (a) : échantillonnage du k-space ;(b) : configuration des antennes
réceptrices (L=4).
Concrètement, le signal d˜ℓ reçu par chaque antenne (1 ≤ ℓ ≤ L) n’est autre que la
transformée de Fourier du champ 2D ρ ∈ RX×Y que l’on cherche à estimer, pondéré
6. La barre horizontale permet de distinguer la “vraie“ donnée de la variable.
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par le profil de sensibilité sℓ et évalué au niveau de la position spatiale kr = (kx, ky)T




−ı2πkTrr dr + n˜ℓ(kr), [43]
où n˜ℓ(kr) est un bruit gaussien centré indépendant et identiquement distribué (iid)
dans le k-space, mais dépendant de l’antenne, et r = (x, y)T ∈ X × Y est la position
spatiale dans le domaine image.
Pour reconstruire des images à champ de vue complet, deux grandes familles de
méthodes existent : celles opérant dans directement dans l’espace de Fourier comme
la méthode GRAPPA (Griswold et al., 2002), et celles opérant dans le domaine spatial
telles que la méthode SENSE (Pruessmann et al., 1999). Dans la suite, nous allons
nous concentrer sur cette dernière famille de méthodes qui permet de reconstruire une
image à champ de vue complet à partir des images à champ de vue réduit acquises
par chaque antenne, mais après application d’une transformée de Fourier inverse à
chacune d’entre elles pour passer dans le domaine spatial.
Soit ∆y = YR la période de recouvrement, y et x respectivement les positions dans
le domaine spatial le long de la direction d’encodage de phase et de fréquence. En
tenant compte du sous-échantillonnage du k-space d’un facteur R, la transformée de
Fourier inverse permet d’obtenir la formulation spatiale de l’équation [43] sous une
forme matricielle :










































En se basant sur ce modèle, l’étape de reconstruction consiste à résoudre le sys-
tème [44] pour retrouver ρ(r) à partir de d(r) et une estimation préalable de S(r)
au niveau de chaque position r = (x, y)T. Il est à noter que les images (dℓ)1≤l≤L,
ainsi que ρ sont à valeurs complexes, mais seulement le module |ρ| est utilisé pour la
visualisation.
7. ·T est l’opérateur transposé
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4.2. Régularisation spatio-temporelle
4.2.1. Reconstruction SENSE
Dans sa forme la plus simple, la reconstruction SENSE revient à résoudre un
problème d’inversion uni-dimensionnel grâce à la séparabilité de la transformée de
Fourier. L’algorithme de reconstruction SENSE minimise un critère des moindres car-




‖ d(r)− S(r)ρ(r) ‖2
Ψ−1
, [45]
où ‖ · ‖Ψ−1 =
√
(·)HΨ−1(·). La matrice de covariance du bruit Ψ est généralement
estimée au préalable à partir d’une acquisition de référence. Ainsi, le problème de re-
construction SENSE n’est autre qu’une estimation au sens du maximum de vraisem-
blance sous des hypothèses de bruit gaussien. Elle admet donc la forme suivante à






avec (·)H (resp. (·)♯) dénote le transposé complexe conjugué (resp.pseudo-inverse). Il
faut noter que l’approche de reconstruction décrite ci-dessus a été conçue pour re-
construire une seule coupe (image 2D). Itérer sur les coupes est donc nécessaire pour
reconstruire un volume de données 3D ou 4D.
En pratique, les performances de la méthode SENSE sont limitées par i) la
présence de distorsions au niveau des mesures d(r), ii) le mauvais conditionnement
de S(r), notamment au niveau du centre de l’image et iii) la présence d’erreurs d’esti-
mation de S(r) au niveau des interfaces cerveau/air. Pour atteindre une inversion plus
robuste du problème inverse mal posé en question, une régularisation est générale-
ment nécessaire. Dans ce contexte, des méthodes de régularisation non lisse ont été
largement utilisées dans la littérature pour pallier les inconvénients de la régularisation
classique (Tikhonov, 1963). à titre d’exemple, on peut citer la régularisation au sens de
la variation totale et avec des représentations en ondelettes qui ont éte introduites dans
la littérature de reconstruction en IRMp respectivement par Liu et al. (Liu et al., 2007)
et Chaari et al. (Chaari et al., 2008) en 2007 et 2008. Dans ce qui suit, nous allons
nous focaliser sur la régularisation avec des représentations en ondelettes pour décrire
cette régularisation spatio-temporelle pour la reconstruction en IRMp.
4.2.2. Reconstruction régularisée
Comme dans (Chaari et al., 2011b) où des représentations en ondelettes sépara-
bles 2D sont utilisées pour la régularisation, toutes les méthodes de reconstruction de
la littérature en IRMp opèrent coupe par coupe. L’inconvénient de cette stratégie ré-
side dans le fait que la continuité spatiale est brisée entre les coupes adjacentes. D’un
autre côté, une étude en IRM fonctionnelle (IRMf) nécessite l’acquisition du volume
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cérébral 3D plusieurs fois dans le temps. Itérer sur les volumes 3D est donc néces-
saire afin de reconstruire les volumes 4D (3D+t) correspondant à une session IRMf.
Les volumes 3D sont par conséquent considérés indépendants bien que les séries tem-
porelles en IRMf soient corrélées dans le temps pour deux simples raisons : (i) le sig-
nal BOLD (Blood Oxygenated Level-Dependent) (Ogawa et al., 1990) lui même est
une version filtrée passe-bas du signal de l’activité neuronale ; (ii) les artéfacts phys-
iologiques rendent les points temporels du signal BOLD très dépendants. Pour ces
raisons, modéliser la dépendance temporelle à travers les acquisitions temporelles au
niveau de l’étape de reconstruction pourrait profondément influencer l’analyse statis-
tique à mener. Nous nous sommes donc intéressés à l’extension de l’approche pro-
posée dans (Chaari et al., 2011b) afin de :
– tenir compte des dépendance spatiales 3D entre les coupes adjacentes en utilisant
de représentations en ondelettes 3D,
– exploiter les dépendances temporelles entre les volumes 3D acquis en appliquant
une régularisation supplémentaire le long de la dimension temporelle des données 4D.
Cette régularisation supplémentaire permettra d’améliorer le Rapport Signal sur Bruit
(RSB) à travers les volumes acquis, et par conséquent la fiabilité de l’analyse statis-
tique en IRMf.
La nouvelle reconstruction 4D régularisée des Nr volumes 3D acquis nécessite donc
la réécriture du modèle d’observation dans [44] comme suit :
dt(r) = S(r)ρt(r) + nt(r), [47]
où t ∈ {1, . . . , Nr} représente le temps d’acquisition et r = (x, y, z) la position spa-
tiale 3D, z ∈ {1, . . . , Z} étant la position le long de la troisième direction (sélection
de coupe). à un instant d’acquisition t donné, l’image à champ de vue complet et à
valeurs complexes ρt de taille X × Y × Z peut être vue comme un élément de l’es-
pace euclidien CK avec K = X × Y × Z engendré par le produit scalaire standard
〈·|·〉 et la norme ‖ · ‖. Nous utiliserons un opérateur de décomposition en ondelettes
3D dyadiqe F sur jmax niveaux de résolutions.
Le champ de coefficients résultant de la décomposition de l’image à estimer ρt est













o,j,k)1≤k≤Kj où Kj = K2−3j est le nombre
de coefficients d’ondelette dans une sous-bande donnée au niveau de résolution j (en
supposant que X , Y et Z sont multiple de 2jmax ).
En adoptant cette notation, les coefficients d’ondelette ont été ré-indexés de telle
sorte que ζta désigne le vecteur des coefficients d’approximation au niveau de réso-
lution jmax, tandis que ζto,j désigne le vecteur de coefficients à l’orientation o et au
niveau de résolution j. L’utilisation d’une décomposition en ondelettes 3D permet
aussi de lisser les artéfacts de reconstruction le long de la direction de sélection de
coupe, ce qui reste impossible avec les approches opérant coupe par coupe. L’approche
de régularisation proposée repose donc sur l’utilisation de deux types de pénalisation :
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la première décrit la connaissance spatiale a priori sur les coefficients d’ondelette de




















où ζ = (ζ1, ζ2, . . . , ζNr ) et on a ∀o ∈ O et j ∈ {1, . . . , jmax},





où ΦReo,j(ξ) = αReo,j |Re(ξ − µo,j)| +
βReo,j
2 |Re(ξ − µo,j)|





2 |Im(ξ − µo,j)|













sont des constantes positives. Ci-dessus, Re(·) et Im(·) (ou bien ·Re et ·Im) sont re-
spectivement les parties réelle et imaginaire. Un modèle similaire est adopté pour les
coefficients d’approximation.
Le deuxième terme de régularisation pénalise la variation temporelle entre les vol-




‖F ∗ζt − F ∗ζt−1‖pp [50]













o,j), κ ∈ R+ et
p ∈ [1,+∞[ sont inconnus et doivent être estimés (Chaari et al., 2011a).
Afin d’obtenir le volume 3D reconstruit ρt relatif au temps d’acquisition t, l’opéra-
teur F ∗ est ensuite appliqué à chaque composante ζt de ζ.
4.2.3. Procédure d’optimisation
En se basant sur la formulation de la section 4.2.2, le critère à optimiser peut être
réécrit comme suit :





∗ζt). Pour minimiser JST, nous allons recourir au con-
cept des opérateurs proximaux (Moreau, 1965). Comme les données traitées ici sont
à valeurs complexes, nous étendons la définition de ces opérateurs aux fonctions à
variable complexe. Pour la fonction
Φ: CK →]−∞,+∞]; x 7→ φRe(Re(x)) + φIm(Im(x)), [52]
où φRe et φIm sont des fonctions dans Γ0(RK) et Re(x) (resp. Im(x)) est le vecteur
des parties réelles (resp. imaginaires) des composantes de x ∈ CK , l’opérateur proxi-
mal est défini par :
proxΦ : C
K → CK ; x 7→ proxφRe(Re(x)) + ıproxφIm(Im(x)). [53]
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4.2.3.1. Opérateur proximal du terme d’attache aux données
Selon des règles standards de calcul des opérateurs proximaux (Combettes et
al., 2010, Table 1.1), l’opérateur proximal du terme d’attache aux données JMQP
est donné pour chaque vecteur de coefficients ζt (avec t ∈ {1, . . . , Nr}) par
proxJMQP(ζ
t) = Fut, où l’image ut est de telle sorte que ∀r ∈ {1, . . . , X} ×









où ρt = F ∗ζt.
4.2.3.2. Opérateur proximal de la fonction de régularisation spatiale
Selon (Chaari et al., 2011b), et pour chaque niveau de résolution j et orientation o,
l’opérateur proximal de la fonction de régularisation spatiale Φo,j est donné par :
∀ξ ∈ C, proxΦo,jξ =
signe(Re(ξ − µo,j))
βReo,j + 1






max{|Im(ξ − µo,j)| − α
Im
o,j , 0}+ µo,j [55]
où la fonction signe est définie comme ∀ξ ∈ R, sign(ξ) = +1 si ξ ≥ 0 et − 1 sinon
4.2.3.3. Opérateur proximal de la fonction de régularisation temporelle
Comme h n’est pas séparable par rapport à la variable temporelle t, aucune expres-
sion simple de son opérateur proximal n’est disponible. Pour contourner ce problème
et pouvoir utiliser l’algorithme PPXA, nous proposons une décomposition en temps
d’acquisitions pairs/impairs. Ce terme de régularisation est ensuite décomposé en une
somme de deux fonctions h1 et h2 plus simples à traiter :
h(ζ) = h1(ζ) + h2(ζ) [56]
où h1(ζ) = κ
Nr/2∑
t=1
‖F ∗ζ2t − F ∗ζ2t−1‖pp et h2(ζ) = κ
Nr/2−1∑
t=1
‖F ∗ζ2t+1 − F ∗ζ2t‖pp.
Comme h1 (resp. h2) est séparable par rapport à la variable temporelle t, son opérateur
proximal peut être facilement calculé. En effet, considérons la fonction suivante :
Ψ : CK × CK −→ R; (ζt, ζt−1) 7→ κ‖F ∗ζt − F ∗ζt−1‖pp = ψ ◦H(ζ
t, ζt−1),
[57]
où ψ(·) = κ‖F ∗ · ‖pp et H est l’opérateur linéaire défini comme
H : CK × CK −→ CK ; (a, b) 7→ a− b. [58]
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L’opérateur adjoint associé H∗ est donc donné par
H∗ : CK −→ CK × CK ; a 7→ (a,−a). [59]
Comme HH∗ = 2Id, l’opérateur proximal de Ψ peut être facilement calculé en util-
isant (Combettes et al., 2007a, Prop. 11) :
proxΨ = proxψ◦H = Id +
1
2
H∗ ◦ (prox2ψ − Id) ◦H. [60]
Pour plus de détails sur le calcul de l’opérateur proximal de prox2ψ , le lecteur peut se
référer à (Chaux et al., 2007).
4.2.3.4. L’algorithme PPXA pour la reconstruction régularisée en IRMp
Le critère à minimiser peut être ré-écrit comme suit :




Comme JST est composé de plus de deux fonctions convexes mais non-
nécessairement différentiables, l’utilisation de l’algorithme PPXA représente une so-
lution adéquate pour la minimisation de ce critère. Il est à noter que cet algorithme ne
nécessite pas l’utilisation d’une sous-itération comme ce qui est proposé dans (Chaari
et al., 2011b). L’algorithme proposé est résumé dans Algorithme 4. Dans cet algo-
rithme, les poids ωi ont été fixés à 1/4 pour chaque i ∈ {1, . . . , 4}. Le paramètre γ a
été fixé à 200 puisque cette valeur semble donner la meilleure vitesse de convergence
en pratique. L’algorithme ci-dessous converge généralement après 50 itérations en fix-
ant le seuil d’arrêt ε à 10−4. La validation sur des données réelles de l’approche de
reconstruction ainsi proposée est présentée dans la section 4.3.
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pour chaque i ∈ {1, . . . , 4} et t ∈ {1, . . . , Nr}. Pren-








Prendre p1,(n)4 = ζ
1,(n)
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Pour t = 1 à Nr faire












Si t est pair alors
calculer (pt,(n)3 , p
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Sinon si t est impair et t > 1 alors
calculer (pt,(n)4 , p
t−1,(n)






Si t > 1 alors

















Prendre P (n) = (P 1,(n), P 2,(n), . . . , PNr,(n)).
Prendre λn ∈ [0, 2].
Pour i = 1 à 4 faire
















ζ(n+1) = ζ(n) + λn(P
(n) − ζ(n)).
n← n + 1.
jusqu’à |JST(ζ(n))− JST(ζ(n−1))| ≤ εJST(ζ(n−1)).
Prendre ζˆ = ζ(n).
Retourner ρˆt = F ∗ζˆt pour chaque t ∈ {1, . . . , Nr}.
Algorithme 4: Algorithme PPXA pour l’optimisation du critère [61] : 4D-UWR-SENSE
4.3. Validation sur des données réelles
Pour la validation, des données d’IRM fonctionnelle ont été acquises avec une
séquence en écho de gradient EPI (Gradient-Echo EPI) (Temps d’Echo= 30 ms,
Temps de Répétition= 2400 ms, épaisseur de coupe = 3 mm, orientation transver-
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sale, FOV = 192 mm2) sur un scanner 3 T Siemens Trio et durant un protocole cogni-
tif localizer (Pinel et al., 2007). Cette expérience a été conçue pour cartographier les
fonctions auditives, visuelles et motrices du cerveau, ainsi que des fonctions cognitives
de plus haut niveau comme les fonctions de calcul et de compréhension du langage.
Ces données correspondent à une seule session IRMf comprenant Nr = 128 répéti-
tions. L’antenne utilisée lors de l’acquisition contenait 32 canaux ayant des profils de
sensibilité spatiale différents. Pour chaque sujet, les données IRMf ont été acquises à
la résolution spatiale 2 × 2 mm2 dans le plan en utilisant deux facteurs de réduction
différents (R = 2 or R = 4).
Ces données ont ensuite été reconstruites en utilisant la méthode proposée, la
méthode UWR-SENSE proposée dans (Chaari et al., 2011b), ainsi que l’algorithme
mSENSE (implémentation SENSE de Siemens) qui est compatible avec les contraintes
temps-réel. Cependant, à cause de la complexité opératoire, l’approche proposée est
appliquée hors ligne pour reconstruire les données. à titre d’exemple, une coupe EPI
est reconstruite en 4 s en utilisant l’algorithme UWR-SENSE sur une architecture
Intel Xeon CPU@ 2.67GHz. En mettant en œuvre des techniques de calcul
parallèle multi-processus (librairie OMP), un volume EPI composé de 40 coupes est
reconstruit en 22 s, ce qui rend toute la série temporelle des 128 volumes disponible
après 47 min de calcul. En utilisant l’approche de régularisation spatio-temporelle
proposée, 40 min suffisent pour reconstruire toute la série temporelle, mais elle
nécessite plus d’espace mémoire puisque tous les volumes sont traités simultanément.
Des coupes axiales sont illustrées dans la figure 5 afin de comparer l’approche
proposée (4D-UWR-SENSE) et l’algorithme mSENSE. Cette figure montre que cette
approche permet d’éliminer les artéfacts de reconstruction affectant les images
fournies par le scanner (mSENSE). Il est à noter que la différence d’homogénéité du
signal est due à un filtre de post-traitement appliqué par le scanner aux images mSENSE.
R = 2 R = 4
mSENSE 4D-UWR-SENSE mSENSE 4D-UWR-SENSE
Figure 5. Images reconstruites en utilisant les algorithmes mSENSE et 4D-UWR-
SENSE pour R = 2 et R = 4. Les ellipsoïdes en rouge indiquent les positions des
artéfacts de reconstruction obtenus avec l’algorithme mSENSE.
Après reconstruction, un Modèle Linéaire Général (MLG) (Friston et al., 1994) a
été utilisé pour détecter les réponses BOLD aux stimuli présentés. Nous nous sommes
ensuite concentrés sur le contraste Clic gauche vs. Clic droit (Cg-Cd) pour lequel on
s’attend à avoir des activations induites au niveau du cortex moteur. Pour les données
acquises avec R = 2, la figure 6[haut] montre que toutes les méthodes de reconstruc-
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tion utilisées permettent de détecter les activations attendues dans le gyrus précentral
droit. Cependant, les résultats statistiques illustrés dans le Tableau 1 montrent que
l’approche de régularisation spatio-temporelle permet de détecter plus de clusters que
les autres approches. Les résultats qualitatifs (figure 6[bas]) sur les données acquises
avec R = 4, montrent que cette approche permet aussi de détecter plus d’activations.
D’un point de vue qualitatif, le Tableau 1 confirme la supériorité de l’approche
4D-UWR-SENSE proposée dans le sens que, aussi bien pour R = 2 que R = 4,
elle permet d’avoir des zones d’activation plus larges avec des scores statistiques plus
élevés.
5. Reconstruction de spectres en relaxométrie RMN bidimensionnelle
5.1. Principe de la reconstruction RMN
La résonance magnétique nucléaire (RMN) est une modalité de spectroscopie per-
mettant d’accéder à des informations structurelles aux échelles microscopiques ou
moléculaires de produits biologiques, en se basant sur des propriétés quantiques des
noyaux (Canet et al., 2002). Plus précisément, la RMN quantifie les phénomènes de re-
laxation qui interviennent au sein du spin des noyaux d’un échantillon lorsque celui-ci




Figure 6. Cartes Student-t superposées aux images anatomiques pour le contraste
Cg-Cd.
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Tableau 1. Les résultats les plus significatifs pour le contraste Cg-Cd (corrigés pour
les comparaisons multiples avec une p-valeur p = 0.05).
niveau cluster niveau voxel
p-valeur Taille p-valeur Score T Position
R = 2
mSENSE < 10−3 79 < 10−3 6.49 38 -26 66
UWR-SENSE < 10
−3 144 0.004 5.82 40 -22 63
0.03 21 0.064 4.19 24 -8 63
4D-UWR-SENSE < 10
−3 172 0.001 6.78 34 -24 69
< 10−3 79 0.001 6.49 38 -26 66
R = 4
mSENSE 0.006 21 0.295 4.82 34 -28 63
UWR-SENSE < 10−3 33 0.120 5.06 40 -24 66
4D-UWR-SENSE < 10−3 51 0.006 5.57 40 -24 66
térisé par ses constantes de temps de relaxation longitudinale et transverse T1 et T2.
Ces paramètres physiques sont fondamentaux. En effet, leur détermination permet de
préciser l’environnement électronique et donc chimique du noyau étudié. Leur con-
naissance permet des applications nombreuses : En médecine, les temps de relaxation
sont à l’origine du contraste des images IRM. En agro-alimentaire, on peut utiliser le
fait que, dans un système complexe, le temps de relaxation des protons de l’eau soit
différent du temps de relaxation des protons de la matière grasse, afin d’en déterminer
la teneur en eau et en matière grasse (Mariette, 2004).
Les composants hétérogènes sont composés d’un mélange de groupes d’atomes
individuels possédant des couples (T1, T2) différents. Ce mélange est caractérisé glob-
alement par une distribution X(T1, T2) permettant d’identifier et de quantifier les
différents modes de relaxation présents dans le composant. Cette cartographie bi-
dimensionnelle est privilégiée par rapport aux spectres indépendants X(T1) et X(T2)
car elle permet une mise en évidence de couplages entre les paramètres de relax-
ation T1 et T2 aidant notablement à leur interprétation (English et al., 1991; Song et
al., 2002). La technique permettant de déterminer la distribution couplée X(T1, T2),
nommée RMN bi-dimensionnelle ou RMN 2D, fait l’objet de notre étude.
5.1.1. Le modèle d’acquisition des données
L’expérience RMN 2D consiste à réaliser une série de mesures caractérisées par
trois paramètres : le temps de répétition τ1 et l’angle de bascule Φ agissant sur la relax-
ation longitudinale T1, et le temps d’écho τ2 agissant sur la relaxation transversale T2.
La valeur mesurée Y (τ1, τ2,Φ) est liée à la distribution X(T1, T2) par une intégrale
de Fredholm du premier type (Hürlimann et al., 2002; Song et al., 2002)
Y (τ1, τ2,Φ) =
∫ ∫
k1(τ1, T1,Φ)X(T1, T2)k2(τ2, T2)dT1dT2 [62]
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avec les noyaux{
k1(τ1, T1,Φ) = 1− γe
−τ1/T1
k2(τ2, T2) = e
−τ2/T2
, γ = 1− cosΦ.
Le spectre X(T1, T2) est déterminé en effectuant plusieurs expériences RMN avec des
paramètres d’acquisition différents. Plus précisément, l’angle Φ est maintenu constant
(typiquement Φ = 90˚ ou 180˚) et les mesures expérimentales sont collectées sur une
grille de m1 ×m2 valeurs discrètes du couple (τ1, τ2), ce qui fournit une matrice de
données Y ∈ Rm1×m2 . L’objectif du traitement est d’estimer le spectre X(T1, T2)
à partir des mesures Y en utilisant le modèle [62] pour une valeur du paramètre Φ
donnée. La quantité à estimer représentant une distribution, elle doit respecter la con-
trainte X > 0. Ce problème de reconstruction, équivalent à une inversion numérique
d’une transformée de Laplace 2D, est un problème inverse mal posé (Sternin, 2008).
5.1.2. Le problème de reconstruction
Une approche standard consiste à reconstruire la distribution X(T1, T2) sur une
grille régulière en T1 et T2 de taille n1 × n2. Pour cela, les noyaux k1 et k2 sont mis





où E concentre l’erreur de modélisation et également le bruit lié à la mesure. Le
problème inverse résultant de ce modèle linéaire est l’estimation de X à partir de Y
sous la contrainte X > 0 (au sens où tous les éléments de X sont positifs).
Une difficulté majeure concerne la dimension du problème. En effet, les méthodes
standard d’inversion requièrent la réécriture du modèle direct sous la forme
y = Kx+ ǫ
avec y = vect(Y ), x = vect(X), ǫ = vect(E) etK = K1⊗K2 où l’opérateur vect
correspond à la transformation matrice-vecteur dans l’ordre lexicographique (c’est-à-
dire par concaténation des éléments de la matrice parcourue ligne par ligne) et ⊗
le produit de Kronecker (Van Loan, 2000). Néanmoins, ces méthodes ne sont plus
applicables dès lors que la taille du problème augmente. En effet, une configuration
typique est m1 = 50, m2 = 104 et n1×n2 = 200×200, ce qui conduit à une matrice
K de 2 · 1010 éléments dont la construction et le stockage sont presque impossibles.
Une autre difficulté est liée au mauvais conditionnement du modèle à inverser.
En effet, à cause de la forme exponentielle des noyaux, les matrices K1 et K2 sont
de rang déficient et très mal conditionnées (Butler et al., 1981). Par conséquent, une
approche régularisée doit être envisagée.
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5.2. Méthodes d’inversion pénalisée existantes
Nous présentons deux stratégies qui ont été employées pour résoudre le problème
inverse de la détermination de X connaissant Y , K1 et K2. Chacune basée sur son
propre principe de régularisation et d’optimisation, a comme objectif de chercher X
comme le minimiseur d’un critère d’adéquation aux données des moindres carrés aug-














où ‖.‖F représente la norme de Frobenius. La vérification de la contrainte de positivité
est désirable du point de vue de l’interprétation physique, mais a aussi un effet favor-
able sur la résolution du spectre reconstruit. En particulier, la contrainte de positivité
permet de limiter la présence d’oscillations, notamment autour des pics reconstru-
its (Chiang et al., 2005).
• La méthode employée dans (Butler et al., 1981; Venkataramanan et al., 2002;








La minimisation sous contrainte de F est effectuée par l’algorithme itératif de Butler-
Reeds-Dawson (BRD) (Butler et al., 1981). Il s’agit d’un algorithme de Newton ap-
pliqué à la fonction duale du problème contraint au sens de la dualité Lagrange. L’al-
gorithme BRD s’interprète également comme la minimisation de la fonction duale
de F , au sens de la dualité Legendre-Fenchel (Chouzenoux et al., 2010, App.A). Un
inconvénient majeur de cet algorithme est que son implémentation nécessite l’inver-
sion d’un système de taille m ×m à chaque itération, où m est la taille des mesures.
Dans le cas de la RMN 2D, m = m1m2, et les valeurs usuelles de m1 et de m2
entraînent un coût prohibitif de la méthode. Afin de pallier ce problème, une étape
de compression des données préalable à l’application de l’algorithme BRD est néces-
saire (Venkataramanan et al., 2002), avec le risque de perdre des informations.
• La pénalisation par maximum d’entropie (ME) (Skilling et al., 1984; Eggermont,
1993), reposant sur l’entropie de Shannon, est reconnue comme une stratégie efficace





Xij logXij . [66]
Elle présente l’avantage d’assurer la positivité de la solution de façon implicite, la
norme du gradient de R étant infinie sur le bord de l’orthant positif. La minimisa-
tion du critère pénalisé peut donc être effectuée sans tenir compte de la contrainte.
Cependant, à cause de la singularité de la pénalisation entropique, les algorithmes
classiques d’optimisation non linéaire s’avèrent extrêmement lents et ont été rapide-
ment remplacés par des méthodes dédiées à la forme spécifique du critère telle que
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la méthode proposée par Skilling et Bryan (Skilling et al., 1984). Cette méthode se
fonde sur la minimisation successive d’approximations quadratiques du critère dans
des sous-espaces construits de telle manière à favoriser la positivité des itérés (Pichon
et al., 1998). En pratique, si des composantes négatives apparaissent, elles sont rem-
placées par une petite valeur positive. D’après (Press et al., 1992, p. 1022), la con-
vergence de cet algorithme n’est pas établie. En particulier, l’opération de projection
peut entraîner une croissance du critère entre deux itérés consécutifs (Chouzenoux et
al., 2009b). Pour cette raison, nous avons proposé un nouvel algorithme construit sur
une base théorique plus solide, pour résoudre le problème de minimisation du critère
pénalisé ME.
5.3. Algorithme de minimisation proposé
Soit le critère à minimiser
F (x) = ‖y −Kx‖2 + λ
∑
i
xi log xi. [67]
La méthode proposée est un algorithme de Newton tronqué (TN) (Dembo et al., 1982;
Nash, 2000). Cet algorithme est basé sur le schéma de descente itérative
xk+1 = xk + αkdk, [68]
où la direction de recherche dk est obtenue par résolution approchée des équations de
Newton :
∇2F (x)kdk = −∇F (xk). [69]
En pratique, la direction dk résulte d’itérations de gradient conjugué sur le système
[69] arrêtées avant convergence. D’autre part, le pas αk est obtenu par une méthode
de recherche linéaire appliquée à la fonction scalaire fk(α) = F (xk + αdk). Nous
avons adapté cet algorithme à la minimisation de [67] pour la RMN 2D à travers les
modifications suivantes : La présence de la barrière entropique est prise en compte
par le choix d’une stratégie de pas de type MM non quadratique. L’effet du mauvais
conditionnement de la matrice K et du Hessien du terme entropique est réduit par
l’ajout d’un préconditionneur. Enfin, le coût de calcul de l’algorithme lié à la grande
taille du problème est réduit par une stratégie d’implémentation originale.
5.3.1. Recherche de pas
Dans le cas de la pénalisation ME, la dérivée de fk tend vers −∞ lorsque l’une
des composantes du vecteur xk +αdk s’annule, c’est à dire lorsque α est égal à l’une














Cette singularité nuit à l’efficacité des méthodes classiques de recherche de pas, telles
que le backtracking, la dichotomie et l’interpolation cubique (Murray et al., 1994).
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C’est pourquoi nous avons proposé la stratégie de pas fondée sur la théorie des algo-
rithmes Majoration-Minimisation (MM), présentée en Section 2.2. La minimisation
de la fonction fk est obtenue en effectuant des minimisations successives de fonctions
majorantes de fk.
Le problème de minimisation initial de fk(α) est remplacé par une séquence de
sous-problèmes plus simples donnant lieu à la règle de mise à jour MM :
α0k = 0, α
j+1
k = argminαhk(α, α
j
k), j ∈ {1, · · · , J − 1} [71]
où hk(., αjk) est une fonction tangente majorante de fk en αjk. La forme singulière de
la pénalisation entropique est prise en compte à travers une fonction majorante non
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Nous avons développé une stratégie de calcul des paramètres p±n , n = 0 · · · 3 permet-
















Figure 7. Principe de la recherche de pas MM pour le critère du maximum d’entropie.
La fonction tangente majorante hk(., αj) (pointillés) pour fk (ligne continue) en αj
est définie par morceaux sur (α−k , αjk] et [αjk, α)k. Son minimiseur fournit la prochaine
itérée αj+1k . Il s’obtient en minimisant la portion gauche (Cas (a)) ou droite (Cas (b))
suivant le signe de f˙k(αjk)
De plus, nous avons montré que la stratégie de pas proposée assure la conver-
gence de l’algorithme TN vers le minimiseur de [67] quelle que soit la valeur du
paramètre J . En pratique, les meilleures performances de l’algorithme en terme de
nombre d’itérations et de temps de calcul sont réalisées lorsque l’on fait une seule
itération de recherche de pas MM (J = 1).
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5.3.2. Préconditionnement
Comme le souligne (Hansen, 1998), le Hessien du terme entropique est très mal
conditionné pour des valeurs proches de la frontière de l’orthant positif, car cer-
taines de ces valeurs propres tendent vers l’infini. De plus, les termes exponen-
tiels dans les noyaux k1 et k2 impliquent que K1 et K2 sont aussi très mal condi-
tionnées. L’utilisation d’un préconditionneur Mk approchant l’inverse de la matrice
∇2F (xk) dans l’étape de gradient conjugué est nécessaire pour avoir une convergence
rapide de l’algorithme. La méthode de préconditionnement que nous avons proposé
se base sur la décomposition en valeurs singulières tronquée de K (Chouzenoux et
al., 2010, Sec.III-D). La troncature de la SVD est obtenue par une technique inspirée
de (Venkataramanan et al., 2002) : On calcule tout d’abord les TSVD deK1 etK2 de
rangs respectifs v1 et v2 puis on approche K par le produit de kronecker de ces deux
TSVD. Le réglage des paramètres v1, v2 dépend de la répartition des valeurs propres
des matrices Ki. En pratique, un bon compromis est réalisé pour 4 6 vi 6 8.
5.3.3. Implémentation
L’algorithme proposé peut être appliqué à la reconstruction d’un spectre RMN
2D sans la réduction de dimension suggérée par (Song et al., 2002). En effet, le gra-
dient du critère d’adéquation aux données ainsi que les produits hessien-vecteur et
préconditionneur-vecteur s’expriment à l’aide d’opérations matricielles ne faisant pas
intervenir la matriceK, à condition d’exploiter la structure factorisée du modèle d’ob-
servation [63] (Chouzenoux et al., 2010, Sec.III-E).
L’application de l’algorithme à des données expérimentales nécessite de trou-
ver une façon de régler automatiquement le paramètre de régularisation λ. Pour ce
faire, nous avons proposé une méthode basé sur la règle du Chi-carré (ou Chi-deux)
(Chouzenoux et al., 2010, Sec.IV-A-5). Une deuxième difficulté provient de la dif-
férence entre l’angle de bascule Φ réellement engendré lors de l’acquisition et sa
valeur désirée Φˆ (Song et al., 2002). Par conséquent, le paramètre γ = 1 − cos Φ
du modèle d’observation est erroné, ce qui a une influence néfaste sur les résultats
de reconstruction, indépendamment de l’algorithme d’optimisation utilisé (Song et
al., 2002; Chouzenoux et al., 2010). Nous avons développé une stratégie d’estimation
de ce paramètre qui ne nécessite pas de modifier le modèle ni de pré-traiter les données
(Chouzenoux et al., 2010, Sec.IV-A-6).
5.4. Résultats expérimentaux
Nous présentons les résultats d’estimation d’un spectre T1 − T2 d’un échantillon
de pomme. Les mesures ont été effectuées pour m1 = 50 valeurs de τ1, réparties
non uniformément entre 30ms et 12 s. Dans tous les cas, le moment magnétique ré-
sultant est mesuré en m2 = 10000 valeurs du temps d’écho réparties uniformément
entre 600µs et 8 s. L’algorithme TN ainsi développé a été utilisé pour reconstruire
le spectre en N1 = N2 = 200 valeurs des temps de relaxation T1 et T2, réparties
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uniformément entre 25 ms et 3 s. Les données ont été obtenues à partir d’un champ de
radio-fréquence d’amplitude et de durée réglées afin de produire un angle de bascule
de Φˆ = 90˚ soit γˆ = 1.
La figure 8 présente le spectre 2D reconstruit pour cette valeur estimée du
paramètre γ. D’après notre stratégie d’estimation de γ, l’angle de bascule effec-
tif est Φ ≈ 85˚ (i.e., γ = 0.92), différent de Φˆ. On remarque que la distribution
présente une corrélation entre T1 et T2, par exemple au niveau du pic localisé au-
tour de [T1 = 1.4 s, T2 = 0.9 s]. Cette information est très utile pour l’analyse de la
structure moléculaire de l’échantillon (Hürlimann et al., 2002). La similarité entre les
spectres 1D T1 et T2 reconstruits et les spectres 1D déduits des marginalisations du



























Figure 8. Spectre RMN 2D reconstruit par la méthode proposée à partir des données
réelles.














(a) spectre T1 (b) spectre T2
Figure 9. Distributions 1D obtenues par marginalisation du spectre 2D reconstruit
par la méthode proposée (trait plein) ou par inversion (trait pointillé).
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6. Conclusion
Le projet ANR OPTIMED a offert une opportunité à l’utilisation d’outils mod-
ernes de l’analyse convexe et de la théorie des opérateurs monotones pour résoudre des
problèmes appliqués de grande taille. En particulier, l’opérateur proximal d’une fonc-
tion convexe, qui généralise l’opérateur de projection pour les ensembles convexes, a
joué un rôle clef dans ces développements et a permis de ramener des problèmes com-
plexes d’optimisation à des problèmes de recherche d’un point fixe ayant une struc-
ture souple et propice à leur décomposition. Les méthodes proximales dans le cas de
régularisation de type ℓ1 sont étroitement liées à l’application itérative de techniques
de seuillage doux, dont l’efficacité a été démontrée pour des analyses en ondelettes
et pour des variantes de ces dernières. Un ingrédient essentiel dans l’amélioration
des temps de convergence des méthodes d’optimisation proposées a été également la
mise au point d’algorithmes de recherche de pas dédiés aux critères à barrières. Ces
développements méthodologiques ont eu un impact direct sur les techniques de recon-
struction d’images TEP, IRMp et RMN-2D.
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