We show that a DNF with terms of size at most d can be approximated by a function with at most d O(d log1=") non zero Fourier coe cients such that the expected error squared, with respect to the uniform distribution, is at most ". This property is used to derive a learning algorithm for DNF, under the uniform distribution.
INTRODUCTION
One of the most basic problems in theoretical machine learning has been learning the class of DNFs with a polynomial number of terms. This task has been an open problem since the work of Valiant Val84] introducing the PAC model. Learning a DNF with a polynomial number of terms in polynomial time remains an open question even when the examples are drawn from the uniform distribution and the learner is allowed to query the DNF.
In his seminal paper Valiant Val84] gave a polynomial time algorithm for learning k-CNF, in the PAC model, and showed how to learn polynomial size monotone DNF formulas using queries. There has been some success in devising algorithms for learning DNF with various restriction on the number of times a variable can appear in the DNF formula (see KLPV87, Han91, HM91, AP91]). Unfortunately none of the results seem to extend to the general case.
Negative results have been shown for learning DNF in the PAC model. In PV88] it was shown that deciding if a given set of examples can be described as a two term DNF is NPComplete. In AK91] it was shown that, under some cryptographic assumptions, the problems IBM { Thomas J. Watson Research Center. P. O. Box 704, Yorktown Heights, New York 10598. Part of the work was done while the author was at: Aiken Computation Laboratory, Harvard University, Cambridge, MA 02138 1 of learning DNF with and without membership queries are equivalent. Both results apply only to very speci c distributions, and do not seem to extend to the uniform distribution. In Kha92] , the hardness of learning AC 1 circuits, even under uniform distribution, is shown, under speci c cryptographic assumption about the hardness of the subset sum.
The work of LMN89] established the connection between the Fourier spectrum and learnability. They presented a quasi-polynomial-time (i.e. O(n poly?log(n) )) algorithm for learning the class AC 0 (polynomial size constant depth circuits); the approximation is with respect to the uniform distribution. Their main result is an interesting property of the representation of the Fourier transform of AC 0 circuits; based on it they derived a learning algorithm for AC 0 . In AM91] polynomial time algorithms are given for learning both decision lists and read once decision trees with respect to the uniform distribution. The work of KM91] uses the Fourier representation to derive a polynomial time learning algorithm for decision trees, with respect to the uniform distribution. The relation between DNFs and their Fourier transform representation is also studied in BHO90]. Other works that are investigating the Fourier transform of Boolean functions are Bru90, BS90b, SB91].
The techniques developed in GL89, KM91] give a randomized polynomial time algorithm that performs the following task. The input is a Boolean function f that can be approximated by a polynomially sparse function g (a function with a polynomial number of non-zero coe cients) such that the expected error square (i.e. E(f ? g) 2 ) is bounded by ". The algorithm nds some polynomially sparse function h that approximates f, such that the expected error square is O("), i.e. E(f ? h) 2 = O(").
The main contribution of this work is showing that a DNF with terms of size d can be approximated by a d O(dlog 1=") sparse function, such that the expected error squared is at most ", with respect to the uniform distribution. This result, in conjunction with the results of GL89, KM91], gives a learning algorithm that runs in time d O(d log 1=") , and learns a DNF with terms of size d, with respect to the uniform distribution.
When performing an approximation with respect to the uniform distribution we can relate the number of terms and the size of each term. Namely, when considering a DNF with m terms, terms of size larger than (log m " ) may be ignored, since they have a negligible in uence on the DNF. This immediately gives an O(n log m ) learning algorithm for a DNF with m terms, with respect to the uniform distribution. For a DNF with a polynomial number of terms (i.e. m = n O(1) ) this immediately gives an O(n log n ) learning algorithm. (See Ver90]).
The results here are mainly interesting in the case that " is a constant. In this case the algorithm runs in time O(n log logn ) and nds an approximation to a polynomial size DNF, with respect to the uniform distribution. Another consequence of the result is that DNF with terms of size less than O(log n= log log n) can be approximated in time O(n log 1=" ); again, if " is constant then the algorithm runs in polynomial time.
An interesting consequence of the algorithm is that it depends on the size of the terms rather than the number of terms. This implies that any DNF with terms of size d can be approximated (for a constant ") by The paper is organized as following. Section 2 gives the notation and de nition that is used later. Section 3 includes the main results of this work and proves the main theorem based on two lemmas, which are proven later in Section 4 and Section 5. In Appendix A, we analyze a read-once DNF and show that some of the properties that we derive for a general DNF are tight even for a read once DNF.
NOTATION

FOURIER TRANSFORM
Boolean functions on n variables are considered as real valued functions f : f0; 1g n ! f?1; 1g: The set of all real functions on the cube is a 2 n ?dimensional real vector space with an inner product de ned by:
(where E is expectation) and as usual the norm of a function is de ned: kfk = p < f; f >, which is the Euclidean norm.
The basis of the cube Z n 2 is de ned as follows: for each subset S of f1; ; ng, de ne the A t-sparse function is a function that has at most t non-zero coe cients. The Fourier degree of a Boolean function, denoted by F-deg(f), is the size of the largest set S such that f(S) 6 = 0. Note that this equals the degree of f as a real (multi-linear) polynomial.
RANDOM RESTRICTION
The technique of random restriction was introduced in FSS84] in order to derive lower bounds for AC 0 circuits. It was latter used in Yao85, Has86] to improve the lower bounds. (See BS90a] for an excellent survey on the subject.)
A restriction is a mapping of the input variables to 0, 1 and . The function obtained from f(x 1 ; ; x n ) by applying a restriction is denoted by f . The inputs of f are those x i for which (x i ) = , while all other variables are set according to .
The set of live variables with respect to a restriction is the set of variables that is assigned the value , this set is denoted by live( ) = fx i j (x i ) = g. A random restriction with a parameter p is obtained by setting each x i , independently, to a value from f ; 0; 1g, such that 
LEARNING MODEL
The learning model here uses membership queries and the learning is done with respect to the uniform distribution. We assume that the learning algorithm is given some unknown function which it can access only as a black box, i.e., it can query the unknown function f, on any input x 2 f0; 1g n , and receive f(x).
The learning algorithm, after performing a nite number of membership queries, outputs a hypothesis h. The error of a hypothesis h, with respect to the function f, is de ned to be error(f; h) 
DECISION TREES
A decision tree consists of a labeled binary tree. Each inner node v of the tree is labeled by an input x v and has two outgoing edges and each leaf of the tree is labeled by either +1 or ?1.
An input to the decision tree de nes a computation. The computation starts at the root and traverses a path to a leaf. When the computation arrives at an inner node v, labeled by input x v , if x v = 1 the computation continues to the right son of v, otherwise it continues to the left son. The computation terminates at a leaf u and outputs the label of u.
The depth of a decision tree T, denoted by DT-depth(T ), is the maximum path in T. For a function f we denote by DT-depth(f) the minimum depth of a decision tree that computes f.
THE MAIN RESULTS
The main contribution of this paper is to show that any DNF with terms of size d can The following lemma shows that the sum of the squares of all the coe cients that corresponding to \large" sets is negligible. The proof of the above lemma is found is Section 4, and it is essentially a special case of the proof in LMN89].
In Lemma 3.3, which is proved in Section 5, we restrict our attention to coe cients of sets of size at most . We show that the sum of the absolute values of the coe cients of all the sets of size at most is bounded by d O( ) . Proof of Theorem 3.1: Given a function f, that is described by a DNF with terms of size d, we need to exhibit a function g that "-approximates f. The function g that we exhibits has Fourier degree of = 20d log 4 " , i.e.,ĝ(S) = 0, for jSj > . Lemma 3.2 shows that forcing the \large" coe cients to zero might increase the expected error square by at most "=2.
Lemma 3.3 gives a property of sets of size less than . This property shows that the sum, in absolute value, of the coe cients of the \small" sets, is small. Namely, let L = P jSj jf(S)j,
In a similar way to KM91] we show that if the sum in absolute value of the coe cients is L, then there can be at most ( 2L " ) 2 \interesting" coe cients. The de nition of an \interesting" coe cient of f is a coe cient that in absolute value is more than "=2L, and which correspond to a set of size at most . The function g includes all those coe cients of f, and no other coe cient. This implies that E (f ? g) 2 ] ", which implies that g "-approximates f.
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The main application of theorem 3.1 is to exhibit various learning algorithms for DNF. The learning algorithms are based on the following result of KM91].
Theorem 3.4 ( KM91]) Let f be a Boolean function such that there exists a t-sparse function g that "-approximates f. There exists a randomized algorithm, whose running time is polynomial in t, n, 1=" and log 1 , that given f (as a black box) and > 0 outputs a function h, such that the probability that h O(")-approximates f is at least 1 ? .
The above theorem implies that in our case the running time of the learning algorithm would be polynomial in d O(d log 1 " ) , n and log 1= .
Corollary 3.5 There exists an algorithm that given (as a black box) a function f, that can be described by a DNF with terms of size d, computes an M-sparse function g, where M 64(20d) 2 =" 2 , and = 20d log 4 " , such that the probability that g "-approximates f is at least 1 ? . The running time of the algorithm is bounded by a polynomial in d d log1=" ; n and log 1= .
When considering learning a DNF with m terms, with respect to the uniform distribution, terms of size larger then (log(m=")) may be ignored (this may increase the expected error squared by at most O(")). This implies that when considering a DNF with a polynomial number of terms, we can set d = O(log n " ) and derive the following corollary.
Corollary 3.6 There exists an algorithm that learns, with respect to the uniform distribution, the class of DNF with a polynomial number of terms, and the running time of the algorithm is bounded by a polynomial in ( n " ) log log n " log 1 " and log 1 .
Note that Corollary 3.6 gives an n O(loglog n) running time for a constant ". Another interesting case is bounding the size of the terms of the DNF to be at most O(log n= log log n). For this case we have the following corollary.
Corollary 3.7 There exists an algorithm that learns, with respect to the uniform distribution, the class of DNF terms of size O(log n= log log n), and the running time of the algorithm is bounded by a polynomial in n log1=" and log 1= .
Again, in the case that " is a constant the running time in Corollary 3.7 is polynomial in n.
4 THE FOURIER DEGREE BOUND
In this section we consider a property of the \large" coe cients of a DNF with terms of size d. We show that the sum of squares of the coe cients that correspond to sets larger than a certain threshold (d) is bounded by ". This intuitively implies that when approximating such a DNF, we can ignore the coe cients of sets larger than (d). The main goal of this section is proving Lemma 3.2, which was already claimed and used in Section 3.
Implicit in the proofs of LMN89] is the following connection between a random restriction of a function and the coe cients of \large" sets of the function. The above Lemma demonstrates that in order to approximate a DNF with terms of size d, it is su cient to consider the coe cients of sets of size at most = O(d log 1 " ). The problem is that there is a large number of such coe cients. In the next section we show that only a \few" of those coe cients are \large".
It is interesting to note that the bound for the Fourier degree in Lemma 3.2 is tight in the following sense. The OR function of k variables hasÔR(T ) = 2 2 ?k , for T 6 = ;; in particular this holds for T = f1 kg.
Consider the set S that includes all the variables in the support of the function. We show that the coe cient of the set S is 2 p ". Note that in our construction the parity of the inputs in S equals the parity of the outputs of the blocks (which is the parity within each block). Therefore the coe cientf(S) = 2 2 ?1=2log1=" = 2 p ", which concludes the proof of the theorem.
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In the appendix we show that even a read-once DNF, with terms of size d requires Fourier degree of at least (d log 1 " = log log 1 " ) for its approximation.
BOUNDING COEFFICIENTS OF SMALL SETS
In the previous section we bounded the magnitude of the coe cients of large sets. In this section we focus of coe cients of small sets. While any speci c coe cient of a set of size less than = 20d log 4=" can potentially be \signi cant", in order to achieve a good approximation, we show that only a relatively small number of such coe cients can be simultaneously \signi cant". This is done by bounding the sum in absolute value of those coe cients. In the derivation of the bounds we use the following de nitions.
De nition 1 Let The proof uses the fact that after a random restriction, the restricted DNF can be written as a decision tree with small depth. Recall that the depth of a decision tree is the longest path from the root to a leaf and is denoted by DT-depth(T ).
Another tool that we use here is that we can bound the L 1 norm of the coe cients of a decision tree. The following is a special case of the bound in KM91]. Note that in both summations we are summing the original coe cients of the function.
Consider an arbitrary choice for L and a subset S L. jf(S)j = jE x 1 ;:::;xn f(x 1 ; : : :; x n ) S (x 1 ; : : : ; x n )]j E x i = 2L jE x j 2L f(x 1 ; : : : ; x n ) S (x 1 ; : : :; x n )]j = E jf (S)j j live( ) = L] The last line follows from the observation that averaging over x i = 2 L is the same as taking the expectation of a random restriction whose set of live variables is restricted to be L.
Since the absolute value of every coe cient S is expected to increase, this implies that X which completes the proof of the lemma.
2
We can now prove Lemma 3.3, the second lemma used in Section 3. 
In the Appendix we show that the above bound is almost tight even for a read-once DNF f. We show that for k between p d and 2 p d , the value of L 1;k (f) is at least d k=4 .
