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ABSTRACT 
The calcium (Ca2+) ion is a versatile second messenger present in all cells. It is involved in 
such diverse processes as cell division, differentiation, vesicle transport and muscle 
contraction. Its widespread applicability is partially explained by its wide temporal and 
spatial dynamics. By varying in time, oscillations arise and enable frequency modulation. 
Likewise, by varying in space, waves are formed and enable cross talk in-between cells in 
networks.   
In here, I present novel data on the mechanism behind Ca2+ signaling both in the form of 
oscillations and in the form of intercellular networks. The investigation are performed both 
from a theoretical point of view using mathematical modeling simulated in silico and from a 
molecular point of view in wet-lab experiments in vitro and in vivo.  
To be more specific, in Paper I, I present a method with software to identify functional 
networks in groups of cells and ways of analyzing them. In Paper II, this method is used to 
identify so-called small-world networks with scale-free properties in spontaneously active 
neural progenitor cells. These network formations are dependent on gap junctions and 
critically regulate proliferation both in neural progenitors derived from embryonic stem cells 
and in embryonic mouse brains. 
In Paper III, I present a model for the generation of spontaneous Ca2+ oscillations in neural 
progenitors. The essence of this model is that the spontaneous Ca2+ and electrical activity is 
driven by functional pacemaker cells expressing slightly more voltage-gated Ca2+ channels 
than the cells connected to them with gap junctions. Interestingly, one type of channel 
involved in this pacemaker activity is encoded by the mental disorder susceptibility gene 
Cacna1c. Transgenic mice lacking Cacna1c expression in the forebrain exhibit signs of 
increased anxiety as well as changes in brain anatomy. 
Finally in Paper IV, I describe a method of finding genes dependent on the frequency of Ca2+ 
oscillations. Cells stably expressing the light-sensitive protein melanopsin are exposed to 
light, after which the cellular content is collected and analyzed with RT-qPCR, RNA 
sequencing and phosphoproteomics. Hereby, a large network of genes and proteins dependent 
on frequency is identified. 
In conclusion, the research described below deepens our understanding on Ca2+ oscillations 
and network activity, using both mathematical modeling and wet-lab molecular biology 
experiments. 
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1 POPULÄRVETENSKAPLIG SAMMANFATTNING 
Alla organismer inom djurriket, inklusive människan, byggs upp av celler av olika slag. Från 
den stund då spermien befruktar ägget börjar utvecklingen mot en vuxen människa. Denna 
första befruktade äggcell har kapacitet att bli vilken cell som helst i kroppen; alltifrån 
hjärncell till skelettcell. Denna vida utvecklingspotential härrör från att kroppens samtliga 
celler innehåller identiskt DNA, men att olika delar av arvsmassan är på- eller avslagen. I till 
exempel nerv- och muskelceller slås gener på som kodar för proteiner som har med elektrisk 
aktivitet att göra, medan känselceller i ögats näthinna specialiseras att bli ljuskänsliga. Vilken 
cell som utvecklas till vad styrs av olika signalmolekyler från övriga celler i omgivningen 
samt av den specifika cellens aktivitet under utvecklingen. Dessa signaler mottas sedan på 
cellens yta av olika specifika så kallade receptorer, vilka överför signalen till cellens insida 
analogt med en radioantenn. Väl inne i cellen tar sig signalen ett annat uttryck och kodas i 
form av olika molekyler som förändras och i sin tur förändrar andra molekyler. Det är här 
kalcium spelar en viktig roll i kroppens samtliga celler. Genom att förändra mängden kalcium 
inne i cellen på ett specifikt sätt kan signaler inkodas som en radiosignal och föras vidare till 
slutstationen där gener antingen slås på eller av och där redan färdiga proteiner modifieras för 
att bli mer eller mindre aktiva. 
Detta doktorandprojekt i sin helhet har haft som mål att studera kalciumaktivitet och bildning 
av nätverk under hjärnans utveckling samt att utveckla metoder för att kunna styra 
kalciumsignaler inne i celler. I det första projektet utvecklade vi en algoritm och 
datorprogram för att utifrån mikroskopbilder identifiera och analysera nätverk bland 
populationer av celler. Denna metod användes sedan i den andra studien för att analysera de 
nätverk som byggs upp av spontant aktiva nervceller under utvecklingen. Vi såg här att 
cellerna bygger upp nätverk med likheter med exempelvis sociala nätverk och internet. 
Vidare fann vi att nätverken var viktiga för celldelning, så till vida att färre celler bildades när 
vi blockerade nätverkskopplingarna. I musembryon ledde denna blockad till att hjärnorna 
blev mindre.  
I det tredje projektet har vi försökt förstå vad som ger upphov till spontanaktiviteten hos 
omogna nervceller. För detta utvecklade vi en matematisk modell som vi simulerade i en 
dator för att få förutsägelser att testa i experiment. Genom detta såg vi att en kalciumkanal 
som öppnas när spänningen över cellmembranet stiger troligtvis är viktig. Intressant nog 
kodas denna för av en känd riskgen för bipolär sjukdom och schizofreni. Vi utvecklade därför 
även en musmodell där denna gen har slagits ut i en del av hjärnan. Intressant nog har dessa 
möss tecken på ökad ångest och förändringar i hjärnans anatomi.  
I det fjärde projektet har vi utvecklat en metod för att med blått ljus kunna styra 
kalciumaktiviteten inne i celler. Genom detta ville vi studera hur celler kan avkoda skillnader 
i frekvenser hos kalciumoscillationer, på samma sätt som en radiosignal kan 
frekvensmoduleras. Celler stimulerades med antingen hög (en gång varje minut) eller låg 
frekvens (en gång varannan minut), varefter cellernas innehåll analyserades. Genom denna 
analys har vi funnit en mängd olika gener och proteiner som svarar specifikt på förändringar i 
frekvens. 
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2 INTRODUCTION 
2.1 CALCIUM SIGNALING 
Living organisms all exploit intricate signaling pathways to activate, maintain or inhibit 
function, growth, differentiation and apoptosis. In the nervous system, neurons are 
communicating with electrical impulses, creating cellular networks that perform 
computations. In the developing brain, cells not only divide and migrate, but also form 
networks resembling the adult equivalents. During embryonic development and 
differentiation of stem cells, cells are constantly communicating, resulting in tissue specific 
gene expression. These signals are partially mediated via Ca2+ signaling. One has estimated 
there are around 20 different intracellular signal transduction modules [1]. Among these, five 
are related to Ca2+ signaling, involved in as diverse processes as fertilization, apoptosis, 
proliferation, differentiation, muscle contraction and learning [2-6]. The signals are created by 
the four orders of magnitude large concentration gradient between the cytosol and the 
extracellular fluid as well as in cytoplasmic compartments such as the endoplasmic reticulum 
(ER) [5, 7]. Ca2+ waves can spread to adjacent cells either via gap junctions or in a paracrine 
fashion [8]. The Ca2+ oscillations are used as a medium for transmitting signals to be decoded 
and taken action for in the cell. As in a radio transmitter, the signals can be both frequency 
and amplitude modulated [9]. 
2.2 CALCIUM SIGNALING TOOLKIT 
Cells normally keep their intracellular Ca2+ concentration around 100 nM, while the 
extracellular concentration is approximately four orders of magnitude higher at 1 mM. 
Different intracellular organelles have different concentrations of Ca2+, for example 100 µM 
in the ER. The extracellular concentration is controlled by hormones such as parathyroid 
hormone from the parathyroid gland that increases the concentration and calcitonin from the 
thyroid gland that decreases the concentration of Ca2+.  
Cells themselves, however, keep the homeostasis by expressing a unique set of transporters; 
sometimes called the Ca2+ signaling toolkit (see Figure 1 for cartoon). Here, the cytosolic 
concentration of Ca2+ can increase due to influx via ion channels (voltage operated, VOC, or 
receptor operated, ROC) in the plasma membrane or via the inositol triphosphate (InsP3) 
receptor or ryanodine receptor (RyR) in the ER or sarcoplasmic reticulum (SR). This is 
denoted by red color in the cartoon in Figure 1. The InsP3 receptor is a membrane 
glycoprotein that acts a Ca2+ channel and is activated by InsP3 [10]. InsP3 is synthesized 
together with diacylglycerol (DAG) as phosphatidylinositol 4,5-bisphosphate is hydrolyzed in 
the plasma membrane by phospholipase C (PLC). PLC in turn is activated by ligands binding 
to G protein coupled receptors (GPCR) coupled to a Gq heterotrimeric G protein. In Paper 
IV, the Gq protein melanopsin was activated by light, leading to PLC activation and 
downstream Ca2+ increase. The open probability of both InsP3R and RyR are dependent on 
cytosolic Ca2+ and involved in so-called Ca2+ induced Ca2+ release (CICR). Studies have 
found a bell shaped dependency curve for Ca2+ [11]. Efflux of Ca2+ from the ER/SR leads to 
store depletion and activation of the sensor protein STIM1 via its EF hand domain. STIM1 
activation in turn leads to activation of ORAI1 channels in the plasma membrane and thus 
influx of Ca2+ [12]. After elevation of cytoplasmic Ca2+, the concentration may return to 
  3 
baseline via the action of energy dependent pumps on the plasma membrane (plasma 
membrane Ca2+ ATPase, PMCA) or ER/SR membrane (sarco/endoplasmic reticulum Ca2+-
ATPase, SERCA). This is denoted by blue color in the cartoon in Figure 1. Ca2+ oscillations 
appear when this rise and fall of cytosolic Ca2+ happens repeatedly in time. Changes of Ca2+ 
in the space domain are called waves. 
 
Figure 1 Calcium signaling toolkit, courtesy of Per Uhlén. 
2.3 VOLTAGE GATED CALCIUM CHANNELS 
Voltage gated Ca2+ channels (VGCC) are plasma membrane ion channels mainly selective for 
Ca2+ that are activated upon depolarization. See for example [13] for review. The channels 
are complex proteins with four or five subunits encoded by multiple genes. The α1 subunit 
constitutes the ion-conducting pore as well harness voltage sensing, gating mechanisms and 
ligand binding sites. It is also used for the taxonomy. The auxiliary subunits modulate the 
channel complex, but have little effects on the channel properties. See Table 1 for summary 
of function and localization. 
Another division can be made on basis of voltage dependence. L, P/Q, N and R are high 
voltage activated (HVA) channels, meaning they require strong depolarization in order to be 
activated. T type channels on the other hand are low voltage activated channels (LVA), 
meaning they require weaker depolarization for activation.  
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Table 1 List of voltage gated calcium channels. Adapted from [13]. 
Channel Current Gene Function Localization 
CaV1.1 L CACNA1S Excitation-contraction 
coupling 
Skeletal muscle 
CaV1.2 L CACNA1C Excitation-contraction 
coupling, hormone release, 
transcription and synaptic 
integration 
Cardiac muscle, smooth muscle, 
endocrine cells and neurons 
CaV1.3 L CACNA1D Hormone release, 
transcription, synaptic 
regulation, cardiac 
pacemaking, hearing and 
neurotransmitter release from 
sensory neurons 
Endocrine cells, neurons, cardiac 
muscle and cochlear cells 
CaV1.4 L CACNA1F Neurotransmitter release from 
photoreceptors 
Retina, spinal cord, adrenal gland and 
mast cells  
CaV2.1 P/Q CACNA1A Neurotransmitter release, 
dendritic firing and hormone 
release 
Neurons and neuroendocrine cells 
CaV2.2 N CACNA1B Neurotransmitter release, 
dendritic firing and hormone 
release 
Neurons and neuroendocrine cells 
CaV2.3 R CACNA1E Repetitive firing, dendritic 
firing 
Neurons 
CaV3.1 T CACNA1G Pacemaking, repetitive firing Neurons, cardiac muscle and smooth 
muscle  
CaV3.2 T CACNA1H Pacemaking, repetitive firing Neurons, cardiac muscle and smooth 
muscle 
CaV3.3 T CACNA1I Pacemaking, repetitive firing Neurons 
2.4 CALCIUM AND PROLIFERATION 
Cell division is the final output of an active cell cycle and is controlled by a complex network 
of phosphorylations and dephosphorylations. Cyclin dependent kinases (Cdk) are activated 
upon mitogenic signals when bond to their corresponding cyclins. Ca2+ is known to be 
involved in different aspects of cell cycle control, for instance in G1-S transition [14]. For 
example in embryonic stem cells, InsP3 mediated Ca2+ oscillations are mostly confined to the 
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G1-S transition [15]. In starved fibroblasts, serum induced Ca2+ activity was necessary for 
cell cycle progression via cyclin D1 and the MAPK-NF-κB (Nuclear Factor kappa-light-
chain-enhancer of activated B cells and Mitogen Activated Protein Kinase) pathway [16]. 
2.5 ENCODING AND DECODING 
The transformation of a biological signal from for example ligand-receptor interaction to 
intracellular signal transduction with Ca2+ is here called encoding and is reversed by 
decoding, where different types of molecules sense the dynamics and change their activity 
accordingly. This process is equivalent to electromagnetic radiation being received by an 
antenna and translated to sound in a radio. Mathematical modeling of a generic Ca2+ sensitive 
protein has shown the possibility of Ca2+ oscillations to be decoded on basis of the frequency 
itself, the duration of the single transients or the amplitude [17]. In summary, oscillation 
frequency is correlated with target activity. The molecular mechanism behind the decoding is 
thought to include on-and-off kinetics of Ca2+ binding to kinases and phosphatases, activating 
and inactivating target proteins respectively. If the frequency of oscillations is much lower 
than the typical on/off frequency, no integration will occur and the signal is simply decoded 
as a sum of single transients. Oscillations are more effective in activating the target than a 
constant signal when Ca2+ is bound cooperatively and with low affinity. The list of frequency 
decoding proteins has been constant for a while and include: NF-κB, MAPK, NFAT (Nuclear 
Factor of Activated T-cells), CaMKII (Ca2+/calmodulin-dependent protein Kinase II) and 
calpain. See Figure 2 and our review for more information [18]. 
 
Figure 2 Overview of frequency dependent proteins. 
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In the canonical pathway, both NF-κB and NFAT are dependent on dephosphorylation by 
calcineurin, followed by translocation to the nucleus where they modulate transcription. The 
Ca2+ binding protein calmodulin in turn activates calcineurin by phosphorylation. The so-
called integrative tracking model, were NFAT and NF-κB are sequentially phosphorylated 
and de-phosphorylated, is thought to explain the frequency dependence [19]. The MAPK 
family consists of three groups: p38 MAPKs, extracellular signal-related kinases 1 and 2 
(ERK1/2) and Jun amino-terminal kinases (JNKs). The ERK pathway has been shown to be 
frequency decoding by being activated by upstream Ras guanine nucleotide exchange factors 
[20]. On the other hand, CaMKII is activated by auto-phosphorylation after binding to 
calmodulin and Ca2+ [21]. Clearly, there are fundamentally different mechanisms behind 
frequency decoding, which is reflected by different dynamics. NFAT and NF-κB have so far 
been reported to be frequency decoders in the low frequency range around 1-10 mHz, 
whereas CaMKII decodes around 100-1000 mHz [18]. In Paper IV, cells are exposed to Ca2+ 
oscillations in the range 10-50 mHz. 
2.6 CONTROLLING CALCIUM IN EXPERIMENTS 
Almost all studies on Ca2+ oscillations and molecular decoding are observational or crudely 
interventional. Researchers observe spontaneous and ligand-induced activity and thereafter 
try to block the activity by applying different drugs or shRNAs. One established, but rarely 
used method is the so called Ca2+ clamp that is both non-physiologic and possesses low 
temporal and spatial controllability [22]. See Figure 3A for an example. Recent technological 
breakthroughs in optics and genetics (optogenetics) provide us with tools to manipulate and 
control Ca2+ signaling in living cells. Optogenetics takes advantage of (not exclusively) two 
ion transporters, channelrhodopsin-2 (hChR2) [23] a light-activated cation channel, and 
halorhodopsin (eNpHR3.0), a light-driven ion pump [24] as well as the G-protein coupled 
receptor melanopsin [25]. Heterologous expression of these transporters into cells that are 
stimulated with light at certain wavelengths changes the membrane potential and activates or 
inactivates voltage gated Ca2+ channels (ChR2 and NpHR) or activates phospholipase C 
(PLC) leading to Ca2+ influx from the ER. See Figure 3B for an example with light 
controlled oscillations using melanopsin.     
 
Figure 3 A) Calcium clamping using thapsigargin. B) Light controlled oscillations using melanopsin. 
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2.7 NETWORKS  
The notion of graphs (mathematical term for 
networks) was established already in 1736 by the 
Swiss mathematician Leonard Euler, analyzing 
the possibility of different paths in a network 
consisting of islands and bridges. A graph 
formally consists of a set of vertices (nodes) and 
edges (links), connecting the nodes [26]. See 
Figure 4 for an example with nodes as red 
squares and links as black lines. Nodes might be 
of different sizes, ranging from single proteins to single cells and cortical areas. The links on 
the other hand range from physical protein-protein interactions [27] and intercellular ion 
fluxes [28] to axon bundles [29]. Intriguingly, empirical networks are neither random nor 
regular, but appear to follow certain structural rules (so called small-world and scale-free 
networks) [30, 31]. For instance in social networks and in internet the mean internodal 
topological distance is much shorter than expected, clustering is higher and highly connected 
nodes (hubs) exist with a non-zero probability. The shortest path-length is the minimum 
number of nodes that must be passed in order to travel from one node to another (see red 
straight line in Figure 4. The clustering coefficient is the number of neighbors of a node that 
are also neighbors of each other divided by the total number of possible links between the 
neighbors (see the neighbors of j in Figure 4).  
2.8 GAP JUNCTIONS 
Gap junctions are direct intercellular connection in-between the cytoplasm of neighboring 
cells (Figure 5). The channels are composed of two hemi channels called connexons. The 
connexons themselves are in vertebrates usually homo- or heterohexamers of connexins. In 
humans, 21 different connexin genes are expressed [32]. One of the mostly studied connexins 
is connexin43 (Cx43), with a molecular weight of 43 kDa. Cx43 is ubiquitously expressed 
and is vital in for example electrical signaling in cardiac muscle cells and neural development 
[33].    
 
Figure 5 Cartoon of gap junction connection. Courtesy of Mariana Ruiz, Wikipedia. 
Figure 4 Network based on correlated Ca2+ activity. 
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Gap junctions enable transport of electrical current as well as molecules smaller than 
approximately 500 Da [34]. Gap junctions are highly expressed during embryonic 
development and may provide a structure for intercellular communication before mature 
synaptic networks are formed [35]. Interestingly, there is a switch from expression of mainly 
Cx26 and Cx43 in the embryonic cerebral cortex to mainly Cx32 postnatal.  
2.9 NEURAL DEVELOPMENT 
The zygote is formed as the sperm fertilizes the oocyte. Without any significant growth, the 
zygote divides and forms a blastocyst in mammals (Figure 6). The cells of the inner cell mass 
of the blastocyst are pluripotent (often called embryonic stem cells) and may differentiate to 
any kind of cells in the developing organism. After seven days in humans, the blastocyst is 
implanted in the uterus for further development and gastrulation. After twelve days, a 
bilaminar disc is created and is the basis for the future ectoderm and endoderm. Next, a three-
layered gastrula is formed and the embryo changes its topology from a simply connected 
sphere like structure to a non-simply connected torus like structure.  
 
Figure 6 Early embryogenesis in humans. Wikipedia. 
Neurulation follows gastrulation as the thickened plate called the neural plate is formed by 
the ectoderm. Upon folding, the plate is converted to a tube (around week four in human 
embryogenesis). Next, the tube is expanded radially, differentially along the anterior-
posterior axis. As a glass blower makes beautiful art out of sand, this expansion is the 
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prototype of the future brain with its different 
components. The walls of the neural tube are 
constituted by neuroepithelial cells, which are the 
grandparents of all cells in the mature nervous 
system. The neural tube forms four different 
structure that later on will develop to separate 
regions in the central nervous system: the 
prosencephalon (forebrain), the mesencephalon 
(midbrain), the rhombencephalon (hindbrain) and the 
spinal chord (see Figure 7) in rostral to caudal 
direction. The prosencephalon will later develop into 
the telencephalon and diencephalon. The dorsal telencephalon, also called pallium, will form 
the cerebral cortex, whereas the ventral telencephalon, subpallium, will form the basal 
ganglia. The diencephalon will later form the thalamus, hypothalamus, epithalamus and 
subthalamus. Finally, the cerebral cortex will among other things form the neocortex and 
hippocampus. 
The formation of different regions during neural development is controlled by genetic 
programs that in turn are governed by different transcription factors. In the spinal cord and 
hindbrain, Hox genes provide segmental information [36]. The rostral central nervous system 
on the other hand is regulated by its own factors, for instance Emx1, Emx2, Otx1 and Otx2 in 
mice [37]. Emx1 is expressed exclusively in the dorsal telencephalon, irrespective of whether 
cells are proliferating, differentiating or migrating and can be seen already around E10 in 
mouse embryos [38]. In Paper III, Cacna1c was deleted in Emx1 positive cells.  
Spontaneous Ca2+ activity is a hallmark of neural development and is thought to run in 
parallel to and interact with the genetic programs [4, 39]. Spontaneous activity has been 
found and characterized in neuronal synaptic networks in the retina [40], spinal cord [41], 
auditory nerve [42], hippocampus [43] and cerebellum [44]. One may speculate that 
embryonic network activity may shape the structure of the mature network, including 
downstream effects. For instance in the retina of newborn ferrets, wave like spontaneous 
electrical activity was seen, possibly affecting neural circuitry in the lateral geniculate [40]. 
Many different mechanisms for the generation of activity have been proposed in different 
systems, including depolarizing action of GABA (as opposed to the traditional inhibitory 
effect due to differential expression of chloride transporters [45]) and formation of transient 
synaptic connections and the presence of pacemaker-like neurons [46].  
However, non-synaptic activity is also important, especially earlier during development. 
Several studies have reported spontaneous activity in the embryonic and early postnatal 
cerebral cortex of mice [47, 48] and rats [8, 49, 50]. In intermediate neural progenitor cells in 
E16 mice, migration from the ventricular zone to the subventricular zone is dependent on 
ATP based Ca2+ signaling via the P2Y1 receptor [48]. During the same developmental stage, 
spontaneous Ca2+ oscillations control interkinetic translocation of ventricular zone neural 
progenitors [47]. The activity is dependent on ATP release through gap junction 
hemichannels, intercellular diffusion of Ca2+ through gap junctions and subsequent activation 
of InsP3R. Measuring proliferation in the ventricular zone of rat embryos, another team found 
Figure 7 The main subdivisions of the 
embryonic vertebrate brain. Wikipedia. 
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spontaneous waves of Ca2+ to be essential [51]. Once again, this activity was shown to be 
dependent on gap junction hemichannels, P2Y1 receptors and intracellular Ca2+ release. 
2.10 MATHEMATICAL MODELING 
In the exact sciences, mathematical modeling is essential. Experimental results are tested 
against predictions from previous mathematical models. The models themselves are supposed 
to be as simple as possible and derivable from past principles. However, as the systems 
studied become more complex, the models that describe them in mathematical terms become 
so complex that exact solutions are impossible. For instance, it is only for the hydrogen atom 
that the so-called Schrödinger equation can be solved analytically, and the different energy 
levels of the electrons can be calculated exactly. For all other atoms, simulations are needed. 
It is a truism to say that biology is the study of living matter that is far more complex and 
complicated than the atoms that are the building stones. Still, mathematical modeling can be a 
useful also in biomedicine. It is all a matter of the level of abstraction, where for instance 
individual units in a network of multiple cells can be modeled as zero-dimensional points if 
only the dynamics in time is of interest.       
2.11 MENTAL DISORDERS 
In modern clinical medicine, neurological diseases are diagnosed and treated by neurologists, 
whereas psychiatrists handle mental disorders. Traditionally, mental disorders are 
characterized by change in function of the nervous system but with no clear organic correlate. 
However, as the origin of the mind is the central nervous system, it is a truism to say that 
every mental disorder must have an organic correlate. A striking, but rare, example of this is 
the so-called anti-NMDA receptor encephalitis [52]. In this immunological disease, patients 
present with psychosis and agitation and are admitted to psychiatric units. As the disease 
progresses, the patients may develop autonomic dysfunction, ataxia and paresis. The etiology 
is now known to be autoantibodies against one of the subunits of the NMDA receptor, 
developed especially as a paraneoplastic phenomenon in young females with ovarian 
teratomas.   
Bipolar disorder is a serious mental disorder 
characterized by periods of elevated mood (mania or 
hypomania) as well as periods of depression [53]. 
Depending on the severity, patients may experience 
psychosis. The lifetime prevalence of bipolar 
disorder is around one percent and primarily affects 
young adults with a life-long disability [54]. There is 
no curative treatment, although mood stabilizers 
such as lithium and anticonvulsants may be used. 
The pathogenesis of bipolar disorder is unknown, but 
there is a strong genetic component. The overall 
heritability has been estimated at 0.71 [55]. 
Schizophrenia may be considered an even more 
debilitating psychiatric disease also affecting young 
adults and with a life-long disability. The global lifetime prevalence is around 0.4 percent 
Figure 8 Self-portrait of a person with 
schizophrenia. Courtesy of Craig Finn. 
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[56]. Schizophrenic patients have both positive symptoms, such as delusions and 
hallucinations, and negative symptoms, such as anhedonia and emotional blunting. See 
Figure 8 for self-portrait by a patient. Classical antipsychotic drugs primarily target the 
dopamine system with rather high efficacy on positive symptoms, but low on the negative 
symptoms. The overall heritability is estimated at 0.9 [57].  
Traditionally, bipolar disorder and schizophrenia are considered to be completely separated 
and belong to different groups of diagnoses in for example the Diagnostic and Statistical 
Manual of Mental Disorders (DSM-5). However, apart from sharing many features of 
symptomatology, there is a strong genetic coupling between schizophrenia and bipolar 
disorder [58]. Several interesting single-nucleotide polymorphisms (SNP) have been detected 
at a genome-wide significance level in genome-wide association studies (GWAS) [59, 60]. 
Among a few other genes, CACNA1C was considered an interesting risk gene [61]. 
CACNA1C encodes the alpha 1c subunit of the L-type voltage gated calcium channel CaV1.2, 
increasing the cytosolic Ca2+ concentration upon strong depolarization [62, 63]. The channels 
are thought to play an important role in for example excitation-transcription coupling, 
neuronal survival and synaptic efficacy [64-66].  
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3 AIMS 
The overall aim of this thesis was to investigate the temporal and spatial dynamics of Ca2+ 
signaling in eukaryotic cells, especially in the nervous system. In specific, the aims were: 
AIM 1 
To develop a method to identify and analyze functional networks in cells. 
AIM 2 
To investigate spontaneous Ca2+ activity in neural progenitors and the functional networks 
that are dependent on it.  
AIM 3 
To investigate the role of the mood disorder susceptibility gene Cacna1c in spontaneous Ca2+ 
oscillations. 
AIM 4 
To investigate frequency modulation of Ca2+ oscillations. 
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4 METHODOLOGY 
4.1 CELL CULTURE 
In Papers I-IV, several different kinds of cells have been cultured and employed in 
experiments: HeLa (human cervical carcinoma cells), SH-SY5Y (human neuroblastoma 
cells), HL-1 (mouse atrial cardiomyocyte tumor cells) and R1 mES (mouse embryonic stem 
cells). Standard cell culture methodology was employed. The embryonic stem cells were used 
as an in vitro model of differentiation. Cells were kept undifferentiated in certain proliferation 
media with leukemia inhibitory factor (LIF) in gelatin coated plastic dishes. Neural 
differentiation was induced by seeding cells at certain density (around 100 000 cells in a 35 
mm petri dish) with media without LIF but supplemented with N2 and B27 [67]. An initial 
phase of massive apoptosis was followed by gradual differentiation, which visually could be 
seen as growth of extensions. 
4.2 ANIMAL MODELS 
Mice were used as model systems in Papers II-III. All experiments were approved by 
Stockholm’s Ethical Committee North (ethical approval no. 256/10, no. 40/15 and no. 47/13). 
In Paper III, knockout mice were established using Cre-Lox recombination. Starting from 
mice purchased from the Jackson Laboratory (STOCK Cacna1ctm3Hfm/J and B6.129S2-
Emx1tm1(cre)Krj/J), experimental mice were established: LoxP-Cacna1c+/+:Cre-Emx1+/- 
(knockout) and LoxP-Cacna1c+/+ :: Cre-Emx1-/- (control). In this system, exons 14 and 15 of 
the Cacna1c gene are flanked by loxP sites in all cells. Cre, on the other hand, is expressed in 
Emx1 positive cells exclusively (mainly in the forebrain). In these cells, loxP sites are 
recognized by Cre recombinase.  
4.3 STATISTICAL CONSIDERATIONS 
No power analyses were performed prior to experiments in order to estimate sample sizes for 
experiments. In general, at least three biological replicates were used and hypothesis testing 
for sample means was performed using Student’s t test.  
In Paper I, statistical significance of functional network links was estimated employing a 
bootstrapping method. For the entire data set, time-traces were randomly shuffled and 
correlation values calculated. As cutoff for significance, the 99th percentile of shuffled data 
was used. In Paper IV, hypothesis testing for RNA sequencing and phosphoproteomics data 
was done using Student’s t test. Differentially expressed genes and differentially 
phosphorylated proteins were selected by both p value (adjusted for multiple comparisons) 
and fold change. Data to analyze is discrete, reflecting the counting of sequenced molecules. 
Normalization, however, leads to data being rather continuous. There is a vast literature on 
how to statistically model RNA sequencing data [68]. In some approaches, counts are 
modeled with the Poisson or negative binomial distribution. 
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Handling multidimensional data raises the issue with multiple comparisons. Performing m 
separate hypothesis tests at significance level α leads to on average mα false positives. For 
instance, comparing 20 000 genes with significance level 0.05 would lead to 1000 false 
positive genes. The classical, but largely underpowered, method to control for this is by 
performing the so-called Bonferroni correction by dividing the threshold with the number of 
independent hypothesis tests: 
 ∝!"#$%&&"#'=    ∝!  
A more powerful method is to calculate the false discovery rate (FDR), in which one only 
takes into account the number of false positives in the subpopulation of rejected hypotheses. 
One may estimate the FDR by considering the shape of the distribution of p values, as firstly 
described by Benjamini and Hochberg [69]. The underlying assumption is that the null 
hypothesis has a uniform p value distribution, whereas the alternative distribution has a peak 
closer to 0 (see Figure 9A). The q values are defined as the minimum FDR attained at or 
above a given score and are analogous to p values, but in terms of FDR and not false positive 
rate. See Figure 9B for relation between p values and q values. 
 
Figure 9 A) Distribution of p values for RNA sequencing data B) q values as a function of p values. 
4.4 CALCIUM IMAGING 
The Ca2+concentration in this thesis was measured in living cells using fluorescent dyes and 
time-lapse microscopy. In general terms, Ca2+ fluorophores are molecules that can bind to 
Ca2+ with a certain affinity and change its fluorescence intensity. The first widely used dye 
was Fura-2 [70], which is a so-called ratiometric dye enabling absolute measurements after 
calibration (of essential use in [71]). Two different ultra-violet wavelengths are used to excite 
Fura-2, and one wavelength of green light is emitted. One of the wavelengths increases in 
intensity as Ca2+ decreases, whereas the other increases as Ca2+ increases. Taking the ratio 
results in an absolute value. Other dyes, such as Fluo-3/4/8 are non-ratiometric and do not 
enable calibration in the same sense. However, often the absolute level of Ca2+ is of low 
interest. For example, when measuring spontaneous activity in neurons, the dynamics in time 
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is not heavily dependent on the exact concentration of Ca2+. Different dyes have different 
spectra and kinetics, enabling a great variety of experimental setups and combinations. In 
Paper IV, Ca2+ was measured using Fura-2 in transgenic cells expressing the red marker 
mCherry. In addition, elevations of the intracellular Ca2+ concentration was achieved by 
stimulating with blue light.  
Calcium imaging enables measurement of activity of a large number of cells simultaneously. 
For instance, hundreds of neurons could be imaged and thus serve as a surrogate measure of 
the underlying electrical activity. In contrast to electrophysiology however, the time 
resolution is low.  
4.5 ELECTROPHYSIOLOGY 
In electrophysiology, electrical properties of living tissue are measured. It ranges from 
recording of single ion channels using patch-clamp under a microscope to diagnostics of 
epilepsy in patients using EEG. In the present thesis (Paper II and III), patch-clamp 
recordings were performed. In such, fine glass micropipettes containing physiological and 
defined solutions are attached to individual cells. Into the glass pipettes, metal wires are 
attached and connected to an amplifier. In whole-cell recording, an entire cell is attached to 
the pipette and currents through multiple ion channels are recorded simultaneously. By 
applying slight suction to the pipette, a high resistance seal around 10-100 GΩ is created. 
This “gigaseal” enables isolation of currents across the membrane with low noise.  
4.6 OPTOGENETICS 
The optogenetic approach is divided in two parts: light stimulation and preparing light 
sensitive cells. A light stimulation setup was engineered using blue LEDs mounted on a base 
attached to a heat sink. Light was focused with an optical lens (see Figure 10). Power was 
supplied via an electrical circuit including a relay controlled by a DAQ based system and 
custom-made computer software. Light sensitive cells were prepared by transducing HeLa 
cells with a lentiviral vector carrying the OPN4 gene (melanopsin) tagged with mCherry. 
Next, transduced cells were sorted with flow-cytometry.     
 
Figure 10 A) Optogenetics setup with six LEDs connected in series. B) Radiant power as a function of voltage. 
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4.7 TRANSCRIPTOMICS 
RNA sequencing describes the technique of sequencing all RNA molecules present in a cell. 
By specifically targeting mRNA, this technique enables the identification and quantification 
of all transcribed genes. The set of all transcribed genes is called the transcriptome. By 
comparing the transcriptome of different groups of cells treated in different ways, one is able 
to infer differentially expressed genes. It all starts with collecting the cytoplasm of cells by 
lysis, reverse transcribing the mRNA to cDNA and finally to run PCR for a number of cycles 
for amplification. For bulk sequencing experiments, approximately 500 cells were used. 
Single cells were captured using C1 Single-Cell AutoPrep IFC microfluidic chip. The 
concentration and quality of the cDNA suspension was then measured using a fluorometric 
method (Qubit) and a miniature gel under microscope (Bioanalyzer). Next, a sequencing 
library was assembled with all individual samples multiplexed, by fragmentation and 
tagmentation. This was possible due to each sample having a unique sequence attached to all 
cDNA molecules. Also, the number of starting molecules of a certain species before any 
manipulation was known by the introduction of unique molecular identifiers [72]. Finally, the 
library was sent for massive parallel sequencing (Illumina HiSeq2000). Sequencing reads 
were filtered, aligned to the genome using Bowtie and finally annotated. Data files with 
counts and metadata were loaded into Matlab (Mathworks) and further analyzed with custom 
made scripts.  
4.8 PHOSPHOPROTEOMICS 
Protein phosphorylation is a common post-translational modification. Analogously to the 
transcriptome, the phosphoproteome is the set of all phosphorylated proteins. Just as for 
sequencing experiments, stimulated cells were first lysed. Thereafter, proteins were digested 
to peptides using trypsin, desalted and enriched for phosphopeptides using the Pierce TiO2 
Phosphopeptide Enrichment and Clean-up Kit. Phosphopeptides were injected onto the nLC-
MS/MS system (UltimateTM 3000 RSLCnano chromatography system and Q Exactive Plus 
Orbitrap mass spectrometer). The peptides were separated on a homemade C18 column. The 
effluent was electro sprayed into the mass spectrometer directly via the column. Proteins 
were identified by searching mgf files against the SwissProt database. Data files with counts 
were loaded into Matlab (Mathworks) and further analyzed with custom made scripts.  
4.9 BIOINFORMATICS 
Normalization of RNA sequencing counts for bulk experiments was performed using the 
lowess method. Further normalization was done to counts for cells expressing the empty 
vector and cells without light stimulation. Hypothesis testing for differential expression 
analysis was done using Student’s t-test. Frequency dependent genes were defined as genes 
with fold change either above 2 or below 0.5 as well as q value less than 0.05. This resulted 
in approximately 100 genes. The hit genes were then characterized regarding gene ontology 
terms using the STRING database [73]. Next, possible upstream transcription factors 
controlling the expression of the hit genes were predicted using ChIP-X Enrichment Analysis 
[74] as part of the Expression2kinases software [75]. Next, a protein-protein interaction 
network around the transcription factors was predicted. Upstream kinases were subsequently 
identified by searching multiple databases for kinase-substrate data using Kinase Enrichment 
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Analysis [76]. Possible enrichment among the predicted signaling network was then analyzed 
by searching the KEGG database [77] with STRING. 
Single cell RNA sequencing counts were filtered by removing data from cells with less than 
2000 RNA molecules, resulting in 127 cells in total. The expression of hit genes from bulk 
sequencing data was analyzed and found to follow a Poisson distribution with added noise. 
Clustering was performed using principal component analysis with genes with the highest 
variance across all cells. 
Phosphoproteomics data was analyzed in a similar way as bulk RNA sequencing data. 
Hypothesis testing for differential expression analysis was done using Student’s t-test. 
Frequency dependent phosphoproteins were defines as those with fold change either above 2 
or below 0.5 as well as q value less than 0.05. This resulted in approximately 100 
phosphoproteins. Protein-protein interactions among the hits were analyzed using the 
STRING database [73].  
4.10 NETWORK ANALYSIS 
Connections in functional networks were found by applying cross-correlation, which 
quantifies the linear similarity between two waves as one of them is shifted in time [78]. In 
signal processing, waves are typically time series consisting of discrete sets of data points [Xt, 
t ∈ T], e.g., images acquired by time-lapse microscopy. The normalized version of the cross-
correlation function, i.e., the cross-covariance, is commonly used for image-processing 
applications in which the brightness of the image is the quantitative measure. In MATLAB, 
the cross-covariance is implemented as xcov [79]: 
𝑐!" 𝑚 = (𝑥 𝑛 +𝑚 − 1𝑁 𝑥!!!!!!! )
!! ! !!
!!! (𝑦!∗ − 1𝑁 𝑦!∗!!!!!! )      𝑖𝑓      𝑚 ≥ 0𝑐!"(!!)∗       𝑖𝑓      𝑚 < 0  
Here, m is the lag, N is the number of time points, n is the summation index, and x and y are 
the two time series. Correlations were deemed significant and considered to constitute a 
network link if the value was above a certain threshold. A scrambled data set fscrambled was 
created by shuffling the individual time series f to random starting points t. Thus, each 
original time series was divided into two parts at a random position and then put together 
again in the opposite order. 𝑓!!"#$%&'( 1:𝑁 = (𝑓 𝑡:𝑁     𝑓 1: 𝑡 − 1 ) 
The total activity in the original data set and the scrambled data set was thereby conserved. 
The mean or the 99th percentile of the cross-covariance values of the scrambled data set can 
then be applied as the cut-off value. 
There are several measures that can define a network. Connectivity is defined as the number 
of nodes with a correlation coefficient larger than the cut-off, divided by the total number of 
nodes. The edge density, also referred to as connectance [80], is defined as the number of 
edges divided by the maximum number of edges. The neighbors of a node are all the nodes 
connected to it in one step. The degree of a node is its number of neighbors; hence the degree 
 18  
distribution P(k) of a network is the distribution of nodes with a degree equal to k. P(k) is 
obtained by counting the number of nodes N(k) with k = 1,2,3,… connections and dividing by 
the total number of nodes.  
In classical graph theory, models of networks occurring in nature are either regular or 
random. In a regular network, each node is connected to k other nodes [26]. In a random 
network, nodes are connected with links in a random fashion, resulting in a Poisson-shaped 
degree distribution around pN, where p is the probability and N is the total number of nodes. 
Small-world networks combine features of both regular and random networks, with high 
clustering as in regular networks but short internodal distances as in random networks [31]. 
The properties of small-world networks were assessed by calculating the mean clustering 
coefficient C and the mean shortest path length L of the network using the MatlabBGL 
library [81]. Hence, a small-world network was characterized by the following relations: 
 𝜎 = !!!"#$ ≫ 1      𝑎𝑛𝑑      𝜆 = !!!"#$ ≈ 1  
The clustering coefficient is the number of neighbors of a node that are also neighbors of 
each other divided by the total number of possible links between the neighbors. Thus, it 
reflects the number of groups in a network. The shortest path length is the minimum number 
of nodes that must be passed to travel from one node to another. The values of C and L are 
then compared with the corresponding values of Crand and Lrand for a randomized version of 
the network. A network is defined as possessing small-world characteristics if the mean path 
length is as short as in the corresponding random network, whereas the mean clustering 
coefficient is higher. The Barabási–Albert model of preferential attachment states that a 
scale-free network can be generated by allowing a random network to grow according to 
preferential attachment [30]. If the degree distribution approximately follows a power law (a 
heavy-tailed function without any clear mean value or scale), the network is defined as scale-
free. 
 𝑃 𝑘 ∝ 𝑘!! ↔ log 𝑃 𝑘 ∝ −𝛾log  (𝑘)  
Scale-free networks have some nodes with many neighbors that can act as hubs [30].  
4.11 MATHEMATICAL MODELING 
In order to gain deeper insight into the mechanism behind spontaneous activity in neural 
progenitors, a mathematical model was developed for Paper III. In the model, the Ca2+ 
concentration in the cytosol and ER as well as the membrane potential was modeled as a 
function of time using ordinary differential equations. Traditionally, cell membranes have 
been modeled as electronic circuits with the phospholipid bilayer as a capacitor, the ion 
channels as resistors and electrochemical gradients as batteries [82]. Using Ohm’s law, we 
have. 
𝐼 = 𝑉𝑅 = 𝑔𝑉 
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Here, I is current, V potential, R resistance and g conductance. This holds true for every ionic 
species, but with unique variables. The driving voltage for instance for potassium can be 
written as:  𝑉!"! = 𝑉 − 𝑉! 
Where, in this case, VK is the reverse potential for potassium determined by the Nernst 
equation: 
𝑉!"#$%& = 𝑅𝑇𝑧𝐹 ln   [𝑖𝑜𝑛]!"#[𝑖𝑜𝑛]!"  
Here, R is the gas constant, F Faraday’s constant, T the temperature and z valence. 
For a parallel plate capacitor (which can model the lipid bilayer cell membrane) separating 
the charge q and voltage potential V, the capacitance C is given by: 𝐶 = 𝑞𝑉 
Taking the time derivative gives (for constant C): 
𝐼!"# = 𝑑𝑞𝑑𝑡 = 𝐶 𝑑𝑉𝑑𝑡 = 𝐼!"# + 𝐼!"" 
In total, we thus have according to Kirchhoff’s law (implemented in equation 1): 
𝐶 𝑑𝑉𝑑𝑡 = − 𝑔!(𝑉 − 𝑉!)! + 𝐼!"" 
To solve this differential equation, one needs to establish the dependence of g on V and t. In 
1963, Hodgkin and Huxley, together with John Eccles, received the Nobel Prize for their 
work on the voltage dependence of ion conductances in the electrically excitable membrane 
of the squid giant axon. It is outside the scope of this thesis to give a comprehensive 
description of the mathematics behind voltage gating. However, it is based on channels 
having gates that regulate the conductance. There may be both activation and inactivation 
gates based on the following mechanism: 𝐶 !!,!! 𝑂 
Here, C is the closed state and O is the open state with rate constants k+ and k-. In Paper III, 
the so-called Morris-Lecar model describes the excitability. This model only involves a fast 
activating Ca2+ channel (similar to L-type channel), a delayed rectified K+ current as well as a 
passive leak. The activation m∞ is dependent on voltage as seen in Figure 11 and describes 
the fraction of open channels. As seen below, it is only dependent on the voltage V, but not 
time. The opening probability of the potassium channel on the other hand is dependent on 
both time and voltage. 
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Figure 11 Voltage dependence of m∞ as a function of A) V1 and B) V2. 
Since the Morris-Lecar model only consists of two variables (potential V and fraction of open 
channels for the delayed rectifier K+ channels w), the dynamics can be studies using phase 
plane analysis. This analysis will reveal the existence of a stable limit cycle upon current 
application (Iapp), in other words oscillations in membrane potential as a function of time. 
 
The Ca2+ concentration is modeled by describing the different fluxes of Ca2+ to and from the 
cytosol. Equations 3-5 include fluxes via both channels and pumps and are based on the 
conservation of Ca2+. 
 
The following equations constitute the mathematical model simulated in Paper III.  
N different spherical cells with index  𝑖, 𝑗 ∈ 1:𝑁 , 𝑖 ≠ 𝑗 are interconnected. 
1) 𝐶! !!!!!" = 𝐼!"" − 𝑔!𝑤 𝑉!! − 𝑉! − 𝑔!"𝑚! 𝑉!! − 𝑉!" − 𝐶 𝑖, 𝑗 𝑔!"# 𝑉!! −!!!!𝑉!!  
2) !!!!" = 𝜑 !!!!!!  
3) 
![!"!!]!"#!!" =𝑓!"#[− !!!!! 𝑔!"𝑚! 𝑉!! − 𝑉!" − 𝐽!"#$ + 𝑣!"!𝑃!"! + 𝑣!"#$%& 𝐶𝑎!! !"! −𝐶𝑎!! !"#! − 𝐽!"#$% + (𝐶 𝑖, 𝑗 𝑣!"# !!!! ! 𝐶𝑎!! !"#! − [𝐶𝑎!!]!"#! )!!!! ] 
4) ![!"!!]!"!!!" = 𝑓!"#[− !!!!! 𝑔!"𝑚! 𝑉!! − 𝑉!" − 𝐽!"#$] 
5) [𝐶𝑎!!]!"! = [!"!!]!"!! ![!"!!]!"#!!  
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The connection between cells i and j is described by the matrix C. 
𝐶 = 𝐶(1,1) ⋯ 𝐶(1,𝑁)⋮ ⋱ ⋮𝐶(𝑁, 1) ⋯ 𝐶(𝑁,𝑁) , where 𝐶 𝑖, 𝑗 = 1   ↔   𝑖, 𝑗  𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑0   ↔   ¬  𝑖, 𝑗  𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 
The plasma membrane potential oscillator is described by the Morris-Lecar model [83]. 
𝑚! = 0.5[1+ tanh  (𝑉!! − 𝑉!𝑉! )] 𝑤! = 0.5[1+ tanh  (𝑉!! − 𝑉!𝑉! )] 𝜏 = 1cosh  (𝑉!! − 𝑉!2𝑉! ) 
The Ca2+ transporters are described by Hill functions [83]. 
𝐽!"#$/!"#$% = 𝑣!"#,!"#$/!"#$%[𝐶𝑎!!]!"#!𝐾!/!,!"#$/!"#$%! + [𝐶𝑎!!]!"#!  
The RyR is modeled as follows by Keizer and Levine [84] using a quasi-steady-state 
approximation [83].  
𝑃!"! = 𝑛! 1+ ([𝐶𝑎!!]!"#!𝐾! )!1+ ( 𝐾![𝐶𝑎!!]!"#! )! + ([𝐶𝑎!!]!"#!𝐾! )! 
𝑛! = 1+ ( 𝐾![𝐶𝑎!!]!"#! )! + ([𝐶𝑎
!!]!"#!𝐾! )!1+ 1𝐾! + ( 𝐾![𝐶𝑎!!]!"#! )! + ([𝐶𝑎!!]!"#!𝐾! )! 
Parameters are described in Table 2.  
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Table 2 Parameters and values with references. 
Abbreviation Numerical value Unit Description Reference 
Cm 1 µF/cm2 Membrane capacitance per 
area 
[83] 
Iapp 0 nA/cm2 Applied current per area Bifurcation parameter, 
starting with no applied 
current 
gK 20 µS/cm2 K+ channel conductance 
per area 
[83] 
VK -85 mV K+ channel reverse 
potential 
[83] 
gCa 20 µS/cm2 Ca2+ channel conductance 
per area 
Bifurcation parameter, 
starting from [83] 
VCa 120 mV Ca2+ channel reverse 
potential 
[83] 
ggap 200 µS/cm2 Gap junction conductance 
per area 
Bifurcation parameter 
vgap 20 1/s Gap junction Ca2+ 
permeability 
Bifurcation parameter 
fcyt 0.003 decreased 
from 0.01 in [83]) 
1 Buffering factor Chosen 
φ 12 1/s Rate constant of K+ 
channel 
[83] 
r 10 µm Radius of cells Chosen  
F 96500 C/mol Faraday’s constant [83] 
vRyR 5 1/s RyR permeability [83] 
vleak,ER 0.2 1/s ER leak permeability [83] 
σ 0.02 1 Ratio of effective ER and 
cytosol volumes 
[83] 
V1 -3 mV Ca2+ channel parameter, [83] 
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activation voltage 
V2 30 mV Ca2+ channel parameter, 
voltage width 
[83] 
V3 -20 mV K+ channel parameter, 
activation voltage 
[83] 
V4 30 mV K+ channel parameter, 
voltage width 
[83] 
vmax,PMCA 17 (increased from 
5 in [83]) 
µM/s Maximum transport rate Chosen 
K1/2, PMCA 0.6 µM Affinity for Ca2+ [83]  
vmax, SERCA 100 µM/s Maximum transport rate [83] 
K1/2, SERCA 0.2 µM Affinity for Ca2+ [83] 
Ka 0.4 µM RyR parameter [83]  
Kb 0.6 µM RyR parameter [83] 
Kc 0.06 (decreased 
from 0.1 in [83]) 
1 RyR parameter Chosen  
4.12 MAGNETIC RESONANCE IMAGING 
Magnetic resonance imaging is an imaging technique used in radiology. The method is based 
on the fact that certain atomic nuclei (usually hydrogen atoms in water or fat) can absorb and 
emit radio frequency energy when placed in a strong external magnetic field. The method 
was used in Paper III to study potential anatomical changes in the Cacna1c knockout mice. 
Brains of mice used for behavioral studies were perfused with a fixation agent in conjunction 
with a contrast agent using an active staining technique to increase the signal-to-noise-ratio 
and reduce the effective T1 in the MRI [85]. Scanning was done over night in a 9.4 T 
horizontal bore MRI-scanner. The spatial resolution is in the order of magnitude of 0.1 mm 
[86]. For example the volume of amygdala of a mouse brain is approximately 10 mm3 [87]. 
4.13 MOUSE BEHAVIOUR 
Mouse behavioral studies were performed in Paper III in order to find possible correlates of 
psychiatric symptoms in patients in the Cacna1c knockout mice. There are a wide variety of 
validated tests for mouse behavior related to for example anxiety, memory and aggression. 
Two of the most commonly used variants for anxiety-related behavior in mice are the open 
field test and elevated plus maze [88].  
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The open field test assesses novel environment exploration as well as locomotor activity. The 
environment is stressful to the mouse in two aspects: first because of physical separation from 
cage mates and second because of the unprotected, open environment by itself. Mice are 
acclimated to the test room and put in the center of the chamber. Next, a video camera 
records the movements for certain duration. Five minutes was used for assessing novel 
environment exploration, whereas longer time was used for habituation. Generally, mice will 
spend more time close to the walls than in the center. As an example, mice treated with 
anxiolytic drugs will spend more time in the center.  
In the elevated plus maze, mice can spend time either in two open, unprotected arms or two 
enclosed, protected arms of the maze. The entire maze is elevated some distance from the 
floor. Mice are acclimated to the test room and put in the center of the maze. Next, a video 
camera records the movements for certain duration. Usually, mice tend to avoid the open 
arms. 
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5 RESULTS AND DISCUSSION 
5.1 PAPER I: NETWORK ANALYSIS OF TIME-LAPSE MICROSCOPY 
RECORDINGS 
Here, we developed methodology implemented in MATLAB to identify functional networks 
in groups of cells. By pairwise comparing time traces of for example Ca2+ dye intensity of 
multiple cells using cross-correlation, networks were constructed. The significance of 
correlation values was assessed by comparing them to the corresponding values of scrambled 
versions of the same traces. This way, the overall activity was considered although the exact 
timing of transients was neglected. Intercellular connections with correlation values above 
threshold were considered significant and considered as links in a functional network.  
Next, the structure of the corresponding network was analyzed using methods from graph 
theory. For instance, the mean shortest path length and clustering coefficient could be 
calculated and used to classify the network. Networks were considered to have small-world 
properties if the mean shortest path length was as short as in corresponding random networks, 
whereas the mean clustering coefficient was higher. Scale free networks had no typical node 
degree (number of neighbors) as the degree distribution followed a power-law.  
An obvious issue with this method is whether the functional networks identified really are 
based on underlying structural networks. In for example neural progenitors and atrial 
cardiomyocytes, cells are connected with gap junctions that enable intercellular 
communication. In one experiment, we recorded spontaneous Ca2+ activity in confluent 
cultures of HL-1 cells that had been exposed to a cut with a fine needle across the field of 
view. We could conclude that the physical division of cells into two populations was also 
found in the network analysis as two networks.  Thus, the identified functional network is, at 
least partially, based on underlying physical connections.   
5.2 PAPER II: NEURAL PROGENITORS ORGANIZE IN SMALL-WORLD 
NETWORKS TO PROMOTE CELL PROLIFERATION 
Here, we identified spontaneous Ca2+ oscillations in neural progenitors derived from mouse 
embryonic stem cells that had been differentiating for ten days. Non-differentiated cells, 
however, exhibited much less activity. By employing the network identification and analysis 
tool described in Paper I, we found that the neural progenitors were organized in small-world 
networks with scale free properties. Also in whole E9.5 embryos, spontaneous oscillations 
were seen. In the next round of experiments, we sought to unravel important molecules 
involved in spontaneous activity. Cells in vitro were challenged with a multitude of drugs, 
including the purinergic receptor blocker suramin, sodium channel blocker tetrodotoxin and 
glutamate receptor inhibitors. None of these affected the spontaneous activity. Only removing 
extracellular Ca2+, blocking VGCC with nickel or blocking gap junctions with octanol or 
flufenamic acid abolished the activity. shRNA mediated knockdown of Cx43 also decreased 
the activity. Whole cell patch clamp recording were performed on neural progenitors and 
showed that they also exhibit spontaneous firing that could be inhibited by nickel, cadmium 
and octanol. In order to validate the use of octanol as a gap junction blocker and to assess 
intercellular electrical conductance, multielectrode patch-clamp recordings were performed. 
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These showed that electrical current could be transmitted in-between cells and that this 
transmission could be blocked by octanol (and to some extent by the gap junction blockers 
flufenamic acid and 18α-glycyrrhetinic acid). Intercellular electrical transmission was then 
examined in E9.5 mouse embryonic brains and was also found to be responsive to octanol.  
As previous studies have shown regulation of proliferation by Ca2+ oscillations in the 
developing cerebral cortex, we examined the effect both in vitro and in vivo in our hands. For 
neural progenitors derived from embryonic stem cells, blocking gap junctions with octanol or 
Cx43 shRNA reduced proliferation. Also nickel reduced cell division. However, the 
proliferation in embryonic stem cells was not affected by either octanol or nickel. In mouse 
E12.5 embryos, seven hours of treatment with octanol reduced proliferation in the 
dorsolateral cerebral cortex. Multiple days of octanol exposure (E12.5-E17.5) lead to smaller 
brain surface area as well as cortical layer formation. In conclusion, these in vitro and in vivo 
experiments indicate that neural progenitors wire up in functional networks that critically 
regulate proliferation.  
Previous studies have reported spontaneous activity in neural progenitors and its role in 
regulating proliferation [8, 47, 48]. In the ventricular zone in vivo, Ca2+ activity has been 
shown to be dependent on gap junctions and ATP. Our data confirm the involvement of gap 
junctions, but at least in vitro, no involvement of purinergic receptors was found. Instead we 
provide evidence for involvement of VGCC in the plasma membrane. Nickel is claimed to be 
specific for T-type VGCC, whereas cadmium mainly block HVA channels [89]. Interestingly 
a few cells remained active upon gap junction inhibition, indicating the presence of trigger 
cells. Paper III will discuss this further. 
Our data also reveal small-world networks with scale free properties. Thus, cells are not 
active at random, but are rather connected in a certain organization. One study reported that 
in the developing mouse hippocampus (P5-P7), neurons were organized in a scale free 
network with GABAergic cells as hubs [90]. Importantly, these hubs could control the 
activity of the entire network. The Barabasi and Albert mathematical model predicts that 
scale free networks are generated by adding new nodes to old nodes in a “rich get richer” 
fashion [30]. Thus, nodes with many neighbors have higher probability of being connected to 
new nodes. Small-world networks have been reported in for example newborn human brains 
[91] and cultured neurons [92]. The Watts and Strogatz mathematical model predicts that 
small-world networks arise as a few network links are rewired in a regular network [31]. 
Small-world networks provide a structure for efficient information flow and synchronized 
activity [26]. On the other hand, the existence of hubs in scale free networks, provide 
robustness to removal (cell death) of random nodes. We hypothesize that the scale free 
structure emerges as newborn cells are preferably connected to highly connected cells, since 
these may have more gap junction connections and more Ca2+ activity.  
5.3 PAPER III: SPONTANEOUS ACTIVITY IN NEURAL PROGENITORS IS 
DRIVEN BY FUNCTIONAL PACEMAKERS EXPRESSING THE MOOD-
DISORDER SUSCEPTIBILITY GENE CACNA1C 
In this project we were interested in gaining deeper understanding of the mechanism behind 
spontaneous Ca2+ oscillations described in Paper II in general and to see the role of Cacna1c 
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in specific. For these purposes we developed a forebrain specific knockout mouse for 
Cacna1c using Emx1-Cre driver animals. In contrary to the habituation process of wild-type 
mice, the Cacna1c knockout mice increased their exploratory behavior in the open field test 
after five minutes. We could not detect any significant differences in the elevated plus maze, 
except for the knockout mice having more head dipping events. In whole brain MRI scanning 
experiments we detected significant changes in brain anatomy. In the knockout mice, there 
was an increase in striatum and periaqueductal grey (PAG) volume and decrease in 
hippocampus, neocortex and trigeminal tract. There was also a large, but non-significant 
increase in the volume of the mammillary bodies. By employing a multi-dimensional 
approach by merging all variables from MRI and behavioral experiments, we managed to 
cluster mice according to genotype using principal component analysis. Thus, forebrain 
specific deletion of Cacna1c led to signs of increased anxiety as well as changes in brain 
anatomy.   
In preliminary experiments, we managed to record spontaneous Ca2+ activity during neural 
development in both knockout and wild type animals. There was a trend for knockout 
animals to have lower amplitudes of individual Ca2+ transients.  
Next, we used neural progenitors derived from embryonic stem cells as a model of neural 
differentiation. Spontaneous activity arise around day six of differentiation as cells up 
regulate the expression of several ion channels, including Cacna1c, encoding the alpha 1c 
subunit of the L-type voltage gated calcium channel CaV1.2. Based on published (Paper II) 
and unpublished experimental data, we then developed a mathematical model in order to 
simulate the intracellular Ca2+ concentration and membrane potential. In the model, cells 
were interconnected with gap junctions permeable to both electrical current and Ca2+ to a 
varying degree. In addition, each cell had a time varying membrane potential as well as 
concentration of Ca2+ in the cytosol and ER. In the toolkit, cells also had RyR and SERCA 
that increases and decreases the cytosolic Ca2+ concentration, respectively. In a similar 
fashion, PMCA and VGCC control the influx via the plasma membrane. The membrane 
potential on the other hand is dependent on HVA VGCC and voltage dependent K+ channels. 
We decided to use deterministic ordinary differential equations to model the Ca2+ dynamics. 
Thus, cells are considered to be zero dimensional objects or equivalently well stirred so that 
diffusion effects can be neglected. Furthermore, the modeled system is assumed to be noise-
free and gap junctions are assumed to be passive elements with intercellular currents linearly 
increasing with voltage difference. By solving the equations using MATLAB, spontaneous 
oscillations in cytosolic Ca2+ and membrane potential appeared. Certain cells could act as 
functional pacemakers by having slightly higher conductance through VGCC. Next, we were 
able to investigate the parameter space even more by employing bifurcation analysis. In the 
model, spontaneous oscillations appear upon sufficient levels of gap junction and VGCC 
conductance. We investigated the oscillatory parameter space in vitro by measuring Cacna1c 
and Cx43 expression with RT-qPCR as well as spontaneous Ca2+ activity as a function of 
differentiation time. Intriguingly, the shape of the developmental path in vitro is highly 
analogous to the in silico landscape. 
One key element in the proposed model of spontaneous activity is the high similarity between 
pacemakers and non-pacemakers. The only difference in the model is the slightly higher 
conductance through VGCC. Based on this, we were able to estimate the number of 
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functional pacemakers in vitro, by using RT-qPCR data for Cacna1c expression in 
conjunction with bifurcation diagrams in silico. Using this, we found that approximately 20 
% of all cells are pacemaker cells, which is almost completely coherent with the experimental 
value of ~19 %. In line with this, we next hypothesized that non-pacemaker cells could be 
converted to pacemaker cells and vice versa, by applying a positive or negative current, 
respectively. Combining Ca2+ imaging and patch clamp electrophysiology, we managed to 
confirm this. Cells with spontaneous oscillations in membrane potential were silenced upon 
injection of a small negative current (-5 pA), whereas silent cells were driven to activity by a 
small positive current (1 pA).  
In conclusion, we have shown that forebrain specific deletion of Cacna1c leads to signs of 
increased anxiety as well as anatomical changes in brain regions known to be involved in 
anxiety. As an in vitro model of neural differentiation, neural progenitors up regulate 
Cacna1c as becoming spontaneously active. In a novel theoretical framework, spontaneous 
activity is driven by functional pacemaker cells expressing sufficient levels of Cacna1c, 
connected to other cells with gap junctions. In all, we hypothesize that changes in Cacna1c 
expression leads to erroneous spontaneous activity during development and increased 
susceptibility for later psychiatric disease. 
5.4 PAPER IV: GENOMIC AND PROTEOMIC ANALYSES OF IMPACT OF CA2+ 
OSCILLATORY FREQUENCY 
In this project we sought to develop methodology to control intracellular Ca2+ oscillations 
with optogenetics and to utilize it to find novel frequency decoders. We first developed a 
computer controlled light source and a polyclonal HeLa cell line expressing melanopsin as 
well as mCherry. Upon five seconds of blue light stimulation, melanopsin positive cells 
responded with a clear increase in cytosolic Ca2+ concentration. The increase was dependent 
on PLC as well as InsP3R. Furthermore, the stimulation was gentle, as prolonged stimulation 
for 12 hours was not toxic. 
In a first line of experiments, we assayed frequency dependence of the complete 
transcriptome by harvesting mRNA of stimulated cells for bulk and single cell RNA 
sequencing. We stimulated cells for either one hour or twelve hours with one Ca2+ transient 
every minute (≈	  15 mHz) or every second minute (≈	  8 mHz). After normalization to cells 
without stimulation as well as cells expressing only mCherry, differentially expressed genes 
were identified by comparing counts of cells stimulated with low frequency and high 
frequency. Comparing one hour of stimulation with twelve hours, there was only a minor 
overlap between the identified frequency dependent genes. Next, we tried to identify likely 
upstream proteins by searching databases for likely transcription factors and known protein-
protein interactions. Upstream of these, we subsequently looked for kinases that may be 
responsible for relevant phosphorylations. Interestingly, there was a large overlap on kinase 
level when comparing one and twelve hours of stimulation. Using single cell RNA 
sequencing, we could conclude that hit genes from the bulk sequencing experiments were 
expressed as expected, following the Poisson distribution with added noise. 
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In analogous experiments, we employed phosphoproteomics to identify frequency dependent 
proteins and phosphoproteins. After light stimulation, proteins were harvested and enriched 
for phosphopeptides and analyzed with mass spectrometry. As for RNA sequencing data, we 
next identified differentially phosphorylated proteins and looked for likely upstream kinases. 
Interestingly, the predicted kinases partially overlapped with kinases inferred from RNA 
sequencing data. The following three kinases were inferred from both phosphoproteomics 
data and RNA sequencing data for one and twelve hours of stimulation: MAPK14, 
CSNK2A1 and GSK3B. 
Among the genes and proteins identified as frequency dependent, several are related to NF-
κB signaling. To more specifically study frequency decoding by NF-κB, we used a 
luciferase-based reporter assay. There was clear frequency dependence of the NF-κB 
transcription, with approximately seven times increase for stimulation with 15 mHz 
compared to no stimulation. As a next step, we used RT-qPCR to look for frequency 
dependence of genes regulated by NF-κB. Expression of the cytokines TNF and IL8 was 
found to be frequency dependent as well as dependent on Ca2+ release via the InsP3R and NF-
κB. By stimulating cells with a wider range of frequencies, we conclude that the frequency 
dependence of TNF and IL8 is sigmoidal, with the maximum dynamic range around 10-20 
mHz. To gain deeper understanding of the mechanism behind frequency decoding by TNF 
and IL8, we stimulated cells either with high frequency for half an hour or low frequency for 
one hour. Interestingly, the gene induction was significantly weaker for TNF with the lower 
frequency, whereas there was no difference for IL8. Thus, it seems as the frequency 
dependence is via the frequency itself and not total number of transients. In a similar fashion, 
we stimulated cells with either high frequency for one hour, or randomly, but with the same 
number of transients in total, for one hour. Intriguingly, also in this case the gene induction 
was significantly weaker with the random stimulation regime compared to the regular. 
In conclusion, we short circuit the Ca2+ signaling system by directly controlling the cytosolic 
concentration using optogenetics and thereby bypass any kind of ligands binding to receptors 
as well as spontaneous activity. That way, we identify a network of frequency dependent 
genes and phosphoproteins and provide evidence for bona fide frequency dependence of TNF 
and IL8. 
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6 FUTURE PERSPECTIVES 
The data presented above opens up for several important questions for future research.  
• What is the function of functional networks in vivo? Do they tell us anything about 
adult neural circuits and function? 
 
• How is proliferation controlled by Ca2+ oscillations? 
 
• What is the physiological role of frequency decoding in vivo in general and in the 
developing brain in specific? Is the spontaneous activity optimized for downstream 
decoding? 
 
• How does altered expression of Cacna1c lead to changes in brain anatomy and 
behaviour?  
 
• Are other VGCC involved in spontaneous activity during development? What is the 
role of T-type channels? 
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7 GENERAL CONCLUSIONS 
In general, the research described above deepens our understanding on Ca2+ oscillations and 
network activity. We have identified spontaneous activity in developing neurons and gained 
more insight into its underlying mechanism as well as physiological function. Developing 
neurons wire up in functional small-world networks with scale-free properties. These network 
formations are essential for normal development, as blocking them leads to decreased 
proliferation of neural progenitors in the ventricular zone. In addition, we have applied this 
knowledge in a model of mental disorder where the gene Cacna1c is deleted in the forebrain.  
These knockout mice have volumetric changes in several regions of the brain and show signs 
of increased anxiety. We have also developed a tool to control intracellular Ca2+ oscillations 
and thereby gained deeper understanding of the frequency dependence of signal transduction 
pathways.   
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