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Abstract Durand de Gevigney and Szigeti [9] have recently given a min-
max theorem for the (2, k)-connectivity augmentation problem. This article
provides an O(n3(m+n log n)) algorithm to find an optimal solution for this
problem.
Keywords Connectivity augmentation
1 Introduction
Let G = (V,E) be an undirected graph with n vertices and m edges and
c : E → Z>0 an integer edge capacity function. For disjoint X,Y ⊆ V , we use
δG(X,Y ) to denote the set of edges between X and Y . We use δG(X) for
δG(X,V −X). For a vertex v ∈ V , we use δG(v) for δG({v}). We say that G
is k-edge-connected if
∑
e∈δG(X)
c(e) ≥ k for all nonempty, proper X ⊂ V.
For all problems treated in this article, the version with capacities and the
version without capacities can be easily reduced to each other by replacing
an edge with a capacity by multiple edges and vice-versa. Yet, this does not
mean algorithmic equivalence. All the running times we give hold for the case
with edge capacities, assuming that all basic operations can be executed in
constant time. For this reason, all technical statements starting from Section
2 will be given in the capacitated form. During the introduction, however,
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we first describe the problems in the non-capacitated form for the sake of
simplicity.
The theory of graph connectivity augmentation has seen significant progress
during the last decades. The basic problem, the global edge-connectivity aug-
mentation of undirected graphs, can be defined as follows: Given an undirected
graph G and a positive integer k, find a set of edges of minimum cardinality
whose addition results in a k-edge-connected graph. The problem was solved
in terms of a min-max theorem by Cai and Sun [8] and a polynomial time
algorithm was provided by Watanabe and Nakamura [19]. If we replace the
minimum cardinality condition in the above problem by a minimum cost con-
dition respecting a given arbitrary cost function on V 2, the problem becomes
NP -complete. For this reason, we only consider the minimum cardinality ver-
sion for all augmentation problems treated in this article.
The method that is nowadays most commonly used when dealing with con-
nectivity augmentation problems was introduced by Frank [12]. This method
consists of two steps. In the first one a new vertex as well as edges connecting
it to the given graph are added to have the required connectivity condition. A
such graph with the minimum even number of new edges is called a minimal
even extension. The second step applies an operation called splitting off. A
splitting off is the deletion of two edges incident to the new vertex and adding
an edge between the two corresponding neighbors. A minimum augmentation
of G can be obtained by repeatedly applying splitting offs maintaining the
connectivity requirements and finally deleting the added vertex.
Besides the basic case, this method allows to handle several other versions
of the problem such as the local edge-connectivity augmentation problem in
undirected graphs and the global arc-connectivity augmentation problem for
directed graphs. Frank [12] managed to provide both min-max theorems and
efficient algorithms for these problems. Several further applications have been
found, see for example [1], [2], [3], [4], [5], [6], [7] and [18].
Vertex-connectivity augmentation problems are more complicated than
edge-connectivity augmentation problems. For the global vertex-connectivity
augmentation problem in undirected graphs, no min-max theorem is known,
however, a polynomial time algorithm for constant k was given by Jackson
and Jorda´n [15]. For the global vertex-connectivity augmentation problem in
directed graphs, a min-max theorem and an efficient algorithm for constant k
were given by Frank and Jorda´n [13]. The main contribution of [13], besides
the solution of the directed global vertex-connectivity augmentation problem,
is the first application of bisets, a technique we also rely on in the present
article.
Returning to the basic case of global undirected edge-connectivity aug-
mentation, Frank [12] provided an O(n5) algorithm based on the approach
described above. In order to achieve this running time, he uses a slightly more
sophisticated method for the splitting off part. Carefully choosing the pairs of
edges to be split off, he manages to finish with a complete splitting off after
a linear number of splitting off operations in n while the obvious approach
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results in a quadratic number. Nagamochi and Ibaraki [17] provided a more
efficient implementation of the method described above. They managed to find
a minimum k-edge-connected augmentation in O(n log n(m + n log n)). An
important ingredient in their work is an O(n(m+n log n)) mincut algorithm.
We also make use of this mincut algorithm as a subroutine.
The problem we deal with in this article is (2, k)-connectivity augmenta-
tion. The concept of (2, k)-connectivity is a mixed form of edge-connectivity
and vertex-connectivity and was first introduced in a more general form by
Kaneko and Ota [16]. A graph G = (V,E) is said to be (2, k)-connected if
|V | ≥ 3, G is 2k-edge-connected and G−v is k-edge-connected for every vertex
v ∈ V. Bisets provide a convenient framework to treat this mixed-connectivity
concept. The (2, k)-connectivity augmentation problem was considered by Du-
rand de Gevigney and Szigeti [9], where a min-max theorem was proved. The
authors characterized graphs admitting a complete splitting off maintaining
(2, k)-connectivity in terms of an obstacle. They also worked out the mini-
mal even extension step for (2, k)-connectivity. They showed that a minimal
even extension exists so that the obtained graph contains no obstacle yielding
a complete admissible splitting off. This allowed the application of Frank’s
method to derive a min-max theorem. However, the problem of finding an
efficient algorithm to construct an optimal solution remained open there.
The aim of the present article is to fill this gap. Given a graph G = (V,E)
and k ≥ 2, aminimum (2, k)-connected augmentation of G is a (2, k)-connected
graph G′ = (V,E′) such that E ⊆ E′ and |E′| is minimum. The main result
of this article is the following:
Theorem 1 Given a graph G, we can compute a minimum (2, k)-connected
augmentation of G in O(n3(m+ n log n)).
During the whole article we suppose that k ≥ 2. For k = 1, observe that
(2, 1)-connectivity is equivalent to 2-vertex-connectivity and an O(n +m) al-
gorithm for 2-vertex-connectivity augmentation has been found in [11]. We
follow the proof technique of [9] and show how to turn it into an efficient
algorithm with some more effort. It is easy to see that the minimal even ex-
tension step can be executed in polynomial time. The main difficulty so is to
find the complete splitting off yielding a (2, k)-connected augmentation of G
whose existence is guaranteed by [9]. In comparism to the problems in [12],
we seem to face another difficulty; graphs containing an obstacle need to be
avoided during the splitting off process. We show that no obstacle can ever
be created when splitting offs are executed from a minimal even extension, so
the aforementioned difficulty does not actually exist. We first use the mincut
algorithm of [17] to compute the best splitting off for a given pair of edges
incident to the new vertex in O(n2(m+ n log n)). Also, in order to speed up
the algorithm, we choose the splitting offs in a way that linearizes the number
of required splitting offs. This is inspired by the method that is used by Frank
in [12] for the case of k-edge-connectivity. The overall running time of our
algorithm is O(n3(m+ n log n)).
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This article is organized as follows: In Section 2, we give an overview of the
results we use and show how to turn them into subroutines for our algorithm.
In Section 3, we show how to efficiently compute a minimal even extension
and give some of its important properties. In Section 4, we give key lemmas
that will play a deceisive role in speeding up the splitting off algorithm. In
Section 5, we give this algorithm and prove its correctness and running time.
2 Basic definitions and previous results
2.1 Capacitated graphs
All the graphs considered are undirected and loopless. On the other hand,
our graphs have nonnegative integer edge capacities. Let (G = (V,E), c) be a
capacitated graph, i.e. a graph with an integer edge capacity function c : E →
Z>0. Given a set F ⊆ E of edges, we will use c(F ) for
∑
e∈F c(e). Observe that
we require all our capacitated graphs to have integer edge capacities, so we
shall not create any capacitated graphs with non-integer capacities during our
algorithm. We also do not consider capacitated graphs with multiple edges as
they can easily be replaced by a single one with the sum of the corresponding
capacities. For our algorithms, we will suppose that all basic operations can
be executed in constant time.
2.2 Minimum cuts
Given a capacitated graph (G = (V,E), c), the mincut problem consists of
finding a set ∅ 6= S ( V that minimizes c(δG(S)). This problem has been
widely studied. Due to the specific nature of our application, we are interested
in a slight variation of this problem: given a capacitated graph (H = (V +
s, E), c) with a distinguished vertex s, we want to find a set ∅ 6= S ( V that
minimizes c(δH(S)). In other words, we additionally require that no side of
the cut consists of s only. We denote the capacity of such a minimum cut by
λ(H,c)(V ). We strongly rely on the following algorithmic result which is due
to Nagamochi and Ibaraki [17].
Lemma 1 Given a capacitated graph (H = (V + s, E), c), we can compute
λ(H,c)(V ) and a set ∅ 6= S ( V that minimizes c(δH(S)) in O(n(m+n log n)).
We say that (H = (V + s, E), c) is k-edge-connected in V for some positive
integer k if c(δH(S)) ≥ k for all ∅ 6= S ( V . We further require one well-known
result of Lova´sz that can be found in [14] in the proof of Exercise 6.53. For
v ∈ V + s, we denote by ΓH(v) the set of neighbors of v.
Lemma 2 Let (H = (V + s, E), c) be a capacitated graph that is k-edge-
connected in V for some k ≥ 2 with c(δH(s)) even and X,Y, Z ⊆ V with
c(δH(X)), c(δH(Y )), c(δH(Z)) ≤ k + 1 and X ∩ Y ∩ Z ∩ ΓH(s) 6= ∅. Then one
of X − (Y ∪ Z), Y − (X ∪ Z), Z − (X ∪ Y ) is empty.
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2.3 Bisets
Given a ground setΩ, a biset X consists of two setsXO, XI ⊆ Ω withXI ⊆ XO.
We call XI the inner set of X, XO the outer set of X and w(X)= XO − XI
the wall of X. We also say X = (XO, XI). Given two bisets X and Y, we define
X ∪ Y= (XO ∪ YO, XI ∪ YI) and X ∩ Y= (XO ∩ YO, XI ∩ YI). We say that
X ⊆ Y if XO ⊆ YO and XI ⊆ YI . Given a biset X, we define its complement
X by XO = Ω −XI and XI = Ω − XO. Observe that w(X) = w(X). Given
two bisets X and Y, we define X− Y= X ∩ Y.
Given a capacitated graph (G = (V,E), c) and a positive integer k, we
define a function f on the bisets on V by f(X)= k|w(X)|+c(δG(XI , V −XO)).
Observe that f(X) = f(X). This function will play a crucial role throughout
the article.
We can now rephrase the definition of (2, k)-connectivity in terms of bisets.
A capacitated graph (G = (V,E), c) with |V | ≥ 3 is (2, k)-connected if for every
biset X on V satisfying XI 6= ∅ and XO 6= V , we have f(X) ≥ 2k. During the
article, we also need this slightly more advanced notion: A capacitated graph
(H = (V + s, E), c) with |V | ≥ 3 is called (2, k)-connected in V if for every
biset X on V satisfying XI 6= ∅ and XO 6= V , we have f(X) ≥ 2k. We say that
a biset X of V is trivial if XI = ∅ or XO = V , nontrivial otherwise.
We give a basic property of f that is a direct consequence of (5) in [9]:
Proposition 1 For a capacitated graph (G = (V,E), c), any two bisets X and
Y on V satisfy the equation:
f(X) + f(Y) ≥ f(X ∪ Y) + f(X ∩ Y) + 2c(δG(XO ∩ YI , Y O ∩XI)). (1)
Next, we collect several consequences of Proposition 1 which prove useful
throughout the article.
Lemma 3 Let (H = (V + s, E), c) be a capacitated graph and let X and Y be
two bisets on V such that f(Y) ≤ 2k + 1 and f(X ∩ Y) ≥ 2k.
(a) If f(X) ≤ 2k, then f(X ∪ Y) ≤ f(Y).
(b) If f(X) ≤ 2k+ 1, then f(X ∪ Y) ≤ 2k+ 2. Moreover, if f(X ∪ Y) ≥ 2k+ 2,
then f(X ∩ Y) = 2k.
Proof (a) By Proposition 1, we obtain 2k+ f(Y) ≥ f(X) + f(Y) ≥ f(X∩Y) +
f(X ∪ Y) ≥ 2k + f(X ∪ Y) and (a) follows.
(b) If f(X) ≤ 2k+1, then Proposition 1 yields f(X∪Y) ≤ f(X)+f(Y)−f(X∩
Y) ≤ (2k+1)+ (2k+1)− 2k ≤ 2k+2. If f(X∪Y) ≥ 2k+2, then equality
holds everywhere and (b) follows.
⊓⊔
Lemma 4 Let (H = (V + s, E), c) be a capacitated graph and let X and Y
be bisets on V such that f(X), f(Y) ≤ 2k + 1, f(X − Y), f(Y − X) ≥ 2k and
XI ∩ YI ∩ ΓH(s) 6= ∅, then
(a) f(X) = f(Y) = 2k + 1, f(X − Y) = f(Y − X) = 2k and c(δH(XI ∩
YI , XO ∪ YO)) = 1.
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(b) if f(X ∪ Y) ≥ 2k + 2, then w(X) ∪ w(Y) 6= ∅.
Proof (a) Proposition 1 yields 2(2k + 1) ≥ f(X) + f(Y) = f(X) + f(Y) ≥
f(X∩Y)+ f(X∩Y)+ 2c(δH(XI ∩YI , XO ∪ YO)) ≥ 2k+2k+2, so equality
holds throughout.
(b) Suppose that w(X) ∪w(Y) = ∅. By Lemmas 3(b) and 4(a), we have f(X ∩
Y) = 2k, f(X− Y) = 2k and f(X) = 2k + 1. Then, by w(X) = w(X − Y) =
w(X ∩ Y) = ∅, we have 2k + 2k − 2c(δH(XI ∩ YI , XI − YI)) = c(δH(XI ∩
YI)) + c(δH(XI − YI))− 2c(δH(XI ∩ YI , XI − YI)) = c(δH(XI)) = 2k + 1,
a contradiction as the left handside is even and the right handside is odd.
⊓⊔
2.4 Splitting off
Let (H = (V + s, E), c) be a capacitated graph. For sv ∈ E and a positive
integer α ≤ c(sv), we denote by (H, c)αv the capacitated graph obtained
from (H, c) by decreasing the capacity of sv by α. If c(sv) = 0 after the
operation, we delete sv from H . For (H, c) that is (2, k)-connected in V , we
denote U(H,c)= {v ∈ V | (H, c)
1
v is (2, k)-connected in V }, a set that will play
a significant role later on. For a vertex v ∈ V , we denote by (H, c)maxv the
capacitated graph (H, c)αv where α is the maximum integer such that (H, c)
α
v
is well-defined and (2, k)-connected in V .
For u, v ∈ ΓH(s) and a positive integer α ≤ c(su), c(sv), we denote by
(H, c)αu,v the capacitated graph obtained from (H, c) by decreasing c(su) and
c(sv) by α and increasing c(uv) by α. We delete edges of capacity 0 and create
the edge uv if it does not exist yet. We also delete the arising loop if u = v.
We call this operation the α-multiple splitting off of su and sv and say that
this α-multiple splitting off contains su and sv. We abbreviate α-multiple
splitting off for some arbitrary α ≥ 1 to splitting off. Suppose that (H, c) is
(2, k)-connected in V . We say that a pair (su, sv) is admissible if (H, c)1u,v is
(2, k)-connected in V . For u, v ∈ ΓH(s), we denote by (H, c)
max
u,v the graph
(H, c)αu,v where α is the maximum integer such that (H, c)
α
u,v is well-defined
and (2, k)-connected in V .
We next give an important characterization of admissible pairs. Given a
pair (su, sv), a non-trivial biset X with either f(X) ≤ 2k + 1 and u, v ∈ XI
or f(X) = 2k, u, v ∈ XO and {u, v} ∩ XI 6= ∅ is said to block (su, sv). The
following result can be found as Lemma 3.1 in [9] and will be frequently used.
Lemma 5 Given a capacitated graph (H = (V +s, E), c) that is (2, k)-connected
in V and u, v ∈ ΓH(s), (su, sv) is admissible if and only if there is no biset
blocking it.
A biset that blocks a pair of edges (su, sv) with u 6= v is called horrifying.
Note that the wall of a horrifying biset contains at most one vertex.
While the following result is not explicitly proven in [9], its proof is almost
literally the same as the one of Lemma 3.4 in [9]. We therefore omit it. The
result nevertheless plays a key role in our algorithm.
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Lemma 6 Let (H = (V + s, E), c) be a capacitated graph that is (2, k)-
connected in V with c(δH(s)) even. Let X be a horrifying biset, u ∈ XI ∩ΓH(s)
and v ∈ ΓH(s)−XI. If the biset Y blocks (su, sv), then either X∪Y is horrifying
or X and Y have the same wall of size 1.
We also require the following result that can be found in [9] as Proposition
3.2.
Lemma 7 Let (H = (V + s, E), c) be a capacitated graph that is (2, k)-
connected in V and let X be a horrifying biset. Then ΓH(s)−XO 6= ∅.
A series of splitting offs that results in a capacitated graph in which s is
an isolated vertex is called a complete splitting off of (H, c). It is easy to see
that a complete splitting off exists if and only if c(δH(s)) is even. A complete
splitting off is admissible if each of the splitting offs it contains is admissible
in the current graph when being chosen. This is equivalent to the finally ob-
tained capacitated graph being (2, k)-connected after deleting s. Finding such
a complete admissible splitting off is the main difficulty in our algorithm. We
strongly rely on a characterization of capacitated graphs having a complete
admissible splitting off that can be found in [9]. Before stating it, we need the
following definition:
Let (H = (V + s, E), c) be a capacitated graph that is (2, k)-connected in
V and with c(δH(s)) even. An obstacle is a collection B of bisets in V and a
vertex t satisfying the following:
c(st) is odd and t ∈ U(H,c), (2)
w(B) = {t} and f(B) = 2k for all B ∈ B, (3)
BI ∩B
′
I = ∅ for all distinct B,B
′ ∈ B, (4)
ΓH(s)− {t} ⊆
⋃
B∈B
BI . (5)
We say that t is the special vertex of the obstacle. It is easy to see that a
capacitated graph containing an obstacle does not have a complete admissible
splitting off, as every splitting off of (st, su) for some u ∈ ΓH(s) is blocked by
the biset B with u ∈ BI and by Lemma 5. In [9], it is proved that the converse
is also true:
Theorem 2 Let (H = (V + s, E), c) be a capacitated graph that is (2, k)-
connected in V for some k ≥ 2 with c(δH(s)) even. Then (H, c) has a complete
admissible splitting off at s if and only if (H, c) does not contain an obstacle.
2.5 Basic algorithms
In this section, we show that we can efficiently compute the maximum decrease
of the capacity of an edge and the maximum multiplicity of a splitting off of
an edge pair that maintain certain connectivity requirements. We first show
this for the case of edge-connectivity and then apply this for the case of (2, k)-
connectivity. All of these results are simple consequences of Lemma 1.
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Lemma 8 Given a capacitated graph (H = (V + s, E), c) that is k-edge-
connected in V and a vertex v ∈ V , we can compute the maximal α such
that (H ′, c′) = (H, c)αv is k-edge-connected in V in O(n(m + n log n)). Fur-
ther, if c′(sv) 6= 0, we can compute a set S with v ∈ S ( V and c′(δH′ (S)) = k
in O(n(m+ n log n)).
Proof Let γ := c(sv) and (Hγ , cγ) = (H, c)
γ
v . Obviously α ≤ γ. The other
condition α needs to satisfy is that c′(δH′ (X)) ≥ k for every ∅ 6= X ( V .
If v /∈ X , we obtain c′(δH′ (X)) = c(δH(X)) ≥ k. If v ∈ X , the condition
is satisfied if and only if 0 ≥ k − c′(δH′(X)) = k − (cγ(δHγ (X)) − α + γ) =
α− (γ− k+ cγ(δHγ (X))). It follows that α = min{γ, γ− k+λ(Hγ ,cγ)(V )}. By
Lemma 1, we can compute λ(Hγ ,cγ)(V ), and hence α, and also a set S ( V
with cγ(δHγ (S)) = λ(Hγ ,cγ)(V ) in O(n(m+ n log n)). ⊓⊔
Lemma 9 Given a capacitated graph (H = (V + s, E), c) that is k-edge-
connected in V and vertices u, v ∈ V , we can compute the maximal α such
that (H ′, c′) = (H, c)αu,v is k-edge-connected in V in O(n(m + n log n)). Fur-
ther, if c′(su), c′(sv) 6= 0, we can compute a set S with u, v ∈ S ( V and
c′(δH′ (S)) ≤ k + 1 in O(n(m + n log n)).
Proof Let γ = min{c(su), c(sv)} and (Hγ , cγ) = (H, c)γu,v. Obviously α ≤
γ. The other condition α needs to satisfy is that c′(δH′ (X)) ≥ k for every
∅ 6= X ( V . If {u, v} − X 6= ∅, we obtain c′(δH′(X)) = c(δH(X)) ≥ k.
If u, v ∈ X , the condition is satisfied if and only if 0 ≥ k − c′(δH′(X)) =
k − (cγ(δHγ (X)) − 2α + 2γ) = 2(α − (γ +
1
2cγ(δHγ (X)) −
1
2k)). It follows
that α = min{γ, ⌊γ + 12λ(Hγ ,cγ)(V ) −
1
2k⌋}. By Lemma 1, we can compute
λ(Hγ ,cγ)(V ), and hence α, and also a set S ( V with cγ(δHγ (S)) = λ(Hγ ,cγ)(V ),
in O(n(m+ n log n)). ⊓⊔
Lemma 10 Given a capacitated graph (H = (V + s, E), c) that is (2, k)-
connected in V and a vertex v ∈ V , we can compute (H ′, c′) = (H, c)maxv
in O(n2(m + n log n)). Further, if c′(sv) 6= 0, we can compute a nontrivial
biset X with v ∈ XI and f(X) = 2k in O(n2(m+ n log n)).
Proof Let α be the maximum integer such that (H, c)αv is 2k-edge-connected
in V and (H, c)αv − x is k-edge-connected in V − x for all x ∈ V . We first
compute the maximum integer α′ such that (H, c)α
′
v is 2k-edge-connected in
V . Using Lemma 8, this can be done in O(n(m + n log n)). Next observe
that for any β > 0, (H, c)βv − v = (H, c) − v is always k-edge-connected in
V − v by assumption. Now consider x ∈ V − v and observe that for any
nonnegative integer β, we have (H, c)βv − x = (H − x, c)
β
v . It follows from
Lemma 8 that we can compute the maximum integer αx such that (H, c)
αx
v −x
is k-edge-connected in V − x in O(n(m + n log n)). We now can compute
α = min{α′,minx∈V−v αx}. The overall running time is O(n2(m+ n log n)).
Now suppose that c′(sv) 6= 0. If α = α′, that is (H ′, c′) = (H, c)α
′
v , then,
by Lemma 8, a set S ( V with v ∈ S and c′(δH′(S)) = 2k can be found in
O(n(m+n log n)). We obtain that (S, S) is a biset with the desired properties.
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If α = αx for some x ∈ V − v, that is (H ′, c′) − x = (H − x, c)αxv , then, by
Lemma 8, a set S ( V − x with v ∈ S and c′(δH′−x(S)) = k can be found
in O(n(m+ n log n)). We obtain that (S ∪ {x}, S) is a biset with the desired
properties. ⊓⊔
Lemma 11 Given a capacitated graph (H = (V + s, E), c) that is (2, k)-
connected in V and vertices u, v ∈ ΓH(s), we can compute (H ′, c′) = (H, c)maxu,v
in O(n2(m + n log n)). Further, if c′(su), c′(sv) 6= 0, we can compute a biset
blocking (su, sv) in (H ′, c′) in O(n2(m+ n log n)).
Proof By definition, (H ′, c′) = (H, c)αu,v where α is the maximum integer such
that (H, c)αu,v is 2k-edge-connected in V and (H, c)
α
u,v − x is k-edge-connected
in V − x for all x ∈ V . We first compute the maximum integer α′ such that
(H, c)α
′
u,v is 2k-edge-connected in V . Using Lemma 9, this can be done in
O(n(m + n log n)). For x ∈ V − {u, v}, we can compute, by Lemma 9, the
maximum integer αx such that (H, c)
αx
u,v−x = (H−x, c)
αx
u,v is k-edge-connected
in V − x in O(n(m+ n log n)). We can compute, by Lemma 8, the maximum
integer αu such that (H, c)
αu
u,v − u = (H − u, c)
αu
v is k-edge-connected in V − u
in O(n(m + n log n)). We similarly compute αv. We now can compute α =
min{α′,minx∈V αx}. The overall running time is O(n2(m+ n log n)).
Now suppose that c′(su), c′(sv) 6= 0. If α = α′, that is (H ′, c′) = (H, c)α
′
u,v,
then, by Lemma 9, a set S ( V with u, v ∈ S and c′(δH′(S)) ≤ 2k + 1 can be
found in O(n(m+ n log n)). We obtain that (S, S) is a biset blocking (su, sv)
in (H ′, c′). If α = αx for some x ∈ V −{u, v}, that is (H ′, c′)−x = (H−x, c)αxu,v,
then, by Lemma 9, a set S ( V −x with u, v ∈ S and c′(δH′−x(S)) ≤ k+1 can
be found in O(n(m+n log n)). We obtain that (S∪{x}, S) is a biset blocking
(su, sv) in (H ′, c′). Finally, if α = αu or αv, say αu, that is (H
′, c′) − u =
(H−u, c)αuv , then, by Lemma 8, a set S ( V −u with v ∈ S and c
′(δH′ (S)) = k
can be found in O(n(m + n log n)). We obtain that (S ∪ {u}, S) is a biset
blocking (su, sv) in (H ′, c′). ⊓⊔
3 Minimal even extensions
In this section, we introduce minimal even extensions, the capacitated graphs
obtained by applying the first step of our algorithm. We define them, show
how to compute them and give some properties of them.
Given a capacitated graph (G = (V,E), c), we call aminimal even extension
of (G, c) a capacitated graph (H = (V + s, E′), c′) satisfying the following
properties:
(H, c′)− s = (G, c), (6)
c′(δH(s)) is even, (7)
(H, c′) is (2, k)-connected in V , (8)
U(H,c′)1v = ∅ and c
′(sv) is even for all v ∈ U(H,c′). (9)
The crucial reason for considering minimal even extensions is the following
direct relation to minimum augmentations that can be found in [9].
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Theorem 3 Let (G, c) be a capacitated graph, (H, c′) a minimal even exten-
sion of (G, c) and (H ′, c′′) a complete admissible splitting off of (H, c′). Then
(H ′, c′′)− s is a minimum (2, k)-connected augmentation of (G, c).
The remainder of this section shows how to compute a minimal even exten-
sion efficiently and determines some of its basic properties. We first show the
algorithm to compute it:
Algorithm 1 Minimal even extension
1 Input: A capacitated graph (G = (V,E), c)
2 Output: A minimal even extension of (G, c)
3 Create (H, c′) by adding a vertex s to V and adding an edge of capacity 2k between
s and every v ∈ V ;
4 Let (v1, . . . , vn) be an arbitrary ordering of the vertices of V ;
5 for i = 1, . . . , n do
6 (H, c′) = (H, c′)maxvi ;
7 if c′(δH (s)) is odd then
8 choose the maximum i∗ such that c′(svi∗ ) is odd;
9 c′(svi∗ ) = c
′(svi∗ ) + 1;
10 Return (H, c′) ;
Theorem 4 Given a capacitated graph, a minimal even extension can be com-
puted in O(n3(m+ n log n)).
Proof It is clear that the output capacitated graph (H, c′) satisfies (6), (7)
and (8). To prove (9), we may suppose that U(H,c′) 6= ∅, so i
∗ is defined in
line 8. We denote by (Hi, ci) the capacitated graph (H, c
′) defined in line 6
in iteration i. Since line 6 is executed, for ci(svi) ≥ 1, there exists a biset Xi
such that vi ∈ X iI and f(Hi,ci)(X
i) = 2k. If i < ℓ and c′(svi) ≥ 1, then since
ci(svi) ≥ 1 and ci(svℓ) = 2k, it follows that vℓ /∈ X iI . Thus f(Hn,cn)(X
i) = 2k
and f(H,c′)(X
i) ≤ 2k + 1 for all i = 1, . . . , n with ci(svi) 6= 0. Let L be the
set of indices ℓ such that vi∗ ∈ X
ℓ
I . Note that i
∗ ∈ L. Let vj ∈ U(H,c′). We
obtain 2k + 1 ≤ f(H,c′)(X
j), so j ∈ L. It follows, by the previous argument,
that j ≥ i∗, and hence, by the definition of i∗, c′(svj) is even.
Suppose for a contradiction that there exists vℓ ∈ U(H,c′)1vj
. Then, (H∗, c∗) =
((H, c′)1vj )
1
vℓ
is (2, k)-connected in V and vℓ ∈ U(H,c′), so ℓ ∈ L. If vj ∈ X
ℓ
I ,
then we have 2k ≤ f(H∗,c∗)(X
ℓ) = f(H,c′)(X
ℓ) − 2 ≤ 2k − 1, a contradiction.
Thus vj ∈ X
j
I−X
ℓ
I . Similarly, vℓ ∈ X
ℓ
I−X
j
I . Then, by f(H,c′)(X
ℓ), f(H,c′)(X
j) ≤
2k+1, vi∗ ∈ XℓI ∩X
j
I , c
′(svi∗) ≥ 2 and Lemma 4(a) applied for XℓI and X
j
I , we
have a contradiction. By applying Lemma 10 for every iteration, the running
time of Algorithm 1 is O(n3(m+ n log n)). ⊓⊔
We prove one more important result that shows that when finding a com-
plete admissible splitting off from a minimal even extension, we do not need
to worry about obstacles.
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Lemma 12 Let (H = (V + s, E′), c′) be a minimal even extension of (G, c)
and let (H1, c1) be obtained from (H, c
′) by a series of admissible splitting offs.
Then (H1, c1) contains no obstacle.
Proof Suppose that (H1, c1) contains an obstacle B with special vertex t. By
(2), c1(st) is odd and t ∈ U(H1,c1) ⊆ U(H,c′) and, by (9), c
′(st) is even, so st
was split off with an edge sv. Let (H2, c2) be the capacitated graph such that
(H1, c1) = (H2, c2)
1
t,v. We next show that (H2, c2) contains no obstacle. Other-
wise, its special vertex cannot be t by c2(st) even and (2). It follows, by (5) and
(3), that t ∈ BI for some B with f(H2,c2)(B) = 2k which contradicts that by (2),
t ∈ U(H1,c1) ⊆ U(H2,c2). Therefore, by Theorem 2 and c2(st) ≥ 2, there exist
x, y ∈ ΓH2(s) (possibly x = y) such that (H3, c3) = ((H2, c2)
1
t,x)
1
t,y is (2, k)-
connected in V. By (9), (H, c′)1t,t is not (2, k)-connected in V and hence neither
is (H2, c2)
1
t,t, so x, y 6= t. Obviously x, y 6= v, so, by (5), x, y ∈
⋃
B∈B
BI . Then,
by (3), we have 2 + |B|k ≤ 2+
∑
B∈B
c3(δH3−t(BI)) =
∑
B∈B
c2(δH2−t(BI)) ≤
1 +
∑
B∈B
c1(δH1−t(BI)) = 1 + |B|k, a contradiction. ⊓⊔
4 Key lemmas
In this section, we show results that play a deceisive role when speeding up
our algorithm.
Lemma 13 Let (H = (V + s, E), c) be a capacitated graph that is (2, k)-
connected in V for some k ≥ 2 not containing an obstacle with c(δH(s)) even.
Let X and Y be bisets with f(X), f(Y) ≤ 2k + 1, f(X − Y) = f(Y − X) =
2k, w(X) = w(Y) = {p} for some p ∈ V, u ∈ (XI − YI) ∩ Γ (s) and v ∈ (YI −
XI)∩Γ (s). Let Z be a biset blocking (su, sv). Then Z′ := (X−Y)∪ (Y−X)∪Z
is horrifying.
Proof Let X′ := (X − Y) ∪ Z and Y′ := (Y − X) ∪ Z. If w(Z) 6= {u}, then, by
Lemma 3(a) for X − Y and Z, we have f(X′) ≤ f(Z). Similarly, w(Z) 6= {v}
implies f(Y′) ≤ f(Z). Since |w(Z)| ≤ 1 and u 6= v, we may suppose that
w(Z) 6= {v}. Since no obstacle exists, by Theorem 2, there exist x, y ∈ Γ (s)
such that (H ′, c′) = ((H, c)1u,x)
1
v,y is (2, k)-connected in V . By f(X − Y) =
f(Y − X) = 2k, we have x /∈ (X− Y)O and y /∈ (Y − X)O. Since f(Y′) ≤ f(Z),
we have x /∈ Y ′I .
If w(Z) 6= {u}, then similarly we have y /∈ X ′I . Thus x, y ∈ (V −Z
′
I)∪w(Z).
Since f(Z) ≤ 2k + 1, we cannot have {x} = w(Z) = {y}, and hence Z ′O 6= V .
Then Lemma 3(a) yields f(Z′) ≤ 2k + 1, and we are done.
If w(Z) = {u}, then x /∈ Y ′O and hence x ∈ V − Z
′
O and Z
′
O 6= V . If
p 6∈ ZI , then we have 2k ≥ f(Z) ≥ f(Y′) ≥ k|w(Y′)| + c(δ(Y ′I , s)) ≥ 2k + 1,
a contradiction. Thus p ∈ ZI . Then, by w((X − Y) ∩ Y′) = {p, u}, we have
f((X − Y) ∩ Y′) ≥ 2k. Finally, Lemma 3(a) yields f(Z′) = f((X − Y) ∪ Y′) ≤
f(Y′) ≤ f(Z) ≤ 2k, and we are done. ⊓⊔
Lemma 14 Let (H = (V + s, E), c) be a capacitated graph that is (2, k)-
connected in V for some k ≥ 2 not containing an obstacle with c(δH(s)) even.
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Let X,Y be horrifying bisets with w(X) = w(Y) = {p} for some p ∈ V such
that each of XI − YI , YI −XI and XI ∩ YI intersects ΓH(s). Let u ∈ ΓH(s) ∩
XI ∩ YI , v ∈ Γ (s) − (XO ∪ YO) and Z a biset blocking (su, sv). Then one of
the following holds:
(a) X ∪ Y is horrifying,
(b) Z′ := X ∪ Y ∪ Z is horrifying,
(c) w(Z) = w(X) and one of XI − (YI ∪ ZI) and YI − (XI ∪ ZI) is empty.
Proof If w(Z) = w(X), then, by Lemma 2, one of XI−(YI ∪ZI), YI−(XI ∪ZI)
and ZI−(XI∪YI) is empty. Since v ∈ ZI−(XI∪YI), (c) follows. Let X
′ := X∪Z
and Y′ := Y ∪ Z. We may suppose that (a), (b) and (c) do not hold, so
f(X ∪ Y) ≥ 2k + 2, f(Z′) ≥ 2k + 2 (if Z ′O 6= V ) and w(Z) 6= w(X). By Lemma
6, both X′ and Y′ are horrifying. Then, since Z′ is not horrifying, X′ 6= Z′ 6= Y′,
so X ′I−Y
′
I 6= ∅ 6= Y
′
I −X
′
I . If w(Z) ⊆ V − ((X
′
I−Y
′
I )∪ (Y
′
I −X
′
I)∪{v, p}), then
X ′I −Y
′
O 6= ∅ 6= Y
′
I −X
′
O and u, v ∈ ΓH(s)∩X
′
I ∩Y
′
I and thus, Lemma 4(a) for
X
′ and Y′ provides a contradiction. Thus w(Z) = {q} for some q ∈ V . If q /∈
(X∩Y)O , say q /∈ XO, then, by f(X′) ≤ 2k+1, q ∈ w(X′) and c(δ(X ′I , {s})) ≥ 2,
we have p ∈ ZI . Consider the case that q ∈ (X
′
I − Y
′
I ) ∪ (Y
′
I − X
′
I), say
q ∈ Y ′I −X
′
I . By Theorem 2, (su, sx) is an admissible pair for some x ∈ ΓH(s).
By the existence of X,Y and Z, we have x /∈ Z ′I = Z
′
O, and so Z
′
O 6= V . Then, by
w(Y∩X′) = {p, q}, u ∈ (Y∩X′)I∩ΓH(s), f(Y∪X′) = f(Z′) ≥ 2k+2 and Lemma
3(b) for Y and X′, we have 2k + 1 ≤ f(Y ∩ X′) = 2k, a contradiction. Now
consider the case that q = v. Then w(Z−X) = {v, p} and hence f(Z−X) ≥ 2k.
Since (X − Z)I 6= ∅ and f(Z) ≤ 2k, Lemma 4(a) for X and Z provides a
contradiction. ⊓⊔
5 Splitting off algorithm
5.1 Decription of the algorithm
We already know how to compute a minimal even extension by Theorem 4.
Further, we know that a complete admissible splitting off of a minimal even
extension (H, c) yields a minimum (2, k)-connected augmentation by Theorem
3. In this section we show an efficient algorithm that finds a complete admis-
sible splitting off of (H, c). It makes use of the Lemmas 13 and 14 proven in
Section 4. The algorithm maintains a partial splitting off of the input capaci-
tated graph as well as two bisets X and Y. These bisets are necessary to store
information we obtain from the fact that certain pairs of edges are not split-
table. This allows to linearize the number of splitting offs. All of the splitting
offs apart from possibly a single pair of edges are executed during an iteration
of the while-loop starting in line 5. The first part (until line 25) deals with
degenerate cases and is slightly technical. We deal with the cases that none
of the two bisets is horrifying and that one of them is empty. The main part
of the algorithm consists of two cases. The case that XI ∩ YI ∩ ΓH(s) = ∅ is
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treated from line 27 to 34. We apply Lemma 13 to change X and Y in a favor-
able way if the chosen splitting off does not delete an edge. The part from line
36 to 51 does the same for the case when XI ∩ YI ∩ ΓH(s) 6= ∅ using Lemma
14. The operations in line 52-59 avoid certain cases of degeneracy for the next
iteration.
5.2 Proof of correctness
In this part, we show that the algorithm works indeed.
Theorem 5 All steps in Algorithm 2 are well-defined and if it terminates, it
outputs a complete admissible splitting off of the minimal even extension which
is its input.
Proof Given an iteration i of the while-loop starting in line 5, we denote by
Hi, ci,Xi,Yi the values for the corresponding variables after iteration i. We
abbreviate ΓHi (s) to Γ
i(s), X iI ∩Γ
i(s) to X is, δHi to δ
i and f(Hi,ci) to f
i. For
technical reasons, we show that for every iteration i of the while-loop all of
the following hold:
(a) all steps in the iteration i are well-defined,
(b) w(Xi) = w(Yi), |w(Xi)| = 1, (X is − Y
i
s ) 6= ∅ 6= (Y
i
s −X
i
s) and f(X − Y) =
2k = f(Y − X) unless Yi = (∅, ∅),
(c) ci(δi(s)) is even and (Hi, ci) is (2, k)-connected in V and contains no ob-
stacle,
(d) f i(Xi) ≤ 2k + 1 and f i(Yi) ≤ 2k + 1.
We denote by (a)i − (d)i the property that the corresponding statements
hold after iteration i, and by (a)0 − (d)0 before iteration 1. It is trivial that
(a)0, (b)0 and (d)0 hold. By Lemma 12, (c)0 also holds. We may so suppose
that (a)i− (d)i are satisfied for some i ≥ 0 and that the while-loop is executed
for at least one more iteration i+ 1. We show that (a)i+1 − (d)i+1 also hold.
(a)i+1 : The blocking bisets in lines 10, 16, 25, 32 and 43 exist by Lemma
5 and are horrifying by definition. First suppose that the if-condition in line
6 is satisfied. The choice of u and v in line 7 is justified by the fact that the
while-condition in line 5 was satisfied. The choice of x in line 11 and y in line
12 is justified by the fact that A is horrifying, (c)i and Lemma 7. So suppose
that in iteration i+1 the else-case starting in line 17 is executed. Let X′ and Y′
be the values of the corresponding variables after the execution of line 19. The
fact that the if-condition in line 6 was not satisfied in iteration i + 1 implies
that X′ is horrifying. First suppose that the if-condition in line 20 is satisfied.
The fact that X′ is horrifying justifies the choice of u in line 21 and with (c)i
and Lemma 7, the choice of v in line 22. So suppose that in iteration i+1 the
else-case starting in line 26 is executed. First suppose that the if-condition in
line 27 is satisfied. The fact that X′ is horrifying justifies the choice of u in line
28. The choice of v in line 29 is justified by (b)i and the fact the if-condition in
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Algorithm 2 Complete admissible splitting off
1 Input: A minimal even extension (H, c)
2 Output: A complete admissible splitting off of (H, c)
3 X := (∅, ∅);
4 Y := (∅, ∅);
5 while |ΓH(s)| ≥ 3 do
6 if none of X and Y are horrifying then
7 choose distinct u, v ∈ ΓH(s);
8 (H, c) = (H, c)maxu,v ;
9 if c(su), c(sv) > 0 then
10 let A be a biset blocking (su, sv);
11 let x ∈ ΓH(s) ∩AI ;
12 let y ∈ ΓH(s)− AO;
13 (H, c) = (H, c)maxx,y ;
14 if c(sx), c(sy) > 0 then
15 X = A;
16 let Y be a biset blocking (sx, sy);
17 else
18 if X is not horrifying then
19 exchange X and Y;
20 if Y = (∅, ∅) then
21 let u ∈ XI ∩ ΓH(s);
22 let v ∈ ΓH(s) −XO ;
23 (H, c) = (H, c)maxu,v ;
24 if c(su), c(sv) > 0 then
25 let Y be a biset blocking (su, sv);
26 else
27 if XI ∩ YI ∩ ΓH (s) = ∅ then
28 let u ∈ XI ∩ ΓH (s);
29 let v ∈ YI ∩ ΓH (s);
30 (H, c) = (H, c)maxu,v ;
31 if c(su), c(sv) > 0 then
32 let Z be a biset blocking (su, sv);
33 X = (X − Y) ∪ (Y − X) ∪ Z;
34 Y = (∅, ∅);
35 else
36 let u ∈ XI ∩ YI ∩ ΓH(s);
37 if ΓH(s)− (XO ∪ YO) 6= ∅ then
38 choose v ∈ ΓH(s) − (XO ∪ YO);
39 else
40 let v be the unique vertex in w(X)
41 (H, c) = (H, c)maxu,v ;
42 if c(su), c(sv) > 0 then
43 let Z be a biset blocking (su, sv);
44 if w(Z) = w(X) then
45 if XI ⊆ YI ∪ ZI then
46 X = Z;
47 if YI ⊆ XI ∪ ZI then
48 Y = Z;
49 else
50 if X ∪ Y ∪ Z is horrifying then
51 X = X ∪ Y ∪ Z;
52 if X ∪ Y is horrifying then
53 X = X ∪ Y;
54 Y = (∅, ∅);
55 if XI ∩ ΓH(s) ⊆ YI ∩ ΓH (s) then
56 X = Y;
57 Y = (∅, ∅);
58 if YI ∩ ΓH(s) ⊆ XI ∩ ΓH (s) then
59 Y = (∅, ∅);
60 for u, v ∈ ΓH (s) do
61 (H, c) = (H, c)maxu,v ;
62 return (H, c)− s
The (2, k)-connectivity augmentation problem: Algorithmic aspects 15
line 20 is not satisfied. So suppose that in iteration i+1 the else-case starting
in line 35 is executed. The choice of u in line 36 is justified by the fact that
the if-condition in line 27 was not satisfied. By (c)i and Theorem 2, (Hi, ci)
has a complete admissible splitting off. By u ∈ X ′I ∩ Y
′
I and (b)
i, (su, sv) is
admissible for some v ∈ w(X′)∪ (Γ i(s)− (X ′O ∪ Y
′
O)). This justifies the choice
of v in line 38 or 40. As X′ is horrifying, the choice of v is unique in line 40.
We may conclude that (a)i+1 holds.
(b)i+1 : We may suppose that Yi+1 6= (∅, ∅). Then, since lines 52 - 59
are executed, Xi+1 ∪ Yi+1 is not horrifying and (X i+1s − Y
i+1
s ) 6= ∅ 6= (Y
i+1
s −
X i+1s ), and hence f
i+1(Xi+1−Yi+1), f i+1(Yi+1−Xi+1) ≥ 2k. If {Xi+1,Yi+1} =
{Xi,Yi}, then, by (b)i, w(Xi+1) = w(Yi+1) = w(Xi) and f i+1(X i+1I −Y
i+1
I ) =
2k = f i+1(Y i+1I −X
i+1
I ), so (b)
i+1 holds. We thus consider only the cases when
{Xi,Yi} changes and none of the if-conditions in line 52, 55 and 58 is satisfied.
By Lemma 6 and Lemma 4(a), it suffices to prove that in these cases Xi+1 is
horrifying and there is a pair of edges (sa, sb) such that a ∈ X i+1I , b /∈ X
i+1
O and
Y
i+1 blocks (sa, sb). First suppose that the if-condition in line 6 is satisfied.
We know that the if-conditions in line 9 and 14 are satisfied. As Xi+1 blocks
(su, sv), Xi+1 is horrifying and so (sx, sy) is a pair of the desired form. So
suppose that in iteration i+1 the else-case starting in line 17 is executed. Let
X
′ and Y′ be the values of the corresponding variables after the execution of
line 19. The fact that the if-condition in line 6 was not satisfied in iteration
i + 1 implies that X′ is horrifying. First suppose that the if-condition in line
20 is satisfied. The if-condition in line 24 is satisfied, otherwise, Xi+1 = X′
and Yi+1 = Y′, so we have Yi+1 = (∅, ∅), a contradiction. As X′ is horrifying,
so is Xi+1 and so (su, sv) is a pair of the desired form. So suppose that in
iteration i+ 1 the else-case starting in line 26 is executed. The if-condition in
line 27 is not satisfied, otherwise if the if-condition in line 31 is not satisfied,
then {Xi,Yi} does not change, and if it is satisfied, then Yi+1 is set to (∅, ∅),
in both cases we have a contradiction. So suppose that in iteration i + 1 the
else-case starting in line 35 is executed. The if-condition in line 42 is satisfied,
otherwise {Xi,Yi} does not change and we have a contradiction. Observe that
Y
′ is horrifying by (d)i, (b)i and u ∈ X ′s ∩ Y
′
s . Let X
′′ and Y′′ be the values
of the corresponding variables after the execution of line 51. The if-condition
in line 44 is satisfied, otherwise, by Lemma 14, X′′ ∪ Y′′ is horrifying, so Yi+1
is set to (∅, ∅) in line 54 and we have a contradiction. Now Xi+1 is horrifying
because X′ and Z are. Also, by assumption, there is a vertex x ∈ Y i+1s −X
i+1
s
and so (su, sx) is a pair of the desired form.
(c)i+1 : By construction, ci+1(δi+1(s)) is even and (Hi+1, ci+1) is (2, k)-
connected in V . It has no obstacle by Lemma 12.
(d)i+1 : Observe that during the algorithm Xi is only replaced by hor-
rifying bisets and Yi is only replaced by horrifying bisets or (∅, ∅). The only
replacement needing proof is the one of X in line 33 where, by (d)i, (b)i, (c)i,
Lemma 12, the fact that the if-condition in line 22 is not satisfied and Lemma
13, we get that Xi+1 is horrifying. As the function f does not increase when
splitting offs are executed, (d)i+1 follows.
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After the last iteration of the while-loop, by (c) and Theorem 2, the current
(H, c) has a complete admissible splitting off. Also, we have |ΓH(s)| ≤ 2, so at
most one more splitting off can be executed. This is done in line 61. Afterwards
s is an isolated vertex in H and so the output graph H− s is (2, k)-connected.
⊓⊔
5.3 Running time analysis
In this section, we analyze the running time of Algorithm 2.
Theorem 6 Algorithm 2 runs in O(n3(m+ n log n)).
Proof It follows from Lemma 11 that every iteration of the while-loop starting
in line 5 can be executed in O(n2(m+n log n)). We next show that this while-
loop terminates after at most O(n) iterations. For this, consider the parameter
M = |ΓH(s)|+ |ΓH(s)− (XO ∪ YO)|. We first need the following result.
Claim 1 Neither |ΓH(s)| nor |ΓH(s) − (XO ∪ YO)| ever increase during the
algorithm.
Proof First suppose that the if-condition in line 6 is satisfied. If one of the if-
conditions in line 9 and 14 is not satisfied, there is nothing to prove. Otherwise,
observe by (b),(d) and the fact that the if-condition in line 6 was satisfied, we
obtain |(XO ∪ YO) ∩ ΓH(s)| ≤ 3 before the iteration. By Lemma 6, u, v, x ∈
XO∪YO after the iteration, so none of |ΓH(s)| and |ΓH(s)−(XO∪YO)| increase.
In the remaining part of the algorithm, only splitting offs are executed and
(XO ∪ YO) ∩ ΓH(s) is augmented. For the replacement of X in line 33, this is
because the if-condition in line 27 was satisfied. It follows that none of |ΓH(s)|
and |ΓH(s)− (XO ∪ YO)| increase. ⊓⊔
We next show that there are no 3 consecutive iterations of the while-loop
in which M does not decrease. By Claim 1, it suffices to prove that one of
|ΓH(s)| and |ΓH(s) − (XO ∪ YO)| decreases. We do so through the following
partial results.
Claim 2 If in iteration i, the if-condition in line 20 is executed and the if-
condition in it is satisfied, then M decreases in iteration i.
Proof If the if-condition in line 24 is not satisfied, |ΓH(s)| decreases in iteration
i. Otherwise, v enters XO∪YO in iteration i, so |ΓH(s)−(XO∪YO)| decreases.
⊓⊔
Claim 3 If in iteration i, the else-case starting in line 26 is executed, then M
decreases in iteration i or i+ 1.
Proof First suppose that the if-condition in line 27 is satisfied. If the if-
condition in line 31 is not satisfied, |ΓH(s)| decreases in iteration i, so suppose
it is. Then, X is set to a horrifying biset in line 33 and Y is set to (∅, ∅) in line
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34. It follows that in iteration i+1, line 20 is executed and the if-condition in
it is satisfied. By Claim 2, M decreases in iteration i+ 1.
Now suppose that the else-case starting in line 35 is executed in iteration i.
If the if-condition in line 42 is not satisfied, this is the case when w(X) = {v},
|ΓH(s)| decreases in iteration i, so suppose it is. If the if-condition in line 44
is satisfied, v leaves ΓH(s)− (XO ∪ YO), so |ΓH(s)− (XO ∪ YO)| decreases. In
all remaining cases, by (c)i and Lemma 14, X is set to a horrifying biset and
Y is set to (∅, ∅). It follows that in iteration i+ 1, line 20 is executed and the
if-condition in it is satisfied. By Claim 2, M decreases in iteration i+ 1. ⊓⊔
Claim 4 If in iteration i, the if-condition in line 6 is satisfied, then M is
decreased in iteration i, i+ 1 or i+ 2.
Proof If one of the if-conditions in line 9 or 14 is not satisfied, |ΓH(s)| decreases
in iteration i, so suppose they are. It follows that Y is a horrifying biset after
the execution of line 16 and so one of X and Y is horrifying after iteration i.
It follows that in iteration i + 1, the if-condition in line 6 is not satisfied and
so M decreases in iteration i+ 1 or i+ 2 by Claims 2 and 3. ⊓⊔
Next observe that M is always an integer satisfying 0 ≤ M ≤ 2n. As
M decreases in at least one of three consecutive iterations, it follows that
the while-loop starting in line 5 halts after at most 6n iterations. This yields
that the overall running time of the while-loop is O(n3(m+ n log n)). As the
remaining splitting off in line 61 can be executed efficiently, the running time
of the algorithm is O(n3(m+ n log n)). ⊓⊔
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