Abstract-We propose a novel relighting approach that takes advantage of multiple color plus depth images acquired from a consumer camera. Assuming distant illumination and Lambertian reflectance, we model the reflected light field in terms of spherical harmonic coefficients of the bi-directional reflectance distribution function and lighting. We make use of the noisy depth information together with color images taken under different illumination conditions to refine surface normals inferred from depth. We first perform refinement on the surface normals using the first order spherical harmonics. We initialize this non-linear optimization with a linear approximation to greatly reduce computation time. With surface normals refined, we formulate the recovery of albedo and lighting in a matrix factorization setting, involving second order spherical harmonics. Albedo and lighting coefficients are recovered up to a global scaling ambiguity. We demonstrate our method on both simulated and real data, and show that it can successfully recover both illumination and albedo to produce realistic relighting results.
I. INTRODUCTION

L
IGHTING plays an important part in visual appearance. Similar in spirit to facial make-up, good lighting helps to enhance the aesthetic appeal of subjects imaged. This motivates the problem of computationally touching up photographs to mimic desirable lighting effects. Computational relighting is of broad interest in areas such as computer graphics and cinematography. Imagine holding a video chat on Skype and being able to "cast" studio lightings to make one's face more appealing. Another application is augmented/mixed reality where images of objects from different environments need to be computationally relighted to achieve an overall uniform lighting.
Image relighting refers to computationally manipulating the lighting effects given one or more image(s) of the scene, In the inverse rendering process, given the input images (same viewpoint, different lighting) and any two of the three mentioned scene components, the rest can be inferred. Relighting can be seen as a forward rendering process in which the lighting component is replaced by a novel one for the synthesis of a new image.
to produce desirable and photorealistic renderings. While image relighting has been widely used on synthetic scenes constructed from computer graphics models as seen in many computer games, or on real scenes captured under controlled lighting conditions, efficient relighting on general real scenes remain a research challenge due to its complexities involving both the geometric and photometric aspects underlying the image formation process. An illustration of the relighting process is presented in Fig. 1 . State-of-the-art relighting methods often consist in estimation of the scene geometry, the BRDF (bi-directional reflectance distribution function, which models how light interacts with the surface) and the illumination directions. Given only the image data, the estimation of all these factors is ill-posed, and can only be achieved by strict assumptions of the scene geometry and/or light sources, or by controlled experiments. The earliest attempt to render lighting effects on a synthetic object involved using a spherical mirror called the light probe [1] . A light probe captures environment illuminations from all directions. To render an object in a given lighting environment, the light probe is placed at the location of the object to measure the incident illumination. Lighting effects are added onto the object by mapping texture based on surface normal directions. This method is widely adopted in the movie and gaming industries, but it requires knowing both the reflectance and geometry of the object for relighting. Another notable approach is to capture relightable representations 1057-7149 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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of a scene. Debevec et al. [2] proposed a method to densely sample the reflectance field of the human face with high angular resolution using a dome-shaped setup called Light Stage. The method is able to render realistic lighting results but requires highly controlled data capturing. More recent works on computational relighting have been focusing on the incorporation of 3D information of scenes to parametrically model the lighting and surface reflectance such as [3] , but they assume homogeneous surface albedos to simplify the problem. Recently, consumer grade depth cameras, e.g., Microsoft Kinect and Intel RealSense, have gained increased popularity due to its low cost and real-time depth acquisition capability. Seminal works on shape refinement by fusing multiple depth maps include [4] for rigid and [5] for dynamic scenes. In this work, we explore the incorporation of geometry (depth) information obtained through a depth sensor, in a relighting problem of a convex object, under general, arbitrary distant illumination. Applying Lambertian reflectance and modeling illumination in terms of spherical harmonics (SH) [6] , [7] , we formulate an efficient relighting algorithm for practical applications such as video conferencing and stylistic lighting transfer that can be readily used by lay users, without expensive data processing. The input to our system include multiple RGB images and a corresponding depth map. The RGB images are taken under different lighting conditions, while the depth map is acquired by a depth sensor, where surface normals can be derived from. However, the surface normals are often of poor quality since the acquired depth could be noisy. We first show that through combining intensity and depth information, the noisy normals can be refined to a satisfactory level to enable solving of albedo and lighting parameters for relighting. This work is an extension of our previous work [8] . Instead of assuming the given surface normals were clean as in [8] , we account for noisy surface normals from the depth sensor. We refine them in a shapefrom-shading setting through a nonlinear optimization that seeks to resolve the linear ambiguity arising from matrix factorization. We further show that this nonlinear optimization can be significantly sped up when initialized by a linear optimization. We solve for surface normal and albedo in a progressive manner: using the first-order spherical harmonics to refine noisy normal, followed by the second-order spherical harmonics for albedo recovery.
The outline of our paper is as follows. The background and related works are presented in Section II. Details of the proposed formulation is presented in Section III to Section VII-A.2. Experimental results and evaluations are given in Section VII and lastly, Section VIII concludes the paper.
II. BACKGROUND AND RELATED WORK
Strictly speaking, the physically correct way to relight a scene is to follow the rendering equation [9] . One way of doing so is to measure the scene's light transport, a discrete representation of the rendering equation which encodes the interaction between the input illumination and the scene, as well as the lighting interactions within the scene itself, known as interreflections. However, since light transport is very expensive to measure or pre-compute, it is often precluded in practical relighting systems. For efficiency, many relighting methods approach the problem by either interpolating illuminations from examples or by parametric modeling of direct illumination (illumination due solely to light sources) and reflectance using sparse samples of the scene. The effects of interreflections are neglected. The proposed method also makes an assumption on the convexity of the scene to avoid handling interreflections. In the following subsections, we review major computational relighting methods as well as works on depth/shape estimation through RGB-D fusion.
A. Illumination Interpolation
These approaches use images captured under different known and controlled illumination conditions, without prior knowledge of the scene geometry and surface properties. Taking advantage of the linearity of the rendering operator with respect to illumination, novel lighting can be synthesized as a linear combination of a set of basis images. The idea was first introduced by Nimeroff et al. [10] and later popularized by Debevec et al. [2] who pioneered the dense capturing of reflectance field of the human face with high angular resolution with a setup called Light Stage. The setup is a spherical structure mounted with 156 white LED light sources. Lighting directions are changed thousands of times per second and the corresponding appearances of the subject is captured by a high-speed camera. While this method is able to synthesize realistic lighting effects, it is data-expensive as it often requires dense sampling of viewpoints and illumination directions for the interpolation of novel lighting. A highly controlled environment is also required to allow for precise measurement of illumination. In contrast, our work only requires a sparse set of samples for the estimation of both illumination and diffuse albedo.
B. Environment Mapping
Compared to interpolation-based relighting techniques that require dense sampling, the data requirement is greatly reduced with a light based model. In computer graphics, synthetic objects can be rendered using a pre-computed environment map called the light probe [1] . A light probe captures environment illuminations from all directions (omnidirectional irradiance map) by imaging a mirror sphere with highdynamic-range capturing. It can be viewed as a look-up table for environment lighting indexed by surface normal vectors. The captured lighting environment can be used together with surface reflectance properties, i.e., the BRDF, to generate photo-realistic rendering. To render a synthetic object in a given lighting environment, the light probe is used to measure the incident illumination at the location of the synthetic object. Lighting effects are added onto the synthetic object by mapping texture from the light probe based on surface normal directions.
Wen et al. [11] introduced Radiance Environment Map (REM) for face relighting. Pre-integrated with the surface's BRDF, radiance environment map avoids the timeconsuming integration of illumination with surface reflectance, and is particularly useful for rendering surfaces with complex reflectance properties. Assuming diffuse reflectance and known 3D geometry, ratio-image technique was used to relight faces when the environment lighting rotates and to transfer lighting from one person's face to another. However, this method assumes that the two faces have similar skin albedos.
C. Illumination, Shape and Reflectance Modeling From Multiple Views
Illumination, surface reflectance of scene points can also be inferred by varying viewpoints. The central idea of such methods is to relax the requirement for controlled illumination. Using known surface geometry, Yu et al. [12] proposed to gather images under different illumination conditions using multi-view images captured under a single, unknown illumination setting. They assume a dichromatic reflection model, which includes both Lambertian and specular reflections. The directional specular reflection is used to resolve the texture-illumination ambiguity of diffuse scene components, and to estimate the illumination. Estimation of Lambertian reflectance then proceeds after illumination is recovered. Since Lambertian reflection is viewpointindependent, the scene needs to contain specular reflection for illumination to be recovered. To overcome this limitation, Joshi and Kriegman [13] recovered shape under varying viewpoint and lighting by combining multi-view and photometric stereo to derive a multi-ocular photometric matching cost. However, these methods require dense correspondence across multiple views for initial depth map recovery, a computationally expensive step that is prone to errors in matching lowtexture regions.
D. Parametric Relighting With Measured 3D Model
With depth cameras, scene geometry can now be efficiently measured, thus enabling parametric modelling of illumination. This frees us from the highly controlled data acquisition process as seen in interpolation based methods. In [3] , relighting results were first demonstrated using the RGBZ video data where the depth acquired from a time-of-flight sensor is augmented by spatiotemporal upsampling and denoising. The environment lighting was modeled in terms of spherical harmonic basis functions and estimated in an offline process from a single video frame, assuming white light source and diffuse albedo. In [14] , the relighting problem was formulated as a factorization of the image matrix into a product of a diagonal albedo and a lighting matrix with a known SH matrix (surface normals represented in terms of spherical harmonics) in the middle. This special matrix factorization is unique if and only if the SH matrix associated with the object has nonseparable full rank. Our proposed method is most related to [3] , in that we acquire the 3D model in real-time using a depth sensor, but we make use of multiple images under different lighting conditions to estimate surface normal from photometric data. We use the noisy depth map to resolve the linear ambiguity in an uncalibrated photometric stereo problem.
E. Shape/Depth Enhancement Through RGB-D Fusion
Having accurate shape and depth estimate is an important intermediate goal towards relighting. Fusing intensity data and noisy depth measurement helps to enhance the accuracy of the depth maps. The intensity data could be in the form of a single image or multiple images under different illumination conditions. Recent techniques such as [15] estimate shape from a single image under natural illumination, but it deals with uniform albedo objects and requires a calibration object to measure lighting. Yu et al. [16] used a single intensity image. Noisy depth information was used in to recover relative albedo, which helps to separate shading from albedo. The estimated shading was then used to enhance the quality of surface normals. Han et al. [17] modeled natural lighting as a combination of global and local components, where the global component was solved using the noisy depth. Next, local lighting model was estimated to account for spatially varying illumination. Surface normals were refined using the estimated lighting and later fused with depth information using the algorithm by Nehab et al. [18] . Wu et al. [19] presented a real-time shading-based depth refinement by reformulating the inverse rendering optimization into a highly parallelizable algorithm that can be efficiently solved on the GPU. Or-El et al. [20] improved the accuracy of this framework by incorporating the Retinex constraint [21] to handle spatially varying albedo. Hudon et al. [22] further improved the shape refinement by capturing with sequential illumination, to record a pair of images with and without flash. The effect of ambient illumination (contained in the non-flashed image) can thus be cancelled out. Barron and Malik [23] recovered intrinsic properties of a scene by using a learned mixture model of shapes and illuminations. They used the noisy depth map from the RGB-D data to improve low-frequency shape estimation.
There are also works that used images under multiple illumination conditions. In [24] , the authors combined noisy depth acquired from Kinect and surface normals evaluated using calibrated light sources. They extended the formulation of [18] to handle degenerate cases due to insufficient light sources. In [25] , the authors assumed uniform albedo and used and the infrared channel from the depth sensor to guide multi-view reconstruction. Similar to [24] , our proposed formulation uses multiple illuminations and depth images. However, we assume unknown, arbitrary light sources and spatially varying albedo. Instead of having depth and surface normal from independent sources, we work with surface normals derived from noisy depth and show that they can be refined using the first-order spherical harmonic approximation.
An overview of the discussed techniques on shape (depth) recovery/enhancement is presented in Table I , where we list every method's input, output and assumptions. For completeness, we also included [13] and [12] that made use of multiview reconstruction to obtain initial depth estimates.
III. MODELLING GENERAL ILLUMINATION
Ramamoorthi et al. [26] showed that lighting, BRDF and reflectance can be expressed in a signal processing framework. Neglecting the effects of cast shadow and interreflection, the irradiance E from a convex object is a function of the surface normal n, given by an integral over the upper hemisphere (n)
where L denotes the distant lighting distribution and ω denotes the incident angle between the surface normal and L. For Lambertian reflectance, E is scaled by the surface albedo, which may be dependent on position p. The radiosity I , which corresponds directly to the image intensity 1 is given by
Furthermore, E can be expressed in terms of spherical harmonics basis functions Y lm as follows
where l ≥ 0, −l ≤ m ≤ l. Y lm are the analogue on the sphere to the Fourier basis on the line or circle [6] . E lm is the coefficient of the spherical harmonic expansion of the irradiance E, and n = (n x , n y , n z ) is represented in global Cartesian coordinates. There are 2l + 1 basis functions, −l ≤ m ≤ l, for a given order l ≥ 0. For a Lambertian scene illuminated by any lighting conditions, it can be shown that the reflected light field is well approximated up to order l = 2 using only the first 9 terms of its spherical harmonics expansion, where the accuracy of the approximation exceeds 98% [6] . A formal analysis by Basri et al. [7] showed that under a point source illumination, the accuracies of the first and second order 1 This means that the camera is linear or it is radiometrically calibrated to have a linear mapping from scene radiance to image intensity.
harmonics approximations are 87.5% and 99.2%, respectively. order 1 approximation with four terms.
Following the derivation in [26] , (3) can be simplified using the spherical harmonic representation
where l = 4π 2l+1 is a normalization constant, A l is the spherical harmonic coefficient of the transfer function (n · ω), and L l,m is the coefficients of spherical harmonic expansion of the illumination L, which is unknown. The specific forms of the first 9 terms of Y lm [26] are given as follows:
The specific forms of A l up to order 2 are listed as follows:
Substituting (4) into (2), the acquired image intensity can be expressed as a single summation with only 9 terms,
where
Here, h i and L i represent the spherical harmonic function and its corresponding lighting coefficient at each combination of (l, m), respectively. Putting all scene points in matrix form, an image i can be expressed as
where l = L 1 , · · · , L 9 . H i j corresponds to the i th harmonic component of the j th pixel. H can be computed explicitly given the surface normals of all scene points. is a diagonal matrix whose diagonals are ρ j , 1 ≤ j ≤ N, and N is the number of pixels.
We define the shape matrix S = H , whose rows are harmonics images, i.e, the shape harmonics (expressed in terms of surface normals) scaled by the albedo at each pixel. The ambient illumination is accounted for by simply scaling the zeroth order spherical harmonic basis function (since it represents equal distribution in all directions).
IV. INVERSE RENDERING
The goal of relighting consists in recovering both the diffuse albedos and the lighting coefficients, followed by manipulating the lighting coefficients to create novel lighting effects.
Assuming we have K images of the same viewpoint captured under different lighting conditions, they can be assembled into an K × N data matrix M, where K denotes the number of frames and N denotes the number of pixels in each image. Stacking (9) for multiple images, the data matrix M can be approximated by the linear combination of harmonic images
where L(K × r ) contains the lighting coefficients corresponding to the low order harmonics, e.g., r = 9 as in (9), and shape matrix S(r × N) contains the corresponding harmonic images. Hence, M has low rank, up to r . The above is a classical shape-from-shading set-up, also termed Photometric Stereo [27] , where S is to be estimated given M and L (may be unknown in the case of photometric stereo with unknown light sources). Using Singular Value Decomposition (SVD), we can decompose M into
where U and V are orthonormal while is a diagonal matrix containing the singular values of M.
The bulk of the energy is contained in the first r components. Assuming K , N ≥ r , we seek an r -dimensional subspace for the shape and lighting matrices,
where L = U √ K r and S = √ r N V and K r denotes the first r columns and r N denotes the first r rows of , respectively.
√ · denotes the non-negative square root. Effectively, (12) denoises the data matrix M by best approximating it (in the Frobenius norm) with a low-rank r matrix. This decomposition is based on the finding in [28] that the low order spherical harmonics, which form an orthonormal basis, lie very close to the subspace constructed by SVD. The analysis showed that for a convex, Lambertian object under arbitrary, distant illumination, the principal components or eigenvectors are identical to the spherical harmonic basis functions evaluated at the surface normal vectors. However, the decomposition (10) is unique only up to an r × r linear ambiguity Q. If Q is any invertible matrix, M = ( LQ −1 )(Q S) is also a valid decomposition. Lemma 1 (Linear Ambiguity): Suppose M = LS where L ∈ R K ×r , S ∈ R r×N and K > r , and L has full column rank, then the SVD-based decomposition M = L S returns a solution that S = Q −1 S, where Q is an invertible r ×r matrix.
Proof: Since L, L have full column rank (= r ), then there exists an invertible Q ∈ R r×r such that
Since L has full column rank, there exists a left inverse L L such that L L L = I r×r . Pre-multiplying both sides of (13) by L L , we get
Hence, S = Q S. We seek to find a linear transformation Q r×r that best recovers S. However, as we are given the surface normals derived from the depth data, we only know H [as in (9) ] without the albedo information. Each column of the matrix S can be written as the corresponding column of H scaled by albedo, s j = ρ j h j , where ρ j is the j th element of the N × N diagonal matrix containing the albedo values,
where H is a 9 × N matrix.
Remark 1 (Relation to Photometric Stereo Under Unknown, General Lighting):
In an uncalibrated photometric stereo problem, lighting, surface normal and albedo are all unknown. However, with first-order approximation of spherical harmonics, Basri et al. [29] showed that by exploiting the geometric meaning of the first 4 spherical harmonics, the harmonic images S in (10) can be recovered up to a scaled Lorentz transformation with seven degrees of freedom. The ambiguity can be further removed with additional constraints such as knowing the albedo and surface normals of two points in the scene, or by enforcing integrability as in [30] , which would be prone to errors if the scene contains depth discontinuities. This ambiguity also means that lighting L can only be recovered up to a scaled Lorentz transformation. This is clearly insufficient for our purpose of relighting where the directions of desirable light sources are to be specified without ambiguity. Hence, we propose to incorporate depth information in our formulation to resolve the mentioned ambiguity. Incorporating depth information also enables us to efficiently solve for lighting and albedo quantities, which would otherwise be a time-consuming process inhibitive to any real-time relighting systems. An overview of the proposed relighting system is shown in Fig. 2 . The input consists of multiple images taken under different illumination conditions and an acquired depth map, which is often noisy. Surface normals are derived from the noisy depth. We first perform refinement on the surface normals using the first order spherical harmonics. With surface normals refined, we formulate the recovery of albedo and lighting, involving second order spherical harmonics. Finally, we generate novel relit images following the forward rendering process. Details of each step are elaborated in the subsequent sections.
V. NORMAL REFINEMENT FROM NOISY
DEPTH AND INTENSITY DATA Since the depth map from consumer devices like Kinect is often noisy and may contain holes, the surface normals derived from such depth measurement would be too noisy for the purpose of lighting and albedo recovery. However, they can be used as a shape prior to constrain the solution space of shape-from-shading, leading to a more accurate surface normal recovery.
We have shown previously that there exists a non-singular matrix Q such that S = Q S. In the case of 4 harmonics (r = 4), the first four harmonics span approximately the same space as the first four principal components. As discussed in [29] , the scaled surface normals lie in the row space of S. Our goal is to find the linear ambiguity Q. We first discuss a linear solution to estimate Q, followed by a non-linear refinement.
Let Z denote the depth values along a surface, the components of the surface normals can be computed by taking the partial derivatives of the surface using filter convolution:
where K x , K y and B are given by
Consider a column corresponding to a pixel of the equation S = Q S as
By construction of the first 4 spherical harmonics, from (5) and (7), we have
Hence, given depth information which infer normal vector n, we know s up to a scale factor.
A. Linear Estimation of Q
We note that Q is a Projective Transformation relating each pair of P 3 points {s i , s i } in homogeneous coordinates,
where ρ i is the albedo value of pixel i , and n i = 1 n ix n iy n iz denotes the surface normal vector in homogeneous form.
Equation (17) bears much resemblance to the case of planar homography in the 2D projective space P 2 , except that "1" is now in first element of n i . Kanatani [31] proposed a method to compute the homography H from P 2 point correspondences, λ i v = Hu, where both u and v are normalized to norm 1, and H is normalized so that det (H) = 1. This computation of projective transform in P 2 can be generalized to the case in P 3 as follows.
Our problem from (17) is, given s i and n i , find Q such that the vector Q s i is parallel to n i . Hence, (17) is equivalent to
However, we have from Cauchy-Schwarz inequality
Without loss of generality, we normalize all s i and n i such that s i = 1 and n i = 1, therefore, we can set the error for each pair {n i , s i } to be
The problem is to compute Q by minimizing the following objective function:
, where q i denotes the i th column in Q, and x = [ q 1 q 2 q 3 q 4 ] be the 16 parameter vector to be computed, we can show that the cost function in (19) takes the following form,
where A i is a symmetric matrix given by
and I 4 is a 4 × 4 identity matrix.
A i , as Q is to be recovered up to an unknown scale, we can assume that tr(Q Q) = 1, hence, x = 1. The solution is the eigenvector of A corresponding to the smallest eigenvalue. Since we only have noisy surface normals derived from depth, we use the noisy normals n i in place of n i in (21) when solving for Q.
B. Non-Linear Optimization
Having recovered an initial estimate for Q by the linear method, we move on to the non-linear optimization of Q to further refine it. From (14), we know that
where β is a non-zero scalar ambiguity. Let N 4×N be the noisy surface normals derived from the depth map, we seek a Q such that
where (1,:) (Q S) (1,:) (Q S) (1,:) ⎤ ⎦ is formed by stacking the first row of Q S. " " is an elementwise division operator, i.e., if
The above optimization is non-linear. To speed up its convergence, we approximate Q by the linear method discussed earlier and use it as an initialization in the non-linear optimization. Note that taking the first row of the product Q S gives us the albedo for every pixel, up to a global scaling ambiguity. Hence, we obtain an approximation for the albedo matrix using the first-order harmonics. In practice, we can iterate the process in (23) to further speed up convergence. Let the Q * t be the optimal solution from the t th iteration, we can obtain N t = (Q * t S) (2:4,: ) D, Using this in the next iteration, we have
To investigate the time saving contributed by the linear initialization, we simulated noisy depth maps using the MIT-Berkeley dataset which contains 20 real scenes with ground truth depth maps (refer to VII-A.1 for details in experiment setting and evaluation on normal refinement). The typical image size of this dataset is 467 × 367. In our experiment, for the non-linear optimization part, we iterate the process (24) twice. Comparison of average run time with and without the Table II , where we can observe that the linear initialization speeds up the optimization by nearly an order of magnitude.
VI. ALBEDO AND LIGHTING RECOVERY
Upon refinement of noisy surface normals, we proceed to recover lighting and albedo of the scene. Although albedo can be recovered through finding Q in the previous normal refinement step (Section V), it only involves the first order spherical harmonics and is therefore less accurate. Using the refined normals, we can compute H using (8) . We then jointly solve for the linear ambiguity Q and albedo , taking into account second order spherical harmonics. When the zeroth through second order spherical harmonics are used, the parameter r in the SVD based factorization (12) is 9. Q is now a 9 × 9 linear ambiguity.
We applied an iterative method by solving for Q and in an alternating fashion, fixing one while solving for the other unknown. The cost function is defined as
We use the albedo values estimated from the first-order approximation to initialize and estimate Q as
With Q fixed, we can estimate S as S = Q S and solve for as
Since is a diagonal matrix,
where s j and h j are the j th column in S and H, respectively, and ρ j is the albedo of the j th pixel. (28) is minimized term-wise as arg min
and the optimal solution is the projection of s j onto h j
Thus, = di ag{
The above alternating minimization repeats until the cost J (Q, ) is sufficiently small. Once Q is known, we can find L as L = LQ −1 . New lighting effects can be rendered by plugging in novel lighting coefficients l new into (9) . For color images, the surface albedo and lighting coefficients of each of the R, G and B channels are estimated separately. 
VII. EXPERIMENT
To verify the correctness of the proposed method, we present our experimental results on both simulated and real data. First, we test our proposed normal refinement using real images with ground truth depth that is added with Kinectlike noise. Next, we present experiment results and evaluation of our proposed albedo recovery and relighting using standard photometric stereo dataset. We also test our method on real data captured using our proposed set-up. Since our modeling of image formation involves the second order approximation of spherical harmonics, certain error may persist even in an ideal case, it is desirable to verify some basic properties of our method.
A. Test With Simulated Noise 1) Normal Refinement:
To verify the proposed normal refinement, we make use of the MIT-Berkeley data set, 2 where ground-truth depth is provided. The dataset contains 20 real scenes, each captured under 10 different, arbitrary illumination. We use its image data as color image input and simulated noisy depth maps based on [32] . Distance-dependent Gaussian noise is added to simulate the noisy data produced by a Kinect sensor, which is computed as follows:
The depth-dependent noise follows a Gaussian distribution,
, where Z 0 denotes the noiseless depth value and c = 1.43 × 10 −5 is a Kinect-oriented constant [32] . The input surface normal is computed from the noisy depth using (15) . Instead of using all pixels in the scene, we first avoid pixels on the boundary of the object, as normal estimation in these places are noisy due to incomplete data in the 2 http://www.cs.berkeley.edu/~barron/SIRFS_release1.5.zip [20] and that by Barron and Malik [23] .
Results are shown in Fig. 3 . Mean angular errors (computed using ground truth surface normals) are shown below the figures. The errors of both [20] and [23] are shown to put our performance into perspective. It would be unfair to simply compare the angular errors, as these two methods used only one RGB image as input. Qualitatively, we can observe that the proposed normal refinement algorithm compares favorably to the two reference methods. The results of [20] still contain a small amount of noise, while [23] tends to overly smooth the surface normals. The proposed method, especially its nonlinear refinement step, greatly improves the quality of surface normals with much reduced angular errors and less texture copying artifacts.
2) Albedo Recovery:
In this experiment, we validate our factorization for reflectance recovery (Section VII-A.2) and study the effects due to normal refinement. We assume noisy input normals (simulated by adding noise to the depth maps as in (30)). For this purpose, we use the MIT-Berkeley data set captured under general illumination conditions. We recover albedo for each of the R, G and B channels based on the method described in Section . We use the provided ground truth albedo maps for quantitative evaluation, and compute the average signal-to-noise ratio (SNR) of albedo recovery for each channel, across all 20 scenes. Results are presented in Table III . We also verify the albedo recovery when clean normals are used. As we are testing albedo recovery as a standalone module, we initialize in (26) to identity. Fig. 4 shows a qualitative comparison of reflectance recovery on the "teabag2" scene. Pixel-wise absolute errors from the ground truth are shown. Observe the impact of normal refinement on the final recovered reflectance map. Without normal refinement, we can still see residual shading on the reflectance image; while the result after normal refinement is visually close to the ground truth.
3) Relighting: Upon recovery of both albedo and lighting L, novel lighting effects can be rendered by plugging in new lighting coefficients in (9). We assume white light illumination (equal illumination intensity for each channel). As we recover the albedos channel-wise for each of the RGB channels and the recovery is up to a scaling ambiguity, we computed the relative channel contribution from the mean intensity of each channel, over all illumination conditions. Finally, we rescale the recovered albedos for each channel according to the estimated ratio to generate colored relit results. Fig. 5 shows three newly relit images of the "Raccoon" scene with randomly generated lighting coefficients.
B. Test on Real Data 1) Experiment Setup:
We used Kinect sensor for depth data acquisition. Since it is difficult to radiometrically calibrate its built-in RGB camera, we mounted a PointGrey Chameleon CMLN-1632C camera directly above its built-in RGB camera and calibrated the cameras intrinsically and extrinsically. This PointGrey camera is set to capture linear color images. The setup for our experiment is shown in Fig. 6 .
The depth map from Kinect camera has a resolution of 480 × 640, while the PointGrey RGB camera has a higher resolution of 960×1280. To align the depth data to an external RGB image, we performed intrinsic calibration of both the IR camera (responsible for depth sensing) and the PointGrey camera using Zhang's method [33] with a checkerboard target. The relative pose of these two cameras are also calibrated using known correspondences from the checkerboard. Fig. 8 shows an example of depth to RGB mapping. To validate the correctness of the calibration, we shaded the depth map with its corresponding RGB values from the external camera. The resultant image is visually consistent with the scene.
2) Relighting From RGB-D Data: At this stage, we captured images of the same scene by varying the light sources. The RGB images are captured in an indoor environment, whose light sources consist of both point source and area lights. Our scene is illuminated under 12 different lighting conditions. Examples of the lighting conditions are shown in Fig. 7 .
When the scene contains purely Lambertian reflection, our image formation model predicts that the data matrix M is of rank 9. However, real world data are often affected by noise, specularities and other non-Lambertian effects, the rank will be typically larger than 9. We perform a pre-processing step to recover a low-rank intensity matrix [34] . This is based on a recent convex optimization approach [35] that recovers the low-rank intensity matrix without having any information about what entries are corrupted. This is used ensure a robust solution even in the presence of minor specularities and shadow.
We applied the proposed RGB and depth normal refinement as described in Section V to estimate surface normals of a real scene. We used a manually drawn mask to segment out the object of interest. We performed bilateral filtering on the [20] . Run time for each algorithm is indicated below the results.
noisy depth map and up-sampled it to match the resolution of the RGB image. Results of the surface normals from the noisy depth map, the resultant normals after refinement and recovered reflectance are shown in Fig. 9 . We compare our method against Or-El et al. [20] and Barron and Malik [23] . Run time for each algorithm is indicated below the results. All algorithms are run on a 6-core i7 machine without GPU acceleration. 3 While strictly not an apples-to-apples comparison, our un-optimized MATLAB implementation has a comparable run time (combing time taken for both normal refinement and reflectance recovery) to that of [20] , whose GPU implementation version was reported to have real-time performance, indicating the potential real-time feasibility of our method. On visual comparison, our proposed method 3 We used the source code from https://cs.technion.ac.il/ royorel/projectpage/rgbd_fusion.zip, a MATLAB demo version that outputs only a refined depth map. has less texture copying artifacts as compared to [20] (see magnified insets of the coffee box and cookie bag regions). Our method's output normals are of higher quality suitable for use in the estimation of scene albedo. In addition, we note that our normal refinement only involves the first-order spherical harmonics, while the other methods used high-order harmonics.
Lastly, Fig. 10 shows relighting results of the same scene with randomly generated lighting parameters. These results look photo-realistic.
VIII. CONCLUSION AND FUTURE WORK
In this work, we explore the incorporation of raw 3D depth from Kinect into a computational relighting problem. Assuming distant illumination and Lambertian reflectance, we model the reflected light field in terms of spherical harmonics. We first use the noisy depth information to resolve the linear ambiguity in photometric stereo, leading to more accurate surface normals that can be used in the later estimation of albedo and lighting coefficients (up to a global scaling ambiguity). As a result, we propose an effective method to recover object geometry by combining noisy acquired depth with shape-from-shading. We solve for surface normal and albedo in a progressive manner: using the first-order spherical harmonics to refine noisy normal, followed by the secondorder spherical harmonics for albedo recovery. We formulate the normal refinement problem as a nonlinear optimization, and further show that it can be significantly sped up when initialized by a linear optimization, leading to much reduced computation time. We demonstrate our method on both simulated and real data, and show that it can successfully recover both illumination and albedo to produce realistic relighting results. Looking forward, we aim to jointly optimize depth, lighting and reflectance for better relighting results. We also hope to extend the current method to handle more complex reflection models beyond Lambertian reflectance.
