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Speed limit for classical stochastic Markov processes with discrete states is studied. We find that
a trade-off inequality exists between the speed of the state transformation and the entropy produc-
tion. The dynamical activity determines the time scale and plays a crucial role in the inequality.
For systems with stationary current, a similar trade-off inequality with the Hatano-Sasa entropy
production gives a much better bound on the speed of the state transformation. Our inequalities
contain only physically well-defined quantities, and thus the physical picture of these inequalities is
clear.
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Introduction.— Obtaining a fundamental bound on the
speed of the state transformation is an important ques-
tion relevant to broad research fields including quantum
control theory, adaptation, and foundations of nonequi-
librium statistical mechanics. This question has been
first investigated in an isolated quantum system, for
which the derived bounds are nowadays called quan-
tum speed limits [1–8]. Consider a state transformation
from a given initial state ρ = ρ(0) to a given final state
ρ′ = ρ(τ) in a time interval 0 ≤ t ≤ τ . Quantum speed
limits claim that there is a trade-off relation between
the operation time τ and the energy fluctuation. For
instance, Mandelstam and Tamm derived the following
expression
L(ρ, ρ′)
∆Eτ/~
≤ τ ,
where L(ρ, ρ′) is the distance between the states ρ and ρ′,
and ∆Eτ and ~ are respectively the energy fluctuation
and the Planck constant [1]. This explicitly shows the
bound on the operation time τ in quantum state trans-
formations. Later, Margolus and Levitin [5] derived an-
other bound, where the bound on the operation time is
characterized by the difference between the mean energy
and the ground state energy. Generalization of the quan-
tum speed limits to the case of shortcuts to adiabaticity
[9] and open quantum systems [10–14] have also been
studied intensively.
The quantum speed limit has its origin in the un-
certainty relation between time and energy. Indeed,
the Mandelstam-Tamm relation includes the Planck con-
stant, which determines the time scale of quantum sys-
tems. In the classical case, one cannot use the Planck
constant anymore, but one still anticipates some clas-
sical version of speed limit. Quite recently, there have
been several attempts of formal extension to closed clas-
sical Hamiltonian systems [15, 16]. In classical stochastic
systems, there exist arguments on classical overdamped
Langevin systems [17, 18]. However, the proofs strongly
rely on the speciality of the overdamped Langevin equa-
tion, and their extension to general stochastic systems
does not look easy. As a general consensus for classical
stochastic processes, it is still an open problem to fig-
ure out general physical quantities playing similar roles
to energy fluctuation and the Planck constant, which are
key-ingredients in quantum speed limit.
In this Letter, we put forward this direction consider-
ing general stochastic processes with discrete states. We
employ the techniques developed in Ref. [19], and de-
rive speed limit inequalities for general classical stochas-
tic processes. In this inequality, the operation time is
bounded below by the combination of the entropy pro-
duction [20] and the dynamical activity [21, 22]. Since
this bound is not tight in systems with nonzero station-
ary current, we further generalize this inequality by intro-
ducing the Hatano-Sasa entropy production [23]. Here,
the entropy production quantifies the irreversibility, and
the dynamical activity characterizes the time scale in the
nonequilibrium dynamics of the system. The Hatano-
Sasa entropy production is an extension of the entropy
production to systems with stationary current. Thus,
our inequalities clarify the trade-off between the degree
of irreversibility and the speed of state transformation in
classical stochastic systems. In addition, they figure out
clear physical pictures which have very similar structure
to the quantum speed limit such as Mandelstam-Tamm
and Margolus-Levitin relations.
Setup and first main result .— Consider a classical
stochastic Markov process with discrete states. Let pi(t)
and Wij(t) be the probability distribution of the state i
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2and the transition matrix element of the transition j → i
at time t. The time evolution of the probability distribu-
tions is given by the following master equation:
d
dt
pi(t) =
∑
j
Wij(t)pj(t). (1)
The transition matrix satisfies the normalization condi-
tion
∑
iWij(t) = 0 and nonnegativity Wij(t) ≥ 0 for
i 6= j. We consider the state transformation from p(0) to
p(τ) by changing the transition matrix in 0 ≤ t ≤ τ . We
measure the distance of two probability distributions p
and p′ by the so-called statistical distance, or variation
distance [24], defined as
L(p,p′) :=
∑
i
|pi − p′i| . (2)
We first consider systems with time reversal sym-
metry (i.e., the local detailed-balance condition);
Wij(t)e
−βEj(t) = Wji(t)e−βEi(t). Here, Ei(t) is the en-
ergy of the i’th state of the system and β is the inverse
temperature of the heat bath inducing this transition.
The heat absorption by the bath associated with the
transition i → j is given by Qi→j(t) = Ei(t) − Ej(t).
If the system is attached to multiple reservoirs, the local
detailed-balance condition and heat absorption are con-
sidered for each reservoir. We now introduce the entropy
production defined as the sum of the entropy increase of
the heat bath and the difference in the Shannon entropy
of the system:
S(t) := −
∑
i
pi(t) ln pi(t). (3)
The entropy production rate Σ˙ and the total entropy pro-
duction Σ are thus given by [20]
Σ˙(t) :=
d
dt
S(t) +
∑
i 6=j
Wji(t)pi(t)βQi→j(t), (4)
Σ :=
∫ τ
0
dtΣ˙(t). (5)
The entropy production quantifies the irreversibility of a
thermodynamic process. In fact, we can show the sec-
ond law of thermodynamics by using the local detailed-
balance condition and the nonnegativity of the relative
entropy as follows:
Σ˙(t) =
∑
i 6=j
Wji(t)pi(t) ln
Wji(t)pi(t)
Wij(t)pj(t)
≥ 0. (6)
The equality holds only when the probability distribution
p(t) is the instantaneous canonical distribution for the
transition matrix W (t).
To quantify the system’s inherent time scale, we em-
ploy the dynamical activity
A(t) :=
∑
i6=j
Wij(t)pj(t). (7)
The dynamical activity is originally defined through the
time-symmetric part in the action in the stochastic path
probability (c.f., the time-asymmetric part is the entropy
production)[21, 22], and is considered to play a key role
in nonequilibrium dynamics [25]. The dynamical activ-
ity quantifies how frequently a state changes, and thus
it characterizes the time scale of the system. The time
average of the activity is denoted by 〈A〉τ := 1τ
∫ τ
0
dtA(t).
We now claim the following speed-limit inequality
τI :=
L(p(0),p(τ))2
2Σ 〈A〉τ
≤ τ. (8)
This is our first main result. This inequality clearly shows
that the product of the entropy production and the time-
averaged activity bounds the speed of the state transfor-
mation. Remarkably, the relation (8) has a similar struc-
ture to the typical expression of quantum speed limit,
where the dynamical activity plays a similar role to the
Planck constant in the quantum speed limit.
Second main result .— Although the inequality (8) pro-
vides a good bound in systems in equilibrium environ-
ment, it becomes a weak bound in systems attached to
multiple reservoirs with different temperatures, and in
particular this inequality is trivial in the limit of large
τ (i.e., τI → 0). This is because the entropy produc-
tion increases linearly in time due to the stationary heat
current. Thus, in general cases with finite stationary cur-
rents, we need to derive another type of relation to ob-
tain a useful bound on operation time. For this aim, we
distinguish the entropy production caused by the state
transformation and that by the stationary dissipation.
Assuming the uniqueness of the stationary state, we in-
troduce the generalized heat (or excess heat) defined as
βQexi→j(t) := ln
pssj (t)
pssi (t)
. (9)
Here, pss(t) is the instantaneous stationary probability
distribution for the transition matrix W (t). If the sta-
tionary state is an equilibrium state, this quantity re-
duces to the usual expression of the entropy production
in the heat bath. Using this, we define the Hatano-Sasa
entropy production rate and the total Hatano-Sasa en-
tropy production as [23, 26]
Σ˙HS(t) :=
d
dt
S(t) +
∑
i,j
Wji(t)pi(t)βQ
ex
i→j(t), (10)
ΣHS :=
∫ τ
0
dtΣ˙HS(t). (11)
Notably, even when finite stationary currents exist, the
Hatano-Sasa entropy production vanishes for a qua-
sistatic process [23]. In addition, the fluctuation theorem
can be formulated by using the stochastic counterpart
of the Hatano-Sasa entropy production. Therefore, the
Hatano-Sasa entropy production is considered to capture
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FIG. 1: (I): Demonstration of the relation (8) in case with a
single bath. In the bottom plot, the purple line is the linear
reference line y = τ , and the green curve is y = τI as a function
of τ . These two lines almost agree, which clearly shows the
tightness of the bound (8). (II): Demonstration of the relation
(12) in case with two baths with α = 2/3 (finite stationary
current exists). The bottom plot shows that Eq. (8) (τI ≤ τ)
is a poor bound, while Eq. (12) (τII ≤ τ) still provides a
meaningful bound.
the thermodynamic properties of general stochastic pro-
cesses. Using the Hatano-Sasa entropy production, we
have another speed-limit inequality
τII :=
c∗L(p(0),p(τ))2
2ΣHS 〈A〉τ
≤ τ. (12)
This is our second main result. Here, c∗ := 0.896 · · · is a
solution of
c∗ = min
y
(1− ey + yey)(1 + ey)
(1− ey)2 . (13)
The inequality (12) shows that the Hatano-Sasa entropy
production is a key-ingredient to characterize a bound on
the operation time, when the system has a finite station-
ary current. In addition, the dynamical activity again
plays a crucial role to determine the time scale. We re-
mark that the generalized heat works in general stochas-
tic systems without the local detailed-balance condition,
and so as our second main result.
Example: two-level system.— Before going to the
proofs, we demonstrate our inequalities (8) and (12) with
a simple solvable model. This system consists of two
states, 0 and 1, whose energies are given by E0 = 0
and E1(t), respectively. Suppose that the initial distri-
bution is p0(0) = p1(0) = 1/2, and we transform them
to p0(τ) = 3/4 and p1(τ) = 1/4 with the time interval
τ . As we see below, even such a simple model is very
instructive to understand the physical structure of our
results.
We first consider the case with a single heat bath with
inverse temperature β (See Fig. 1.(I)). For convenience
of calculation, we set the transition matrix as
W10 = 1, W01 = e
βE1(t)
with
E1(t) :=
1
β
ln
(
4τ + 1
2τ − t − 1
)
, (14)
which provides the solution p1(t) =
1
2 − t4τ . Then, it
is straightforward to get the dynamical activity and the
distance as A(t) = 1 + 14τ +
t
2τ and L(p(0),p(τ)) =
1
2 .
The averaged activity 〈A〉τ = 52 + 12τ is a quantity of
O(1). The bound τI on the operation time is explicitly
given by
τI =
1
(10 + 2/τ)Σ
, (15)
where the entropy production Σ is given through a little
complicated calculation:
Σ =
1
4τ
∫ 2τ+1
2τ
dy ln
(
1 +
τ
y
)
. (16)
From these expressions, one can directly confirm the va-
lidity of (8) [27]. The asymptotic behavior in large τ
reads 110Σ ≤ τ , which is a very good estimation since
Σ ' 14τ ln 32 = 0.101 · · · × 1τ . We show the plot of these
results in Fig. 1.(I).
We next consider the case with two heat baths, L and
R to demonstrate the relation (12) (See Fig. 1.(II)). The
transition matrices associated with each bath are set as
WL10 =α, W
L
01 =
1
2
(
4τ + 1
2τ − t − 1
)
,
WR10 =1− α, WR01 =
1
2
(
4τ + 1
2τ − t − 1
)
,
with α 6= 12 , which ensures the existence of nonzero sta-
tionary current between L and R in the stationary state.
The probability distribution and the dynamical activ-
ity are completely the same as in the single-bath case;
p1(t) =
1
2 − t4τ and A(t) = 1 + 14τ + t2τ . In contrast to
these quantities, the entropy production is larger than
that in the single-bath case (The explicit form of en-
tropy production is presented in [28]). In particular, for
large τ , the entropy production asymptotically behaves
as Σ ' 5τ8
(
1
2 − α
)
ln 1−αα , which increases in proportion
to τ . Thus, the first inequality (8) falls into a trivial
bound in this case (i.e., τI → 0 in τ →∞ limit).
On the other hand, the Hatano-Sasa entropy produc-
tion is given by
ΣHS =
1
4τ
∫ 2τ+1
2τ
dy ln
(
1 +
τ
y
)
, (17)
which is exactly same as the entropy production (16)
in the single-bath case. Hence the Hatano-Sasa entropy
production is finite for large τ . The bound τII on the
operation time is given by
τII =
c∗
(10 + 2/τ)ΣHS
, (18)
4which provides a meaningful bound even for large τ ;
an asymptotic bound c∗/(10ΣHS) ≤ τ . See the plot in
Fig. 1.(II).
Proof of the first main result (8).— The crucial rela-
tion in this proof is the following inequality for instant
quantities: ∑
i
∣∣∣∣ ddtpi(t)
∣∣∣∣ ≤√2Σ˙(t)A(t). (19)
In the derivation, we drop the time dependence for visi-
bility.
The entropy production rate is evaluated as
Σ˙ =
1
2
∑
i 6=j
(Wjipi −Wijpj) ln Wjipi
Wijpj
≥
∑
i 6=j
(Wjipi −Wijpj)2
Wjipi +Wijpj
, (20)
which follows from a simple inequality (a − b) ln(a/b) ≥
2(a − b)2/(a + b). Using the master equation and the
Schwarz inequality, we obtain the relation (19):
∑
i
∣∣∣∣ ddtpi
∣∣∣∣ = ∑
i
∣∣∣∣∣∣
∑
j( 6=i)
Wijpj −Wjipi
∣∣∣∣∣∣
≤
√√√√√
∑
i6=j
(Wijpj −Wjipi)2
Wijpj +Wjipi
∑
i 6=j
Wijpj +Wjipi

=
√
2Σ˙A. (21)
The key inequality (19) directly implies the desired re-
sult, Eq. (8):∑
i
|pi(0)− pi(τ)| ≤
∑
i
∫ τ
0
dt
∣∣∣∣ ddtpi
∣∣∣∣
≤
∫ τ
0
dt
√
2Σ˙A ≤
√
2Στ 〈A〉τ . (22)
At the last inequality, we used the Schwarz inequality.
It is also straightforward to show the result for multi-
ple reservoirs by starting with the expression of entropy
production rate caused by each reservoir.
Proof of the second main result (12).— The derivation
of Eq. (12) is similar to that of Eq. (8). The crucial
relation in this derivation is∑
i
∣∣∣∣ ddtpi(t)
∣∣∣∣ ≤
√
Σ˙HS(t)
2A(t)
c∗
. (23)
We again drop the time dependence for visibility.
To derive Eq. (23), we introduce the dual transition
matrix W˜ [29] given by
W˜ij :=
Wjip
ss
i
pssj
. (24)
We can easily check that W˜ is indeed a transition matrix
(i.e., W˜ satisfies the normalization condition and non-
negativity). It is noteworthy that the diagonal element
of the dual transition matrix and the original one are
equal: ∑
j(6=i)
W˜ji = −W˜ii = −Wii =
∑
j(6=i)
Wji. (25)
The dual transition matrix provides another expression
of the Hatano-Sasa entropy production rate
Σ˙HS =
∑
i 6=j
Wjipi ln
Wjipi
W˜ijpj
=
∑
i 6=j
Wjipi ln
Wjipi
W˜ijpj
+ W˜ijpj −Wjipi,
where we used Eq. (25). This is a generalized form of the
partial entropy production [30, 31]. Using an inequality
a ln a/b+b−a ≥ c∗(a−b)2/(a+b) for nonnegative a and
b [19], the right-hand side is bounded below by
≥ c∗
∑
i 6=j
(Wjipi − W˜ijpj)2
Wjipi + W˜ijpj
. (26)
We then arrive at the key relation (23)
∑
i
∣∣∣∣ ddtpi
∣∣∣∣ = ∑
i
∣∣∣∣∣∣
∑
j(6=i)
Wijpj − W˜jipi
∣∣∣∣∣∣
≤
√√√√√
c∗∑
i 6=j
(Wijpj − W˜jipi)2
Wijpj + W˜jipi
 1
c∗
∑
i 6=j
(Wijpj +Wjipi)

≤
√
Σ˙HS
2A
c∗
. (27)
In the second line, we used Eq. (25). Following the same
procedure as in Eq. (22), Eq. (23) leads to the desired
inequality (12).
Discussion.— We have established fundamental trade-
off inequalities in general stochastic processes which
claim that increasing the speed of the state transforma-
tion inevitably requires large entropy production or large
Hatano-Sasa entropy production. This shows clear con-
trast to the case of an isolated quantum system, where
the energy fluctuation plays a role to bound the speed
of the state transformation. The coefficient appearing in
these inequalities is the dynamical activity, which deter-
mines the time scale and thus it plays a similar role to the
Planck constant in quantum version of speed limit. The
Hatano-Sasa entropy production was first introduced to
construct an extended Clausius inequality and a frame-
work of steady state thermodynamics [23]. Our result
elucidates the role of the Hatano-Sasa entropy produc-
tion from a new point of view.
5Probabilistic systems with discrete states are ubiqui-
tous in nature, such as proteins in biosystems [32, 33] and
quantum dots in the classical regime [34, 35], name only a
few. Thus, our inequalities can be experimentally tested
at the quantitative level. Especially quantum-dot sys-
tems have high-controllability with high accuracy nowa-
days [34–38], and is the most promising experimental
object.
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