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Haldane [RH08] predicted an analog of the Integer Quantum Hall Effect in
gyrotropic photonic crystals, where the net number of electromagnetic edge
modes moving left-to-right is given by a bulk Chern number. His prediction
— topological effects are bona fide wave and not quantum phenomena — has
been confirmed in a number of experiments [Wan+09]. However, theoretical
physicists have tacitly used three different definitions for the bulk Chern num-
bers that enter the bulk-edge correspondence— on the basis of electromagnetic
Bloch functions, electric Bloch functions and magnetic Bloch functions. We use
vector bundle theoretic arguments to prove that in media such as those consid-
ered by Haldane these three potentially different Chern numbers necessarily
agree with one another, and consequently, any one of them can be used in
Haldane’s photonic bulk-edge correspondence.
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1 Introduction
Photonic crystals are to electromagnetic waves what crystalline solids are to an electron,
and therefore it is not surprising that periodic electromagnetic media exhibit analogs to
various phenomena from condensed matter physics. One particularly intriguing exam-
ple of such a quantum-wave analogy is the “Quantum Hall Effect for light” in media with
broken time-reversal symmetry. While nowadays whole sub communities are working on
topological phenomena in classical waves, Raghu’s and Haldane’s seminal idea [RH08]
was initially met with a lot of skepticism. That is until researchers at MIT confirmed Hal-
dane’s prediction in experiment [Wan+09; Oza+18].
Just like in case of thewell-known Integer QuantumHall Effect [vDP80; Kli04; Tho+82],
Haldane proposed to explain the existence and robustness of unidirectional, back-scattering-
free edge modes that are at the heart of this phenomenon by means of a bulk-edge corre-
spondence [Hat93a; Hat93b]:
Conjecture 1.1 (Raghu and Haldane’s Photonic Bulk-Edge Correspondence [RH08])
In a two-dimensional photonic crystals with boundary the difference of the number of left- and
right-moving boundarymodes in bulk band gaps is a topologically protected quantity; it equals
the bulk Chern number associated to the positive frequency bands below the bulk band gap.
Chern numbers are topological invariants that are associated to families of frequency
bands, the relevant bands, that are separated from the others by a spectral gap (the Gap
Condition 3.8 makes this precise); they cannot change under continuous, gap-preserving
transformations, which explains their robustness under rather strong perturbations.
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Our ultimate goal is to furnish a proof to Haldane’s conjecture, and our earlier publica-
tions [DL14c; DL14a; DL17a; DL14b; DL17c; DL17b] all systematically work towards this
goal.
This paper addresses one aspect of this endeavor: Maxwell’s equations (2.1) for the elec-
tromagnetic field are first order in time and space. When bi-anisotropic coupling between
electric and magnetic fields is absent, the dynamical Maxwell equations (2.1a) are block-
offdiagonal in (E,H), and it is possible and indeed, sometimes preferable to work with
second-order wave equations for the electric or magnetic fields instead (equations (2.10)
and (2.11), respectively). That makes the second-order formalism appealing for numer-
ical schemes, because it is inherently more efficient to work with C3-valued vector fields
rather thanC6-valued vector fields. Moreover, for certain geometries (cf. e. g. [DL14b, Sec-
tion 2.4]) the second-order formalism allows us to describe all of the physics via two scalar
equations as opposed to C6-valued vector fields. In view of this, it is not surprising that in
many applications the Chern numbers that enter Haldane’s photonic bulk-boundary con-
jecture are computed on the basis of the electric or magnetic field alone (see e. g. [Joa+08;
Wan+08; Wan+09]); we will denote those electric and magnetic Chern numbers with ChE
and ChH , respectively.
On the other hand, analogies to quantum mechanics are most readily apparent in the
first-order formalism. Indeed, Haldane’s own work uses the electromagnetic field to com-
pute Chern numbers ChEH . And we have argued in [DL17b, Section 5.2.1] that conceptu-
ally speaking, this is the right quantity to start with in a first-principles approach. In the
same place, we also raised the question that we will answer in the affirmative here:
Theorem 1.2 (Electric, magnetic and electromagnetic bulk Chern numbers agree)
Suppose the material weights which describe the medium satisfy Assumption 3.1, i. e. the
medium is periodic, lossless, not bi-anisotropic and has positive index. Then the electric,
magnetic and electromagnetic Chern numbers associated to any family of frequency bands
satisfying the Gap Condition 3.8 agree,
ChE = ChH = ChEH .
While the validity of this result is often tacitly assumed in the literature, to the best of
our knowledge there is no publication that actually tries to derive this from first principles.
Indeed, we rephrase the problem in the — for physicists — more abstract language of
vector bundles and then the proof is straightforward. In contrast, a direct verification of
this Theorem by computing the electric/magnetic/electromagnetic Chern number from
the electric/magnetic/electromagnetic Berry curvature seems unfeasible — even in the
simplest case of a single, non-degenerate band.
Remark 1.3 The assumption that the medium is not bi-anisotropic is crucial. For other-
wise, the electric and magnetic Chern numbers are not well-defined, and the question we
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set out to answer in this paper does not make sense. Indeed, when the Maxwell equa-
tions contain a non-zero bi-anisotropic coupling term, then electric and magnetic fields
do not decouple in the second-order formalism. Even block-diagonalizing the first-order
equations in the (E,H) splitting is usually problematic as that necessarily mixes positive
and negative frequency states; for a more in-depth discussion we refer to [DL17b, Sec-
tion 5.2.2].
Strictly speaking, we only provide a proof of this statement for a three-dimensional pho-
tonic crystal whereas the Quantum Hall Effect for light occurs in quasi-two-dimensional
media. However, none of the arguments depend on the dimensionality and can be readily
adapted to lower- or higher-dimensional photonic crystals. Moreover, it should be possible
to go from periodic to include randomness, but we shall not do this here.
Our proof will consist of two steps: first, we will show the equivalence of the first-
and second-order equations. While this is in principle completely standard and is spelled
out in the literature (including [Wil66; RS77; FK97]), existing results do not cover the
case we are interested in, media with broken time-reversal symmetry. Here, our only
original contribution is to start with the correct, physically meaningful first-order Maxwell
equations that we have derived in [DL17c, Section 2].
The second step is to use the language of vector bundles, and interpret the maps ıE,H(k) :
ϕE,H
n
(k) 7→
 
ϕE
n
(k),ϕH
n
(k)

, defined in Section 3.1.3 below, which reconstruct electromag-
netic Bloch functions from the electric or magnetic field component alone. These maps
can be interpreted as vector bundle isomorphisms between an electric, magnetic and elec-
tromagnetic Bloch bundle. Up to isomorphism these are characterized by Chern numbers,
and since these three bundles are isomorphic, their Chern numbers necessarily agree.
2 Two equivalent mathematical descriptions of
electromagnetism
Electromagnetic, electric and magnetic Chern numbers arise naturally, depending on the
equation of motion one starts with. The purpose of this section is to introduce three equiv-
alent equations which govern electromagnetic waves propagating in certain linear media.
The properties of the medium are phenomenologically described by the electric permittiv-
ity ǫ ∈ L∞
 
R
3 , MatC(3)

and the magnetic permeability µ ∈ L∞
 
R
3 , MatC(3)

; collec-
tively, we will refer to
W =

ǫ 0
0 µ

∈ L∞
 
R
3 , MatC(6)

as the material weights, and throughout this article, we will impose the following
4
2.1 First-order formalism: Maxwell’s equations in matter
Assumption 2.1 (Material weights) (a) Themedium is lossless, i. e. W (x) =W (x)∗ takes
values in the hermitian matrices.
(b) The medium is not a negative index material, i. e. there exist positive constants C ≥ c > 0
so that c1≤W ≤ C 1 holds.
(c) The medium has no bianisotropy, i. e. the block-offdiagonal terms of W vanish.
Under these conditions (first-order) Maxwell’s equations and the two (second-order) wave
equations for electric and magnetic fields admit an L2-theory. In particular, they give rise
to selfadjoint operators acting on complex electromagnetic, electric and magnetic fields,
respectively. In the end, though, all three descriptions are equivalent (cf. Theorem 2.4).
While all of this is standard, we would like to emphasize two important points before
experts skip the remainder of this section:
(1) To break time-reversal symmetry in a non-bianisotroptic medium — a prerequisite to
have topological phenomena — the material weights W 6= W have to be complex
(cf. [DL17b, Proposition 3.2 and Theorem 3.3]). In the context of this article,W 6=W
is a necessary condition to have non-zero Chern numbers. For such media physically
meaningful Maxwell equations have been derived only recently in [DL17c, Section 2].
Indeed, only the physically meaningful Maxwell equations are equivalent to either of
the wave equations.
(2) The maps ıE,H defined in equations (2.15) below that enter as an auxiliary quantity in
this section will play a pivotal rôle in the proof of our main result, Theorem 1.2.
2.1 First-order formalism: Maxwell’s equations in matter
Under the above assumptions, we can give rigorous meaning to Maxwell’s equations in
matter
ǫ 0
0 µ

∂
∂ t

ψE(t)
ψH(t)

=

+∇×ψH(t)
−∇×ψE(t)

(dynamical equation)
∇ · ǫψE(t)
∇ ·µψH(t)

=

0
0

(constraint equation)
ψE(t0)
ψH(t0)

=

φE
φH

(initial condition)
(2.1a)
(2.1b)
(2.1c)
defined on the vector space
H =
¦
Ψ ∈ L2(R3,C6)
 Ψ is a ω ≥ 0 frequency wave© (2.2)
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composed of complex non-negative frequency waves; we will give a mathematically pre-
cise definition of H in equation (2.8) below. For the benefit of the reader, we present
enough details here to give rigorous meaning to equations (2.1); a detailed derivation
with additional explanations can be found in [DL17c, Sections 2–3].
2.1.1 Representing real-valued electromagnetic waves as complex ω≥ 0 waves
The key idea of [DL17c] is to write a real electromagnetic field (E,H) = Ψ++Ψ− as the sum
of two complex waves Ψ± composed solely of non-negative (+) and non-positive (−) fre-
quencies. As sources are absent and electromagnetic fields must be transversal, there are
no zero frequency fields contributing to Ψ±. Hence, we will call Ψ± the positive/negative
frequency contribution. To ensure that their sum is real, Ψ+ and
Ψ− = Ψ+ (2.3)
are phase locked. Put another way, Ψ+ and Ψ− are not independent degrees of freedom,
and we may pick one of the two — typically Ψ+ — to describe the real wave (E,H) =
2ReΨ+. In this sense, Ψ+ is a complex wave representing the real electromagnetic field
(E,H). As we shall see below, this correspondence (E,H)↔ Ψ+ is one-to-one (cf. Propo-
sition 2.2).
When the weights W 6= W are complex, then Ψ+ and Ψ− evolve according to different
Maxwell equations: in order to ensure the phase locking condition (2.3), the Maxwell
equations for Ψ− involve the complex conjugate weights. Thus, the restriction of (2.1)
to non-negative frequencies is crucial as the negative frequency solutions to (2.1) sans
frequency restriction are unphysical.
One of the main points was to show that Maxwell’s equations (2.1) of lossless positive
index media can be recast in the form of a Schrödinger equation
i∂tΨ(t) = MΨ(t), Ψ(t0) = Φ. (2.4)
To rigorously define the Maxwell operator M , we first multiply both sides of (2.1a) with
iW−1, which yields i∂tΨ(t) = M
aux
Ψ(t) where the auxiliary Maxwell operator
Maux :=W−1Rot :=

ǫ−1 0
0 µ−1
 
0 +i∇×
−i∇× 0

(2.5)
lacks the restriction to non-negative frequencies. Endowed with the domain D(Maux) :=
D(Rot) of the free Maxwell operator (made explicit in [DL14c, equation (15)]), Maux de-
fines a closed operator on the Banach space L2(R3,C6). Once we equip this L2-space with
the weighted energy scalar product
〈Φ,Ψ〉W :=


Φ,W Ψ

L2(R3,C6)
, (2.6)
6
2.1 First-order formalism: Maxwell’s equations in matter
we obtain the Hilbert space L2
W
(R3,C6); note that due to our assumptions on the material
weights, L2
W
(R3,C6) agrees with the ordinary, unweighted L2(R3,C6) as Banach spaces.
On this weighted L2-space Maux =
 
Maux
∗W
is selfadjoint [DL17c, Proposition 6.2], and
the spectral projections
P+ := 1(0,∞)(M
aux)
P0 := 1{0}(M
aux)
(2.7a)
(2.7b)
onto the positive and zero frequency contributions can be defined via functional calculus.
The Hilbert space of complex ω ≥ 0 waves is the corresponding spectral subspace,
H := 1[0,∞)(M
aux)

L2
W
(R3,C6)

= J+ ⊕ G := P+

L2
W
(R3,C6)

⊕ P0

L2
W
(R3,C6)

, (2.8)
that we further divide into positive and zero frequency components. This Helmholtz split-
ting (cf. [DL17c, Section 3.2.1]) is conceptually important since longitudinal gradient fields
that make up G are 〈 · , · 〉W -orthogonal to the positive frequency subspace J+— so that its
elements therefore automatically satisfy the transversality constraint (2.1b) in the weak
sense.
Any real electromagnetic field (E,H) ∈ L2(R3,R6) has a unique representative Φ :=
Q(E,H) via the map
Q :=
 
P+ +
1
2
P0

L2(R3,R6)
: L2(R3,R6) −→H. (2.9)
Proposition 2.2 ([DL17c, Corollary A.2]) Suppose the material weights satisfy Assump-
tion 2.1. Then the maps
Q : L2(R3,R6) −→H
2Re Q : L2(R3,R6) −→H
are injective. Hence, any real electromagnetic field (E,H) ∈ L2(R3,R6) can be uniquely rep-
resented as a complex wave.
Morally speaking, this one-to-one correspondence can be understood as follows: com-
plexifying the real vector space L2(R3,C6) “doubles” the degrees of freedom. One way
to eliminate the superfluous elements is to restrict to complex waves of non-negative fre-
quencies. A more careful analysis shows [DL17a, Lemma 2.5] that for real transversal
fields, the map P+ restricted to the subspace of real transversal fields is really a bijection
onto J+.
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Remark 2.3 When W = W is real, then a quick computation yields Q|−1
ranQ
= 2Re is just
twice the real part. This computation also explains the presence of the factor 1/2 in euqa-
tion (2.9), it avoids ω= 0 fields being counted twice. Even though we suspect this is also
true for media with complex weights W 6=W , we are presently not aware of a proof. For
details we refer the interested reader to Section 3.2.2 and Appendix A of [DL17c].
2.1.2 The Schrödinger formalism of electromagnetism
The analog of the quantum Hamiltonian which enters the Schrödinger-type equation (2.4)
is theMaxwell operatorM := Maux|ω≥0, that is obtained by restricting the auxiliaryMaxwell
operator to the non-negative frequency Hilbert spaceH. Hence, endowed with the obvious
domainD(M) := D(Maux)∩H the Maxwell operator M = M∗W inherits the selfadjointness
from its parent [DL17c, Lemma B.2].
Then a straightforward analysis shows that Maxwell’s equations (2.1) are equivalent to
the Schrödinger equation (2.4).
Theorem 2.4 (Equivalence of (2.1) and (2.4) [DL17c, Theorem 3.4]) Suppose the ma-
terial weights W which describe the medium satisfy Assumption 2.1. Then the Maxwell equa-
tions (2.1) are equivalent to the Schrödinger-type equation (2.4). The real electromagnetic
field
 
E(t),H(t)

= Q−1Ψ(t) can be recovered from the inverse of the map Q.
2.2 Second-order formalism: wave equations for electric and magnetic
fields
Alternatively, we can square the Schrödinger-type equation (2.4) to obtain second-order
wave equations; this has the advantage of yielding separate equations for electric
∂ 2
t
ψE(t) + ǫ−1∇×µ−1∇×ψE(t) = 0, (dynamical equation)
∇ · ǫψ(t) = 0=∇ · ǫ ∂tψ(t), (constraint equation)
ψE(t0) = φ
E, ∂tψ
E(t0) = +ǫ
−1∇×φH , (initial conditions)
(2.10a)
(2.10b)
(2.10c)
and magnetic components,
∂ 2
t
ψH(t) +µ−1∇× ǫ−1∇×ψH(t) = 0, (dynamical equation)
∇ ·µψ(t) = 0=∇ ·µ∂tψ(t), (constraint equation)
ψH(t0) = φ
H , ∂tψ
H(t0) = +µ
−1∇×φH . (initial conditions)
(2.11a)
(2.11b)
(2.11c)
This is because the auxiliary Maxwell operator Maux =

0 +iǫ−1∇×
−iµ−1∇× 0

is completely
block-offdiagonal. Therefore, its square
(Maux)2 =

M2
EE
0
0 M2
HH

:=

ǫ−1∇×µ−1∇× 0
0 µ−1∇× ǫ−1∇×

(2.12)
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is block-diagonal, and the operators in the block-diagonals are those we are interested in.
In fact, this equation encapsulates their precise mathematical definitions: the domains of
M2
EE
and M2
HH
are electric and magnetic part of the domain of (Maux)2 = M2
EE
⊕M2
HH
,
D
 
M2
EE

:= D
 
(Maux)2
E
:=
¦
ψE ∈ L2ǫ(R3,C3)
 Ψ =  ψE
ψH

∈D
 
(Maux)2
©
,
D
 
M2
HH

:= D
 
(Maux)2
H
:=
¦
ψH ∈ L2
µ
(R3,C3)
 Ψ =  ψE
ψH

∈ D
 
(Maux)2
©
.
Remark 2.5 This definition via Maux imposes only the bare minimum of conditions on the
domain; in principle, we could attempt to define M2
EE
and M2
HH
directly without making
any reference to the first-order operators, but that is actually more delicate if ǫ and µ are
not C1-regular with bounded first-order derivatives.
Consequently, M2
EE
and M2
HH
, seen as operators on the electric Hilbert space L2
ǫ
(R3,C3) and
the magnetic Hilbert space L2µ(R
3,C3), are selfadjoint. These Hilbert spaces are defined
just as L2
W
(R3,C6) by endowing the Banach space L2(R3,C3) with the weighted scalar
products 

φE,ψE

ǫ
:=


φE ,ǫψE

L2(R3,C3)
,

φH ,ψH

µ
:=


φH ,µψH

L2(R3,C3)
.
Lemma 2.6 M2
EE
= (M2
EE
)∗ǫ and M2
HH
= (M2
HH
)∗µ are selfadjoint.
While equations (2.10) and (2.11) makes it seem as if electric and magnetic fields decou-
ple, this is of course not the case: as second-order equations, we not only need to specify
ψE(t0) or ψ
H(t0) but also the time-derivative
∂tψ
E(t0) = +ǫ
−1∇×ψH(t0)
∂tψ
H(t0) = −µ−1∇×ψE(t0)
(2.13a)
(2.13b)
that evidently has to satisfy Maxwell’s equations (2.1). Part and parcel is the assumption
that Ψ(t0) =
 
ψE(t0),ψ
H(t0)

∈H is composed of positive frequencies.
Lastly, akin to (2.8) let us introduce the Helmholtz decomposition for the electric and
magnetic Hilbert spaces,
L2ǫ (R
3,C3) =
 
ran∇
⊥ǫ ⊕  ran∇= ker (∇ · ǫ)⊕  ran∇,
L2
µ
(R3,C3) =
 
ran∇
⊥µ ⊕  ran∇= ker (∇ ·µ)⊕  ran∇.
(2.14a)
(2.14b)
Here, the transversal fields are those that are 〈 · , · 〉ǫ- and 〈 · , · 〉µ-orthogonal to the gradient
fields. For a rigorous definition of the gradient ∇, the curl ∇× and the divergence ∇· we
refer to [DL14c, Appendix A].
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2.3 Equivalence of first- and second-order equations
Put as a mathematical statement, the equivalence reads:
Theorem 2.7 (Equivalence of first- and second-order formalism) Suppose the medium
is described by material weights that satisfy Assumption 2.1, and the (complex) initial state
Φ= (φE,φH) ∈H satisfies the constraint equation (2.1b).
(1) Equations (2.1), (2.10) and (2.11) are all equivalent in the following sense: electric
and magnetic part of the solution Ψ(t) =
 
ψE(t),ψH(t)

to the first-order Maxwell
equations (2.1) satisfy the wave equations (2.10) and (2.11), respectively. Conversely,
we can reconstruct the solution to Maxwell’s equations (2.1) from solution to the electric
or magnetic wave equation alone. And hence, we can obtain the solution to the magnetic
wave equation (2.11) from that of the electric wave equation (2.10) and vice versa.
(2) The real-valued electromagnetic field
 
E(t),H(t)

is represented by the complex solution
Ψ(t) = Q
 
E(t),H(t)

with the help of the injective map Q : L2(R3,R6) −→ H defined
through equation (2.9).
When the material weights W = W are real, this has long been known (see e. g. [Wil66;
RS77]). However, for complex weights W 6=W this is new. Interestingly, the hurdle for an
extension to complexmaterial weights was to find physically meaningful first-orderMaxwell
equations (2.1) that are compatible with the real-valuedness of the physical fields (E,H).
Their derivation was one of the main aims of a recent work of ours [DL17c, Section 2],
and this work is as an addendum.
We emphasize that Theorem 2.7 applies to media with real material weights as well:
while we could equivalently work with real electric fields E directly in equations (2.10)
and (2.1), the alternate strategy to represent E= 2ReψE as a complex ω ≥ 0 wave works
just as well and has the added advantage of extending to complex ǫ and µ.
The proof consists of two parts, and only the first step requires a bit of work: firstly, we
need to establish that our definition of M2
EE
and M2
HH
via the auxiliary Maxwell operator
(that lacks any frequency restriction) is compatible with the frequency constraint. The
second step consists of showing a connection between the second initial condition ∂tψ
E(t0)
for the second-order equation and ψH(t0) for the electric field wave equation (2.10), and
an analogous statement for (2.11).
10
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2.3.1 Equations (2.10) and (2.11), and the ω≥ 0 frequency constraint
The main ingredient in the proof of the first step is the map
ıE : ker (∇ · ǫ) −→ J+, ψE 7→

ψE
−iµ−1∇×
 
M2
EE
−1/2
ψE

,
ıH : ker (∇ ·µ) −→ J+, ψH 7→

+iǫ−1∇×
 
M2
HH
−1/2
ψH
ψH

,
(2.15a)
(2.15b)
for the electric field and for the magnetic field. Figotin and Klein gave the explicit map
to reconstruct the electric part from the magnetic part as [FK97, equations (10)–(11)],
although they assumed that ǫ and µ are real and scalar-valued; the difference in sign in
[FK97, equations (10)] stems from their choice to use (H,E) rather than (E,H) as the
electromagnetic field (cf. [FK97, equation (4)]).
For the sake of concreteness, let us focus on the electric field. It turns out that ıE is a
bounded injection that maps transversal electric fields onto transversal, positive frequency
electromagnetic fields; its left-inverse prE : Ψ =

ψE
ψH

7→ψE discards the magnetic compo-
nent.
Proposition 2.8 Suppose Assumption 2.1 on the weights holds.
(1) kerM2
EE
= ran∇ = kerM2
HH
where ∇ is seen as an operator D(∇) ⊂ L2(R3,C) −→
L2(R3,C3).
(2) The electric and magnetic parts of J+ coincide with the divergence-free electric and mag-
netic fields in the sense that
L2ǫ(R
3,C3) ⊃ ker (∇ · ǫ) = J E
+
:=
¦
ψE ∈ L2ǫ (R3,C3)
 Ψ =  ψE
ψH

∈ J+
©
,
L2
µ
(R3,C3) ⊃ ker (∇ ·µ) = J H
+
:=
¦
ψH ∈ L2
µ
(R3,C3)
 Ψ =  ψE
ψH

∈ J+
©
.
(3) The electric and magnetic components
HE :=
¦
ψE ∈ L2
ǫ
(R3,C3)
 Ψ =  ψE
ψH

∈H
©
= L2
ǫ
(R3,C3),
HH :=
¦
ψH ∈ L2
µ
(R3,C3)
 Ψ =  ψE
ψH

∈H
©
= L2
µ
(R3,C3),
of the non-negative frequency space H coincide with L2ǫ (R
3,C3) and L2µ(R
3,C3).
This Proposition tells us several things: on a conceptual level it states that the subspace
of transversal electric fields ker (∇ · ǫ) does not contain (unphysical) waves that cannot
11
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be mapped to a real, transversal electromagnetic field (E,H) ∈ L2(R3,R6). Indeed, con-
catenating Q with the projection prE gives us an injective map prE ◦ Q : L2(R3,R6) −→
L2
ǫ
(R3,C3).
And on a practical level it tells us that we could have defined M2
EE
and M2
HH
via M2
rather than (Maux)2. Note, however, that M2 6= M2
EE
⊕ M2
HH
is not the direct sum of two
operators because the Hilbert space M is defined on does not — the ω ≥ 0 condition
imposes a relation on electric and magnetic components.
Proof Since the roles of electric and magnetic fields are symmetric, it suffices to make the
arguments explicit only for the electric field.
(1) We note that M2
EE
ψE = ǫ−1∇×µ−1∇×ψE = 0 implies that either ∇×ψE = 0 or
µ−1∇×ψE ∈ ran∇ = ker∇× (as ǫ−1 and µ−1 are bounded and have bounded in-
verses). Thanks to ∇×∇ f = 0, we deduce the inclusion ran∇⊆ kerM2
EE
.
In the second case we are looking for a vector that lies in the intersection
ran
 
µ−1∇×

∩ ran∇ = {0},
and we will show it is necessarily zero: the adapted Helmholtz decomposition [DL14c,
Appendix A] of L2
µ
(R3,C3) = ran∇⊕
 
ran∇
⊥µ
implies
ran
 
µ−1∇×

= ker (∇ ·µ) =
 
ran∇
⊥µ ⊂ L2
µ
(R3,C3).
Because L2µ(R
3,C3) = L2(R3,C3) = L2ǫ (R
3,C3) all coincide as Banach spaces by our
assumptions on ǫ and µ, we conclude ran
 
µ−1∇×

∩ ran∇ = {0} independently of
the choice of scalar product. This shows the opposite inclusion ran∇ ⊇ kerM2
EE
, and
in combination yields ran∇ = kerM2
EE
.
(2) By the Helmholtz composition L2
ǫ
(R3,C3) = ran∇⊕ker (∇· ǫ) = kerM2
EE
⊕ker (∇· ǫ)
holds, and since M2
EE
≥ 0 is non-negative, we can express the second summand as
ker (∇ · ǫ) = 1(0,∞)
 
M2
EE

L2
ǫ
(R3,C3)

.
The same reasoning applies to J+ = 1(0,∞)(M
aux)

L2
W
(R3,C6)

: the gradient fields
G = 1{0}(M
aux)

L2
W
(R3,C6)

(this time seen as a subspace of L2
W
(R3,C6)) make up
the kernel of Maux and spectral calculus gives us for free that J+ is 〈 · , · 〉W -orthogonal
to the gradient fields. Manually writing out the orthogonality condition then yields
that elements of J+ ⊂ ker (DivW ) = G⊥W ⊂ L2(R3,C6) satisfy the divergence-free
condition DivW Ψ = 0, which we can write out as ∇·ǫψE = 0=∇·µψH . This shows
the inclusion J E
+
⊆ ker (∇ · ǫ).
The other inclusion J E
+
⊇ ker (∇ · ǫ) requires a bit more work. The key here is the
map ıE defined by (2.15a) that associates to each divergence-free electric field an
12
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element in J+. Of course, we need to show that this map is well-defined as a map
ker (∇ · ǫ) −→ L2
W
(R3,C6) and then prove that it maps divergence-free electric fields
onto positive frequency electromagnetic fields (which are automatically divergence-
free).
To show that µ−1∇×
 
M2
EE
−1/2
ψE defines an element of L2µ(R
3,C3), we note that the
squared auxiliary Maxwell operator
(Maux)2

ker (DivW )
= M2
EE

ker (∇·ǫ) ⊕M2HH

ker (∇·µ)
restricted to divergence-free fields (including negative frequency waves) coincides
with the restriction of M2
EE
and M2
HH
to the divergence-free electric and magnetic
fields. Then for all divergence-free electromagnetic fields Ψ = (ψE,ψH) ∈ ker (DivW )
the norm of the operator
sgn
 
Maux

Ψ = Maux
 
(Maux)2
−1/2
Ψ =

+iǫ−1∇×
 
M2
HH
−1/2
ψH
−iµ−1∇×
 
M2
EE
−1/2
ψE

=
 
(Maux)2
−1/2
MauxΨ =

+
 
M2
EE
−1/2
iǫ−1∇×ψH
−
 
M2
HH
−1/2
iµ−1∇×ψE

(2.16)
(2.17)
is necessarily bounded by 1·‖Ψ‖W : to justify (2.16) we note that |Maux|=
 
(Maux)2
1/2
maps D(Maux)∩ ker
 
DivW

onto ranMaux = ker
 
DivW

, so that its inverse 
(Maux)2
−1/2
=
Maux−1 : ker  DivW  −→D(Maux)∩ ker  DivW 
maps divergence-free fields onto divergence-free fields from the domain. Hence, ap-
plying Maux from the left gives us a bounded operator on ker
 
DivW

.
Therefore,∇×
 
M2
EE
−1/2
: ker (∇·ǫ) −→ ran∇× = ker (∇·)maps to the divergence-free
fields, so if we multiply from the left with µ−1, we indeed get something in ker (∇·µ).
Moreover, we deduce that this is in fact a bounded operator, and ıE is well-defined as
a map
ker (∇ · ǫ) −→ ker (DivW ) = ker (∇ · ǫ)⊕ ker (∇ ·µ).
All that is left is to prove that ıE(ψE) is a positive frequency wave. The reason we
defined ıE the way we did is readily apparent when we compare it with (2.16): the op-
erator sgn
 
Maux

ker (DivW )
has two eigenvalues, ±1, and the positive frequency fields
Ψ ∈ J+ form the eigenspace of sgn
 
Maux

ker (DivW )

to the eigenvalue +1. By design
ıE gives us an eigenvector to the eigenvalue +1: because we can write sgn(Maux) in
both ways, (2.16) and (2.17), we deduce
iǫ−1∇×
 
M2
HH
−1/2
ψH =
 
M2
EE
−1/2
iǫ−1∇×ψH
13
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and a similar equation for the other component. The important fact here is that M2
HH
becomes M2
EE
when we “commute” it with +iǫ−1∇×, which is what we will exploit
when applying sgn(Maux) to ıE(ψE),
sgn(Maux) ıE(ψE) =

ǫ−1∇×
 
M2
HH
−1/2
µ−1∇×
 
M2
EE
−1/2
ψE
−iµ−1∇×
 
M2
EE
−1/2
ψE

= (+1)

ǫ−1∇× µ−1∇×
 
M2
EE
−1
ψE
−iµ−1∇×
 
M2
EE
−1/2
ψE

= +ıE(ψE).
Note that we may either use ψE or ψH as an independent variable, and choosing ψH
instead of ψE gives us ıH .
Evidently, its inverse — the projection prE : (ψE,ψH) 7→ψE onto the first component
is bounded and a left-inverse to ıE, i. e. we have prE ◦ ıE = 1ker (∇·ǫ). This shows the
opposite inclusion, J E
+
⊇ ker (∇ · ǫ).
(3) This follows from the Helmholtz decompositions (2.14) combined with (1) and (2).

Remark 2.9 A second way to verify that ıE(ψE) is composed solely of positive frequencies
relies on functional calculus for M2
EE
= ǫ−1∇×µ−1∇×. If we assume for a moment that
ıE(ψE) ∈D(Maux), then the following expressions are all well-defined:
Maux ıE(ψE) =
∫
(0,∞)
Maux

d1λ
 
M2
EE

ψE
−iλ−1/2 µ−1∇× d1λ
 
M2
EE

ψE

=
∫
(0,∞)

λ−1/2 ǫ−1∇× µ−1∇× d1λ
 
M2
EE

ψE
−iµ−1∇× d1λ
 
M2
EE

ψE

=
∫
(0,∞)
 
+λ
1/2
  d1λ M2EEψE
−iλ−1/2 µ−1∇× d1λ
 
M2
EE

ψE

Of course, if ıE(ψE) 6∈ D(Maux), we need to regularize: if we replace ıE(ψE) with the cut
off wave Ψb := ı
E

1(0,b)
 
M2
EE

ψE

for b <∞, the above computation then shows that for
Ψb only frequencies in the range (0,
p
b) are excited, negative frequencies are excluded.
The limit MauxΨb as b→∞ will in general not exist in L2W (R3,C6), but nevertheless, we
still see that ıE(ψE) is composed solely of positive frequencies.
When we showed part (2), we have indeed also furnished a proof for the following Corol-
lary that will be useful for our discussion of periodic electromagnetic media in Section 3:
Corollary 2.10 The maps ıE : ker (∇ · ǫ) −→ J+ and ıH : ker (∇ · µ) −→ J+ from equa-
tions (2.15) are bounded injections with left-inverses prE,H : (ψE ,ψH) 7→ψE,H .
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Another way the equivalence of electric and magnetic field equations manifests itself is as
a unitary equivalence of the positive frequency parts of M2
EE
and M2
HH
.
Corollary 2.11 The positive frequency part M2
HH
|ω>0 := M2HH

ker (∇·µ) is related to the posi-
tive frequency part of
M2
EE
|ω>0 = UEH M2HH |ω>0 U−1EH
via the unitary map
UEH := pr
E ◦ ıH : ker (∇ ·µ) ⊂ L2
µ
(R3,C3) −→ ker (∇ · ǫ) ⊂ L2
ǫ
(R3,C3).
This was already recognized by Figotin and Klein (cf. [FK97, equations (9)–(10)]), al-
though they did not give a proof showing that UEH is well-defined.
Proof The well-definedness and invertibility of UEH are direct consequences of Proposi-
tion 2.8. Therefore unitarity follows from checking

UEHϕ
H ,UEHψ
H

ǫ
=
¬
µ−1∇× ǫ−1∇× (M2
HH
)−1/2ϕH , (M2
HH
)−1/2ψH
¶
µ
=
¬
ϕH , (M2
HH
)+
1/2 (M2
HH
)−1/2ψH
¶
µ
=


ϕH ,ψH

µ
by direct computation on the dense subset D(M2
HH
) ∩ ker (∇ · µ), and extending this by
density to all of ker (∇ · µ). 
2.3.2 Equivalence of the dynamics
The actual proof of equivalence is completely standard, indeed the hard part was in prop-
erly defining Maxwell’s equations and verify that the spaces on which the second-order
equations are defined are correct.
Proof (Theorem 2.7) As before, we will only formulate the proof for the electric field.
Moreover, to simplify the presentation we impose in addition that the complex initial con-
dition Φ := Q(E0,H0) ∈ D(M2) ∩J+ holds. This just allows us to write out the proof for
strong rather than weak solutions.
Thanks to Theorem 2.4 the (strong) solution Ψ(t) = e−i(t−t0)MΦ to Maxwell’s equa-
tions (2.1) can be expressed in terms of the Maxwell operator. Seeing as e−itM :D(M2) −→
D(M2) preserves the core D(M2), the second-order time-derivative of Ψ(t) exists in H.
Separating out the electric components, ∂ 2
t
Ψ(t) + M2Ψ(t) = 0 yields (2.10a). By defi-
nition of H and the transversality of the initial condition, also the second initial condi-
tion ∂tψ
E(t0) = −µ−1∇×ψH(t0) of the wave equation is satisfied. Hence, the magnetic
and electric part satisfy (2.10a). Lastly, the transversality condition (2.10b) is preserved
(Proposition 2.2 (2)). This shows that such a strong solution to Maxwell’s equations yields
a strong solution to the wave equation (2.10) for the electric field.
15
3 Equivalence of frequency band pictures in periodic media
Now conversely, suppose ψE(t) solves (2.10). Our additional assumption Φ ∈ D(M2)
guarantees that it is indeed a strong solution as the first- and second-order time-derivatives
exist in L2
ǫ
(R3,C3). Writing (2.10) as a first-order equation yields
∂
∂ t

ψE(t)
ηE(t)

=

0 1
M2
EE
0

ψE(t)
ηE(t)

.
However, instead of using ηE(t) = ∂tψ
E(t) as the second variable, we can introduce the
magnetic field ψH(t) :=
 
∇×
−1
ǫ ηH(t). This change of variables makes sense as ηE(t) ∈
ker (∇·ǫ) and the curl has the inverse
 
∇×
−1
: ker(∇· ) −→ L2
ǫ
(R3,C3) for divergence-free
fields. Using the complex magnetic field as the second variable, we obtain the equations
1 0
0 ǫ−1∇×

∂
∂ t

ψE(t)
ψH(t)

=

0 1
M2
EE
0

1 0
0 ǫ−1∇×

ψE(t)
ψH(t)

,
which can be rewritten as the dynamical Maxwell equation (2.1a). The latter step is once
again allowed because
 
∇×
−1
ǫ : ker (∇ · ǫ) −→ L2
ǫ
(R3,C3) is bounded. Moreover, with
our specific choice of initial condition Φ = Q(E0,H0) ∈ H, the resulting electromagnetic
field Ψ(t) =
 
ψE(t),ψH(t)

indeed is a positive frequency wave.
This is the proof of the statement for strong solutions. But of course, the extra assump-
tion Φ ∈ D(M2) on the initial condition can be dropped if we work with weak solutions.
In essence, we impose the extra condition on the test functions Θ ∈ D(M2) and exploit
that D(M2) lies densely in H. 
Remark 2.12 (Extension to other dimensions) Evidently, none of our arguments rely
on the fact that the spatial domain is all of R3 rather than some subset. We may want
to work on a subdomain of the form R2× [0,h] ⊂ R3 to model a quasi-2d waveguide slab,
for example. Here, a proper choice of boundary conditions such as those for a perfect elec-
tric or magnetic conductor on the upper and lower plate are necessary to define Maxwell’s
equations — and, by extension, the Maxwell operators.
Consequently, the equivalence of Chern numbers applies to two- and three-dimensional
topological photonic crystals alike.
3 Equivalence of frequency band pictures in periodic media
The previously proven equivalence of first- and second-order dynamics, Theorem 2.4, ev-
idently applies to the special case of periodic electromagnetic media, better known as
photonic crystals.
Assumption 3.1 (Periodic weights) Suppose the material weights satisfy Assumption 2.1
and there exists a lattice Γ ∼= Z3 so that W (x + γ) =W (x) holds for all γ ∈ Γ and almost all
x ∈ R3
16
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Remark 3.2 (Other dimensions) As we have mentioned in Remark 2.12 none of our ar-
guments below are specific to three-dimensional photonic crystals, and analogs of our
main results, Proposition 3.4 and Theorem 3.11, also hold true for photonic crystals of
other dimensions.
Bloch-Floquet theory — just like in case of periodic Schrödinger operators [Kuc93; Kuc01;
DL14c] — gives rise to three sets of frequency bands for the periodic operators M , M2
EE
and M2
HH
. The purpose of this section is to show that these three sets of frequency bands
(Proposition 3.4) and their frequency band topologies (as measured by Chern numbers)
coincide (Theorem 1.2 and Proposition 3.11). The key ingredients are the maps ıE,H from
equation (2.15) and prE,H : (ψE,ψH) 7→ ψE,H , that allow us to relate electromagnetic,
electric and magnetic Bloch functions as well as three associated vector bundles with one
another.
3.1 The frequency band spectra coincide
Showing the equivalence of the frequency band spectra is different from proving the equiv-
alence of the dynamical equations, and not merely a corollary of Theorem 2.7: to uniquely
fix a solution to the second-order equations we need the electric and the magnetic fields as
an input; in contrast, we can reconstruct electromagnetic eigenfunctions solely from the
electric or magnetic components alone.
Let us start by providing some of the basics on periodic operators.
3.1.1 Exploiting periodicity: the Bloch-Floquet-Zak representation
This subsection collects basic facts about a variant of the discrete Fourier transform
(FΨ)(k, x) =
∑
γ∈Γ
e−ik·(x+γ)Ψ(x + γ) (3.1)
that is commonly called the Zak transform [Zak68]; compared to the more common Bloch-
Floquet transform it includes the extra phase factor e−ik·x in its definition. Experts on the
subject may proceed directly to Section 3.1.2.
Periodicity with respect to a lattice Γ in these systems is exploited by decomposing po-
sition q = γ+ x ∈ R3 ∼= Γ ×M into a lattice coordinate γ ∈ Γ and a position x ∈M located
in a fundamental cell, usually referred to as the Wigner-Seitz cell M. Similarly, momenta
p = k + γ∗ ∈ R3 ∼= M∗ × Γ ∗ are expressed as the sum of Bloch momentum k ∈ M∗ that
is taken from the first Brillouin zone M∗ and a reciprocal lattice vector γ∗ ∈ Γ ∗; here, the
dual lattice
Γ
∗ := span
Z

e∗
1
, e∗
2
, e∗
3
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can be constructed from the real space lattice Γ = span
Z

e1, e2, e3
	
by requiring its basis
vectors e∗
n
satisfy e j ·e∗n = 2πδ jn [GP03]. On the level of groups, we may view the Brillouin
zone M∗ ≃ bΓ ≃ T3 and M ≃ ÒΓ ∗ ≃ T3 as the dual groups to Γ ≃ Z3 and Γ ∗ ≃ Z3, which is
why we will identify the real space unit cellM ≃ T3 with a torus.
Ordinarily, the Zak transform is defined as a unitary map
F : L2(R3,Cn) −→ L2
eq
 
R
3 , L2(T3,Cn)
 ∼= L2(M∗)⊗ L2(T3,Cn)
where in the last step we have canonically identified the space of equivariant L2-functions
L2
eq
 
R
3 , L2(T3,Cn)

:=
:=
¦
Ψ ∈ L2
loc
 
R
3 , L2(T3,Cn)
  Ψ(k− γ∗, x) = e+iγ∗·x Ψ(k, x) a. e. ∀γ∗ ∈ Γ ∗©
with a tensor product space by restricting equivariant L2-functions to the unit cell that
contains k = 0. That is because Zak transformed functions are Γ -periodic in x and Γ ∗-
quasiperiodic in k,
(FΨ)(k, x − γ) = (FΨ)(k, x),
(FΨ)(k− γ∗, x) = e+iγ∗·x (FΨ)(k, x).
(3.2a)
(3.2b)
These definitions extend naturally when the L2-spaces are subjected to Γ -periodic weights,
so that the Zak transform can then be considered as a unitary map
F : L2
W
(R3,C6) −→ L2(M∗)⊗ L2
W
(T3,C6)
between weighted electromagnetic L2-spaces; here, L2
W
(T3,C6) has been defined as the
Banach space L2(T3,C6) endowed with the energy scalar product
〈φ,ψ〉W :=


φ,W ψ

L2(T3,C6)
in analogy to our definition of L2
W
(R3,C6) from Section 2.1.1. In just the same way, we
may view F as a map on the electric or magnetic weighted L2-spaces.
The non-negative frequency space F : H −→
∫ ⊕
M∗ dkH(k) splits into a direct integral
of Hilbert spaces; while the general definition (cf. [Dix81, Part II, Chapter 1, Section 5])
is quite technical, especially when it comes to specifying what measurable means in this
context, these subtleties are not of importance here: we can straight-forwardly express
H(k) = ran 1[0,∞)
 
Maux(k)

⊂ L2
W
(T3,C6)
in terms of spectral projections of Maux(k), whose k-dependence is even analytic — and
thus, measurable — on the setM∗ \ {0} that has full dk measure.
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3.1.2 Fiber decomposition of the first- and second-order operators
Periodic operators A : D(A) ⊆ L2(R3,Cn) −→ L2(R3,Cn) are operators which commute
with lattice translations. These therefore admit a fiber decomposition
F AF −1 =
∫ ⊕
M∗
dkA(k).
Due to the quasi periodicity condition (3.2b) for any γ∗ ∈ Γ ∗ the fiber operators A(k) and
A(k− γ∗) = e+iγ∗· xˆ A(k)e−iγ∗ · xˆ (3.3)
are unitarily equivalent via the multiplication operator e−iγ
∗· xˆ , and we call operator-valued
functions k 7→ A(k) that satisfy (3.3) equivariant.
Two particularly relevant examples are periodic multiplication operators such as the
electromagnetic weights
FW F −1 = 1L2(M∗) ⊗W ≡W
and the derivatives
F (−i∂ j)F −1 = 1L2(M∗) ⊗ (−i∂ j) + kˆ⊗1L2W (T3,C6)
which are equipped with the obvious domains (cf. our discussion in [DL14c, Section 3.1]).
Thus, the unitary F facilitates a fiber decomposition of the Maxwell operators
Maux ∼=
∫ ⊕
M∗
dk Maux(k) =
∫ ⊕
M∗
dk

0 −ǫ−1 (−i∇+ k)×
+µ−1 (−i∇+ k)× 0

,
M ∼=
∫ ⊕
M∗
dk M(k) =
∫ ⊕
M∗
dk Maux(k)

ω≥0,
(3.4a)
(3.4b)
where the fiber operators Maux(k) and M(k) act on L2
W
(T3,C6) and the non-negative fre-
quency subspace H(k) ⊂ L2
W
(T3,C6), respectively. In the same way the wave operators
M2
EE
∼=
∫ ⊕
M∗
dk M2
EE
(k) =
∫ ⊕
M∗
dk ǫ−1 (∇− ik)× µ−1 (∇− ik)×,
M2
HH
∼=
∫ ⊕
M∗
dk M2
HH
(k) =
∫ ⊕
M∗
dkµ−1 (∇− ik)× ǫ−1 (∇− ik)×,
(3.5a)
(3.5b)
split into direct integrals, and M2
EE
(k) and M2
HH
(k) are selfadjoint operators on L2ǫ (T
3,C3)
and L2
µ
(T3,C3), respectively.
Spectral and analyticity properties of Maux(k) have been studied extensively in the past
(e. g. in [Kuc01; DL14c]). Apart from essential spectrum at ω0(k) = 0 due to gradient
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fields, σ
 
Maux(k)

\ {0} = σdisc
 
Maux(k)

\ {0} is purely discrete; since Maux(k) is not
bounded from below, the eigenvalues accumulate at ±∞ (cf. [DL14c, Theorem 1.4]). As
k varies, these eigenvalues form frequency bands k 7→ ωn(k) and both, ωn(k) and the
associated eigenfunctions can be chosen locally analytically away from band crossings.
Due to the structure of the operator there are 2+2 “ground state bands” with approx-
imately linear dispersion near k = 0 and ω = 0 due to long-wavelength waves which to
good approximation only see unit cell averages of the material weights W .
Seeing as the domainD
 
Maux(k)

=D
 
Maux(0)

of the linear polynomial k 7→ Maux(k) is
independent of k, this operator is evidently analytic. Its non-negative frequency restriction
M(k) = Maux(k) |ω≥0, however, is more delicate, because of the singular behavior of the
ground state Bloch functions at k = 0.
Not surprisingly, the properties of the second-order operators M2
EE
and M2
HH
mirror those
of Maux(k) and M(k).
Lemma 3.3 Suppose the material weights satisfy Assumption 3.1. Then the following holds:
(1) For all k ∈ M∗ the wave operators M2
EE
(k) and M2
HH
(k) are selfadjoint on L2ǫ(T
3,C3)
and L2
µ
(T3,C3).
(2) k 7→ M2
EE
(k) and k 7→ M2
HH
(k) are analytic on the entire Brillouin zone and equivariant
in the sense of equation (3.3).
(3) The spectra of M2
EE
(k)

ker ((∇−ik)·ǫ) and M
2
HH
(k)

ker ((∇−ik)·µ) are purely discrete, i. e. they
consist of eigenvalues of finite multiplicity which accumulate at +∞.
(4) The essential spectrum consists only of 0, i. e. σess
 
M2
EE
(k)

= {0} = σess
 
M2
HH
(k)

, and
is solely due to gradient fields ran (−i∇+ k).
For the reader’s convenience, we have included a proof of these basic facts in Appendix A.
3.1.3 Equivalence of the frequency band spectra
Thus, the spectra of the first- and second-order operators consist solely of eigenvalues,
and we therefore only need to pay attention to the corresponding eigenvalue equations,
namely
Maux(k)ϕn(k) =ωn(k)ϕn(k) (3.6)
for the auxiliary Maxwell operator [DL14c, Theorem 1.4] and
M2
EE
(k)ϕE
n
(k) =
 
ωE
n
(k)
2
ϕE
n
(k),
M2
HH
(k)ϕH
n
(k) =
 
ωH
n
(k)
2
ϕH
n
(k),
(3.7a)
(3.7b)
for the two wave operators.
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Once we label these eigenvalues in the obvious way, these give rise to three sets of
frequency bands. By convention the label n= 0 is reserved for the infinitely degenerate flat
band ω0(k) = 0 = ω
E,H
0
(k) that is due to longitudinal gradient fields. Unlike M2
EE
(k) ≥ 0
and M2
HH
(k) ≥ 0 the auxiliary Maxwell operator Maux(k) is not bounded from below, and
frequency bands here come as positive-negative frequency pairs where ω−n(k) = −ωn(k); by
convention positive/negative frequency bands are labeled with positive/negative integers.
This pairing is due to the symmetry J = σ3 ⊗1 : (ϕE ,ϕH) 7→
 
ϕE,−ϕH

,
J Maux(k) J−1 = −Maux(k). (3.8)
We emphasize that J is not a symmetry of the physical fields because it evidently maps
positive onto negative frequency states and vice versa. Therefore, it does not restrict to
an operator H(k) −→ H(k) and is not a symmetry of the physical system. For further
explanation of this subtle, but very important point, we refer to [DL17b, Section 3.1].
The frequency restriction for the Maxwell operator M(k) = Maux(k)

ω≥0 applies fiber-
wise, and the relevant first-order eigenvalue equation
M(k)ϕn(k) =ωn(k)ϕn(k) (3.9)
is functionally equivalent to (3.6), we just discard negative frequency solutions.
The main aim of this subsection is showing that the non-negative frequency bandsωn(k) =
ωE
n
(k) = ωH
n
(k) coincide. One way to give a constructive proof is by means of the maps
ıE,H from equation (2.15) that reconstruct the magnetic or electric component. Because
ǫ, µ, M2
EE
and M2
HH
are periodic, the (periodic) operators ıE ∼=
∫ ⊕
M∗ dk ı
E(k) and ıH ∼=∫ ⊕
M∗ dk ı
H(k) fiber decompose into a collection of k-dependent operators ıE(k) : ker
 
(∇−
ik) · ǫ

−→ J+(k) and ıH(k) : ker
 
(∇ − ik) · µ

−→ J+(k) where J+(k) and the other
transversal subspaces are obtained from Zak transforming J+ 7→ FJ+ ∼=
∫ ⊕
M∗ dkJ+(k),
ker (∇ · ǫ) ⊂ L2
ǫ
(R3,C3) and ker (∇ · µ) ⊂ L2
µ
(R3,C3). These maps allow us to reconstruct
ωn(k) > 0 frequency Bloch functions
ϕn(k) =

ϕE
n
(k)
ϕH
n
(k)

= ıE(k)ϕE
n
(k) = ıH(k)ϕH
n
(k) ∀n ∈ N, k ∈M∗, (3.10)
of M(k) from the electric and magnetic Bloch functions or compute the magnetic Bloch
functions ϕH
n
(k) from the electric component ϕE
n
(k).
Proposition 3.4 Suppose the material weights satisfy Assumption 3.1. Then all electromag-
netic, electric and magnetic frequency bands coincide,
ωn(k) =ω
E
n
(k) =ωH
n
(k) ∀n ∈ N0, k ∈M∗.
More specifically, we have:
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(1) ω0(k) = 0=ω
E,H
0
(k)
(2) Electric and magnetic parts of the Bloch function ϕn(k) =
 
ϕE
n
(k),ϕH
n
(k)

to (3.9) and
ωn(k) > 0 satisfy equations (3.7a) and (3.7b), respectively.
(3) For ωn(k) > 0 eigenfunctions to (3.7a) and (3.7b) give rise to eigenfunctions of (3.9)
via equation (3.10).
(4) The magnetic Bloch function ϕH
n
(k) = prH(k) ıE(k)ϕE
n
(k) to ωn(k) > 0 can be recon-
structed from the electric Bloch function ϕE
n
(k) and vice versa, where
prE,H(k)
 
ψE(k),ψH(k)

:=ψE,H(k) (3.11)
picks out the electric/magnetic component.
Proof (1) The kernels of the operators M(k), M2
EE
(k) and M2
HH
(k) consists of gradient
fields (cf. Lemma 3.3 (4) and [DL14c, Section 3.2]), and by our labeling convention
gives rise to ω0, ω
E
0
and ωH
0
.
(2) Evidently, (Maux)2 = M2
EE
⊕ M2
HH
relates Maux with the two second-order operators,
and
 
Maux(k)
2
ϕn(k) =
 
ωn(k)
2
ϕn(k) implies M
2
EE
(k)ϕE
n
(k) =
 
ωn(k)
2
ϕE
n
(k) and
M2
HH
(k)ϕH
n
(k) =
 
ωn(k)
2
ϕH
n
(k).
(3) Suppose ϕE
n
(k) solves (3.7a) for ωn(k) > 0, then the vector
ıE(k)ϕE
n
(k) =

ϕE
n
(k)
−iµ−1 (∇− ik)×
 
M2
EE
(k)
−1/2
ϕE
n
(k)

=

ϕE
n
(k)
−iωn(k)−1 µ−1 (∇− ik)×ϕEn (k)

is an eigenvector to Maux(k) and the eigenvalue ωn(k) > 0,
Maux(k) ıE(k)ϕE
n
(k) =

ωn(k)
−1 ǫ−1 (∇− ik)×µ−1 (∇− ik)×ϕE
n
(k)
−iµ−1 (∇− ik)×ϕE
n
(k)

=ωn(k)

ϕE
n
(k)
−iωn(k)−1µ−1 (∇− ik)×ϕEn (k)

=ωn(k) ı
E(k)ϕE
n
(k). (3.12)
As the sign of the eigenvalue is positive, we can in fact replace Maux(k) with M(k) in
the above computation. The proof for the magnetic component is completely analo-
gous.
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(4) This follows directly from (2) and (3). 
Remark 3.5 Mathematically, it would be equally possible to give a description in terms of
negative frequency bands: the relation (3.8) implies J ıE,H(k) yields a negative frequency
Bloch functions. However, note that while both solutions are mathematically equivalent,
when the material weights W 6=W are complex those negative frequency solutions are in
fact unphysical.
The proof of the preceding Proposition shows more, and since we will need this fact later
one, we separate it out into a
Corollary 3.6 Suppose thematerial weights satisfy Assumption 3.1. Then ıE,H(k) and prE,H(k)
are inverses to one another,
ıE(k) prE(k) = 1J+(k), pr
E(k) ıE(k) = 1ker((∇−ik)·ǫ),
ıH(k) prH(k) = 1J+(k), pr
H(k) ıH(k) = 1ker((∇−ik)·µ),
and therefore, equation (3.10) holds true.
Proof Proving prE(k) ıE(k) = 1ker((∇−ik)·ǫ) is immediate as ı
E(k) leaves the electric compo-
nent, which prE(k) singles out, untouched.
The other equality, ıE(k) prE(k) = 1J+(k), requires a bit more work: as the electromag-
netic Bloch eigenfunctions for positive frequency bands form a complete basis set of J+(k)
and the two maps are linear, it suffices to show the statement for electromagnetic Bloch
eigenfunctions. But ϕH
n
(k) = −iµ−1 (∇− ik)× ϕE
n
(k) is precisely what we have shown with
the computation (3.12).
The proof for the magnetic field case is identical. 
Remark 3.7 It may seem as if the electric or magnetic field component suffices to study
the dynamical problem in a more straightforward fashion. After all, the above statement
shows that we may reconstruct the magnetic component of any
ψE(t, k) =
∑
n∈N
e−itωn(k) αn(k)ϕ
E
n
(k)
and obtain the electromagnetic field
ψ(t, k) = ıE(k)ψE(t, k) =
∑
n∈N
e−itωn(k) αn(k)ϕn(k).
However, the coefficients
αn(k) =


ϕn(k),ψ(0, k)

W
=


ϕE
n
(k),ψE(0, k)

ǫ
+


ϕH
n
(k),ψH(0, k)

µ
need to be computed in the first-order formalism that requires the electric and magnetic
field. The linear combination with the coefficients αE
n
(k) = ‖ϕE
n
(k)‖−2
ǫ


ϕE
n
(k),ψE(0, k)

ǫ
computed only from the electric field is different and does not solve the second-order
equation (2.10) in Zak representation.
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3.2 Electromagnetic, electric and magnetic Chern numbers necessarily
coincide
Now that we have proven the equivalence of the dynamical problem (Theorem 2.7) and
the frequency band spectra (Proposition 3.4), it seems obvious that also the frequency band
topologies must coincide. That there is still something to prove might not be obvious, so
let us start with that first.
3.2.1 Setting the stage: why the problem is not solved yet
To strip down the problem to the essentials, we turn our attention to a single, non-degenerate
frequency band ωn(k) that does not intersect with any other band. Suppose its electro-
magnetic Bloch function ϕn(k) =
 
ϕE
n
(k),ϕH
n
(k)

is normalized to
1=
ϕn(k)2W = ϕEn (k)2ǫ + ϕHn (k)2µ, (3.13)
and its phase is (at least locally) chosen such that k 7→ ϕn(k) is analytic. Note that we
do not know whether the electric component
ϕE
n
(k)
2
ǫ
= const. and magnetic componentϕH
n
(k)
2
µ
= const. are constant. And we may not normalize the electric and magnetic
components separately to e. g. 1/2 as thenwe no longer knowwhether the resulting function
is in fact an eigenfunction of (3.6). The 3× 3 matrix
Ch :=
1
2π
∫
M∗
dkΩ(k) (3.14)
that contains the three electromagnetic Chern numbers as its offdiagonal elements is then
defined in terms of the electromagnetic Berry curvature Ω(k) =
 
Ω jl (k)

1≤ j,l≤3,
Ω jl (k) := ∂k jAl(k)− ∂klA j(k) = ΩEjl(k) +ΩHjl(k), (3.15)
which can be further subdivided into an electric and a magnetic contribution. These are
due to the electric and magnetic component of the electromagnetic Berry connection
A(k) := i


ϕn(k),∇kϕn(k)

W
= i


ϕE
n
(k),∇kϕEn (k)

ǫ
+ i


ϕH
n
(k),∇kϕHn (k)

µ
=:AE(k) +AH(k),
although we emphasize thatAE andAH by themselves are not connections. That is because
we do not know whether the electric and magnetic contributions in the electromagnetic
normalization condition (3.13) are constant functions of k.
Instead, we need to define the electric Berry connection
eA(k) := i 
 eϕE
n
(k),∇k eϕEn (k)ǫ = ϕEn (k)−2ǫ AE(k)− i∇kϕEn (k)ǫ
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on the basis of a suitably normalized electric Bloch function
eϕE
n
(k) :=
ϕE
n
(k)
−1
ǫ
ϕE
n
(k).
This renormalization is well-defined, because
ϕE
n
(k)

ǫ
6= 0 never vanishes thanks to
equation (3.10): because we able to reconstruct the electromagnetic Bloch eigenfunctions
solely from the electric part, ϕE
n
(k) = 0 would imply 0 = ıE(k)ϕE
n
(k) = ϕn(k). But this
evidently runs afoul with the electromagnetic normalization condition (3.13).1
Based on the electric Berry connection we may define the electric Berry curvature eΩE = eΩE
jl
(k)

1≤ j,l≤3, that we can express in terms of the electric and magnetic components of
the electromagnetic Berry curvature (3.15),eΩE
jl
(k) := ∂k j
eAE
l
(k)− ∂kl eAEj (k)
=
ϕE
n
(k)
−2
ǫ

Ω
E
jl
(k)− ∂k j
 
ln
ϕE
n
(k)

ǫ

AE
l
(k) + ∂kl
 
ln
ϕE
n
(k)

ǫ

AE
j
(k)

,
and the matrix of electric Chern numbers,
ChE :=
1
2π
∫
M∗
dk eΩE(k). (3.16)
The magnetic Berry curvature eΩH and magnetic Chern numbers ChH are defined in the
same fashion.
Comparing equations (3.14) and (3.16), we can see no obvious relations between Ch,
ChE and ChH . In fact, even if we impose simplifying assumptions such as ‖ϕE
n
(k)‖ǫ =
const., looking at the simplified equations it is still not obvious that
Ch = ChE = ChH (3.17)
all agree.
To summarize, while it is true that we can reconstruct the electric or magnetic compo-
nent of Bloch functions with the help of the map ıE,H(k), the electric and magnetic Chern
numbers are computed solely from the electric or magnetic fields without reconstructing
the other, missing components first. So there is something left to prove. However, a direct,
hands-on proof of (3.17) — even in the simplest situation of a single, non-degenerate band
— seems unfeasible.
3.2.2 The frequency relevant bands
Usually more than one band contributes to bulk-edge correspondences, and we will refer
to those bands as the relevant bands. Just like in solid state physics, the so-called gap
condition is crucial so as to ensure that the relevant bands decouple from the other bands:
1Technically, we only know that ϕEn (k) 6= 0 for almost all k at this point. But because k 7→ ıE(k) can be seen to
be analytic away from band crossings, this is in fact true for all k.
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Assumption 3.8 (Relevant Bands and Gap Condition) Supposeσrel(k) :=
⋃
j∈I

ω j(k)
	
,
referred to as the relevant bands, is a collection of n frequency bands characterized by an in-
dex set I :=

j1, . . . , jn
	
. We say that they satisfy the Gap Condition if and only if the relevant
bands do not cross or merge with other bands. Put mathematically, 0 6∈ σrel(k) and we have
dist
⋃
j∈I

ω j(k)
	
,
⋃
l 6∈I

ωl(k)
	
> 0.
Remark 3.9 The condition 0 6∈ σrel(k) is necessary to exclude ground state bands and the
longitudinal waves, which have approximately linear dispersion around k = 0 and ω = 0.
The two positive frequency ground state bands are the only ones that touch ω = 0, and
they do so only at the center of the Brillouin zone [DL14c, Theorem 1.4 (iii)]. At that point
they intersect with all of the longitudinal gradient fields, and it is for that reason that the
ground state Bloch functions are not even continuous at k = 0. Hence, they need to be
excluded from the construction below.
However, to obtain a physically meaningful photonic bulk-edge correspondence, we will
need to include the ground state bands in our arguments. We shall not attempt to do so
here and postpone this to a future work [DL18].
Suppose we are given relevant bands σrel(k) :=
⋃
j∈I

ω j(k)
	
that satisfy the Gap Con-
dition; the corresponding Bloch functions give rise to the relevant electromagnetic and
electric/magnetic subspaces,
Hrel(k) := span

ϕ j(k)
	
j∈I ,
H
E,H
rel
(k) := span

ϕ
E,H
j
(k)
	
j∈I .
(3.18a)
(3.18b)
We can use standard arguments to show that these subspaces depend on k in an analytic
fashion: by writing the corresponding orthogonal projections
Prel(k) :=
∑
j∈I
|ϕ j(k)〉W 〈ϕ j(k)|W
P
E,H
rel
(k) :=
∑
j∈I
ϕE,H
j
(k)

ǫ,µ


ϕ
E,H
j
(k)

ǫ,µ
(3.19a)
(3.19b)
as a Cauchy integral and exploiting the gap condition, we can transfer the analyticity of
the resolvents to the projections and their ranges.
The bra-ket notation here emphasizes what scalar product to use, e. g. we define the
rank-1 operator
ψE(k)
ǫ


ϕ(k)

W
: L2
W
(T3,C6) −→ L2
ǫ
(T3,C3) asψE(k)
ǫ


ϕ(k)

W
φ(k) :=


ϕ(k),φ(k)

W
ψE(k) ∈ L2
ǫ
(T3,C3).
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The matrices of Chern numbers now have straight-forward generalizations to the multi-
band case that are best expressed in terms of the relevant projections,
Ch jl := −
i
2π
∫
M∗
dk TrH(k)

Prel(k)

∂k j Prel(k) , ∂kl Prel(k)

,
Ch
E,H
jl
:= − i
2π
∫
M∗
dk TrL2
ǫ,µ
(T3,C3)

P
E,H
rel
(k)

∂k j P
E,H
rel
(k) , ∂kl P
E,H
rel
(k)

,
(3.20a)
(3.20b)
where TrH denotes the trace on the Hilbert space H =H(k), L
2
ǫ (T
3,C3) and j, l = 1,2,3.
3.2.3 Construction of the electromagnetic, electric and magnetic Bloch vector bundles
One way to view — and, indeed, define — Chern numbers is to view them as topolog-
ical invariants characterizing complex vector bundles of fixed rank up to isomorphism
[Pet59; CˇV93]. Given a family of relevant bands, in what follows we will associate three
vector bundles to them, an electromagnetic, an electric and a magnetic vector bundle.
Considering these vector bundles “up to isomorphism” has a neat physical interpretation:
topological phases and the topological invariants labeling them do not change under con-
tinuous, gap-preserving deformations of the physical system under study. And indeed, the
classification of vector bundles up to isomorphism can be obtained from a homotopy defi-
nition and the fact that any vector bundle of a given rank can be seen as the pullback of a
universal vector bundle [Hat09, Section 1.2, pp. 27].
The actual definition of the relevant vector bundles is somewhat complicated by us em-
ploying the Zak transformwhere functions and operators are quasi-periodic under Γ ∗ trans-
lations. One option to remedy this is to switch to the ordinary Bloch-Floquet transform
where functions are Γ ∗-periodic in k and Γ -quasi periodic in x (see e. g. [DL11, Defini-
tion 4.1]).
However, we will take another route and start with a vector bundle⊔
k∈R3
Hrel(k)
π−→ R3 (3.21)
over all of R3, where
⊔
denotes the disjoint union and π : ψ(k) 7→ k is the projection
onto the base point. Proving that this is indeed a vector bundle is straightforward (see
e. g. [DL11, Lemma 4.5] for the technical arguments that apply verbatim here), and rests
on the fact that the projections k 7→ Prel(k) are analytic and therefore in particular contin-
uous.2
2Thanks to the Oka principle [DL11, Remark 4.4] we need not distinguish between analytic and topological
vector bundles in the present context.
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The base space R3 of momenta comes naturally comes furnished with a Γ ∗ action, and
the equivariance (3.3) of the projection k 7→ Prel(k) implies that the multiplication operator
e+iγ
∗ · xˆ :Hrel(k) −→Hrel(k− γ∗)
relates the fibers at k and k−γ∗. Moreover, the group action is evidently free3, and therefore
(3.21) in fact defines a Γ ∗-equivariant vector bundle.
And these are naturally isomorphic to what we will call the electromagnetic Bloch vector
bundle
Erel :
 ⊔
k∈R3
Hrel(k)
π−→ R3

/Γ ∗ (3.22)
over the Brillouin torus M∗ ≃ R3/Γ ∗ ≃ T3 [Ati94, Proposition 1.6.1]. Intuitively, this is a
fancy way of saying that quasiperiodic objects are completely determined by their behavior
over one period and the quasiperiodicity condition.
Clearly, these ideas also apply to P
E,H
rel
, which gives rise to the electric/magnetic Bloch
vector bundles,
E
E,H
rel
:
 ⊔
k∈R3
H
E,H
rel
(k)
πE,H−→ R3

/Γ ∗.
3.2.4 Electromagnetic, electric and magnetic Bloch vector bundles are isomorphic
To streamline the presentation we will focus on the connection between electromagnetic
and electric Chern numbers. Because the roles of electric and magnetic fields are symmet-
ric, any and all arguments also apply to the magnetic case.
The central ingredient here are the linear maps
ıE
rel
(k) := ıE(k)

HE
rel
(k)
:HE
rel
(k) −→Hrel(k)
prE
rel
(k) := prE(k)

Hrel(k)
:Hrel(k) −→HErel(k)
(3.23)
(3.24)
that have been restricted to the relevant subspaces, which are finite-dimensional Hilbert
spaces. Let us collect some important properties of these restricted maps:
Lemma 3.10 Suppose the material weights satisfy Assumption 3.1 and we are given a fam-
ily σrel(k) =
⋃
j∈I

ω j(k)
	
of relevant bands that satisfy the Gap Condition 3.8. Then the
following holds:
(1) The orthogonal projections (3.19) onto the relevant subspaces — and therefore the rele-
vant subspaces (3.18) themselves — depend analytically on k and are equivariant.
(2) The map k 7→ ıE,H
rel
(k) :H
E,H
rel
(k) −→Hrel(k) is globally analytic and equivariant in k.
3Apart from the identity element 0 ∈ Γ ∗, translations by γ∗ ∈ Γ ∗ \ {0} have no stationary points.
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(3) The map k 7→ prE,H
rel
(k) :Hrel(k) −→HE,Hrel (k) is globally analytic and equivariant in k.
(4) The maps ı
E,H
rel
(k) and pr
E,H
rel
(k) are inverses to one another.
Proof (1) A proof was outlined in Section 3.2.2.
(2) We give the proof only for ıE
rel
(k) and prE(k), the one for themagnetic maps is identical.
First, let us deal with analyticity: from Corollary 2.10 we know that the norm of
ıE
rel
(k) =

1HE
rel
(k)
−iµ−1 (∇− ik)×
 
M2
EE
(k)
−1/2

is ≤ 1 for almost any k ∈ M∗; in fact, repeating the relevant steps in the proof of
Proposition 2.8 after replacing Maux with Maux(k), we see that this is indeed true for
all k and not just a subset of full measure.
Moreover, ıE
rel
(k) acts trivially on the electric component and the electric subspace
depends analytically on k, we need to place our attention on the magnetic component.
But this is the product of two analytic operators: the first factor,
 
M2
EE
(k)
−1/2 
HE
rel
(k)
mapsHE
rel
(k) to itself. And since the operator M2
EE
(k)

HE
rel
(k)
≥
 
infk∈M∗ σrel(k)

1HE
rel
(k)
is bounded away from 0, we may use the Taylor expansion of (1 + x)−1/2 to find a
local power series of
 
M2
EE
(k)
−1/2
HE
rel
(k)
in k − k0 near any fixed k0 in the Brillouin
zone M∗. As the maximal frequency supk∈M∗ σrel(k) <∞ is bounded, we know that
the radius of convergence is always strictly positive and uniformly bounded away
from 0 independently of the point k0 around which we expand. The other operator,
−iµ−1 (∇− ik)×, is linear and defined on a space that changes analytically, and hence,
analytic.
Putting this together, we have shown that k 7→ ıE
rel
(k) is analytic on the entire Brillouin
zone. Equivariance follows from writing this map as ıE
rel
(k) =
∑
j∈I |ϕn(k)〉W


ϕE
n
(k)

ǫ
and using the equivariance of the Bloch functions themselves.
(3) The proof is simple: the Hilbert spaces the map is defined on depend analytically on
k by (1), and the actual prescription is independent of k. Hence, the map prE
rel
is
analytic. Moreover, the equivariance of prE
rel
(k) =
∑
j∈I |ϕEn (k)〉ǫ〈ϕn(k)|W can be read
off by expressing it in the corresponding eigenbases.
(4) First of all, the Gap Condition guarantees ωn(k) > 0 holds for all k and n ∈ I. Hence,
as a consequence of Corollary 3.6 the Hilbert spaces Hrel(k) and H
E
rel
(k) both have
dimension |I|, and also the restrictions are inverses to one another. 
These properties of the maps k 7→ ıE,H
rel
(k) and its inverse k 7→ prE,H
rel
(k) can now be restated
in vector bundle theoretic language, using [Hus66, Theorem 2.5, p. 27], as follows:
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EE
(k) and M2
HH
(k)
Proposition 3.11 Suppose the material weights satisfy Assumption 3.1 and the relevant
bands fulfill the Gap Condition 3.8. Then k 7→ ıE,H
rel
(k) and k 7→ prE,H
rel
(k) define vector bundle
isomorphisms that are inverse to each other, and therefore Erel ≃ E E,Hrel are isomorphic.
And because analytic vector bundles over the three-dimensional torus are uniquely char-
acterized by three Chern numbers, we immediately get a proof for Theorem 1.2, that can
be restated as
Corollary 3.12 Therefore, all three Chern numbers of the electromagnetic Bloch vector bun-
dle, the electric Bloch vector bundle and the magnetic Bloch vector bundle agree.
A Properties of M2
EE
(k) and M2
HH
(k)
Proof (Lemma 3.3) Just like before, we will only spell out some of the proofs for the
electric field operator M2
EE
, everything applies to M2
HH
after exchanging the roles of ǫ and
µ.
(1) This follows immediately from the selfadjointness of M2
EE
and M2
HH
.
(2) Because of the Γ -periodicity of ǫ and µ, the fiber operators necessarily satisfy the
equivariance condition (3.3).
To show analyticity, we note that M2
EE
(k) is a quadratic polynomial in k, consisting
of M2
EE
(0) and lower-order operators which are infinitesimally small compared to it.
Hence, we deduce from the Kato-Rellich theorem [RS75, Theorem X.12] that the do-
main D
 
M2
EE
(k)

= D
 
M2
EE
(0)

is independent of k as well. Combining these two
factoids yields analyticity of k 7→ M2
EE
(k) for all k ∈ R3.
(3) While we could show this directly, starting from the definitions of M2
EE
and M2
HH
,
we will give a proof that exploits the connection to Maux and what has already been
proven about the auxiliary Maxwell operator in the literature.
To make the notation more compact, we abbreviate the divergence-free electromag-
netic, electric and magnetic subspaces with
J (k) := ker
 
Div(k)W

⊂ L2
W
(T3,C6),
J E(k) := ker
 
(∇− ik) · ǫ

⊂ L2ǫ (T3,C3),
J H(k) := ker
 
(∇− ik) ·µ

⊂ L2
µ
(T3,C3),
where Div(k)
 
ψE,ψH

:=
 
(∇− ik) · ψE , (∇− ik) · ψH

is the electromagnetic diver-
gence in the fiber labeled with Bloch momentum k.
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According to [DL14c, Theorem 3.4] the resolvent
 
Maux(k) |J (k) − z
−1
is compact
when z ∈ C \ R as the spectrum of the selfadjoint operator Maux(k) is necessarily a
subset of the reals. Then z2 cannot be an element of σ
 
Maux(k)2

and we therefore
deduce that also 
Maux(k)2 |J (k) − z2
−1
=
 
Maux(k) |J (k) − z
−1  
Maux(k) |J (k) + z
−1
=
 
M2
EE
(k) |J E(k) − z2
−1 ⊕  M2
HH
(k) |J H (k) − z2
−1
is compact. Here, the direct sum refers to the decomposition of
L2
W
(T3,C6) = L2
ǫ
(T3,C3)⊕ L2
µ
(T3,C3)
into electric and magnetic subspaces. This is evidently the case if and only if both, 
M2
EE
(k) |J E (k) − z2
−1
and
 
M2
HH
(k) |J H (k) − z2
−1
are compact.
Hence, the non-negative operator M2
EE
(k) |J E(k) restricted to the transversal subspace
and its magnetic counterpart M2
HH
(k) |J H (k) have purely discrete spectra, consisting
solely of eigenvalues of finite multiplicity accumulating at∞.
(4) Proposition 2.8 (1) translates fiber-wise: (∇− ik)× (∇− ik)ϕ = 0 holds for all ϕ ∈
C∞
per
(T3), and therefore gradient fields (which form an infinite-dimensional subspace)
contribute to the essential spectrum at 0. In fact, revisiting the arguments in the proof
Proposition 2.8 (1), we deduce that the kernel of M2
EE
(k) consists only of gradient
fields.
To show that the essential spectra consist only of 0, we note that due to the Helmholtz-
type decomposition
L2
ǫ
(T3,C6) = ran (−i∇+ k)⊕
 
ran (−i∇+ k)
⊥ǫ
= ran (−i∇+ k)⊕J E(k)
for the electric field and the fact that the spectrum of the wave operator M2
EE
(k) |J E(k)
restricted to the transversal subspace J E(k) is purely discrete (point (3)). That shows
the claim. 
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