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We present an implementation of range separated functionals utilizing the Slater-function on grids
in real space in the projector augmented waves method. The screened Poisson equation is solved to
evaluate the necessary screened exchange integrals on Cartesian grids. The implementation is verified
against existing literature and applied to the description of charge transfer excitations. We find very
slow convergence for calculations within linear response time-dependent density functional theory
and unoccupied orbitals of the canonical Fock operator. Convergence can be severely improved
by using Huzinaga’s virtual orbitals instead. This combination furthermore enables an accurate
determination of long-range charge transfer excitations by means of ground-state calculations.
I. INTRODUCTION
The study of intra-molecular charge transfer excita-
tions (CTE) is of interest in photovoltaics[1], organic
electronics[2] and molecular and organic magnetism[3].
Within a single particle picture, the simplest CTE is the
excitation of an electron from the highest molecular or-
bital (HOMO) of a donor to the lowest unoccupied orbital
(LUMO) of a distant acceptor. Denoting the distance
between donor and acceptor by R, Mulliken derived the
energetics of this process in the asymptote of large dis-
tances R to (atomic units are used throughout)
ECTE ≈ IPD − EAA − 1
R
, (1)
where IPD is the ionization potential of the donor, EAA
the electron affinity of the acceptor and 1R approximates
the Coulomb energy between the excited electron and the
hole it left behind[4].
Density functional theory (DFT)[5] in the formulation
of Kohn and Sham[6] is the method of choice for ab initio
calculations of electronic properties of condensed matter
due to its advantageous cost to accuracy ratio. In con-
trast to wave-function based methods, DFT expresses the
total energy of a given system as functional of the elec-
tron density n. Although DFT is exact in principle, the
exact form of this functional itself is unknown and has to
be approximated in practice[7–9]. In Kohn-Sham (KS)
DFT the density is build from occupied non-interacting
single-particle orbitals ψi via n =
∑
i fi|ψi|2, where fi
denotes the occupation number. The total energy is ex-
pressed as a sum of density functionals for the different
∗ Rolf.Wuerdemann@fmf.uni-freiburg.de
contributions
Etot[n] = TS[n] + Vext[n] + UH[n] + Exc[n], (2)
where the TS denotes the kinetic energy of the non-
interacting system, Vext the energy of the density in the
external potential and UH the classical Coulomb energy
of the density with itself. These quantities can be calcu-
lated exactly. All other energy contributions are collected
in the exchange-correlation energy Exc which is approx-
imated. Within a generalized KS scheme[10] Exc can be
further split into the contributions from exchange as in
Hartree-Fock theory (HFT)
Ex = −1
2
∫ ∫ |∑i fiψ∗i (~r1)ψi(~r2)|2
|~r1 − ~r2| d~r1d~r2, (3)
and correlation Ec that contains all energy contributions
missing in the other terms[6].
Several types of approximations for Exc are in use. The
local (LDA)[11–13] functional approximates Exc by the
local values of the density, while semi-local GGA[14, 15]
take local density gradients and MGGA[16, 17] local val-
ues of the kinetic electron density into account (we will
call local and semi-local functionals as local functionals
for brevity in the following). The accuracy of local func-
tionals is sometimes improved by hybrid functionals that
combine the exchange from local functionals with the “ex-
act” exchange integrals from HFT eq. (3) by a fixed
ratio[18]. While these approximations work fairly well
for equilibrium properties[9, 19], local functionals as well
as hybrids fail badly in the description of CTEs because
of their missing ability to describe non-local interactions
correctly [20–23].
Range separated functionals (RSF), that combine the
exchange from the local functionals with the non-local
exchange from HFT based on the spatial distance be-
tween two points ~r1 and ~r2 are able to predict the ener-
ar
X
iv
:1
80
3.
08
41
1v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
22
 M
ar 
20
18
2getics and oscillator strengths of CTEs by linear response
time-dependent DFT (lrTDDFT)[7, 8, 10, 24–30].
RSF use a separation function ωRSF to split the
Coulomb interaction kernel of the exchange integral (3)
into two parts[31]
1
r12
=
1− [α+ β (1− ωRSF(γ, r12))]
r12︸ ︷︷ ︸
SR, DFT
+
α+ β (1− ωRSF(γ, r12))
r12
,︸ ︷︷ ︸
LR, HFT
(4)
where γ is a separation parameter, and α and β are mix-
ing parameters for spatially fixed and range separated
mixing, respectively. The exchange from the local func-
tionals is usually used in the short-range (SR) part, while
non-local exchange integrals from HFT are used for long-
range (LR) exchange. There also exists a class of RSF
that uses exact exchange at short-range and the exchange
from a local functional for the long-range part and is very
popular for the description of periodic systems[32, 33],
which is not the topic of our investigations, however.
The correlation energy Ec is approximated by a local
functional globally[34] .
The unoccupied states entering lrTDDFT using the
canonical Fock operator of HFT approximate (exited)
EAs[29, 35]. Coulomb-repulsion and exchange interac-
tion cancel for occupied states making them subject to
the interaction with N−1 electrons in an N electron sys-
tem. This cancellation is absent for unoccupied (virtual)
states, making them subject to the interaction with all N
electrons. Therefore these unoccupied states are rather
inappropriate for neutral excited state calculations.
The canonical Fock operator of HFT is not the only
possible choice for the calculation of unoccupied states,
as any Hermitian rotation within the space of virtual
orbitals is allowed[36]. Therefore it is possible to create
so called improved virtual orbitals (IVOs) that are able
to approximate certain excitations already at the single
particle level rather accurately[36–39] and we will show
that these orbitals are also well suited for the calculation
of charge transfer excitations within RSF.
This work is organized as follows: The following sec-
tion describes the numerical methods applied and section
III details the implementation of RSF in real space grids
within the projector agmented wave method. Sec. IV
presents the verification of our implementation against
existing literature and sec. V applies RSF and its
combination with IVOs to obtain CTE energies. The
manuscript finally ends with conclusions.
II. METHODS
DFT using the real space grid implementation of the
projector augmented waves (PAW)[40] in the GPAW
package[41, 42] was used for all calculations performed
in this work. PAW is an all-electron method, which has
shown to provide very similar results as converged ba-
sis sets for a test set of small molecules[43] and tran-
sition metals[44, 45]. With the exception of transition
metals, where 3s, 3p, 3d and 4s shells were treated as
valence electrons, all closed shells were subject to the
frozen core approximation and (half-)open shells were
treated as valence electrons. Relativistic effects were ap-
plied to the closed shells in the frozen cores in the scalar-
relativistic approximation of Koelling and Harmon[46].
If not stated otherwise, a grid-spacing of h = 0.18Å
was used for the smooth KS wave function and a sim-
ulation box which contains at least 6Å space around
each atom was applied. Non-periodic boundary condi-
tions were applied in all three directions and all calcu-
lations were done spin-polarized. Only collinear spin
alignments were considered. The exchange correlation
functionals PBE[15], the hybrid PBE0[47] and the RSFs
LCY-BLYP[48], LCY-PBE[49] and CAMY-B3LYP[48]
were used. Linear response time-dependent density func-
tional theory (lrTDDFT)[50, 51] for RSF was imple-
mented along the work of Tawada et al.[24] and Akinaga
and Ten-No[25]. Twelve unoccupied bands were used in
the lrTDDFT calculations unless stated otherwise.
III. IMPLEMENTATION OF RSF
Two functions are frequently used as separation func-
tion (4) in literature. One is the complementary error-
function[8, 24, 31, 34, 52–56] ωRSF(γ, r12) = erfc(γr12)
that enables efficient evaluation when the KS orbitals are
represented by Gaussian functions, and the other is the
Slater-function[25, 48, 49, 52]
ωRSF(γ, r12) = e
−γr12 . (5)
which we will apply in our work. The Slater-function is
the natural choice for a screened Coulomb potential, as it
leads to the Yukawa potential[57] that can be derived to
be the effective one-electron potential in many-electron
systems[49]. Calculations utilizing the Slater-function
were found to give superior results for the calculation
of charge transfer and Rydberg excitations compared to
the use of the complementary error-function [25, 48].
The calculation of the exact exchange in a RSF is
straightforward in principle. Regarding only the long-
range part in eq. (4) and setting α = 0 and β = 1 for
brevity, we have to evaluate the exchange integral
KRSFij = (ij|1− ωRSF (γ, r12) |ji) (6)
where a Mulliken-like notation
(ij|xˆ|ji) =∫ ∫
ψ∗i (~r1)ψj(~r1) xˆ ψ
∗
j (~r2)ψi(~r2)
|~r1 − ~r2| d~r1d~r2 (7)
3with the one-particle functions ψi,j and the operator xˆ
is used. The first part of eq. (6) is the standard ex-
change integral Kij = (ij|ji) from HFT[42, 58] and the
additional term is the screened exchange integral
Kγij = (ij|ωRSF (r12) |ji) . (8)
In PAW the KS wave-function (WF) ψi is represented as
a combination of a soft pseudo WF, ψ˜i and atom-centered
(local) corrections[40–42]
ψi = ψ˜i +
∑
α
∑
k
(
|φαk 〉 − |φ˜αk 〉
)
Pαik, (9)
where φαk and φ˜
α
k denote atom centered all-electron and
soft partial WFs, respectively, and Pαik is a projection
operator which maps the pseudo WF on the partial WF.
The all-electron and soft partial WF match outside of the
atom centered augmentation sphere. The band-indices i
and k contain the main quantum numbers and α is the
atomic index which runs over all atoms in the calculation.
In our implementation, the pseudo WFs are evaluated
on three dimensional Cartesian grids in real space while
the partial WFs are evaluated on radial grids[41, 42]. Us-
ing the exchange density nij = ψ∗i ψj and the local ex-
change density nαij =
∑
k1k2
φαk1φ
α
k2
Pα∗ik1Pαjk2 the integral
(8) can be written as
((nij))
γ
= ((n˜ij))
γ
+
∑
α
[((
nαij
))γ − ((n˜αij))γ] , (10)
where
((nij))
γ
= (nij |nji)γ = (nij | exp (−γr12) |nji)
is used as shortcut for the screened exchange interac-
tion of the exchange density with itself. Due to the non-
locality of the screened exchange operator, a straight ap-
plication of eq. (10) would lead to cross-terms between
local functions located on different atomic sites and the
need to integrate on incompatible grids[40, 41]. To avoid
these, compensation charges Z˜αij are introduced[42, 58]
such that using %˜ij = n˜ij +
∑
α Z˜
α
ij allows to write
((nij))
γ
= ((%˜ij))
γ
+
∑
α
∆Kαγij , (11)
where ((%˜ij))
γ is free of local contributions. The evalua-
tion of the ∆Kαγij using the integration kernel from Rico
et al.[59] is detailed in supporting information (SI).
Direct evaluation of the double-integral
I =
∫ ∫
%˜ij(1)
e−γr12
r12
%˜ji(2)d~r1d~r2 (12)
on a three dimensional Cartesian grid is not only time-
consuming, but also suffers from the singularity at ~r1 =
~r2. To circumvent this, the integral is solved using the
method of the Green’s functions
I =
∫
%˜ij(~r1)v˜ji(~r1)d~r1 . (13)
The potential v˜ij is calculated by solving the screened
Poisson or modified Helmholtz equation[60, 61](∇2 − γ2) v˜ij(~r1) = −4pi%˜ij(~r1) . (14)
A finite difference scheme together with a root finder[41,
42] is chosen, where a constant representing γ is added to
the central point of the finite difference stencil[62]. The
potential v˜ij of a charge system decays very slowly and
the (screened) Poisson equation (14) is therefore applied
for neutral charge distributions only[42]. Charged sys-
tems are neutralized by subtracting a Gaussian density
for which the solution is known analytically (see SI for
details).
Range separated functionals also contain a contribu-
tion of the density functional exchange. Akinaga and
Ten-no derived an analytic expression for the exchange
contribution of a GGA in the case of a Slater-function
based RSF, EGGAx (γ)[48]. Seth and Ziegler discovered,
that this expression leads to numerical instabilities for
very small densities and derived a superior expression
for small densities based on a power series expansion[49].
Both expressions along with analytic expressions for the
first, second, and third derivatives of EGGAx (γ) based on
the analytic expression derived by Akinaga and Ten-no
were implemented in libxc[63, 64].
IV. VERIFICATION OF THE
IMPLEMENTATION
A large amount of work was devoted to RSF in the
literature[7, 8, 10, 19, 24–31, 34, 35, 48, 49, 52–56, 67–
78]. In order to verify our implementation, we have
re-calculated some of the published properties in our
grid-based approach. Seth and Ziegler[49] calculated the
mean ligand removal enthalpies defined as[49, 65]
E¯L =
nE(L) +mE(M)− E(MmLn)
n+m− 1 (15)
for a group of molecules including transition metals. We
have calculated this quantity for the molecules TiO2,
CuCl, and CrO3 and compared our results against the
values published by Johnson and Becke[65] for PBE and
PBE0, as well as Seth and Ziegler[49] for PBE, PBE0
and a group of RSF in tab. I. As the literature values
were calculated without relativistic corrections, we have
neglected relativistic effects in the reported values also.
A grid spacing of h = 0.16Å was necessary to correctly
describe 3d-splitting[45] (see SI for details).
Generally, our PBE and PBE0 values are in good
agreement to the results obtained from both groups for
TiO2 and CuCl. There is a difference of about 0.4 eV
to the work of Seth and Ziegler for CrO3, while our val-
ues are a in good agreement to the work of Johnson and
Becke. These differences can attributed the different ba-
sis sets used. While Johnson and Becke used the rather
large 6–311++G(3df,3pd) basis set, Seth and Ziegler use
4TiO2 CuCl CrO3
Functional γ ours lit. dE ours lit. dE ours lit. dE
PBE 7.56 7.53a 0.03 3.74 3.73a 0.01 5.67 5.66a 0.01
PBE –"– 7.56b 0.00 –"– 3.67b 0.07 –"– 6.07b −0.4
PBE0 6.45 6.44a 0.01 3.54 3.62a −0.08 4.24 4.28a −0.04
PBE0 –"– 6.47b −0.02 –"– 3.50b 0.04 –"– 4.63b −0.39
LCY-BLYP 0.70 6.24 6.33b −0.09 3.44 3.69b −0.25 4.16 4.75b −0.59
0.75 6.12 6.21b −0.09 3.43 3.68b −0.25 4.01 4.59b −0.58
LCY-PBE 0.75 6.38 6.47b −0.09 3.63 3.88b −0.25 3.93 4.74b −0.81
0.90 6.04 6.14b −0.10 3.60 3.84b −0.24 3.49 4.29b −0.8
CAMY-B3LYP 0.34 6.32 6.38b −0.06 3.32 3.43b −0.11 4.34 4.89b −0.55
dERSF −0.09 −0.22 −0.67
exp. 6.62c 3.81c 4.97c
Table I. Mean ligand removal enthalpies (see text) for TiO2, CuCl, and CrO3 from our calculations compared to the literature.
dE denotes the difference between our results and the literature values. Geometries were taken from Johnson and Becke[65]
and energies are given in eV. References and basis-sets: a6–311++G(3df,3pd) ref. 65, bTZ2P ref. 49, cexperiment ref. 66.
a smaller TZ2P basis set that is apparently not large
enough. We have observed similar strong basis set ef-
fects in particular if chromium is involved already in prior
studies for chromium[45].
RSF results using Slater functions are unfortunately
only available from the TZ2P basis set. While our re-
sults are in good agreement to Seth and Ziegler for TiO2
(≤ −0.09 eV deviation), they already differ by up to
0.25 eV for CuCl. CAMY-B3LYP, which includes only
a fraction of the screened exchange, generally leads to
the smallest deviations. RSFs are obviously very sensi-
tive to basis set limitations due to the long range of the
effective single particle potential[10]. We therefore trust
the values obtained by our method which represent the
large basis set limit.
In comparison to experiment, PBE ligand removal en-
ergies are rather accurate for CuCl, but this functional
over-binds TiO2 and CrO3. In the latter molecules d-
orbitals contribute to binding and might be responsible
for this overbinding. In contrast, the hybrid PBE0 as
well as the RSFs tend to underbind in all three molecules,
in particular if d-orbitals are involved. Interestingly, this
trend is similar to the overestimation of d-binding in PBE
and the lack of proper d-binding by hybrids we have ob-
served in the Cr-dimer before[45].
The value of the separation parameter γ can not be
defined rigorously and its optimal choice is under dis-
cussion. A system dependence is to be expected[7, 8,
10, 29, 34, 35, 52, 73, 75]. The group around Roi Baer
devised schemes to optimize γ without the use of em-
pirical parameters[7, 27, 73] by forcing the difference be-
tween the ionization potential (IP) calculated from to-
tal energy differences and the negative eigenvalue of the
HOMO −HOMO of an N electron system to vanish[7]
[Egs (N, γ)− Egs (N − 1, γ)]︸ ︷︷ ︸
IP(N)
γ=γopt≡ −HOMO(N, γ) . (16)
This condition is fulfilled for the exact functional[79], but
is usually violated by local and hybrid approximations[7].
Livshits and Baer also devised an approach to determine
γ for the calculation of binding energy curves of sym-
metric bi-radical cations which imposes a match of the
slopes of the energy curves for the charged and neutral
molecule[73]
Egs
(
N − 1
2
, γ
)
− Egs (N − 1, γ)
γ=γopt≡ Egs (N, γ)− Egs
(
N − 1
2
, γ
)
. (17)
Their group found that both approaches give almost iden-
tical values of γopt for the same system[10], which we
confirm in the case of Cr2. We will denote an RSF us-
ing an optimized value of γ obtained by eqs. (16, 17) by
appending an asterisk, e.g. LCY-PBE∗.
We used eq. (16) to obtain γopt for Cr, Cr2, CO and N2
and verified that the eigenvalues for the HOMO as well as
the experimental value of the ionization potential match
in this case. The resulting screening parameters for the
RSF BNL* and LCY-PBE* are listed in tab. II. BNL* is
a LDA based RSF used by Livshits and Baer which uti-
lizes the error-function instead of the Slater function[7].
For the gradient corrected PBE and the hybrid-functional
PBE0 the eigenvalues of the HOMO doesn’t match the
experimental ionization potential. This is different for
the RSF: The eigenvalues for the HOMO are in quite
good, for N2, to, in the case of Cr, perfect agreement
to the experimental ionization potential. For the cases
of CO and N2 also a good agreement between the values
from Livshits and Baer and this work is achieved. For the
values of the screening parameter a γLCYopt ≈ 32γBNLopt de-
pendency between the used screening functions, Slater vs.
error-function, was stated[81]. The comparison between
the values listed in tab. II supports this dependency.
Baer et al. also discussed the impact of the tuning of
γ on the inner ionization energies (ionization into an ex-
cited state of the cation). They stated, that by tuning
γ one is able to predict the inner ionization energies not
5Cr Cr2 CO N2
−H IP −H IP −H IP −H IP
exp.[80] 6.77 6.4 14.01 15.58
PBE 3.70 4.29 9.09 10.24
PBE0 4.95 10.79 12.16
BNL∗[7] 14.3 16.6
LCY-PBE∗ 6.79 6.85 14.32 14.31 16.33 16.32
γBNLopt (a
−1
0 )[7] 0.6 0.6
γLCYopt (a
−1
0 ) 0.72 0.45 0.81 0.99
Table II. Negative eigenvalue of the HOMO −H, IP and values of the screening parameter γ for Cr, Cr2, CO and N2 calculated
using different functionals. All energies given in eV.
LCY-PBE* BNL*[10]
state IP[82] (eV) Koop. lr. Koop. lr.
1b1 12.62 1% 1% -1% -1%
3a1 14.74 0% 4% -3% -3%
1b2 18.51 0% 3% -1% -1%
2a1a 32.20 0% 4% -1% 0%
Table III. Deviation of the calculated IPs of H2O calculated
with LCY-PBE∗ and using Koopmans theorem or lrTDDFT
along with the experimental values and values calculated by
Baer et al.[10]. In this work, γ was tuned to 0.831 a−10 . a:
Ref. 10 gave 30.9 eV as ionization potential for the 2a1 state.
Koop.: prediction by use of Koopman’s theorem, lr.: predic-
tion by use of ∆-SCF and lrTDDT.
only by the combination of a ∆SCF and lrTDDFT cal-
culation but also directly by the density of states of the
neutral molecule in the sense of Koopmans theorem[83]
from HFT[10]. In this work their example, H2O was also
verified. The deviations between the calculated IPs and
the experimental values are shown in tab. III. The calcu-
lated values are in a very good agreement to each other
and to experiment, despite the issue, that Baer et al. gave
a ionization potential for the 2a1 state which differs from
the value used as reference in both works.
V. CHARGE TRANSFER EXCITATIONS
In this section we investigate the description of charge
transfer excitations (CTE) within RSF. One of the
frequently used model systems to study CTE is the
ethylene-tetrafluoroethylene dimer[7, 8, 20, 24, 26, 30,
53, 84]. This choice is not fortunate, as both constituents
exhibit a negative EA[85], which leads to CTE that over-
lap with the continuum at least for infinite separation.
Therefore we use the alternative Na2–NaCl complex,
where Na2 is the donor and NaCl the acceptor with a
positive EA (experimental adiabatic EA of 0.73 eV[86]).
In order to catch the largely delocalized excited states we
increased the amount of space within our simulation box
to xvac = 11Å around each atom and decreased the grid
spacing to h = 0.2Å due to the higher computational
effort.
Using eq. (16) to calculate γopt for the individual
Mol. IPexp.[80] IPcalc −H dE
Na2 4.892±0.003 4.93 4.94 −0.01
NaCl- 0.727±0.010 0.79 0.78 0.01
Table IV. Experimental, IPexp., and calculated, IPcalc, ion-
ization potential for the molecules Na2 and NaCl- along with
the negative eigenvalue of the HOMO −H and their difference
dE = IPcalc + H. All values are in eV.
molecules leads to γopt = 0.38 a−10 for Na2 and γopt =
0.40 a−10 for NaCl
-. In order to obtain the optimal range
separation parameter for the combined system, the Na2–
NaCl complex, we use minimization of the function [27]
J(γ) =
∑
i=D0,A−
∣∣∣iHOMO(γ) + IPi(N, γ)∣∣∣ (18)
with IPi(N, γ) = Eigs(Ni − 1, γ) − Eigs(Ni, γ), where D0
denotes the neutral donor, A− the acceptor anion and
N the number of electrons. The two molecules were
considered separately where the experimental geometries
of the neutral molecules from ref. 87 were used. This
treatment results in a value of γopt = 0.39 a−10 , which
leads to the energies in table IV that exhibit good agree-
ment to experiment. The eigenvalue of the NaCl LUMO
(LUMO = −0.57 eV) differs from the eigenvalue of the
NaCl− HOMO which equals the NaCl EA through (18)
by ≈ 0.2 eV. This effect is known and can be attributed
to the derivative discontinuity[29, 35].
In order to study CT excitations, the molecules were
placed with their axes parallel to each other. We first
consider the singlet excited state spectrum of the donor
acceptor pair calculated by linear response TDDFT de-
pending on the molecular separation as depicted in fig.
1. The separation R is given by the separation of the
two parallel molecular axes. The excitations are colored
by the weights of the involved unoccupied orbitals on the
individual molecules. Only excitations with more than
50 % contribution from the Na2 HOMO and either an
oscillator strength ≥ 10−2 or 90 % weight on NaCl are
considered. The excitation spectrum shows a clear CTE
where the involved unoccupied states are clearly located
on NaCl and its energy follows the expectation of Mul-
likens law eq. (1) for larger separations (1/R ≤ 0.08 a−10 )
as expected. There is a small constant deviation from the
60.00 0.05 0.10 0.15
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Na2 NaCl ECTE
Figure 1. Linear response TDDFT excitations of the Na2–
NaCl-system depending on the inverse distance between the
two molecules 1/R. The colors indicate localization of the
unoccupied states involved in the excitations on Na2 (yellow)
or NaCl (purple). Solid line: excitation energy after eq. (1).
expectations of eq. (1) that arises from the difference be-
tween the eigenvalue of the NaCl LUMO and the NaCl
EA [entering in eq. (1)]. This is validated by the NaCl
point at 1/R = 0 which is placed at the energy of IPD +
LUMO, NaCl.
There is more interaction between the two molecules
for smaller distances. Therefore the excited states start
to mix and their nature is harder to identify. The excita-
tion energies exhibit a noticeable blur even for large R,
where little interaction between the molecules would be
expected. This is particularly visible in excitations local-
ized on the Na2 molecule, which exhibit a large degree
of delocalization, viewable by the coloring of excitations
around 3 eV. This numerical noise can be attributed to
the fact that already the third unoccupied state in the
Na2 ground-state calculation is above the vacuum level
and thus this state and all higher ones are influenced by
eigenstates of the simulation box (fig. 2). This hinders
the convergence of these excitations in the number of un-
occupied states involved as shown below.
In HFT the Coulomb- and exchange interaction cancel
for an occupied state with itself, such that these states
are subject to the interaction with N − 1 electrons in an
N electron system. This cancellation is absent for unoc-
cupied (virtual) states making them subject to the inter-
action with all N electrons. Unoccupied states therefore
“see” a neutralized core in a neutral system and thus ap-
proximate (exited) EAs in HFT and not excitations of
the neutral system[21, 83]. As many neutral closed shell
molecules exhibit a negative EA [21], the eigenvalues of
unoccupied states in HFT type calculations like RSF be-
come positive, i.e. they reside in the continuum (see fig.
2). In calculations utilizing basis-sets, these states are
10 8 6 4 2 0 2 4
² (eV)
4.0
2.0
0.0
2.0
4.0
D
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Figure 2. Density of electronic states (DOS) of the Na2–NaCl-
system at distance 8Å for the canonical Fock operator (FO)
and for improved virtual orbitals (IVO). The vacuum level vac
is indicated and used as energy reference. The Fermi level is
set to F = HOMO+LUMO2 (all states below F are occupied,
all states above are unoccupied).
stabilized by the finite size of the basis-set[21, 88, 89]
and their properties thus get strongly basis set depen-
dent. Similarly, these states strongly couple to eigen-
states of the simulation box in grid-based calculations
used here. Therefore RSF DFT calculations become
numerically very demanding on grids due to numerical
instabilities[90].
VI. IMPROVED VIRTUAL ORBITALS
Improved virtual orbitals are a remedy for the difficul-
ties mentioned above. The canonical Hartree-Fock oper-
ator is not unique in case of unoccupied orbitals in HFT.
These states do not contribute to the Slater determinant
built from occupied states exclusively, any set of orbitals
orthogonal to the occupied states could serve as valid set
of unoccupied states. Following the work of Kelly[37, 38],
Huzinaga and Arnau devised a scheme to use this free-
dom to better approximate excitations in HFT[36, 39]. In
this scheme Coulomb and exchange interactions between
a virtual hole in an initial occupied orbital k and the vir-
tual orbitals are described by a modified Fock-Operator
[36]
Fˆ IVOi = Fˆi + Vˆ (19)
Vˆ =
(
1− Pˆ
)
Ωˆk
(
1− Pˆ
)
(20)
Pˆ =
N∑
i
|ψi〉〈ψi| . (21)
Fˆi denotes the canonical Fock-Operator and ψi the non-
interacting single particle Hartree-Fock or, in the case of
the present study, KS orbitals. Pˆ separates the space
of the unoccupied orbitals from the occupied ones, cir-
cumventing slight changes in the eigenstates of the occu-
7pied states which occur otherwise[36, 38]. The rotation
operator Ωˆk can be chosen arbitrarily as long as it is
Hermitian[36]. Huzinaga and Arnau suggested to use[39]
Ωˆk = −Jˆk + Kˆk ± Kˆk (22)
for closed shell systems (as is the case discussed below)
following the work of Hunt and Goddard III[91]. Jˆk de-
notes the Coulomb-, Kˆk the exchange operator and k
the band-index of the orbital to excite from. The second
exchange term can be used to approximate either sin-
glet (“+”, ΩˆSk) and triplet (“-”, Ωˆ
T
k ) excitations, or can be
omitted (ΩˆAk ) to approximate their average. The initial
orbital k can be chosen arbitrarily [36, 39] and determines
the nature of the excitations to be described. Virtual or-
bitals subject to this scheme are called improved virtual
orbitals (IVO) [36, 39].
The IVO scheme (21) can also be applied within RSF
setting Kˆk = KˆRSFk as in eq. (6) and Jˆk = Jˆ
RSF
k as
the corresponding screened Coulomb counterpart. We
have disregarded the orthogonalization through operator
Pˆ due to numerical instabilities and Ωˆk was applied to the
unoccupied states only. The matrix elements in the exact
exchange part of the Hamiltonian mixing occupied and
unoccupied states were set to zero consistently. We have
verified that both approaches lead to virtually identical
eigenvalues (see SI). As we will investigate the possibility
of the combination of RSF and IVOs for the prediction
of excitation energies by means of ground-state calcula-
tions we have used the singlet form: ΩˆSk = −Jˆk + 2Kˆk,
where k is the quantum number of the HOMO located on
Na2. The resulting density of states is depicted in fig. 2.
While the occupied state energies of the canonical Fock
operator and the IVO operator agree by definition, the
IVO operator leads to many more states below the vac-
uum level vac. There are infinitely many Rydberg states
below vac in principle, but these do not appear due to
the finite box size in our calculations.
It was shown, that lrTDHFT excitation energies in
the Tamm-Dancoff approximation and IVO Eigenener-
gies agree in a two-orbital two electron model[92]. There-
fore the IVOs can be expected to represent a good ba-
sis for lrTDDFT calculations. Their use involves slight
modifications of the usual formalism in the formulation of
lrTDDFT as generalized eigenvalue problem[20, 25, 50](
A B
B∗ A∗
)(
~X
~Y
)
= ω
(
1 0
0 −1
)(
~X
~Y
)
, (23)
where ~X/~Y denote the excitations/de-excitations, and 1
the unity-matrix. The matrix elements of A and B are
given by
Aiaσ,jbτ = δijδabδστ (a − i) +Kiaσ,jbτ (24)
Biaσ,jbτ = Kiaσ,bjτ (25)
with the Kiaσ,jbτ written in the most general form (see
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Figure 3. Convergence of the two lowest singlet excitation
energies of the isolated NaCl molecule using the canonical
Fock operator (FO) and improved virtual orbitals (IVO).
SI)
Kiaσ,jbτ = (iσaσ|1/r12|jτ bτ )
+ (1− α− β) (iσaσ|fxc|jτ bτ )
+ β
(
iσaσ|fRSFxc |jτ bτ
)
− δστ
(
ij
∣∣∣∣α+ β (1− ωRSF)r12
∣∣∣∣ ab) . (26)
Mulliken notation
(ab|xˆ|cd) =∫ ∫
a∗(~r1)b(~r1)xˆ(~r1, ~r2, ...)c∗(~r2)d(~r2)d~r1d~r2
was used and fxc = δ
2Exc
δ%(~r1)δ%(~r2)
is exchange-correlation
kernel of the local functional and fRSFxc the damped
exchange-correlation kernel derived from EGGAx (γ) +
EGGAc = E
GGA
xc (γ). Occupied orbital indices are denoted
by i and j, unoccupied orbitals by a and b, and σ and
τ are the spin-indices, while α and β are the mixing pa-
rameters from the CAM scheme eq. (4). The use of IVOs
requires to modify the matrix A to[93]
AIVOiaσ,jbτ = Aiaσ,jbτ
+ δabδστ [(aa|kk)− (ak|ka)
∓ (ak|ka)]
= Aiaσ,jbτ − δabδστ
〈
a
∣∣∣Ωˆk∣∣∣ a〉 (27)
where k denotes the excitation orbital and Ωˆk is defined
in (22). The matrix B remains the same.
The use of IVO indeed facilitates the calculation of
excitations using lrTDDFT as shown in fig. 3 for
the two first singlet excitations of the isolated NaCl
molecule. These are excitations mainly from the degen-
erated HOMO and HOMO-1 to the LUMO and converge
rapidly in the IVO basis. In contrast, more than 200 un-
occupied orbitals of the canonical HF operator are needed
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Figure 4. Linear response TDDFT excitations of the Na2–
NaCl-system depending on the inverse distance between the
two molecules 1/R as in fig. 1 using IVOs with ΩˆSk and k was
chosen as the HOMO of the Na2 molecule. Besides the use of
the IVOs, everything like fig. 1.
to arrive at converged energies, which shows that this ba-
sis is not very appropriate for the description of excita-
tions. It is known, that excitations calculated by linear
response time dependent HFT need a large linear combi-
nation of single particle excitations (i.e. a high number of
unoccupied states), while excitations calculated by lrT-
DDFT using the kernels of local functionals can often
be described by an individual excitation[94, 95]. The
twelve unoccupied states that are used in the lrTDDFT
calculations for the Na2–NaCl-system presented in fig.
1 utilizing the canonical FO are therefore far from con-
verged for the neutral excitations. This is seen by the
CTE state and the first excitation of Na2 in fig. 1, which
are rather clear as these only involve states with negative
eigenvalues which do not couple with the eigenstates of
the simulation box.
The IVOs provide a better basis for the calculation
of excitations as can be seen in the lrTDDFT spectrum
for the Na2–NaCl system utilizing IVOs depicted in fig.
4. The depicted states are selected and colored as in
fig. 1. The “hole” is in the HOMO of the Na2 molecule.
The spectrum gets much clearer than in fig. 1 and the
energy of the second excitation on Na2 is clearly lower
and it is strongly localized on Na2 due to better conver-
gence. Again, the calculated CTE energies are in perfect
agreement to the behavior predicted by Mullikens law eq.
(1), except the offset due to the difference between the
eigenvalue of the NaCl LUMO and its calculated EA. A
second CTE state approximately 1 eV above the first can
be identified. which is not the case in fig. 1. This is
an effect of the stronger stabilization due to the artificial
hole.
This suggests that RSFs might be also used to cal-
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Figure 5. Eigenvalues of the Na2–NaCl-system utilizing IVOs
with ΩˆSk , where k is the HOMO of the system located on
Na2. The Eigenvalues are given relative to the HOMO for
R → ∞ (dashed line) and their dependence on the inverse
distance between the two molecules 1/R is shown. The states
are colored by their weight on the individual molecules. Solid
line: eigenvalue of the LUMO of the NaCl molecule according
to Mullikens law. The stars mark the CTE energies from
TDDFT utilizing IVOs (fig. 4).
culate the energetics of CTEs by means of ground-state
calculations within the IVO formalism. This conjecture
can be further rationalized in particular for CTEs, where
HOMO and LUMO are spatially strongly separated such
that most of the weight in eq. (4) resides on the exchange
integrals from HFT. By adding Vˆ from eq. (20) to the
Kohn-Sham-Hamiltonian and taking the HOMO as the
hole-state k, the eigenvalue of the LUMO in a RSF be-
comes LUMO ≈ −EAcalcA − Jˆk, where it was used that the
HOMO and LUMO orbitals do not overlap which leads
to vanishing exchange (Kˆk → 0). With HOMO = −IPcalcD
the energetic difference between HOMO and LUMO re-
sults in
LUMO − HOMO ≈ IPcalcD − EAcalcA −
1
R
, (28)
which is equal to the desired result of eq. (1).
The possibility to calculate CTE by the combination
of RSF and IVO by means of ground-state calculations
is confirmed by fig. 5. It shows the eigenvalues of the
HOMO as well as the eigenvalues of the unoccupied states
of the Na2–NaCl–System calculated by the utilization of
the IVOs with ΩˆSk as rotation operator in dependence
of the intermolecular distance R similar to figs. 1 and
4. In the asymptote R → ∞ ( 1R → 0) the eigenvalues
from the eigenstates of the isolated Na2 molecule, which
were subject to the modified Fock operator Fˆ IVO with
ΩˆSk, are shown. The eigenstates were colored by their
9weight on the individual molecules, where the projected
local density of states was used. Similar to figs. 1 and 4
only states with an oscillator strength ≥ 10−2 for excita-
tions from the Na2-HOMO or 90 % weight on NaCl are
considered. For R >≈ 10Å ( 1R ≤ 0.05 a−10 ) the eigen-
value of the LUMO located on the NaCl molecule, which
corresponds to the CTE state, is clearly visible and fol-
lows the straight line defined by Mullikens law with a
constant slight offset. In this region the calculated eigen-
values of the LUMO are in perfect agreement with the
energies predicted by lrTDDFT utilizing IVOs. The off-
set to Mullikens law is based on the difference between
the eigenvalue of the NaCl LUMO and its calculated EA,
see above. As in fig. 4 a second CTE state approximately
one eV above the first CTE state can be identified.
While RSF open a way to calculate the energetics and
oscillator strengths of Rydberg- and charge transfer exci-
tations by lrTDDFT, the combination of RSF with IVOs
opens a way to calculate the energetics of these excita-
tions by means of ground-state calculations. General-
ized lrTDDFT calculations using empty orbitals of the
canonical FO need a much larger number of unoccupied
states and thus are very hard to converge. This prob-
lem can be circumvented by utilizing IVOs that provide
usable energies based on a rather small basis. But for lrT-
DDFT one needs to calculate Coulomb and exchange for
every pair of excitation and de-excitation. Therefore lrT-
DDFT need a lot of computational resources compared
to ground-state calculations. Thus utilizing the combi-
nation of RSF and IVOs one can calculate the energetics
of CTEs on a light computational footprint.
VII. CONCLUSIONS
In this article the implementation of RSFs utilizing
the Slater function using the method of PAW on real
space grids was presented. The screened Poisson equa-
tion was used to calculate the RSF exchange integrals on
Cartesian grids, while integrations on radial grids were
performed using the integration kernel devised by Rico
et al..
The implementation was verified against literature,
where excellent agreement has been found. Slight differ-
ences had been traced to the use of non-converged basis
sets used in the literature, which underlines the impor-
tance of the basis set choice. Comparison between cal-
culated and experimental mean ligand removal energies
unveiled a poor description of binding situations includ-
ing d-electrons by RSF and hybrid functionals that might
be attributed of the poor treatment of d-binding in HFT.
lrTDDFT within the generalized Kohn-Sham scheme
using canonical unoccupied Fock-orbitals is hard to con-
verge as the empty states approximate (excited) electron
affinities. These orbitals are thus inappropriate to de-
scribe neutral excitations. As a remedy, we combined
Huzinaga’s IVOs with RSF and extended the linear re-
sponse TDDFT coupling matrix accordingly. The RSF
IVO orbitals are a superior basis for the calculation of ex-
citations with much better convergence properties than
these of the canonical FO. These orbitals and their ener-
gies not only improve the calculation of lrTDDFT. Due
to their construction, they also open a way to calculate
the energetics of CTEs by means of ground-state calcula-
tions. The much smaller numerical footprint of a ground
state calculation as compared to lrTDDFT might enable
calculation of these energies for systems unreachable by
lrTDDFT.
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SUPPORTING INFORMATION AVAILABLE
The evaluation of the local terms for the screened ex-
change, the influence of the grid-spacing and the amount
of vacuum around each atom on the eigenvalues and de-
rived energies, as well as the analytic expressions for the
first, second and third derivative of the exchange term for
an RSF with the use of the Slater function, the analytic
solution of the screened Poisson equation for a Gaussian
shaped density along with it’s derivation, the effects of
dropping the projection operator Pˆ on the IVOs, exci-
tation energies for the disodium molecule calculated by
lrTDDFT utilizing RSF and IVOs with the three differ-
ent forms of Ωk and the rationale for the exchange terms
in lrTDDFT are given in the supporting information.
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Supporting information for “Calculation of charge transfer excitations with range
separated functionals using improved virtual orbitals on real-space grids”
INTRODUCTION
This supporting information contains details of derivations and results that are too lengthy to be included in the
main paper.
SI 1. EVALUATION OF LOCAL TERMS FOR SCREENED EXCHANGE
As written in the main text, the evaluation of
((nij))
γ
= ((n˜ij))
γ
+
∑
α
[((
nαij
))γ − ((n˜αij))γ] , (S1)
with
((nij))
γ
= (nij |nji)γ =
(
nij |exp (−γr12)
r12
|nji
)
would lead to cross-terms between localized functions located on different atomic sites and the need to integrate on
incompatible grids[40, 41]. To circumvent this, compensation charges Z˜αij =
∑
LQ
α
L,ij gˆ
α
L with the expansion coefficients
QαL,ij and the smooth localized function gˆ
α
L are introduced[42, 58], where L = (`,m) denotes the combination of angular
` and magnetic quantum numbers m.
Using %˜ij = n˜ij +
∑
α Z˜
α
ij , eq. (S1) becomes
((nij))
γ
= ((%˜ij))
γ
+
∑
α
[((
nαij
))γ − ((n˜αij + Z˜αij))γ] (S2)
= ((%˜ij))
γ
+
∑
α
∆Kαγij . (S3)
The local correction term ∆Kαγij reads
∆Kαγij =
∑
k1k2k3k4
Pα∗ik1Pαjk2Cαγk1k2k3k4Pα∗jk3Pαik4 (S4)
where the system independent tensor
Cαγk1k2k3k4 = J
αγ
k1k2k3k4
+∑
L
MαLγk1k2∆
α
Lk3k4+∑
LL′
∆αLk1k2N
αγ
LL′∆
α
L′k3k4 , (S5)
with the terms
Jαγk1k2k3k4 =
1
2
[ (
φαk1φ
α
k2 |φαk3φαk4
)γ
−
(
φ˜αk1 φ˜
α
k2 |φ˜αk3 φ˜αk4
)γ]
(S6)
MαLγk1k2 =
(
φ˜αk1 φ˜
α
k2
∣∣g˜αL)γ (S7)
NαγLL′ =
1
2
(g˜αL|g˜αL′)γ , (S8)
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is used. The ∆αLk1k2 are described in refs. 41, 58. Integrations on two types of grids have to be performed to evaluate
Kγij by eq. (S3): once the integration on a three dimensional Cartesian grid using the soft pseudo-charge, %˜ij and
once integrations on a radial grid using the partial WF, φαk , φ˜
α
k and the localized function g˜
α
L. The integration using
the screened Poisson equation is discussed in the main text.
The partial wave functions φαk and the localized functions g˜
α
L are implemented as a (real) radial function Rk(r)
times a spherical harmonics[41]
φαk = R
α
k (r)YLk(rˆ).
Following the work of Rico et al.[59], the screened exchange integral is evaluated on radial grids as
Ik1k2k3k4(γ) =4pi
∑
L
GLLk1Lk2
GLLk3Lk4
×
∫ ∞
0
Rk1(r1)Rk2(r1)r
2
1
×
∫ ∞
0
I`+1/2 (γr<)K`+1/2 (γr>)√
r1r2
×Rk3(r2)Rk4(r2)r22dr1dr2, (S9)
where GLLaLb denotes the Gaunt coefficients[99], I`(x) and K`(x) are the modified Bessel functions of the first and
second type (the latter are also known as MacDonald functions)[97, 98], and r> and r< denote the smaller/larger of
the radial coordinates r1 and r2. Note, that we have dropped the atomic index α for brevity.
SI 2. INFLUENCE OF THE GRID- AND VACUUM-SPACING ON EIGENVALUES AND ENERGIES
The grid-spacing h and the amount of vacuum around each atom xvac are crucial parameters in grid-based calcu-
lations. To give a rationale for our chosen parameters, the influence of h on the eigenvalues of the HOMO and the
ionization energy for atomic chromium and oxygen is investigated.
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Figure SI 1. Deviation of HOMO and EI for isolated a) oxygen and b) chromium atoms in dependence of the grid-spacing h.
Figure SI 1 depicts the absolute deviation |dE| of the ionization energy EI and the eigenvalue of the HOMO HOMO
for atomic chromium and oxygen from the estimated value for an infinite dense grid relative to the grid-spacing. The
value for the infinitely dense grid was estimated using an h4 behavior. This was verified using a fit with a ·h4 + b also
depicted in fig. SI 1. The h4 behavior is to be expected as all approximations in GPAW are exact to at least h3[41].
LCY-PBE with γ = 0.9 a−10 was used in these calculations. This high value of the screening parameter leads to a
strong decay of the screened Gaussian used to neutralize the charge introduced by calculating the exchange of a WF
with itself. Both curves show a nearly identical behavior. For h ≤ 0.18Å both EI and HOMO are converged within
10 meV relative to the estimated value for the infinite dense grid. Therefore h = 0.18Å was chosen for calculations
not involving transition metals (which suffer from further numerical effects, see next section).
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Figure SI 2. Energetic splitting, d3d, for the eigenvalues of the 3d shells of the isolated Chromium atom relative to the
grid-spacing h.
The projection of d type orbitals in transition metals on Cartesian grids leads to an artificial energetic splitting
of the eigenvalues of the corresponding states. The influence of h on this splitting was investigated in order to get
parameters accurate for calculations involving transition metals. Figure SI 2 depicts the projection induced energetic
splitting of the 3d shells d3d for the example of atomic chromium. As indicated by the inset, the splitting also exhibits
an h4 behavior. The error for h = 0.18Å stays in the order of 50 meV and drops to 30 meV for h = 0.16Å. Thus the
latter spacing was chosen when transition metals were considered.
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Figure SI 3. Eigenvalue of the occupied 4s orbital d4s for an isolated Chromium atom relative to the distance of the atom
from the border of the simulation box xvac.
In order to study the effect of our finite simulation box, we have used the occupied 4s orbital of atomic chromium
which is strongly delocalized. The behavior of its eigenvalue relative to xvac was taken as a measure to qualify an
appropriate box-size. Figure SI 3 depicts the deviation of the eigenvalue of the occupied 4s orbital of the isolated
Chromium atom from the estimated value for the infinite large simulation box relative to xvac for the functional
LCY-PBE with γ = 0.9 a0. The deviation is below 30 meV already for xvac > 4.5Å. For xvac = 6.0Å the differences
falls below 5 meV which we regarded as adequate for the calculations performed.
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SI 3. DERIVATIVES OF THE LOCALIZED RANGE SEPARATION FUNCTION
The exchange part of a GGA in the case of a Slater-function based RSF reads[48]
ESlaterX = −
1
2
∑
σ
∫
d~rKGGAσ %
4
3
σ
×
[
1− 8
3
aσ
{
arctan
1
aσ
+
aσ
4
− aσ
4
(
a2σ + 3
)
ln
(
1 +
1
a2σ
)}]
︸ ︷︷ ︸
=f(aσ)
, (S10)
where σ denotes the spin, KGGAσ the GGA correction, aσ = γ/2kGGAσ with kGGAσ =
(
9pi/KGGAσ
) 1
2 %
1
3
σ as given in refs.
[34, 48]. To calculate the exchange-correlation potential
vXC[%σ](~r) =
δEXC
δ%σ(~r)
, (S11)
the exchange-correlation kernel
fXC[%σ, %
′
σ](~r, ~r′) =
δ2EXC
δ%σ(~r)δ%′σ(~r′)
, (S12)
and the exchange-correlation hyper-kernel
kXC[%σ, %
′
σ, %
′′
σ](~r, ~r′, ~r′′) =
δ3EXC
δ%σ(~r)δ%′σ(~r′)δ%′′σ(~r′′)
, (S13)
the first, second and third derivative of the second line of eq. (S10) regarding to the density or using the chain rule
and the definitions given by refs. [34, 48] to aσ are needed. These are
∂f(aσ)
∂aσ
=
4
3
((
2a3σ + 3aσ
)
ln
(
1 +
1
a2σ
)
−2aσ − 2 arctan
(
1
aσ
))
, (S14)
∂2f(aσ)
∂a2σ
= 4
((
(2a2σ + 1
)
ln
(
1 +
1
a2σ
)
− 2
)
, (S15)
∂3f(aσ)
∂a3σ
=
8
((
2a4σ + 2a
2
σ
)
ln
(
1 + 1a2σ
)
− 2a2σ − 1
)
a3σ + aσ
. (S16)
SI 4. SOLUTION OF THE INTEGRAL FOR A GAUSSIAN SHAPED DENSITY TIMES THE YUKAWA
POTENTIAL
A Gaussian distributed charge is subtracted in case of charged systems in order to work with the (modified) Poisson
equation for involving a neutral charge density. This strategy involves the integral of a parametrized Gaussian shaped
density n(~r, ~r0, σ) times the Yukawa potential f(~r, ~r′, γ), which reads
I =
∫
n(~r, ~r0, σ)f(~r, ~r
′, γ)d3~r (S17)
=
∫
exp
(
− (~r − ~r0)
2
2σ2
)
︸ ︷︷ ︸
=n(~r, ~r0,σ)
e−γ|~r
′−~r|
|~r′ − ~r|︸ ︷︷ ︸
=f(~r,~r′,γ)
d3~r . (S18)
This can be rewritten as
I =
∫
exp
(
− ( ~%0 − ~%
′)2
2σ2
)
e−γ|~%
′|
|~%′| d
3%′ (S19)
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by substituting ~%′ = ~r′ − ~r and ~%0 = ~r′ − ~r0. Using spherical coordinates and completing the square in the exponent,
the integral can be written as
I =
∫ 2pi
0
dϕ
∫ pi
0
sin θdθ
×
∫ R
0
%2
e−γ|~%|
|~%| exp
(
−%
2 + %20 − 2%%0 cos θ
2σ2
)
d% . (S20)
After solving the angular integrals, the remaining integral reads (for infinite R)
I = 2pi
σ2
%0
e−
%20
2σ2
×
∫ ∞
0
(
e
%0%
σ2 − e− %0%σ2
)
e−γ%e−
%2
2σ2 d% , (S21)
which can be divided into two parts
I1 = 2pi
σ2
%0
e−
%20
2σ2
∫ ∞
0
e
%0%
σ2 e−γ%e−
%2
2σ2 d% (S22)
= 2pi
σ2
%0
e−
%20
2σ2
× exp
((
σ2γ − %0
)2
2σ2
)
σ
√
pi
2
erfc
(
σ2γ − %0√
2σ
)
, (S23)
and
I2 = −2piσ
2
%0
e−
%20
2σ2
∫ ∞
0
e−
%0%
σ2 e−γ%e−
%2
2σ2 d% (S24)
= −2piσ
2
%0
e−
%20
2σ2
× exp
((
σ2γ + %0
)2
2σ2
)
σ
√
pi
2
erfc
(
σ2γ + %0√
2σ
)
. (S25)
Combining these results leads to
I1 + I2 =
σ3pi3/2
√
2
%0
e
σ2γ2
2
×
[
exp (−γ%0) erfc
(
σ2γ − %0√
2σ
)
− exp (γ%0) erfc
(
σ2γ + %0√
2σ
)]
. (S26)
By comparison of the density n(~r, ~r0, σ) from eq. (S18) with a normalized Gaussian
n(~r, ~r0, σ) =
1
(2pi)
3/2
σ3
exp
(
− (~r − ~r0)
2
2σ2
)
, (S27)
the potential for a screened normalized Gaussian can be written as
ϕ(%0, γ, σ) =
1
2%0
e
σ2γ2
2
×
[
exp (−γ%0) erfc
(
σ2γ − %0√
2σ
)
− exp (γ%0) erfc
(
σ2γ + %0√
2σ
)]
. (S28)
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n fn Fˆ IVOHuz
(eV) Fˆ IVOKel
(eV) Fˆ IVOKel (nmax=15)
(eV)
0 2 −10.47 −10.47 −10.47
1 2 −7.49 −7.49 −7.49
2 0 −5.23 −5.23 −5.23
3 0 −5.23 −5.23 −5.23
4 0 −3.51 −3.48 −3.49
5 0 −2.33 −2.34 −2.34
6 0 −2.33 −2.34 −2.34
7 0 −1.95 −1.94 −1.95
Table SI 1. Comparison of the eigenvalues of the Be2 molecule using the different modified Fock operators. n band-index, fn
occupation number. Gridspacing h = 0.25Å, amount of vacuum around the atoms, xvac = 6Å.
According to the computer algebra system maxima[100] this converges to the error-function divided by %0 for γ → 0
lim
γ→0
ϕ(%0, γ, σ) = −
erfc
(
%0√
2σ
)
− 1
%0
(S29)
=
erf
(
%0√
2σ
)
%0
, (S30)
which is known as the Coulomb potential of a Gaussian shaped charge density[60].
SI 5. COMPARSION OF THE EIGENVALUES FOR BE2
To verify the effects of dropping Pˆ in eq. (20) of the main text, a HFT calculation using the modified Fock
operator from Huzinaga, Fˆ IVOHuz , including the projection operator Pˆ is compared to two calculations which use the
rotation operator Ωk, but drop the usage of Pˆ and blank the HFT exchange cross-elements between occupied and
unoccupied states Fˆ IVOKel . The results are listed in tab. SI 1. The calculated eigenvalues are nearly identical, such
that the procedure of dropping Pˆ and blanking the cross term is suitable for the calculation of excited states using
eigenvalue-differences or lrTDDFT.
SI 6. INCLUDING RSF IN LRTDDFT
We consider the changes brought into generalized lrTDDFT through the terms from range separated functionals.
The most general case is the CAM scheme, where the Coulomb interaction kernel of the exchange integral, eq. (3) in
the main text, is split into two parts [31]
1
r12
=
1− [α+ β (1− ωRSF(γ, r12))]
r12︸ ︷︷ ︸
SR, DFT
+
α+ β (1− ωRSF(γ, r12))
r12
.︸ ︷︷ ︸
LR, HFT
(S31)
In linear response TDDFT or TDHFT we have to solve the generalized eigenvalue problem[20, 25, 50](
A B
B∗ A∗
)(
~X
~Y
)
= ω
(
1 0
0 −1
)(
~X
~Y
)
, (S32)
with
Aiaσ,jbτ = δijδabδστ (a − i) +Kiaσ,jbτ (S33)
Biaσ,jbτ = Kiaσ,bjτ (S34)
and the element Kpqσ,rsτ of the lrTDDFT coupling matrix reads[50]
KHFTpqσ,rsτ = (pq|rs)− δστ (pr|sq) for HFT (S35)
KDFTpqσ,rsτ = (pq|rs) + (pq|fXC|rs) for DFT, (S36)
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where p, q, r, s denotes arbitrary orbital-indices, σ and τ are spin-indices, which are left out for brevity if selected by
the Kronecker delta, δστ . fxc = δ
2Exc
δ%(~r1)δ%(~r2)
denotes the exchange-correlation kernel of the functional. Mulliken like
notations
(pq|rs) =
∫ ∫
p∗(~r1)q(~r1)r∗(~r2)s(~r2)
|~r1 − ~r2| d~r1d~r2 (S37)
and
(pq|xˆ|rs) =
∫ ∫
p∗(~r1)q(~r1)xˆ(~r1, ~r2, ...)r∗(~r2)s(~r2)d~r1d~r2 (S38)
are used. The first terms in eqs. (S35) and (S36) are the so called RPA terms, exchange and correlation plugs into
the second terms.
Applying eq. (S31) into the exchange-dependent terms, and keeping in mind that the HFT-exchange is negative
EHFTX = − 12
∑
ij(ij|ji), we get
Kpqσ,rsτ = (pσqσ|rτsτ ) +KCAM-DFTpqσ,rsτ +KCAM-HFTpqσ,rsτ (S39)
with
KCAM-DFTpqσ,rsτ = (1− α− β) (pσqσ|fxc|rτsτ ) + β
(
pσqσ|fRSFxc |rτsτ
)
(S40)
KCAM-HFTpqσ,rsτ = −δστ
(
pr|α+ (1− ωRSF)
r12
|sq
)
, (S41)
where fRSFXC denotes the dampened kernel of the RSF.
This resembles a global hybrid for α 6= 0 and β = 0[20]
Kpqσ,rsτ = (pqσ|rsτ) + (1− α)KDFTpqσ,rsτ + αKHFTpqσ,rsτ (S42)
with
KDFTpqσ,rsτ = (pqσ|fXC|rsτ) (S43)
KHFTpqσ,rsτ = −δστ (pr|sq) (S44)
and the pure LC scheme for α = 0, β = 1 [101]
Kpqσ,rsτ = (pqσ|rsτ) + βKLC-DFTpqσ,rsτ + βKHFTpqσ,rsτ (S45)
with
KDFTpqσ,rsτ =
(
pqσ|fRSFXC |rsτ
)
(S46)
KHFTpqσ,rsτ = −δστ
(
pr|1− ωRSF
r12
|sq
)
. (S47)
Note, that the sign of the last (HFT) term in eqs. (S39) and (S41) is erroneously positive in refs. [24] and [25].
SI 7. IMPACT OF DIFFERENT FORMS OF THE IVO OPERATOR ON EXCITIONS IN NA2
We now discuss the changes introduced by IVOs to the linear response matrices in HFT[93]. The matrix B is the
same as with canonical HFT unoccupied orbitals. The changes on the A matrix in HFT
AHFTiaσ,jbτ = δijδabδστ (aσ − iτ ) +Kiaσ,jbτ (S48)
= δijδabδστ (aσ − iτ ) + (iσaσ|jτ bτ )− δστ (iσjσ|aτ bτ ) (S49)
by applying the operator of eq. (27) in the main text are
AIVOiaσ,jbτ = δijδabδστ
(
IVOaσ − iτ
)
+ (iσaσ|jτ bτ )− δστ (iσjσ|aτ bτ )
+ δabδστ [(aσaσ|kτkτ )− (aσkσ|kτaτ )∓ (aσkσ|kτaτ )] , (S50)
where the negative sign is to be used for singlets, the positive sign for triplets. Disregarding changes in the wavefunc-
tions, the IVOs change the eigenvalue IVOa as compared to the canonical unoccupied states value a to
IVOa = a − (aa|kk) + (ak|ka)± (ak|ka) , (S51)
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state Exp. ΩSk Ω
A
k Ω
T
k
(eV) eν(eV) fν eν(eV) fν eν(eV) fν
a 3Σ+u 0.71 0.66(0.68)0. (0.) 0.62(0.64)0. (0.) 0.57(0.58)0. (0.)
b 3Πu 1.68 1.41(1.56)0. (0.) 1.38(1.45)0. (0.) 1.36(1.37)0. (0.)
A 1Σ+u 1.81 2.09(2.10)0.83(0.84)2.09(2.10)0.64(0.65)2.08(2.12)0.44(0.45)
1 3Σ+g 2.25 2.37(2.41)0. (0.) 2.36(2.47)0. (0.) 2.35(2.39)0. (0.)
B 1Πu 2.52 2.61(2.68)1.38(1.50)2.62(2.75)1.16(1.32)2.63(2.85)0.94(1.06)
Table SI 2. Excitation-energies and oscillator-strengths of Na2 calculated by lrTDDFT utilizing the combination of RSF and
IVOs. Experimental energies (Exp.) and state assignments from refs. [87, 102]. eν : excitation energy, fν : oscillator strength.
ΩS,A,Tk : values calculated using the according rotation-operator. A large basis of 100 unoccupied states was used, while the
values in brackets use a small basis of seven unoccupied states only. The gridspacing was set to h = 0.20Å and the simulation
box contained at least xvac = 11Å around each atom.
ΩSk Ω
A
k Ω
T
k
fiaσ 0.43 0.33 0.23
iaσ(eV) 1.99 1.54 1.06
fiaσ/iaσ(1/eV) 0.22 0.21 0.22
Table SI 3. Oscillator strengths fiaσ of eq. (S57), for the HOMO-LUMO transition, where the LUMO is obtained using
different forms of the IVO operator ΩS,A,Tk . The corresponding excitation energies iaσ = aσ−iσ and the ratios are also given.
Numerical settings as in tab. SI 2.
where the positive (negative) sign is for singlets (triplets). Therefore AIVOiaσ,jbτ becomes
AIVOiaσ,jbτ = δστ{δab [δij (aσ − (aσaσ|kτkτ ) + (aσkσ|kτaτ )± (aσkσ|kτaτ )− iτ )
+ (aσaσ|kτkτ )− (aσkσ|kτaτ )∓ (aσkσ|kτaτ )]− (iσjσ|aτ bτ )}
+ (iσaσ|jτ bτ ) (S52)
If we discuss a single, isolated excitation (single pole approximation, SPA, i = j, a = b), eq. (S49) becomes:
AHFT,SPAiaσ,iaτ = δστ (aσ − iτ ) + (iσaσ|iτaτ )− δστ (iσiσ|aτaτ ) , (S53)
and eq. (S52) becomes (using a′ for the IVO orbitals):
AIVO,SPAia′σ,ia′τ = δστ{aσ − (a′σa′σ|kτkτ ) + (a′σkσ|kτa′τ )± (a′σkσ|kτa′τ )− iτ
+ (a′σa
′
σ|kτkτ )− (a′σkσ|kτa′τ )∓ (a′σkσ|kτa′τ )− (iσiσ|a′τa′τ )}
+ (iσa
′
σ|iτa′τ ) (S54)
= δστ{aσ − iτ − (iσiσ|a′τa′τ )}+ (iσa′σ|iτa′τ ) (S55)
Eqs. (S53) are (S55) equal for a = a′, but a and a′ are eigenfunctions to different operators, thus eqs. (S53)
and (S55) will lead to different results. Thus the excitation energies have to differ in SPA. This also holds true for
the eigenfunction of the different operators ΩS,A,Tk between each other. We’ve calculated the excitation energies and
oscillator strengths for the isolated Na2 molecule using the different operators for a small, seven, and a larger number
of unoccupied states. The calculated values are listed in tab. SI 2. The energies generally agree within 100 meV,
while singlet energies agree even within 20 meV.
Tab. SI 2 also reveals, that there are differences in the oscillator strengths obtained with the three operators. The
oscillator strengths are calculated by[51]
fIα =
2me
h¯e2
∣∣∣∣∣∑
iaσ
(~µiaσ)α
√
iaσ (FI)iaσ
∣∣∣∣∣
2
(S56)
where iaσ = aσ − iσ denotes the eigenvalue-differences of the individual occupied i and unoccupied a Kohn-Sham
(KS) states. The ~µiaσ = −e〈iσ|~r|aσ〉 are the KS transition dipoles and FI denotes the eigenvector of the Ω matrix.
9The differences in the oscillator strengths arise from differences in the single particle energy differences iaσ. In
order to show this the mean KS oscillator strengths
fiaσ =
2me
3h¯e2
iaσ
∑
α=x,y,z
|(~µiaσ)α|2 (S57)
are given in tab. SI 3 for a single KS transition from HOMO to LUMO, where α denotes the spatial direction of ~µ. The
value of aσ depends on Ω
S,A,T
k which is reflected in iaσ. While excitation energies and the oscillator strengths differ
by up to a factor of two, their ratio is practically constant. The variance in KS transition energies is compensated in
AIVO, but not in the matrix elements.
