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Abstract. We point out that the thermodynamic equilibrium is not an in-
terior point of the hyperbolicity region of Grad’s 13-moment system. With
a compact expansion of the phase density, which is compacter than Grad’s
expansion, we derived a modified 13-moment system. The new 13-moment
system admits the thermodynamic equilibrium as an interior point of its hy-
perbolicity region. We deduce a concise criterion to ensure the hyperbolicity,
thus the hyperbolicity region can be quantitatively depicted.
1. Introduction. Grad’s 13-moment system [4] has been studied for over 50 years.
This system was derived by utilizing the isotropic Hermite expansion [3] of the phase
density in the Boltzmann equation, and such an idea opened a brand new direction
in the gas kinetic theory. In the subsequent years, a number of defects of this
model were discovered, one of which was that Grad’s 13-moment system is not
globally hyperbolic, and for 1D flows, the hyperbolicity can only be obtained near
the equilibrium [9]. The loss of hyperbolicity directly breaks the well-posedness of
the partial differential equations, and thus the capability of this model is strictly
limited. Extensions of this model include the regularized Burnett equations [6],
regularized 13-moment equations [12, 11], and the Pearson-13-moment equations
[14]. These methods may alleviate the problem of hyperbolicity to some extent
[5, 13, 14]. However, all the analysis on the hyperbolicity is restricted to the 1D
flows, while there are no comments indicating that the 3D case is the same or similar
as the 1D case. Actually, Grad’s paper [4] has pointed out that in comparison with
the 1D flows, an additional soundspeed appears in the 2D flows. In this paper, we
are concerned with the hyperbolicity for the full 3D flows.
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We first point out that in the 3D Grad’s 13-moment equations, for each equilib-
rium state, none of its neighbourhoods is contained in the hyperbolicity region. This
reveals that the manifold formed by all the equilibrium states is on the boundary
of the hyperbolicity region, and thus an arbitrary small perturbation of the equi-
librium state may lead to the loss of hyperbolicity, which indicates the instability
of Grad’s 13-moment equations. More precisely, we prove that if an arbitrary small
anisotropic perturbation is applied to the phase density from the equilibrium, the
hyperbolicity may be broken down. Noticing that the anisotropy plays an essential
role in breaking down the hyperbolicity, we then propose a new modified 13-moment
model such that the equilibrium state lies in the interior of the hyperbolicity region.
This modified system is derived by an anisotropic Hermite expansion instead of the
isotropic Hermite expansion in Grad’s method, where the anisotropy is specified by
the temperature tensor. We find out a dimensionless quantity which can prescribe
the departure of the phase density from the equilibrium state. It is proven that if
this quantity is controlled above by a threshold, the full 3D system is hyperbolic.
The value of this threshold is approximately given, and the size of the hyperbolicity
region is depicted using the Chapman-Enskog type expansion.
The rest of this paper is as follows: in Section 2, some algebraic lemmas are given
as preliminaries; in Section 3, the hyperbolicity of Grad’s 13-moment equations is
discussed for both 1D and 3D flows; Section 4 gives a modified 13-moment system,
and its hyperbolicity is discussed in detail; finally, some concluding remarks are
given in 5.
2. Some preliminary results in linear algebra. In this paper, we will focus on
the hyperbolicity of moment systems, i.e. the real diagonalizability of the coefficient
matrices in these systems. In order to make our later derivation self-consistent, we
present some lemmas about matrices and polynomials as preliminaries and most
of the proofs can be found in textbooks of linear algebra. If not specified, we are
considering real matrices and polynomials with real coefficients.
Lemma 2.1 (Cayley-Hamilton). For any square matrix A and its characteristic
polynomial p(λ) = det(λI −A), we have p(A) = 0.
Lemma 2.2. For a square matrix A, the following three statements are equivalent:
1. λ is a root of the minimal polynomial of A,
2. λ is a root of the characteristic polynomial of A,
3. λ is an eigenvalue of A.
Lemma 2.3. A square matrix A is diagonalizable if and only if the minimal poly-
nomial of A is the product of distinct linear functions.
The following corollary can be derived from the above results:
Corollary 1. For a square matrix A, suppose p(λ) is its characteristic polynomial.
If there exists a polynomial q(λ) such that p(λ) and q(λ) share the same roots, and
q(A) 6= 0, then A is not diagonalizable.
Proof. Let us prove it by contradiction. We suppose A is diagonalizable. According
to Lemma 2.2 and Lemma 2.3, the minimal polynomial of A can be written as
m(λ) = (λ− λ1) · · · (λ− λn), (1)
where λ1, · · · , λn are all the distinct eigenvalues of A. Since p(λ) and q(λ) share the
same roots, we have m(λ) | q(λ), and thus q(A) = 0, which violates the condition
q(A) 6= 0.
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We will use Lemma 2.3 when proving a matrix is diagonalizable, and use Corol-
lary 1 when proving a matrix is not diagonalizable. The following lemma can be
used to tell if a polynomial has multiple roots.
Lemma 2.4. Let p(z) be a polynomial defined on complex numbers. Then p(z) has
no multiple roots if and only if p(z) and
d
dz
p(z) are coprime.
Definition 2.5. Let p(z) and q(z) be two polynomials defined as
p(z) = p0 + p1z + p2z
2 + · · ·+ pmzm, q(z) = q0 + q1z + q2z2 + · · ·+ qnzn. (2)
The (m+ n)× (m+ n) matrix
Syl(p, q) :=


pm · · · · · · p0
. . .
. . .
pm · · · · · · p0
qn · · · · · · q0
. . .
. . .
qn · · · · · · q0



 n rows
m rows
(3)
is called the Sylvester matrix associated to p(z) and q(z). The resultant of p(z) and
q(z) is defined as the determinant of the above matrix:
res(p, q) := det (Syl(p, q)) . (4)
The following lemma is to be used to tell if two polynomials have common roots.
Lemma 2.6. Two nonzero polynomials are coprime if and only if their resultant is
nonzero.
3. Boltzmann equation and Grad’s 13-moment system. From this section,
we start our discussion on the kinetic models. Section 3.1 and 3.2 give brief in-
troductions to the Boltzmann equation and Grad’s 13-moment system respectively,
and Section 3.3 reviews the classical knowledge on the hyperbolicity of Grad’s 13-
moment system for 1D flows. In the last part of this section, we present our new
findings that an intrinsic difference exists between the hyperbolicity regions in the
1D and 3D cases for Grad’s system.
3.1. Boltzmann equation. The Boltzmann equation is a fundamental physical
model in the gas kinetic theory. Suppose f(t,x, ξ) is the function of phase density,
where t is the time, x = (x1, x2, x3)
T is the spatial coordinates, and ξ = (ξ1, ξ2, ξ3)
T
stands for the velocity of gas molecules. Then the Boltzmann equation reads
∂f
∂t
+ ξ · ∇xf = Q(f, f). (5)
The right hand side Q(f, f) describes the interaction between particles:
Q(f, f) =
∫
R3
∫ 2pi
0
∫ pi/2
0
(f ′
∗
f ′ − f∗f)|ξ − ξ∗|σ sinΘdΘdε dξ∗, (6)
where f ′ = f(t,x, ξ′), f∗ = f(t,x, ξ∗), f
′
∗
= f(t,x, ξ′
∗
), and the velocities ξ, ξ
∗
and ξ′, ξ′
∗
are the pre- and post-collision velocities of a colliding pair of molecules,
and σ is the differential cross-section. In this paper, we consider only the Maxwell
molecules, for which |ξ − ξ
∗
|σ is a function of Θ. We refer the readers to [2, 1] for
more details of the collision term and the Maxwell molecules.
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The gas kinetic theory describes the fluid states in a microscopic view, while the
macroscopic quantities such as density, velocity and temperature can be obtained
by integrations. Define
〈h〉 = m
∫
R3
h dξ, (7)
wherem is the mass of a single gas molecule. Then the relations between the density
function f and some common macroscopic quantities are as follows:
• Density: ρ = 〈f〉;
• Velocity: u = (u1, u2, u3)T = ρ−1〈ξf〉;
• Temperature: T = (3ρkB/m)−1〈|ξ − u|2f〉, where kB is the Boltzmann con-
stant;
• Temperature tensor: Tij = (ρkB/m)−1〈(ξi − ui)(ξj − uj)f〉, i, j = 1, 2, 3;
• Heat flux: q = (q1, q2, q3)T = 〈|ξ − u|2(ξ − u)f/2〉.
Following the conventional style, we denote
θ =
kB
m
T, θij =
kB
m
Tij , Θ = (θij)3×3. (8)
It can be derived from the positivity of the density function f that Θ is symmetric
positive definite. For simplicity, below we denote the relative velocity ξ − u by C,
and the norm of C is denoted by C. For example, we have
θ = (3ρ)−1〈C2f〉, θij = ρ−1〈CiCjf〉. (9)
3.2. Grad’s 13-moment system. The high dimensionality of the Boltzmann
equation introduces extreme difficulties to its numerical treatment. In order to
simplify the model, Grad proposed a 13-moment system [4], in which the velocity
variable ξ was eliminated, while only 13 equations are presented. These equations
are derived by assuming the following particular form of the phase density f :
f |13 =
[
1 +
θij − δijθ
2θ2
(
CiCj − δijC2
)
+
2
5
qk
ρθ2
Ck
(
C2
2θ
− 5
2
)]
fM , (10)
where fM is the Maxwellian, defined as
fM =
ρ
(2piθ)3/2
exp
(
−C
2
2θ
)
, (11)
and in (10), the Einstein summation convention is assumed. Accordingly, when an
index appears twice in a single term, it implies summation of that term over all the
values of the index. By (10), Grad’s 13-moment system can be written as a closed
system as 〈
φ
∂f |13
∂t
〉
+ 〈φ(ξ · ∇xf |13)〉 = 〈φQ(f |13, f |13)〉, (12)
where
φ = (1,
C1, C2, C3,
C21 , C
2
2 , C
2
3 , C1C2, C1C3, C2C3,
C2C1, C
2C2, C
2C3)
T .
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By simplifications of the expression obtained after the integrations, the above system
can be explicitly given by
dρ
dt
+ ρ
∂uk
∂xk
= 0,
dui
dt
+
θik
ρ
∂ρ
∂xk
+
∂θik
∂xk
= 0, i = 1, 2, 3,
dθij
dt
+ 2θk(i
∂uj)
∂xk
+
1
ρ
(
4
5
∂q(i
∂xj)
+
2
5
δij
∂qk
∂xk
)
= −ρθ
µ
(θij − δijθ), i, j = 1, 2, 3,
dqi
dt
− (θijθjk − 2θθik + θ2δik) ∂ρ
∂xk
+
7
5
qi
∂uk
∂xk
+
7
5
qk
∂ui
∂xk
+
2
5
qk
∂uk
∂xi
− ρθik
(
∂θjk
∂xj
− 7
6
∂θjj
∂xk
)
+ 2ρθ
(
∂θik
∂xk
− 1
3
∂θjj
∂xi
)
= −2
3
ρθ
µ
qi, i = 1, 2, 3.
(13)
Here,
d
dt
=
∂
∂t
+ uk
∂
∂xk
is the material derivative, and the brackets around indices denote the symmetriza-
tion of a tensor. The symbol µ denotes the coefficient of viscosity. For Maxwell
molecules, µ is proportional to θ.
3.3. Local hyperbolicity of 1D Grad’s moment system. It is well-known
that the 1D Grad’s moment system is hyperbolic only when the fluid is near the
thermodynamic equilibrium state. For 1D flows, the 13-moment system reduces
to a smaller system containing only five equations, which are obtained by setting
u2 = u3 = θ12 = θ13 = θ23 = q2 = q3 = 0 and θ33 = θ22 in (13). Such operation
eliminates eight of the thirteen variables, and results in the 1D system
∂wˆ
∂t
+ Mˆ(wˆ)
∂wˆ
∂x
= Qˆ(wˆ), (14)
where wˆ = (ρ, u1, θ11, θ22, q1)
T , Qˆ(wˆ) =
(
0, 0, ρθ(θ−θ11)/µ, ρθ(θ−θ22)/µ,− 23ρθq1/µ
)T
,
and
Mˆ(wˆ) =


u1 ρ 0 0 0
θ11/ρ u1 1 0 0
0 2θ11 u1 0 6/(5ρ)
0 0 0 u1 2/(5ρ)
−4(θ11 − θ22)2/9 16q1/5 ρ(11θ11 + 16θ22)/18 ρ(17θ11 − 8θ22)/9 u1

 .
(15)
The system (14) is hyperbolic if and only if Mˆ(wˆ) is real diagonalizable.
In order to check the diagonalizability of Mˆ(wˆ), we calculate its characteristic
polynomial as
det(λI− Mˆ) = (λ− u1)
[
(λ− u1)4 − 2
45
(101θ11 + 16θ22)(λ− u1)2
− 96
25
q1
ρ
(λ− u1) + 1
15
(53θ211 − 16θ11θ22 + 8θ222)
]
.
(16)
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We introduce the dimensionless quantity λˆ = (λ − u1)/
√
θ, and then the equation
det(λI− Mˆ) = 0 becomes
λˆ
[
λˆ4 − 2
45
101θ11 + 16θ22
θ
λˆ2 − 96
25
q1
ρθ3/2
λˆ+
1
15
53θ211 − 16θ11θ22 + 8θ222
θ2
]
= 0.
(17)
Consider the special case θ11 = θ22 = θ and q1 = 0, which implies the fluid is in its
local equilibrium, all solutions of the above equation are
λˆ1,5 = ±
√
13 +
√
94
5
, λˆ2,4 = ±
√
13−√94
5
, λˆ3 = 0. (18)
Therefore, in this case, Mˆ(wˆ) has no multiple eigenvalues, thus is real diagonaliz-
able. If (θ11 − θ22)/θ and q1/(ρθ3/2) are small enough, the roots of (17) are small
perturbations of (18), which are still real and separable. This shows that there is
a hyperbolicity region for 1D moment system around the thermodynamic equilib-
rium, and the Maxwell distribution is an interior point of the hyperbolicity region.
A precise depiction of the hyperbolicity region can be found in [9].
3.4. Lack of hyperbolicity of 3D Grad’s 13-moment system. To the best of
our knowledge, there has not been any published investigation on the hyperbolicity
of the full 3D Grad’s system. One may take it for granted that the full 3D case
is similar as the 1D case and there exists a neighbourhood of the equilibrium such
that the system is hyperbolic. Unfortunately, this is not true. In this section, we
are going to show that Maxwellian is on the boundary of the hyperbolicity region.
The analysis below contains some tedious calculations, which are carried out by the
computer algebra system Mathematica [10].
In the 3D case, Grad’s 13-moment equations can also be written in the quasi-
linear form as
∂w
∂t
+Mk(w)
∂w
∂xk
= Q(w). (19)
Now w is a vector with 13 entries:
w = (ρ, u1, u2, u3, θ11, θ22, θ33, θ12, θ13, θ23, q1, q2, q3)
T .
The expressions of the matrices Mk and the operator Q can be obtained from
(13). Since Grad’s moment system is rotationally invariant, in order to check the
hyperbolicity of (19), we only need to check the diagonalizability of M1. As a
reference, the precise form of M1(w) is given on page 8.
When w represents the equilibrium state, which means
θ12 = θ13 = θ23 = q1 = q2 = q3 = 0, θ11 = θ22 = θ33 = θ. (20)
The characteristic polynomial of M1(w) is
det(λI−M1) = 1
125
(λ− u1)5[5(λ− u1)2 − 7θ]2[5(λ− u1)4 − 26θ(λ− u1)2 + 15θ2].
All roots of the above polynomial are
u1, u1 ±
√
7
5
θ, u1 ±
√
13 +
√
94
5
θ, u1 ±
√
13−√94
5
θ.
Thus the eigenvalues of M1 are all real. In order to check its diagonalizability, let
q(λ) =
1
25
(λ− u1)[5(λ− u1)2 − 7θ] · [5(λ− u1)4 − 26θ(λ− u1)2 + 15θ2].
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Direct verification shows q(M1) = 0. According to Lemma 2.3, M1(w) is real
diagonalizable at the equilibrium state.
In order to show that the equilibrium is on the boundary of the hyperbolicity
region, we consider the following case:
θ13 = θ23 = q1 = q2 = q3 = 0, θ11 = θ22 = θ33 = θ. (21)
When f is the following Gaussian distribution:
f =
ρ√
det(2piΘ)
exp
(
−1
2
CTΘ−1C
)
, Θ =

 θ θ12 0θ12 θ 0
0 0 θ

 , (22)
the relation (21) is satisfied. When |θ12| < θ, the matrix Θ is positive definite, and
thus the distribution function (22) can be a physical configuration. Substituting
(21) into (3.4) and calculating the characteristic polynomial of M1(w), one has
det(λI −M1) = 1
125
(λ− u1)3[5(λ− u1)2 − 7θ] · r
(
(λ− u1)2
θ
)
,
where
r(x) = 25x4 − 165x3 +
(
257 + 48
θ212
θ2
)
x2 +
(
8
θ212
θ2
− 105
)
x− 28θ
2
12
θ2
.
Let
q(λ) = (λ− u1)[5(λ− u1)2 − 7θ] · r
(
(λ − u1)2
θ
)
.
Obviously q(λ) and det(λI−M1) share the same roots. Direct calculation of q(M1)
gives us that
q(M1) =
56θ2θ312
ρ
(ρθE10,4 −E10,13),
where Ei,j = eie
T
j , and ej is the unit vector with the j-th entry being 1. According
to Corollary 1, if θ12 6= 0, then M1(w) is not diagonalizable. Actually, one may
find that r(x) have at least one negative root since r(−∞) > 0 and r(0) < 0, and
thereforeM1(w) has eigenvalues with nonzero imaginary parts, which also violates
the hyperbolic condition.
The above analysis shows that when (21) and θ12 6= 0 holds, the hyperbolicity of
(19) breaks down, no matter how small the value of θ12 is. It turns out that there
does not exist a neighbourhood of the equilibrium such that all the states in this
neighbourhood lead to the hyperbolicity of Grad’s 13-moment system. Without
the hyperbolicity in a neighbourhood of the equilibrium, the wellposedness of the
Grad’s 13-moment system is not guranteed even if the phase density is extremely
close to the equilibrium. This severe drawback may be the possible reason why
there are hardly any positive evidences for the Grad’s 13-moment system in the last
decades.
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M1(w) =


u1 ρ 0 0 0 0 0 0 0 0 0 0 0
θ11
ρ
u1 0 0 1 0 0 0 0 0 0 0 0
θ12
ρ
0 u1 0 0 0 0 0 1 0 0 0 0
θ13
ρ
0 0 u1 0 0 0 0 0 1 0 0 0
0 2θ11 0 0 u1 0 0 0 0 0
6
5ρ
0 0
0 0 2θ12 0 0 u1 0 0 0 0
2
5ρ
0 0
0 0 0 2θ13 0 0 u1 0 0 0
2
5ρ
0 0
0 θ12 θ11 0 0 0 0 u1 0 0 0
2
5ρ
0
0 θ13 0 θ11 0 0 0 0 u1 0 0 0
2
5ρ
0 0 θ13 θ12 0 0 0 0 0 u1 0 0 0
−(θ − θ11)
2
− (θ212 + θ
2
13)
16q1
5
2q2
5
2q3
5
ρ(θ11+8θ)
6
ρ(7θ11−4θ)
6
ρ(7θ11−4θ)
6
−ρθ12 −ρθ13 0 u1 0 0
θ12θ33 − θ13θ23 − θθ12
7q2
5
7q1
5
0 ρθ12
6
7ρθ12
6
7ρθ12
6
ρ(2θ − θ22) −ρθ23 0 0 u1 0
θ13θ22 − θ12θ23 − θθ13
7q3
5
0 7q1
5
ρθ13
6
7ρθ13
6
7ρθ13
6
−ρθ23 ρ(2θ − θ33) 0 0 0 u1


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4. Modified 13-moment System. The results in Section 3.4 reveal a crucial issue
of Grad’s original system. In order to establish the local hyperbolicity around the
equilibrium state, we derive a modified 13-moment system in this section, which is
hyperbolic for any states close enough to the equilibrium. The proofs will be given
in detail, and the size of the hyperbolicity region will be discussed.
4.1. Derivation of the modified system. The modified 13-moment system is
based on the following assumption of the phase density:
f˜ |13 =
[
1 +
2
5ρ
sTΘ−1C
(
1
2
CTΘ−1C − 5
2
)]
fG, (23)
where s = (s1, s2, s3)
T , and fG is a Gaussian distribution:
fG =
ρ
m
√
det(2piΘ)
exp
(
−1
2
CTΘ−1C
)
. (24)
Comparing with fM , the function fG incorporates the whole temperature tensor
into the exponent, and thus it can be expected that such an approximation includes
more nonlinearity than (10), and is more suitable for describing anisotropic density
functions. In order to meet the requirement of orthogonality, the vector s should
be related to the density function by
s =
1
2
〈C2GCf〉,
where C2G = C
TΘ−1C. For the postulate (23), the relation between s and the heat
flux q is
qj =
3
5
s(iθij).
Similar as the derivation of Grad’s 13-moment system, the new moment system can
be written as
〈
φ˜
∂f˜ |13
∂t
〉
+
〈
φ˜(ξ · ∇xf˜ |13)
〉
=
〈
φ˜Q(f˜ |13, f˜ |13)
〉
,
where
φ˜ = (1,
C1, C2, C3,
C21 , C
2
2 , C
2
3 , C1C2, C1C3, C2C3,
C2GC1, C
2
GC2, C
2
GC3)
T .
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We reformulate the resulting system in explicit form as
dρ
dt
+ ρ
∂uk
∂xk
= 0, (25a)
dui
dt
+
θik
ρ
∂ρ
∂xk
+
∂θik
∂xk
= 0, i = 1, 2, 3, (25b)
dθij
dt
+ 2θk(i
∂uj)
∂xk
+
6
5ρ
(
s(i
∂θjk)
∂xk
+ θ(ij
∂sk)
∂xk
)
= −ρθ
µ
(θij − δijθ), i, j = 1, 2, 3,
(25c)
dsj
dt
− 6
5
θikθl(isj
∂uk)
∂xl
− 18
25ρ
θik
(
s(isj
∂θkl)
∂xl
+ s(iθjk
∂sl)
∂xl
)
+
1
2
(
ρθikθjl
∂θik
∂xl
+ 2ρ
∂θjl
∂xl
)
+
2
5
(
7s(j
∂ul)
∂xl
+ θikθjls(i
∂uk)
∂xl
)
= Q˜j, j = 1, 2, 3.
(25d)
In equation (25d), θij stands for the (i, j) entry of matrix Θ−1, and
Q˜j = −ρθ
µ
(
71
30
sj − 9
10
θθ(iisj) −
1
15
θiiθjksk
)
.
The expressions of Q˜j are obtained by using the following properties of Maxwell
molecules:
〈CiCjQ(f, f)〉 = −ρθ
µ
〈(
CiCj − 1
3
C2δij
)
f
〉
, 〈C2CjQ(f, f)〉 = −2
3
ρθ
µ
〈C2Cjf〉,〈(
CiCjCk − 3
5
C2C(iδjk)
)
Q(f, f)
〉
= −3
2
ρθ
µ
〈(
CiCjCk − 3
5
C2C(iδjk)
)
f
〉
.
The system (25) can also be written in a quasi-linear form:
∂w˜
∂t
+ M˜k(w˜)
∂w˜
∂xk
= Q˜(w˜), (26)
and we choose
w˜ = (ρ, u1, u2, u3, θ11, θ22, θ33, θ12, θ13, θ23, s1, s2, s3)
T .
Since the linear space spanned by all the components of φ˜ is rotationally invariant,
the moment equations (25) are also rotationally invariant. Therefore, below we
focus on the first coefficient matrix M˜1(w˜).
4.2. Local hyperbolicity of the modified system. Before establishing the local
hypebolicity of (25), we provide a technical lemma first:
Lemma 4.1. For a given symmetric positive definite matrix Θ = (θij)3×3, the
inequality
θ−111 s
2
1 6 s
TΘ−1s (27)
holds for any vector s = (s1, s2, s3)
T ∈ R3. The equality holds if and only if there
exists a constant k such that
s1 = kθ11, s2 = kθ12, s3 = kθ13. (28)
Proof. We first prove θ12θ
12 + θ13θ
13 6 0. Let S = θ12θ
12 + θ13θ
13. Then we have
θ12(θ23θ13 − θ12θ33) + θ13(θ12θ23 − θ22θ13) = Sdet(Θ). (29)
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This equation can be considered as a quadratic equation of θ13, and its discriminant
is
∆ = (2θ12θ23)
2 − θ22[4θ212θ33 +Sdet(Θ)] = 4θ212(θ223 − θ22θ33)−Sθ22det(Θ).
Since Θ is positive definite, the following inequalities hold:
θ223 − θ22θ33 < 0, θ22 > 0, det(Θ) > 0.
Thus, in order that (29) is not less than zero, S 6 0 must hold. Moreover, if S = 0,
θ12 must also be zero, and then (29) becomes θ22θ
2
13 = 0, which means θ13 = 0.
Obviously when θ12 = θ13 = 0, one has S = 0. Therefore we finally conclude that
S 6 0, and the equality holds if and only if θ12 = θ13 = 0.
Now let D = sTΘ−1s− θ−111 s21, which can be written as
(θ11θ
11− 1)s21+2θ11(θ12s2+ θ13s3)s1+ θ11(θ22s22+2θ23s2s3+ θ33s23) = θ11D. (30)
We consider the following two cases:
• If θ11θ11 − 1 = 0, since θ1kθ1k = 1, one has θ12θ12 + θ13θ13 = 0. In this case,
θ12 = θ13 = 0, and therefore
θ12 =
θ13θ23 − θ12θ33
det(Θ)
= 0, θ13 =
θ12θ23 − θ13θ22
det(Θ)
= 0.
Thus (30) becomes θ22s22 + 2θ
23s2s3 + θ
33s23 = D, which is equivalent to
s˜TΘ−1s˜ = D for s˜ = (0, s2, s3)
T . Since Θ is positive definite, Θ−1 is also
positive definite. This shows that D > 0, and the equality holds if and only
if s2 = s3 = 0. In the case of D = s2 = s3 = θ12 = θ13 = 0, the relation (28)
holds with k = s1/θ11.
• If θ11θ11 − 1 6= 0, then θ11θ11 − 1 = −(θ12θ12 + θ13θ13) > 0. In this case, (30)
is a quadratic equation of s1, whose discriminant is
∆ = [2θ11(θ
12s2 + θ
13s3)]
2 − 4θ11(θ11θ11 − 1)(θ22s22 + 2θ23s2s3 + θ33s23 −D)
= −4θ11(θ12s3 − θ13s2)2/det(Θ) + 4θ11D(θ11θ11 − 1).
In order that s1 is real, D > 0 must hold. And if D = 0, θ12s3 − θ13s2 must
be zero. Thus when D is zero, there exist a constant k such that
s2 = kθ12, s3 = kθ13. (31)
Substitute (31) and D = 0 into (30), it can be solved that s1 = kθ11.
In both cases, (27) holds, and it has been demonstrated that if θ−111 s
2
1 = s
TΘ−1s,
then (28) holds. It only remains to prove that θ−111 s
2
1 = s
TΘ−1s is a conclusion of
(28).
If (28) holds, then
(k, 0, 0)Θ = k(θ11, θ12, θ13) = s
T .
Therefore sTΘ−1 = (k, 0, 0), and then
sTΘ−1s = (k, 0, 0)s = k2θ11 = θ
−1
11 s
2
1. (32)
This completes the proof of the lemma.
Now we claim that the modified 13-moment system (25) is locally hyperbolic
around the equilibrium. Precisely, we have the following major theorem of this
section:
Theorem 4.2. There exists a positive constant δ > 0, such that if ρ−2sTΘ−1s < δ,
M˜1(w˜) is real diagonalizable.
12 ZHENNING CAI AND YUWEI FAN AND RUO LI
Proof. Let
η1 := ρ
−2θ−111 s
2
1, η2 := ρ
−2sTΘ−1s, ζ =
λ− u1√
θ11
.
According to Lemma 4.1, we have η1 6 η2 < δ. By direct calculation, the charac-
teristic polynomial of M˜1(w) is
p(λ) := det(λI− M˜1) = (
√
θ11)
13
1953125
[p11(ζ) + η2p12(ζ)][p21(ζ) + η2p22(ζ)], (33)
where
p11(ζ) = 25ζ
2(5ζ2 − 7)− 130√η1ζ3 + 4η1(6ζ2 + 7), p12(ζ) = 8ζ2,
p21(ζ) = 625ζ
3(25ζ6 − 165ζ4 + 257ζ2 − 105)
− 250η1/21 ζ2(110ζ6 − 311ζ4 + 144ζ2 − 105)
+ 100η1ζ(111ζ
6 + 447ζ4 − 209ζ2 + 105)
− 40η3/21 (18ζ6 + 697ζ4 + 282ζ2 + 105)
+ 96η21ζ(16ζ
2 + 63),
p22(ζ) = 8ζ
[
25ζ2(23ζ4 − 73ζ2 + 3)− 10√η1ζ(27ζ4 + 67ζ2 − 18) + 12η1(48ζ2 − 7)
]
.
(34)
Below we divide the proof into three cases.
First case: s1 = s2 = s3 = 0. In this case, η1 = η2 = 0, and
p(λ) =
(
√
θ11)
13
125
ζ5(5ζ2 − 7)2(5ζ4 − 26ζ2 + 15).
Obviously the roots of p(λ) are all real. According to Lemma 2.3, we only need to
prove pˆ(M˜1) = 0 for
pˆ(λ) = (
√
θ11)
13ζ(5ζ2 − 7)(5ζ4 − 26ζ2 + 15).
This can be verified by direct calculation.
Second case: s1 = 0 and s
2
2
+ s2
3
> 0. In this case, η1 = 0, while the SPD property
of Θ gives η2 > 0. The characteristic polynomial p(λ) can be simplified as
p(λ) =
ζ5
78125
p1(ζ)p2(ζ),
where
p1(ζ) = 25(5ζ
2 − 7) + 8η2,
p2(ζ) = 25(5ζ
2 − 7)(5ζ4 − 26ζ2 + 15) + 8η2(23ζ4 − 73ζ2 + 3).
When η2 equals zero, all the roots of p1 and p2 are single and nonzero. Thus, when
η2 < δ for δ small enough, the roots of p1 and p2 are also single and nonzero.
Furthermore, we claim that p1(ζ) and p2(ζ) have no common roots when δ is small
enough. This can be proven following these steps:
1. Let p˜1(z) = p1(
√
z), p˜2(z) = p2(
√
z). Obviously, when δ is small enough, p˜1
and p˜2 are polynomials with all their roots positive. If p˜1 and p˜2 have no
common roots, then p1 and p2 have no common roots.
2. The polynomial p˜1(z) is a linear function, and its only root is (175−8η2)/125.
The value of p˜2 at this point is
p˜2
(
175− 8η2
125
)
=
8η2(1152η
2
2 − 3400η2 − 664375)
15625
. (35)
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3. Since 0 < η2 < δ, the value of (35) is negative if δ < (425 + 125
√
3073)/288,
which means p˜1 and p˜2 have no common roots.
The above analysis shows when δ is small, p1(ζ)p2(ζ) has no multiple roots, and
ζ = 0 is not a root of p1(ζ)p2(ζ). Thus, the polynomial
q(ζ) := ζp1(ζ)p2(ζ) (36)
has no multiple roots if δ is small. Finally, it is verified by computer algebra system
q
(
M˜1 − u1I√
θ11
)
= 0, if s1 = 0. (37)
Hence, according the Lemma 2.3, the matrix M˜1 is diagonalizable.
Third case: s1 6= 0. In this case, η1 > 0 and η2 > 0. We first prove when δ is small,
both p11(ζ) + η2p12(ζ) and p21(ζ) + η2p22(ζ) have no multiple or imaginary roots.
When η1 = η2 = 0,
p11(ζ) + η2p12(ζ) = 25ζ
2(5ζ2 − 7), (38a)
p21(ζ) + η2p22(ζ) = 625ζ
3(5ζ2 − 7)(5ζ4 − 26ζ2 + 15). (38b)
Both polynomials have only real roots, and both of them have only one multiple
roots — ζ = 0. Thus, for small δ, if η1 and η2 are nonzero, then the multiple or
imaginary roots must be around ζ = 0 if they exist. For p11(ζ) + η2p12(ζ), when δ
is small, one can obtain its values at some particular points around ζ = 0:
• ζ = −√η1: p11(−√η1) + η2p12(−√η1) = 279η21 − 147η1 + 8η1η2 < 0,
• ζ = 0: p11(0) + η2p12(0) = 28η1 > 0,
• ζ = √η1: p11(√η1) + η2p12(√η1) = 19η21 − 147η1 + 8η1η2 < 0.
This tells us that there are two distinct real roots of p11(ζ)+η2p12(ζ) around ζ = 0.
Noting that ζ = 0 is a root of multiplicity 2 of (38a), we conclude that in the case
of 0 < η1 < δ and 0 < η2 < δ, p11(ζ) + η2p12(ζ) has no multiple or imaginary roots.
Similarly, for p11(ζ) + η2p12(ζ), when δ is small, one has
• ζ = −√η1:
p21(−√η1) + η2p22(−√η1) = −η3/21 [54945η31 − (106759− 6760η2)η21
+ (193053− 4632η2)η1 − (77175 + 1512η2)] > 0,
• ζ = 0:
p21(0) + η2p22(0) = −4200η3/21 < 0,
• ζ = 25η
1/2
1 − 4375η
3/2
1 :
p21
(
2
5
η
1/2
1 −
4
375
η
3/2
1
)
+ η2p22
(
2
5
η
1/2
1 −
4
375
η
3/2
1
)
=
64η
7/2
1
9385585784912109375
[− 4096η101 + 706560η91 − 30182400η81
− 57600(29025+ 184η2)η71 + 4320000(48475+ 536η2)η61
− 486000000(18575+ 428η2)η51 + 506250000(539275+ 19784η2)η41
− 18984375000(412025+ 16176η2)η31 + 711914062500(209175+ 10576η2)η21
− 40045166015625(26225+ 3704η2)η1 + 3003387451171875(175+ 484η2)
]
> 0,
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• ζ = √η1:
p21(
√
η1) + η2p22(
√
η1) = −η3/21 [1495η31 + (7019− 2440η2)η21
− (98493− 15352η2)η1 + (33075 + 1368η2)] < 0.
This reveals that there are three distinct real roots of p21(ζ)+η2p22(ζ) around ζ = 0.
Until now, the statement at the beginning of this paragraph has been proven.
The subsequent proof is divided into two parts:
1. If η1 = η2, then p11(ζ) + η2p12(ζ) is a factor of p21(ζ) + η2p22(ζ), and we
actually have
p11(ζ) + η2p12(ζ) = (25ζ
3 − 16√η1ζ2 − 35ζ − 14√η1)(5ζ − 2√η1), (39)
p21(ζ) + η2p22(ζ) = [25ζ(ζ
4 − 26ζ2 + 15) + 30√η1(3ζ4 + 6ζ2 + 5)− 192η1ζ]×
(25ζ3 − 16√η1ζ2 − 35ζ − 14√η1)(5ζ − 2√η1).
(40)
Thus we need to verify
p21
(
M˜1 − u1I√
θ11
)
+ η2p22
(
M˜1 − u1I√
θ11
)
= 0. (41)
According to Lemma 4.1, the condition η1 = η2 is equivalent to (28). Substi-
tute (28) into the expression of M˜1, and (41) then can be directly verified.
2. If η1 6= η2, the resultant of p11 + η2p12 and p21 + η2p22 is calculated as
res(p11 + η2p12, p21 + η2p22) = −1003520000000000η31(η1 − η2)5r(η1, η2), (42)
where r(η1, η2) is
r(η1, η2) = 6519382474752η
5
1 + 7205633261568η2η
4
1 − 1047028571136000η41 +
2877437509632η22η
3
1 + 71846341632000η2η
3
1 + 6117273120960000η
3
1 +
488268103680η32η
2
1 + 14075065958400η
2
2η
2
1 − 32261927040000η2η21 −
12991498038500000η21 + 31436439552η
4
2η1 + 74226585600η
3
2η1 −
29723348160000η22η1 − 84800409000000η2η1 + 12363509395312500η1+
668860416η52 − 13801881600η42 − 707492160000η32 +
13556709000000η22 + 188918353125000η2− 3277351494140625.
Evidently when δ is small, r(η1, η2) < 0. Noting that η1 > 0 and η1 6= η2,
we conclude (42) is nonzero. According to Lemma 2.6, p11(ζ) + η2p12(ζ) and
p21(ζ) + η2p22(ζ) have no common roots. Thus, the characteristic polynomial
p(λ) has no multiple roots, which gives us the diagonalizability of M˜1.
Final conclusion. For all the three cases listed above, it has been proven that when
δ is small, all the eigenvalues of M˜1 are real, and the matrix M˜1 is diagonalizable.
Thus the proof of Theorem 4.2 is completed.
Theorem 4.3. There exists a positive constant δ > 0, such that if ρ−2sTΘ−1s < δ,
the moment system (25) is hyperbolic.
Proof. The hyperbolicity of the moment system (25) is equivalent to the diago-
nalizability of the matrix nkM˜k(w˜) for all unit vectors n = (n1, n2, n3)
T ∈ R3.
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The rotational invariance of (25) implies that for any unit vector n, there exists a
constant square matrix R such that
nkM˜k(w˜) = R
−1M˜1(Rw˜)R.
Actually, R can be constructed as follows:
1. Construct an orthogonal matrix G = (gij)3×3 such that the first row of G is
(n1, n2, n3).
2. Define the “rotated moments” w˜′ as
w˜′ = (ρ′, u′1, u
′
2, u
′
3, θ
′
11, θ
′
22, θ
′
33, θ
′
12, θ
′
13, θ
′
23, s
′
1, s
′
2, s
′
3)
T ,
where
ρ′ = ρ, u′i = gijuj, θ
′
ij = gikgjlθkl, s
′
i = gijsj . (43)
3. The matrix R is the unique matrix such that w˜′ = Rw˜ for all w˜.
According to Theorem 4.2, there exists a constant positive number δ such that the
matrix nkM˜k(w˜) is diagonalizable if ρ
′−2s′T (Θ′)−1s′ < δ, where Θ′ = (θ′ij)3×3.
Using (43), we have
ρ′−2s′T (Θ′)−1s′ = ρ−2(Gs)T (GΘGT )−1(Gs) = ρ−2sTΘ−1s.
Thus the theorem is proven.
4.3. Quantification of the hyperbolicity region. The proof of Theorem 4.3
reveals that the maximal value of δ (denoted by δmax below) in Theorem 4.3 equals
that in Theorem 4.2. Below we give a rough estimation of δmax. Let
p˜ = (p11 + η2p12)(p21 + η2p22),
where p11, p12, p21, p22 are defined in (34). We denote the domain on which the
polynomial p˜ has no imaginary roots to be Σ, and thus
Σ = {(η1, η2) | I(η1, η2) = 0},
where
I(η1, η2) := max{|Im(z)| | z is the root of p˜}, 0 6 η1 6 η2.
Since I is continuous, Σ has to be a closed region. We plot the domain Σ as the
green area in Figure 1(a). The horizontal line η2 = δ˜ is tangent to the red curve.
We have δmax 6 δ˜ and δ˜ ≈ 0.095.
We denote the domain S to be the domain on which the polynomial p˜ has multiple
roots. According to Lemma 2.4 and Lemma 2.6, we have that
S = {(η1, η2) | R(η1, η2) = 0},
and
R(η1, η2) := res(p˜, p˜
′), p˜′(ζ) =
d
dζ
p˜(ζ), 0 6 η1 6 η2.
Due to the continuity of the roots of polynomials with respect to its coefficients,
we have ∂Σ ⊂ S. Figure 1(b) shows part of S. Comparing Figure 1(a) and Figure
1(b), we conclude that if 0 < η1 < η2 < δ˜, which implies that (η1, η2) is an interior
point of Σ below the line η2 = δ˜, then M˜1(w˜) is real diagonalizable.
In order to determine δmax, we have to consider two additional cases: (1) η1 = 0,
(2) η1 = η2 > 0. They correspond to the straight red lines in Figure 1. It can be
argued as below for these cases:
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(a) The region Σ
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14
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0.06
0.08
0.10
0.12
0.14
η2 = δ˜
η1
η2
(b) The zero level set of R
Figure 1. The x-axis stands for η1, and the y-axis stands for η2
• For the case η1 = 0, if η2 = 0, the real diagonalizability of M˜1 has been
proven. If η2 > 0, since (37) always holds, we only need to consider whether
the polynomial q(ζ) defined in (36) has multiple roots. Figure 2 gives the
plots of res(q, q′) for η2 ∈ [0, 0.1], where q′(ζ) = d
dζ
q(ζ). It is found that if
0 < η2 < δ˜ < 0.1, then res(q, q
′) > 0, thus q(ζ) has no multiple roots. Then
M˜1 is real diagonalizable.
0.02 0.04 0.06 0.08 0.10
5.0´1085
1.0´1086
1.5´1086
2.0´1086
2.5´1086
3.0´1086
η2
res(q, q′)
Figure 2. Plots of res(q, q′) in the case of η1 = 0
• For the case η1 = η2 > 0, we have to study the multiplicities of the roots of
(40). Denote the polynomial (40) by q˜, and let q˜′(ζ) =
d
dζ
q˜(ζ). The values of
res(q˜, q˜′) for η2 ∈ [0, 0.1] are given in Figure 3. It can also be observed that
when 0 < η1 = η2 < δ˜ < 0.1, res(q˜, q˜
′) is greater than zero, which results in
the real diagonalizability of M˜1.
As a summary, we claim that if 0 6 η1 6 η2 < δ˜, the moment system (25) is
hyperbolic. Thus δmax = δ˜ ≈ 0.095.
In order to give a more precise description of the size of the hyperbolicity region,
we apply the Chapman-Enskog method to the modified 13-moment system (26).
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0.02 0.04 0.06 0.08 0.10
5.0´1069
1.0´1070
1.5´1070
2.0´1070
2.5´1070
η1 = η2
res(q˜, q˜′)
Figure 3. Plots of res(q˜, q˜′) in the case of η1 = η2
Apply the transformation t′ = εt and x′ = εx to (26), and then the moment system
becomes
∂w˜
∂t′
+ M˜k(w˜)
∂w˜
∂x′k
=
1
ε
Q˜(w˜). (44)
For small ε, we formally expand w˜ as
w˜ = w˜(0) + εw˜(1) + ε2w˜(2) + · · · .
The Chapman-Enskog expansion fixes the leading order term w˜(0) to be the equi-
librium part of w˜:
ρ = ρ(0), u = u(0), Θ = θI+ εΘ(1) + ε2Θ(2) + · · · , s = εs(1) + ε2s(2) + · · · .
(45)
Substituting (45) into (44) and balancing the zeroth order terms on both sides of
(44), one may conclude
θ
(1)
ij = −
2µ
ρ
(
∂v(i
∂x′j)
− 1
3
∂vk
∂x′k
)
, s
(1)
j = −
15µ
4θ
∂θ
∂x′i
.
These are equivalent to the well-known Navier-Stokes and Fourier laws.
According to the expansion (45), we have
Θ−1 = θ−1I− ε
θ2
Θ(1) +O(ε2),
and thus
ρ−2sTΘ−1s = ε2ρ−2θ−1|s(1)|2 +O(ε3) = 225
16
ε2µ2ρ−2θ−3|∇x′θ|2 +O(ε3). (46)
For Maxwellian molecules, the viscosity µ can be related to the mean free path lmfp
by
µ = ρ lmfp
√
piθ
2
.
Thus, (46) is simplified as
ρ−2sTΘ−1s =
225pi
32
ε2
( |∇x′θ|
θ
lmfp
)2
+O(ε3).
Neglecting the high order terms, we get
ρ−2sTΘ−1s ≈ 225pi
32
ε2
( |∇x′θ|
θ
lmfp
)2
=
225pi
32
( |∇xθ|
θ
lmfp
)2
. (47)
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Thus the hyperbolicity condition ρ−2sTΘ−1s < δmax is approximately given as
|∇xθ| < Chypθ/lmfp, Chyp =
√
32δmax
225pi
.
Since δmax ≈ 0.095, we have that Chyp ≈ 0.065. Thus the temperature is allow
to change around 6.5% of its value in one mean free path in order to ensure the
hyperbolicity. Consider the symmetric plane Couette flow problem. The Navier-
Stokes equations together with the first-order slip boundary condition is valid only
for lmfp 6 0.1L, where L is the distance between plates [7]. For Kn = lmfp/L, in
order to satisfy the criterion (47), the ratio of the temperature in the middle of
the two plates to the temperature on each plate must not exceed Kn−1Chyp. The
numerical results in [8] show that such a criterion is satisfied even for very fast plate
velocities.
5. Conclusion. We find that for Grad’s 13-moment system, the equilibrium is
always on the boundary of its hyperbolicity region. A modified 13-moment system
is proposed so that the local hyperbolicity around the equilibrium states can be
achieved. The derivation of this new model is almost the same as the original one,
except that the basis functions used in the expansions of the distribution functions
are different. Obviously, this new model is far away from perfection; most of the
classical criticism on Grad’s 13-moment system still applies to this new model.
However, due to the similarity of these two systems, the techniques developed for
Grad’s 13-moment system may also apply to this new model. This modified system
enriches the 13-moment family, and some interesting aspects are found for this new
member.
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