 A pair of interval DEA models based on the pessimistic and optimistic standpoints is suggested with the aim of dealing with interval dual-role factors.
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Introduction
Data envelopment analysis (DEA) is a popular non-parametric method for measuring the efficiency of a set of Decision-Making Units (DMUs), initially introduced by Farrell (1957) and Charnes et al. (1978) . DEA has the capability to compute the relative efficiency of a DMU which is equal to maximizing a ratio of weighted outputs to weighted inputs, subject to the condition that the efficiency score must be less than or equal to one. Since 1980s, the unique characteristics and strength of DEA models lead to its rapid growth and penetration in many fields such as management science, applied mathematics, industrial engineering, economics and so on (see e.g. Emrouznejad et al. (2008) as the comprehensive literature review).
Identifying the given role of each evaluation factor, either input or output role, is one of the premises in conventional DEA models while there are some model structures in which assessment factors could be both inputs and outputs depending on perspective and purpose. The latter factors which can play both input and output roles are known as ‚dual-role factors‛. For instances, ‚the number of customers‛ in the evaluation of bank branch performance and ‚the number of doctoral students‛, ‚research income‛ or ‚the number of scholars‛ in the performance evaluation of university departments can be regarded as the dual-role factor with the simultaneous input and output roles (Cook et al. 2006 ).
Although Beasley (1990 Beasley ( , 1995 was the first who took care of dual-role factors through the evaluation of research productivity of universities, the major attention to dual-role factors centres around its extension model proposed by Cook et al. (2006) where their model takes the weights of dual-role factors into account so as to A C C E P T E D M A N U S C R I P T 5 identify whether a factor is acting like input, output or even has no involvement in the efficiency measure.
In recent years, several studies have been carried out in the DEA literature to deal with dual-role factors, aiming at reflecting the existing complexity and valuation difficulties of a real-world problems (Saen 2010a (Saen , 2010b . Generally, the existing approaches for evaluating the performance of firms in the presence of dual-role factors are classified into exogenous and endogenous categories. The exogenous category at first exploits some criteria to identify the classification of a dual-role factor as either an input or an output (Ding et al. 2015) . The endogenous category considers a flexibility in determining the classification of a dual-role factor in the DEA model (e.g., Beasley 1990 Beasley , 1990 Cook et al. 2006; Saen 2010a; Toloo and Barat 2015) . Saen (2010a) proposed a model for seeking the appropriate suppliers in situations where dual-role factors and decision maker's preferences are simultaneously included in the analysis. Given the presence of dual-role factors, Lee and Saen (2012) modified the cross-efficiency model to measure the efficiency of firms from the sustainability perspective. Kumar et al. (2014) slightly modified Saen (2010a) 's model to propose a Green DEA framework for the purpose of formulating supplier selection problems with carbon footprints of suppliers as a dual role factor. Ding et al. (2015) developed a two-step approach to pinpoint the appropriate suppliers in the presence of dual-role factors.
The idea behind DEA is to allow the data to represent themselves, rather than arbitrarily specified functional form. Consequently, the success of DEA directly hinges on the quality and quantity of data. All input and output data for the conventional DEA models are assumed to have the form of crisp numerical values.
However, the observed values of the input and output data in real-world problems are at times imprecise and vague, which might be the result of measurement errors, unquantifiable and non-obtainable information. Many research studies are currently A C C E P T E D M A N U S C R I P T 6 conducted for the purpose of improving robustness of DEA by dealing with the imprecise data (e.g., Zhu 2003 , Toloo et al. 2008 , Toloo 2014 ).
The existing DEA literature has often acknowledged the necessity of incorporating uncertain, imprecise or vague data such as linguistic, interval, ordinal, and stochastic data within the deterministic DEA models. Stochastic, fuzzy and interval DEA can be recognized as three major categories to overcome uncertainty and obtain robust efficiency measures. In the stochastic DEA category, statistical properties in the production function can be well incorporated through bootstrapping for DEA estimators (Simar and Wilson 1998) . Although the use of the bootstrap in the DEA models is a progressively popular practice in many applications such as energy efficiency (e.g., Song et al. 2013) , maritime efficiency (e.g., Gutiérrez et al. 2014) , health care efficiency (e.g., Shwartz et al. 2016 ) and so on, the dearth of any particular statistical distribution limits the inferences derived from bootstrapping methods because validity and precision of the bootstrap method hinges on the sample size and the particular dataset. Another way in this category to dealing with data uncertainty includes stochastic non-parametric frontier models, known as Chance Constrained DEA (CCDEA), in which part or all of the input and output values are characterized by the probability distribution (Olesen and Petersen 1995) .
A foremost shortcoming of the existing stochastic DEA models is to be presumed the unrealistic normal distribution with known means and variances for random data.
In fuzzy DEA category, the implementation of fuzzy sets theory proposed by Zadeh (1965) in DEA has been attracted significant attention to handle the ambiguity and vagueness inherent in evaluation problems. Hatami-Marbini et al. (2011) and Emrouznejad et al. (2014) are two comprehensive surveys of fuzzy DEA methods, categorizing six groups in the literature viz. (1) the tolerance approach (e.g. Sengupta 1992), (2) the α-level based approach (e.g. Hatami-Marbini et al. 2009 , 2011 , (3) the fuzzy ranking approach (e.g., Guo and Tanaka 2001; Emrouznejad et al. 2011), (4) the possibility approach (Lertworasirikul et al. 2003 ) (5) the fuzzy arithmetic (e.g.,
Hatami- Marbini et al. 2015) , and (6) the fuzzy random/type-2 (e.g., Tavana et al. 2012 Tavana et al. , 2014 .
The last decade has witnessed a great increase in the interest for the interval DEA category initiated by Cooper et al. (1999) . Theoretically, a pair of DEA models are first constructed under interval input and output data to compute the upper and lower bounds of efficiency from the optimistic and pessimistic viewpoints, respectively, and then the DMUs can be classified into various partitions according to the attained interval efficiencies (e.g., Despotis and Smirlis 2002; Smirlis et al. 2006; Emrouznejad et al. 2012; Hatami-Marbini et al. 2014 ).
There is a connection between the α-level based approach of fuzzy DEA category and interval DEA category since α-level based approach generally converts the fuzzy DEA model into a pair of parametric models for calculating the lower and upper bounds of the efficiency at a given α-that is to say, interval DEA models can be a special case of the -level based approach of fuzzy DEA models for a given . Mirhedayatian et al. (2014) proposed a network DEA model based on the slacksbased measure (Tone and Tsutsui 2009) for evaluating green supply chain management in the presence of dual-role factors, undesirable outputs, and fuzzy data. The approach to solving their fuzzy network DEA model was based on a fuzzy arithmetic approach in order to obtain fuzzy efficiency scores, which were defuzzified using the concept of truth function (Zimmermann 2013) . Sadeghi et al. (2012) firstly took account of the imprecise version of Cook et al. (2006) 's model where input-output data and dual-role factors are characterized by fuzzy number, and then a fuzzy model was defuzzified using the ranking fuzzy numbers method introduced by Abbasbandy and Asady (2006) . The focus of Saen (2011) is on the models of Cook et al. (2006) and Cook and Zhu (2007) in the imprecise environment, where he took into account the models in Wang et al. (2005) and weight restrictions in Zhu (2003) to deal with imprecise data.
Referring to the above-mentioned investigation, the consideration of uncertainty embedded in the data and dual-role factors limits to few studies in the DEA A C C E P T E D M A N U S C R I P T 8 literature which bespeaks the insufficient concentration of researchers and scholars in the field. Therefore, we concentrate on the DEA approach with interval inputs, outputs, and dual-role factors. The contribution of this paper is six fold: (1) we develop a pair of DEA models in both the envelopment and multiplier forms to measure interval efficiencies, in which the observed values of inputs, outputs and dual-role factors are varied in their ranges; (2) we focus on a pair of Mixed Integer Linear Programming (MILP) problems to measure the efficiency scores of DMUs from the pessimistic and optimistic viewpoints where the aim is to determine the actual lower and upper bounds of the efficiency for each DMU; (3) we integrate the MILP models in a unified framework to specify the identical status of each dual-role factor in an uncertain environment; (4) based upon an idea originally proposed by Cook et al. (2006) , we formulate an imprecise DEA-based model to obtain an optimal reallocation of each dual-role factor equitably allocated across the DMUs; (5) we alternatively introduce a new approach based on the fuzzy decision-making methodology to evaluate all DMUs simultaneously as well as to guarantee a unique role for each dual-role factor; and (6) an application to 20 banks is presented to illustrate the applicability of the proposed procedures and algorithm.
The outline of this paper is as follows: Section 2 presents an overview of DEA models without and with dual-role factors, and imprecise DEA models. In Section 3, the detailed DEA-based models proposed in this study are introduced. Section 4 illustrates the applicability of the proposed models and methodology by using a real data set of banking industry. Conclusion and further research directions are discussed in Section 5.
Background
In this section, we provide a brief overview of three distinct DEA models under constant returns to scale (CRS) assumption. The first model is the primary CCR model with precise input and output data developed by Charnes et al. (1978) . The second one presents an extension of the CCR model, considering dual-role factors
with precise data, and the last model refers a CCR model with interval inputs and outputs with the aim of finding an efficiency interval for each DMU.
DEA models
In DEA, the efficiency score of a DMU is defined as the maximum ratio of the weighted sum of outputs to the weighted sum of inputs subject to the condition that the corresponding ratio for each DMU is less than or equal to one and all input and output weights are nonnegative.
Consider DMUs to be evaluated.
consumes a semi-positive input vector ( ) to produce a semi-positive output vector ( ). The input-oriented CCR model for a particular under evaluation can be expressed using the following linear programming (LP) model (Charnes et al. 1978) :
where and are the output and input weights, respectively, and presents the efficiency score of . Let the optimal solution of model (1) 
where is the intensity variable associated with the for connecting the inputs and outputs. The objective of the above model is to estimate M A N U S C R I P T 10 the production frontier by seeking the maximum possible proportional reduction in all inputs while output levels of each DMU held constant.
Dual-role factors
In conventional DEA models, each factor plays the role of an input or output, even though in some cases a factor, known as dual-role factor, can be simultaneously considered as both input and output. Assume that there are K dual-role factors, denoted by . Cook et al. (2006) proposed the following model to accommodate dual-role factors in model (1):
It is assumed that each dual-role factor serves as both an input and output factor where each dual-role variable is considered as a non-discretionary factor.
Importantly, since the difference associated with the coefficient vectors of variables and , i.e. and , is attributed to their sign, these variables are dependent and cannot enter to basic feasible solution at the same time.
As a result, at optimality, due to for , one of the following three cases may occur:
1. If , then the dual-role factor plays the role of a non-discretionary input.
If
, then the dual-role factor plays the role of an output.
3. If , then the dual-role facto is neglected.
Interval data
A factor is characterized by the interval measure when its exact value is unknown but its true value varies within a bounded interval. To deal with interval data in the DEA model (1), Despotis and Smirlis (2002) M A N U S C R I P T 11 extended the following pair of models to compute the upper and lower bounds of the efficiency score for :
where . As a matter of fact, models (4) and (5) After a careful scrutiny of the above models, we observe a sharp distinction between models (4) and (5). The former takes accounts of the best situation for and the worst situation for to estimate the production frontier and the latter consists of the worst situation for and the best situation for
Proposed method
Roughly speaking, uncertain data in DEA models can be presented from three different points of view: stochastic, fuzzy and interval data. Here, our main focus in this research is on interval data along with taking into account some interval dualrole factors. In what follows, we first extend a pair of models to determine the upper and lower bounds of the best relative efficiency score of each DMU with interval data. Second, we propose an integrated model to obtain the interval efficiency of a DMU where each dual-role factor is characterized an identical role. Third, a model is formulated to obtain an optimal reallocation of every dual-role factor across the DMUs in situations where DMUs are centralized and decisions are made and resources allocated by a central authority. We lastly apply a fuzzy decision-making methodology where the interval efficiencies obtained from the proposed models are deemed to be fuzzy goals.
Finding interval efficiencies
Assume and aggressively against the other DMUs. That is to say, the dual-role factor of , , is defined as the lower bound with the input character and the upper bound , with the output character whereas the dual-role factor for , , takes for its input role and for its output role. It seems that the following LP model enables us to measure the upper bound for the efficiency score :
while the constraint coefficient vector for variables and , i.e.
( ) and ( ) , are independent and hence these variables might enter to the basic feasible solution simultaneously, that is, this factor impossibly takes both input and output roles. We deal with the problem by defining auxiliary binary variables (for more details see
Williams 2013) to reformulate model (6) as the following Mixed Integer Non-Linear Programming (MINLP) problem:
where and are the binary variables. Note that the constraint provides a situation where takes at most one role, that is, the dual-role factor is considered as an output or input if { } and { },
respectively. In addition, is at the equilibrium status if { }. Although model (7) is non-linear due to and , we replace and with ̂ and ̂ , respectively, together with imposing the constraints ̂ and ̂ to transform model (7) to the following MILP:
where is a sufficiently large positive number. Likewise, the following model can be developed to measure the lower bound of efficiency .
Contrary to model (8), the dual-role factors and input and output levels in model (9) are adjusted unfavourably for under evaluation and in favour of the other DMUs. In other words, for , each dual-role factor takes its upper bound as an input and its lower bound as an output role, and the dual role factor of the remaining DMUs takes account of its lower bound as an input role and its upper bounds as an output role.
Though the main objective of model (9) is to calculate the lowest bound for the relative efficiency for , we can demonstrate that may not be the lowest bound of the interval efficiency and it is possible to find an efficiency for that is lower than (see Theorem 1). Put differently, the conventional approach developed by Despotis and Smirlis (2002) for computing the lower bound of efficiency interval in model (9) may not be further valid due to auxiliary binary variables. To attain the efficiency lower than , it is need to focus on the envelopment form of model (9). To this end, similar to model (9), we evaluate from the pessimistic viewpoint that considers the worst situation for and the best situation for the other DMUs as represented below:
As a result, the input-constraint ∑ and output-constraint ∑ in model (2) are transformed into ∑ and ∑ , respectively. In order to characterize the dual-role factor , three different cases may arise: (i) if is considered as a nondiscretionary input, then the input-constraint ∑ to be satisfied, (ii) if takes the role of an output, then its corresponding constraint is ∑ , and (iii) the factor possesses neither input nor output role at an equilibrium status, in this case no constraint should be active for the dual-role factor. To handle these three cases, we utilize two auxiliary binary variables and as well as the following three extra constraints (i.e. (10.d), (10.e) and (10.f)) in the corresponding envelopment model to calculate the lowest bound for efficiency score of :
The (10.d) constraint is replaced by ∑ if , and the dual-role factor is treated as an input, and if , then the constraint ∑ is redundant. In the same manner, if , then the (10.e) constraint is transformed into ∑ , and is considered as an output, and if , this constraint is redundant. Note that the constraint (10.f) compels to take at most one role at a time, and in case of , the dual role factor is at the equilibrium status.
More importantly, Theorem 1 proves that the optimal objective value of model (9) is an upper bound for the optimal objective value of model (10):
and ( ̅ ̅ ) be the optimal solutions of models (9) and (10) 
It is straightforward to verify that the optimal solution of model (11) is and its optimal objective value is ̅ . The dual problem of model (11) is expressed as follows:
Let be the optimal solution of model (12) where ̅ and ̅ . Given the strong duality theorem (Bazaraa et al. 2010) , the optimal objective value of model (12) is ̅ .
model (9) with the objective value ̅ and hence ̅ , which completes the proof.
□
The set of interval efficiencies {[ ̅ ] } is the result of models (8) and (10). However, the status of a dual-role factor, as a purpose of our research, may not be unique on account of two causes. First, models (8) and (10) are independently solved for and there is no guarantee to determine a unique designation for each dual-role factor in the lower and upper bound formulations. Second, models (8) or (10) cannot guarantee to yield an identical designation for each dual-role factor over all DMUs. Subsections 3.2 and 3.4 will treat the first and second aforementioned problems and Subsections 3.3 develop an apt model structure for reallocation of a dual-role factor in some situations with a central authority.
Unique status for a dual-role factor
Though models (8) and (10) have the capability to provide a bounded interval
[ ̅ ] for , the status of dual-role factors for this DMU may be different based on this pair of models. This issue can come into question since the decision-makers (DMs) often tend to be aware of the unique designation of each dual-role factor. To treat the problem, we develop an integrated model based on models (8) and (10) .
Prior to delving into this integrated model, let us integrate models (4) and (5) in the absence of dual-role factors to throw light on the idea used here. Therefore, consider the following integrated model:
The constraints of model (13) includes the union of constraints of models (4) and (5). It should be noted that although both lower and upper bounds of inputs and outputs of all DMUs have appeared simultaneously in model (13), each bound is identically and independently used to obtain one of the extreme values of efficiency interval. As such, the following lemma bespeaks the equivalence of model (13) and models (4) and (5).
Lemma 1.
is an optimal solution of model (13) if and only if and are the optimal solutions of models (4) and (5), respectively.
Proof. The proof is straightforward and we leave it to the reader. □
The above lemma shows that if is the optimal solution of model (13), then the lower and upper bounds of efficiency score of are and ∑ , respectively.
At present, we propose model (14) as an extended version of model (13) in the presence of dual-role factors, which integrates models (8) and (10) .
The objective function of model (14) involves two distinct terms. The first term ∑ ∑ ̂ ∑ ̂ and the second term are the objective function of models (8) and (10), respectively. The set of variables and constraints of model (14) are the union of variables and constraints of models (8) and (10) . The binary variables and play crucial roles in model (14) and they act as a bridge between models (8) and (10) . The value of these binary variables may differ when one solves the two independent models (8) and (10), although model (14) enables us to obtain an identical value for each binary variable, resulting in a unique status for each dual-role factor.
The following lemma and theorem showcase the relation between model (14) and both models (8) and (10) (8) and (10), respectively.
Proof. The proof is straightforward. □
Theorem 2 . Let ( ̂ ̂ ) be the optimal solution of model (14),
Proof. Given Lemma 2, ( ̂ ̂ ) and are the feasible solutions for models (8) and (10), respectively. Therefore, the objective value of model (8) (14) so as to propose an aggregate efficiency model that leads to an appropriate structure for reallocation of dual-role factors across DMUs.
Optimal allocation of a dual-role factor
After accommodating the dual-role factor, Cook et al. (2006) formulated an aggregate model for a situation where a specific dual-role factor is optimally reallocated across all DMUs by a central authority. In this subsection, we develop the model of Cook et al. (2006) under the situation of imprecise data to qualify for reallocation of a dual-role factor .
Assume that and are the minimum and maximum amounts of available resources for the dual-role factor, which a DM is inclined to reallocate to all DMUs in a fairly and reasonable manner. Let {[ ̅ ] } be the set of optimal interval efficiencies calculated from model (14). Furthermore, let us define the following sets:
We then propose the following non-linear programming (NLP) problem: A
It is easy to verify that from the optimal solution ̂ ̂ ̂ of the LP problem (16), we can determine the optimal solution
for the NLP problem (15).
Analogues to the model of Cook et al. (2006) , the members that do not belong to are in an equilibrium position, that is, these members desire neither to acquire nor to lose the resource ( ). This condition is fulfilled by letting for ( ) which is equivalent to the exclusion of from model (15). Undoubtedly, if is able to obtain an increase in the upper bound of without changing other DMU allocations, then the interval efficiency for cannot deteriorate further. However, those other allocations can vary.
An identical role of a dual-role for all DMUs: A fuzzy decision-making method
Solving model (14) provides a bounded interval [ ̅ ] for with a unique status for each dual-role factor; however, in some situations, the DM is seeking an identical designation for dual-role factors for all DMUs. At present, we exploit the interval efficiencies calculated from models (8) and (10) along with the fuzzy nondimensionalization approach proposed by Bellman and Zadeh (1970) with the intent to simultaneously evaluate all DMUs. In effect, the application of Bellman and Zadeh (1970) 's approach to the interval efficiency scores for all DMUs renders the final decision constructive in line with obtaining harmonious solutions through
fuzzy membership function. Assume that and ̅ are the upper and lower bounds of efficiency derived from models (8) and (10) . In order to make a decision about the performance of a certain DMU, the DM may get stuck in the lower and upper bounds of its efficiency as well as different role of dual-role factors. To combat this complicated situation and maximize a satisfaction degree of the DM, the goal can be expressed by dint of a fuzzy set ̃ with the following membership function:
Therefore, if the DM finds it definitely satisfactory, and if ̅ the lowest degree of satisfaction for the DM occurs. Note that, for simplicity but without losing much generality, we look upon the goal ̃ as a linear function but other functions can be used without difficulty.
Based on the fuzzy max-min criterion of Bellman and Zadeh (1970) Presently, we apply the above Bellman-Zadeh's methodology on fuzzy goals ̃ , in which the space of alternatives for the goals is the set of all input, output and dual-role variables (i.e., ) and their associated weights (i.e.
). Thereby, we arrive at the following integrated DEA-based model to simultaneously evaluate all DMUs in the presence of dual-role factors:
This model aims to find a feasible solution which maximizes the minimum membership degrees of efficiency for all DMUs. Model (18) 
, ,
By these substitutions, (18) becomes the following NLP problem:
Since model (19) is still non-linear, let us make the following variable substitutions where , and , and applying them to model (19) leads to the further simplified model (20):
Analogous to model (6), and might simultaneously be non-zero in the optimal solution because these variables are independent. The same idea for dealing with
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26 model (6) can be employed by introducing auxiliary binary variables and model (20) is eventually reformulated to the following non-linear problem: 
For the sake of more clarity of variable transformations employed in models (19) ) and it is easy to verify that its trivial optimal solution is
One way to obtain a non-trivial solution is to impose a positive lower bound on weights.
However, finding a suitable value for the lower bound is intricate since infeasibility may occur in case of an improper lower bound. We therefore propose an intuitive approach to gain a non-trivial optimal solution for model (22) without the need of considering the lower bound.
We develop the MILP model (23) for finding a non-trivial solution for model (22).
Contrary to (22), model (23) maximizes ∑ ∑ [ ( )] rather than
for the purpose of calculating the non-zero vector of input and output weights.
where ̅ is a parameter that varies within [0, 1] . Suppose that the optimal objective value of model (23) 1 is the origin in space, i.e. . 2 For the sake of simplicity and brevity, we utilize ( ̂ ̂) for presenting the feasible solution rather than ( ̂ ̂ ) where and are auxiliary variables.
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We for the present require to seek out a maximal value of ̅ in model (23) Step 0. Let , , .
Step 1. Let .
Step 2. Solve model (23) with ̅ and find the optimal solution ̂ ̂ . If the optimal solution is trivial (zero), let and go to Step 1.
Step 3. If the stopping criterion is not satisfied, let and go to Step 1.
Output. ( ̂ ̂ ) as an optimal solution of model (22).
We base the above algorithm on a bisection approach in order to search the interval [ ] for the purpose of finding maximum value of ̅ such that model (23) has a nontrivial optimal solution. Given that the superscript denotes the iteration number, ( ̂ ̂ ) shows the approximation of the optimal solution. The aim of the algorithm is to operate iteratively to generate a sequence of feasible solutions ( ̂ ̂ ) which finally converges to an optimal solution of model (22).
Consider ̅ as a fixed value. If the optimal solution of model (23) 
optimal value of is halved in each iteration. Thereby, the stopping criterion | | will be finally satisfied and { } will be converged to the optimal objective value of model (22). The schematic of the proposed algorithm is depicted in Figure 1 .
---Insert Figure 1 Here---
The proposed algorithm seeks a suitable value for parameter ̅ in MILP model (23) which can be consider as an appropriate approximation for the optimal objective value of model (22). It should be noted that the optimal objective value of model (22) is ̅ , , ̃ ( ) --which leads to the optimal common set of weights in a way that the worst membership degree has its maximum (best) value.
This property is known as a 'best-of-the-worst' rule in maximin problems used in decision theory. Therefore, the algorithm results in the optimal common set of weights ( ̂ ̂ ) which enables us to measure the efficiency score of DMU 
Application
In this section, we evaluate 20 banks in Gulf Cooperation Council countries (GCC) to illustrate the merits of the proposed approach in our study. The data set taken from Hatami-Marbini et al. (2014) consists of three interval inputs (total assets, Equity and deposits) and two interval outputs (loans and net profit). However, we disregard net profit factor which includes the negative values along with considering deposit as a dual-role factor. Table 1 shows the interval dataset of 20 banks 3
. 3 All models have been solved using CPLEX solver of GAMS software (See Appendix).
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31 ---Insert Table 1 Here---To emphasize the importance of uncertainty in the proposed framework, in comparison with the deterministic approaches in the literature, we analyse five scenarios by considering various data settings. The first four scenarios concern the situation where the crisp data are used to measure the efficiency of 20 banks in the way that these scenarios take account of the lower and upper bounds of the interval data. The last scenario focuses on the proposed method in this research where the observed input-output data and dual-role factor are imprecise.
Precise Scenarios
In the first two precise scenarios, we assume that the inputs and outputs of 20 banks take their lower bounds and upper bounds , respectively. The difference of the first and second scenarios stems from defining the dual-role factor (deposit) which takes their lower bounds for the first scenario and the upper bounds for the second scenario. The last two precise scenarios are oppositely presumed by taking the lower bounds for the outputs and the upper bounds for the inputs into account in which the third and fourth scenarios include the upper bounds and lower bound of the dual-role factor, respectively. As a result, the four precise scenarios represent the deterministic efficient frontiers by means of { }, { }, { }, and { }, respectively. Table 2 reports the precise efficiency scores of four precise scenarios by solving the deterministic DEA model (3) proposed by Cook et al. (2006) . Table 2 Here--- Table 2 . To determine the actual status of the dual-role factor , we need to focus on the optimal value of and after running model (3) as presented in Table   3 . In all scenarios, the dual-role factor (deposit) is treated as a non-discretionary input for Banks 1, 3 and 20 since their value for is positive while it is functioned as an output for other banks due to .
---Insert
---Insert Table 3 Here---
Imprecise Scenario
Given the imprecise data in this scenario, we first solve models (8) and (9) to calculate the upper and lower bounds of efficiencies of the banks as reported in the ‚ ‛ and ‚ ‛ columns of Table 4 . The status of deposit (dual-role factor) concerns the optimal value of and variables. The ‚ ‛ and ‚ ‛ columns in Table 4 showcase their optimal values for all the banks, in which the deposit is treated as an output and input if { } and { }, respectively, for a given bank. Note that the deposit factor is at the equilibrium status if { }. Table 4 Here---Apart from Bank 8, the value of for all the banks is equal to one. Therefore, the upper bounds of efficiencies in this situation cannot act as a focal point for evaluating the units. In such case, the lower efficiency is of interest to us, although the values reported in the ‚ ‛ column of Table 4 may not be the lowest efficiency as showed in Theorem 1. We hence re-calculate the lower bounds of efficiencies for the banks using the proposed model (10) as presented in the ‚ ̅ ‛ column of Table 4 . As can be observed from the results, the lower efficiency obtained from model (10) is always less than or equal to the efficiency derived from model (9) (c.f., Theorem 1).
---Insert
In addition, model (10) improves the discriminatory power contrary to the results
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A N U S C R I P T 33 calculated from model (9). After running model (10), we enable to determine the status of the deposit by dint of the optimal value of and in which it is acting as an input and output if { } and { },
respectively, but deposit is at the equilibrium status in case of . As a result, from the pessimistic standpoint (lower efficiency) and the results reported in the 3 rd and 4 th columns of Table 4 , the deposit factor is viewed as an input for Banks 3, 7, 15 and 17 while it is at the equilibrium status for the outstanding banks.
From the optimistic viewpoint (upper efficiency) and the results reported in the 9 th and 10 th columns of Table 4 , the deposit factor is designated as an input for Bank 1, is at the equilibrium status for Banks 3, 7, 14 and 20 and designated as an output for the outstanding banks.
As can be seen, the role of the deposit with respect to the values of ̅ , and is not identical for the majority of DMUs. To deal with the problem, we solve model (10), i.e., [ ̅ ] . Given the results derived from model (14), the deposit considered as an output for Banks 4, 6, 7, 8, 10, 13, 15, 16, 17 and 20 and is at the equilibrium status for the other banks.
Reallocation of deposit
Taking into consideration the results computed from model (14), the following sets can be defined: Table 5 shows the result after applying model (15). Table 5 Here---
---Insert
The second and fourth columns of Table 5 show the current allocation and new reallocation of deposit in the form of interval values, respectively, and the third and fifth columns of Table 5 report the current and new interval efficiencies. The changed values are in bold. As can be seen, there is no efficiency shift in the lower bound of reallocation even though the upper bounds of reallocation for several banks are changed. We therefore calculate the ratio of the new efficiency to current efficiency, as presented in ‚ratio‛ column of Table 5 , to determine the efficiency change through the reallocation process. Whilst in the majority of cases the resulting reallocation remains unchanged, the efficiency of 30% of banks are augmented (in bold in Table 5 ) due to the reallocation exercise and deposit changes in 50% of banks (listed in bold in the last column of Table 5 ).
An identical role of deposit for all banks
As such, the ranking order of the banks can be provided based on the lower bounds of the efficiencies ̅ although we are in need of taking Bellman-Zadeh's approach into account due to the dearth of compatibility of identifying the status of the dualrole factor using models (8) and (10) . In this regard, we use the interval efficiency to define the fuzzy goal for each back. For instance, the interval efficiency of Bank 1 calculated from models (8) and (10) Figure 2 .
---Insert Figure 2 Here---
We hence need to solve model (18) to acquire the optimal common weights (i.e.
) and identical role of deposit. In doing so, we apply the proposed algorithm to find the optimal value of and its associated weights in model (22). To M A N U S C R I P T 35 implement the algorithm, we set the ‚stopping criterion‛ as | | as well as taking into account interval values of inputs, outputs and dual-roles factors (see Table 1 ) and the interval efficiencies [ ̅ ] obtained from models (8) and (10) (see Table 4 ). The detailed execution of the algorithm with is reported in Table 6 . For instance, the first three iterations for moving toward the maximal value of ̅ in model (23) are described below:
First iteration:
Step 1. Let . The search interval is [ ].
Step 2. Solving model (23) with ̅ leads to the trivial solution
, .
Second iteration:
Step 1.
. The search interval is [ ]
Third iteration:
Step1.
. The search interval is [ ]
Step 2. Solving model (23) with ̅ leads to trivial solution
Step 3. . Table 6 Here---After 14 iterations, the algorithm is ended according to the stopping criterion in which ̅ as an acceptable approximation for the optimal objective value of model (22). As a result, ̂ and ̂ indicate that the deposit factor is treated as an output. Since the optimal solution of model (22) leads to the optimal solution of model (18), it enables us to attain the common weights as ( ) (see the last row of Table 6 ) as well as to calculate the values of the inputs (ASST, EQTY), output
---Insert
(LOAN), and dual-role factor (DEP) using the change of variables as presented in Table 7 . In view of the common weights and the values of we can measure the efficiency scores, membership degrees and ranking of 20 banks as presented in Table 8 .
---Insert Table 7 Contrary to the first four precise scenarios, the proposed algorithm not only reveals the almost identical results regarding the best and worst banks but also it 4 The -cut of a fuzzy set A is define to be a crisp subset of universal set X as { | } where is the membership function of A and  varies within [0,1] (Klir and Yuan 1995) .
A C C E P T E D M
A N U S C R I P T 37 significantly improves the discrimination of the efficient banks in the precise scenarios. Interestingly, the results derived from the algorithm (see Table 8 ) in line with the results from the two proposed models (see Table 4 ) where Banks 20 and 3 are the most efficient and Bank 8 is the most inefficient according to the lower bound of the interval efficiencies.
In terms of managerial implications, the methodology in this study provides clear insights as to how ''deposit'' as a dual-role factor can be treated in efficiency analysis of the uncertain banking and finance industry. Specifically, the model settles whether in a bank the deposit factor is behaving as an input, output or it is in equilibrium (c.f. Table 4 ) along with developing properly model structures for reallocation of the dual-role factor (deposit) across 20 banks in GCC. If it is the interest of the manager to determine the unique role for ''deposit'' among all the banks in addition to monitoring efficiency-based performance, the developed fuzzy decision-making has been employed and consequently the deposit factor is designated as an output. It should be finally emphasized that our analysis in this section is not aimed to demonstrate an in-depth study of the problem, but rather to bespeak the application of the proposed methodology.
Conclusion and future research directions
The conventional DEA models undertake the assumption of an explicit designation for each variable identifying whether it is an input or output. There, however, exist some settings where this assumption is not realistic for some variables (so called dual-roles factors) whose status is input or output. One of the major drawbacks affecting the application of DEA models in the presence of dual-roles factors concerns uncertainty in the data, particularly public data that tend to be dated and may not reveal present technologies. To deal effectively and constructively with data uncertainty in those DEA models which comes from the lack of available data and data inaccuracy, we propose an interval DEA approach for the purpose of providing a reliable situation for decision makers against ignoring effects of uncertainty. To
this end, we first propose a pair of interval DEA models from the pessimistic and optimistic standpoints to measure the interval efficiencies where some or all observed inputs, outputs and dual-role factors are represented by intervals. The models assign the optimal multipliers to each dual-role factor in order to designate that it is an output, input, or is in equilibrium. The consideration of two models from the pessimistic and optimistic viewpoints may reveal two different roles for a given dual-role factor which are frequently not acceptable from the decision makers.
Therefore, by taking the interval efficiency score into account as the fuzzy goal for each DMU, we implement the fuzzy decision-making approach based upon the fuzzy max-min criterion. Due to the non-linear model, we develop an algorithm to find the optimal solution so as to obtain the efficiency of each DMU and associated membership degree besides the unique designation of the dual-role factors. We consider a case study of the banking industry to illustrate the applicability of the proposed model. The approach proposed in this research study provides a common framework for future research and we strongly feel that this area would be both economically and methodologically a fruitful area for new research. We particularly propose future research studies on new algorithms for solving the proposed MILP and NLP models by a special focus on improving both execution time and quality of the solutions. Furthermore, the big-M method is leveraged in the developed formulations but in practice a value of M must be defined for computer calculation.
A very small value of M may make the solutions erroneous on the one hand and a very high value of M can result in the rounding errors on the other hand. Since finding the proper value of M is beyond the scope of this study, we propose it as another topic for future research. A C C E P T E D M A N U S C R I P T 46 
