Abstract
Introduction

11
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of the analysis. Envelopes achieve efficiency gains by basing estimation on the variation Local optima are another complication that may increase the difficulty of the computations 23 and the analysis generally. Until recently, envelope methods were available only in Matlab, 24 as these computing issues hindered implementation in R. yses. An R package that implements the algorithm was developed and is available at 31 http://www.stat.ufl.edu/˜zhihuasu/Renvlp.
32
In the remainder of this introduction we review envelopes and describe the computing 33 issues in more detail. We let P (·) denote a projection with Q (·) = I − P (·) , let R r×c be the set of all real r ×c matrices, and let S k×k be the set of all real and symmetric k ×k matrices.
If M ∈ R r×c , then span(M) ⊆ R r is the subspace spanned by columns of M. vec is the 36 vectorization operator that stacks the columns of a matrix. A subspace R ⊆ R p is said to 37 be a reducing subspace of M ∈ R p×p if R decomposes M as M = P R MP R + Q R MQ R .
38
If R is a reducing subspace of M, we say that R reduces M. 
where ε i ∈ R r is a normal error vector with mean 0, variance Σ > 0 and is independent 43 of X, α ∈ R r and β ∈ R r×p is the regression coefficient matrix in which we are primarily combinations of Y whose distribution is invariant to changes in X. Specifically, let P E Y denote the projection onto a subspace E ⊆ R r with the properties (1) the distribution of
Computational issues 95
The approaches reviewed in the last section all require estimation of an envelope, now rep-
96
resented generically as E M (U), the smallest reducing subspace of M ∈ S r×r that contains 97 U ⊆ R r , where M > 0. Let u = dim{E M (U)}, let Γ ∈ R r×u be a semi-orthogonal basis 98 matrix for E M (U), let (Γ, Γ 0 ) be an orthogonal matrix, let M be a √ n-consistent estimator
99
of M, and let U be a positive semi-definite √ n-consistent estimator of a basis matrix U 100 for U. With u specified, the most common objective function used for envelope estimation
and the envelope is estimated as E M (U) = span{arg min L u (G)}, where the minimum is 103 taken over all semi-orthogonal matrices G ∈ R r×u . Objective function (3) corresponds
104
to maximum likelihood estimation under normality for many envelopes, including those 105 associated with (1) . Otherwise it provides a √ n-consistent estimator of the projection onto 106 E M (U) provided M and U are √ n-consistent (Cook and Zhang [7] , who also provided 107 additional background on L u (G)).
108
In the case of response envelopes reviewed in Section 1.1, M is the covariance matrix 109 of the residuals from the ordinary least squares fit of (1) √ n-consistent estimator of V φφ (θ) and U = φ φ . In this section we describe how to choose the u columns of the starting value for G is the one that minimizes L u (G).
For any orthogonal matrix
O ∈ R u×u , L u (G) = L u (GO), so L u (G) depends
186
We make use of the following result. 
convenience that the eigenvalues of M are unique, which will typically hold with probabil- 
where g i is the i-th selected eigenvector of M (the i-th column of G). Computation is now 208 easy, since we just select the u eigenvectors of M that maximize g i U M g i .
209
Applying this in response envelopes, let S X denote the marginal sample covariance
X is a standardized version of the ordinary least squares estimator B of β. Define J *
standardized version of U. Let V * u be the collection of all subsets of u eigenvectors of
Consequently, instead of L u (G) we can again work with a more amenable objective and evaluating at all r-choose-u elements of V * u will be effectively impossible when r is 223 large. For these reasons we again replace the ln-determinant with the trace and minimize
, which is equivalent to maximizing
where g i is the i-th selected eigenvector of M + U (the i-th column of G). Computation is 226 again easy, since we just select the u eigenvectors of M + U that maximize g i U M+U g i .
227
This is exactly the same as the previous case, except the standardization of U is with
Applying this in response envelopes,
X is another standardized matrix of ordinary 231 least squares regression coefficients as before. 
239
Depending on the scales involved, standardization can also be counterproductive when 240 the sample size is not large enough to give sufficiently accurate estimates of M and U.
241
In such cases, we abandon the standardization and use either K *
to the eigenvectors of M + U. We now have four possible starting values from which to 245 choose, corresponding to the arguments that minimize rows of G which we can then partition as
L u (G) can be re-parameterized as a function of only A:
With this objective function minimization over A is unconstrained. The number of real 261 parameters u(r − u) comprising A is the same as the number of reals needed to specify 262 uniquely a u-dimensional subspace of R r ; that is, a single element in the Grassmannian.
263
If u(r − u) is not too large, L u (A) might be minimized directly by using standard 264 optimization software and the starting values described in Section 2. In other cases mini-265 mization can be carried out by minimizing iteratively over the rows of A. Suppose that we 266 wish to minimize over the last row a of A. Partition
Then after a little algebra, the objective function for minimizing over a with A 1 held fixed can be written up to terms that do not depend on a as
where
The objective function L u (a | A 1 ), which depends only on logarithms of quadratics in a,
271
can now be minimized using any suitable off-the-shelf algorithm. Iteration then cycles over 272 rows of A until a convergence criterion is met.
273
This algorithm requires the starting value G start described in Section 2. Prior to ap-274 plication of the algorithm we must identify u rows of G start and then constrain the matrix 275 G start,u formed from those u rows to be non-singular. This implies that the matrix formed 276 from the corresponding rows of a basis matrix for E M (U) should also be non-singular. 
288
Then Γ start is a basis matrix for E M (U) and G start,u converges to Γ start,u at rate √ n.
289
The new algorithm estimates a basis Γ row by row, while the 1D algorithm optimizes 290 column by column. When u is small, the 1D algorithm tends to be a bit more efficient as it The first series of simulations was designed to illustrate why it is important to consider the and A 2 ∈ R r×u was computed in degrees as the arc cosine of the smallest absolute singu-303 lar value of A 1 A 2 , and β start = P start B, where P start is as defined in Proposition 2.4.
304
The starting value is still denoted as G start but its definition depends on the simulation.
305
Γ = arg min L u (G) was obtained from the new algorithm described in Section 3 using the 306 simulation-specific starting value G start , and E M (U) = span( Γ).
307
Scenario I. This simulation was designed to illustrate a regression in which the eigen-
308
values of Σ are close and the signal is strong. We generated the data with p = r = 100, 309 n = 500 and u = 20, taking Ω and Ω 0 to be diagonal matrices with diagonal elements gen- of Section 2 and confirmed by the results in Table 1 .
318
The overarching conclusion from from the starting value produced essentially no change in the angle, the value of the objec- tive function or the envelope estimator of β.
323
Scenario II. We generated data with p = r = 100, n = 500 and u = 5, taking Ω = I u
324
and Ω 0 = 100I r−u . Elements in η were independent uniform (0, 10) variates, X followed 325 multivariate normal distribution with mean 0 and covariance matrix 25I p , and (Γ, Γ 0 ) was 326 obtained by standardizing an r × r matrix of independent uniform (0, 1) variates. Since the 327 eigenvalues in Ω and Ω 0 are very different and the signal is modest, the results in Table 2 328 show as expected from the argument given in Section 2 that the starting values based on 329 M = S Y|X did much better than those based on S Y . As in Scenario I, the starting value did 330 very well. Iteration improved the starting value a small amount and scaling had no notable 331 affect.
332
Scenario III. The intent of this simulation is to demonstrate the importance of scaling 333 U. We generated data with p = r = 30, n = 200 and u = 5, taking Ω to be a diagonal 334 matrix with diagonal elements 1.5 1 , . . . , 1.5 u and Ω 0 to be a diagonal matrix with diagonal 335 elements 1.5 u+1 , . . ., 1.5 r . Elements in η were generated as independent uniform (0, 10) Table 2 : Results for scenario II. The starting value G start was constructed from the eigenvectors of the matrices indicated by the headings for columns 2-5.
variates, X followed the multivariate normal distribution with mean 0 and covariance ma-337 trix 100I p , and (Γ, Γ 0 ) = I r . We see from the results of Table 3 in all other results of this section, the smallest value of L u (G start ) produced best results.
340
Standardized U Unstandardized U was generated by standardizing a matrix of uniform (0, 1) random variables. In this setup 343 heteroscedasticity across the elements is reduced substantially from that in Scenario III.
Summary statistic
As indicated in Table 4 , the standardization no longer provides much improvement. Also,
345
since the eigenvalues of Ω and Ω 0 are similar, S Y|X again does not work well. to denote the basis generated by the the 1D algorithm.
362
Scenario V. In this scenario we set r = 100 and n = 250. To reflect multivariate re-
363
gressions with large immaterial variation, so envelopes give large gains, we generated the 364 error covariance matrix as Σ = ΓΩΓ + Γ 0 Ω 0 Γ 0 , where Ω = AA , Ω 0 = CC , the 365 elements in A were generated as independent standard normal variates and elements in C
366
were generated as independent normal (0, 5 2 ) variates. The results are shown in Table 5 .
367
The 1D algorithm tends to perform a bit better on accuracy (Table 5) for small values of that for the 1D algorithm.
376
Scenario VI. We again set r = 100 and n = 250. To reflect multivariate regressions 377 with small immaterial variation, so envelopes give worthwhile but relatively modest gains, we generated the error covariance matrix as Σ = ΓΩΓ + Γ 0 Ω 0 Γ 0 , where Ω = AA ,
379
Ω 0 = CC , the elements in A were generated as independent normal (0, 5 2 ) variates 380 variates and elements in C were generated as independent standard normal variates. The 381 results shown in Table 6 broadly parallel those in Table 5 for Scenario V, but now the 382 performance of the new algorithm is stronger, both in terms of accuracy and time. Table 6 : Scenario VI: (A) Angle between E M (U) and the indicated subspace. (B) Computing time in seconds for the indicated subspace. E M (U), span(G start ) and span( Γ 1D ) denote the estimated subspaces by the new non Grassmann algorithm, the starting values described in Section 2 and the 1D algorithm.
Scenario VII. This scenario was designed to emphasize the time differences between the 384 1D algorithm and the non Grassmann algorithm. We set n = 500 and varied r from 150 to 
389
However, as shown in Table 7 Table 7 : Scenario VII. Computing time in seconds for the indicated subspace. E M (U) and span( Γ 1D ) denote the subspaces by the new non Grassmann algorithm and the 1D algorithm.
Contrasts on real data
396
In this section we compare the computing time for the new non Grassmann algorithm and 
Glass data
414
Our algorithm is applicable in many envelope contexts other than response envelopes. We 415 used predictor envelopes (Cook et al. [1] ) for this illustration.
416
The dataset contains measurements of the chemical composition and electron-probe-X- 
with equality if and only if G 0 MG = 0, which is equivalent to requiring that span(G) 473 reduce M.
474
The conclusion that ln |G MG| + ln |GM −1 G| is also minimized when span(G) is 475 any u-dimensional reducing subspace of M follows because
Then from Proposition 2.1, an argument minimizes L u (G) if and only if it minimizes
where f 2 is defined implicitly and U = u u is a decomposition of U with u ∈ R r×k . To
where the third equality follows because G 0 ∈ V u reduces M.
483
C. Proof of Proposition 2.3
484
Let W = M + U for notational convenience and start with the objective function
where u is as defined in the proof of Proposition 2.2. The sum of the first and last terms 486 on the right side of this representation is always non-negative and equals 0, its minimum 487 value, when the columns of G span any reducing subspace of W = M + U. Restricting
488
G in this way,
and the middle term of L(G) reduces to
492
D. Proof of Proposition 2.4 493
We demonstrate the result in detail for K M . The corresponding result for the other three K 494 functions follows similarly.
495
Recall that
where g i is an eigenvector of M.
496
The population version of this objective function is
whereg is an eigenvector of M andG = (g 1 , . . . ,g u ). We next show that
Consider a generic envelope E A (S), where A > 0 with eigenspaces A i , i = 1, . . . , q.
499
Cook et al. [3] show that this envelope can be characterizes as E A (S) = q i=1 P A i S. As a 500 consequence there are u = dim{E A (S)} orthogonal eigenvectors a 1 , . . . , a u of A so that
where s is a basis matrix for S. 
where the maximum is taken over the eigenvectors v i of A. Equality holds since the max-505 imum must select u eigenvectors of A that are not orthogonal to ss .
506
Comparing this general argument withK M (G) we see that arg maxK M will select u 507 eigenvectors of M that are not orthogonal to M −1/2 UM −1/2 and consequently for n sufficiently large |G u | = 0 with a specified high probability. As a consequence, for n 520 sufficiently large, rank(G start ) = u with arbitrarily high probability.
521
Perform Gaussian elimination with partial pivoting on G start and denote the resulting 522 u × u submatrix by G start,u . From the preceding discussion, G start,u is nonsingular with 523 high probability for sufficiently large n. Also, perform Gaussian elimination with partial 524 pivoting to Γ start and denote the resulting nonsingular u × u submatrix by Γ start,u . The 525 proposition is then established if G start,u is a √ n consistent estimator of Γ start,u .
526
First we assume that the pivot elements for Γ start are unique and occur in rows r i , 527 i = 1, . . . , u. In the first step of Gaussian elimination, for an arbitrary > 0, we can 528 find an N 1 such that when n > N 1 , the corresponding element in row r 1 of G start is 529 the one having the largest absolute value with probability at least 1 − . In other words,
530
row r 1 will be selected in G start with probability at least 1 − . We call the resulting 531 matrices Γ start,1 ∈ R r×u and G start,1 ∈ R r×u . As Gaussian elimination involves only 532 simple arithmetic operations, G start,1 converges to Γ start,1 at rate √ n. Now, for the second step in Gaussian elimination, we do partial pivoting in the second columns of G start,1 and 534 Γ start,1 . Then, for an arbitrary > 0, we can find an N 2 > N 1 such that when n > N 2 , the 535 elements chosen for G start,1 and Γ start,1 will be the same with probability at least (1 − ).
536
Continuing this process, for n > N u , rows r 1 , . . . , r u in G start are selected with prob-537 ability at least (1 − ) u . Let · denote some matrix norm. As G start converges to Γ start +pr(not all rows r 1 , . . . r u are selected)
Since > 0 is arbitrary and + {1 − (1 − ) u } tends to 0 as tends to 0, G start,u converges 542 to Γ start,u at rate √ n.
543
To deal with non-unique pivot elements, assume that there are ties in one column. When
544
we perform Gaussian elimination with partial pivoting on Γ start in the step with k ties, we 545 can choose whichever of the tied elements, resulting in all the cases in non-singular matri-546 with partial pivoting on G start , using the preceding reasoning, there will be probability at 548 least (1− ) u /k that we pick the rows in A i , i = 1, . . . , k. Then A converges to A 1 , A 2 , . . .
549
or A k with rate √ n, so A converges to a non-singular matrix with rate √ n. If we have ties 550 in more than one step we divide further probabilities, since the number of the steps and u 551 are fixed the proof flows similarly. 
