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Abstract
The anomalous transport and thermodynamic properties in the quantum-critical region, in the
cuprates, and in the quasi-two dimensional Fe-based superconductors and heavy-fermion com-
pounds, have the same temperature dependences. This can occur only if, despite their vast mi-
croscopic differences, a common statistical mechanical model describes their phase transitions.
The antiferromagnetic (AFM)-ic models for the latter two, just as the loop-current model for the
cuprates, map to the dissipative XY model. The solution of this model in 2+1 D reveals that
the critical fluctuations are determined by topological excitations, vortices and a variety of instan-
tons, and not by renormalized spin-wave theories of the Landau-Ginzburg-Wilson type, adapted
by Moriya, Hertz and others for quantum-criticality. The absorptive part of the fluctuations is
a separable function of momentum q, measured from the ordering vector, and of the frequency
ω and the temperature T which scale as tanh(ω/2T ) at criticality. Direct measurements of the
fluctuations by neutron scattering in the quasi-two-dimensional heavy fermion and Fe-based com-
pounds, near their antiferromagnetic quantum critical point, are consistent with this form. Such
fluctuations, together with the vertex coupling them to fermions, lead to a marginal fermi-liquid,
with the imaginary part of the self-energy ∝ max(ω, T ) for all momenta, a resistivity ∝ T , a T lnT
contribution to the specific heat, and other singular fermi-liquid properties common to these diverse
compounds, as well as to d-wave superconductivity. This is explicitly verified, in the cuprates, by
analysis of the pairing and the normal self-energy directly extracted from the recent high resolution
angle resolved photoemission measurements. This reveals, in agreement with the theory, that the
frequency dependence of the attractive irreducible particle-particle vertex in the d-wave channel is
the same as the irreducible particle-hole vertex in the full symmetry of the lattice.
PACS numbers:
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I. INTRODUCTION AND PHENOMENOLOGY
The schematic phase diagram of a Fe-based superconductor, a heavy-fermion compound
and of the hole-doped cuprates is shown in Fig. (1). All three are anisotropic 2 D metals; the
first two, in the region of critical fluctuations due to their (AFM)-ic quantum-critical point
(QCP), have properties remarkably similar to those in cuprates in a region I of their phase
diagram. The dependence of the resistivity on temperature in both is linear, the entropy or
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model which gives the symmetry of the observed order and
its approximate magnitude. It is instructive to note that
equation (31) is the orbital-angular momentum analog of
the familiar collective spin-fluctuation coupling to spin-flip
excitations of fermions.
We may write equation (31) in momentum space;
Hint =
∑
k,k′,σ
g i(kˆ × kˆ′)ψ+(k, σ )ψ+(k′, σ )U(k − k′) + H.C.
(32)
The coupling constant for the scattering of fermions by the
fluctuations can be extracted from the ARPES data in the
normal state, figure 12 [76]. From such measurements,
one deduces that the coupling constant λ0 for all cuprates
measured by ARPES is between about 0.7 and 1 and the cut-
off ωc is between 0.4 and 0.5 eV. The lattice generalization
of equation (32) also predicts that the scattering rate varies
∝a + b cos(4θ) where θ is measured from the π,π direction
with a variation of about a factor of 2 going from the π,π to
the π, 0 direction.
The momentum dependence of coupling, even though
the spectrum itself is momentum dependent is crucial to
the symmetry of superconductivity promoted by the critical
fluctuations. This is seen as follows: Integrating over the
fluctuations in equation (32) gives an effective vertex for
scattering of fermion pairs:
Hpairing ≈
∑
kσk′σ ′
'(k,k′)c†σ ′(−k′)c†σ (k′)cσ (k)cσ ′(−k);
'(k,k′) = γ (k, k′)γ (−k,−k′)Reχ(ω = ϵk − ϵ′k). (33)
This is correct to O(λωc
Ef
), where λs are the dimensionless
coupling constants exhibited below. In the continuum
approximation for fermions near the Fermi energy, γ (k,k′) ∝
i(k × k′). The pairing vertex is then
'(k,k, ) ∝ −(k × k′)2Reχ(k − k′,ω). (34)
Since Reχ(k − k′),ω) < 0 for −ωc < ω < ωc, independent
of momentum, the pairing symmetry is given simply by
expressing (k × k′)2 in separable form
(k × k′)2 = 1/2[(k2x + k2y)(k
′2
x + k
′2
y )− (k2x − k2y)(k
′2
x − k
′2
y )
− 4(kxky)(k′xk′y)]. (35)
Pairing interaction in the s-wave channel is repulsive, that in the
two d-wave channels is equally attractive, and in the odd-parity
channels is zero. The factor i in γ (k,k′) present because the
coupling is to fluctuations of time-reversal odd operators, is
crucial in determining the sign of the interactions of the pairing
vertex.
The high resolution ARPES spectra [59, 79, 80] in the
superconducting state have also been inverted using the
Eliashberg equation for the ‘normal’ self-energy to deduce
the fluctuation spectra. The spectra are consistent with that
of the state above Tc, and shows deviations only for energies
below the superconducting gap as expected for any spectra of
particle–hole fluctuations. Although it is quite unlikely that the
anomalous or pairing self-energy is given by different spectra
than the one deduce from the normal self-energy, the deduction
of the spectra from the anomalous self-energy requires even
Figure 13. The phase diagram of Co-doped FeAs2 [82, 83]. The
green triangles mark the transition to an altered structure while the
black circles mark the antiferromagnetic transition.
Superconducting region is shown in blue.
higher resolution that currently available, as explained in [79].
This is the last remaining hurdle in unambiguously identifying
the fluctuation spectra responsible for superconductivity.
To estimateTc, we use what has been discussed in section 2
about the effect of inelastic scattering on finite angular-
momentum pairing. Tc is given approximately by
Tc ≈ ωc exp(−(1 + |λs|)/|λd|), (36)
where λs is the coupling constant which appears in the normal
self-energy and λd, the coupling constant which appears in
the pairing self-energy. From the measurements summarized
above and equation (34), λd/λs ≈ 1/2. Using the deduced
value of λs and ωc from the ARPES measurements, one
estimates a value of Tc ≈ 100 K. Although Tc is expected
to reduce in the underdoped region due to the competing phase
and in the overdoped region due to the change in the spectra to
an incoherent spectra below a crossover scale, no quantitative
calculations for these effects exist.
4.4. The case of the Fe-Pnictides
The superconductivity discovered in the Fe-pnictides is also
quite unlikely to be induced through interaction with lattice
vibrations. A recent review is [81]. The highest Tc in this
class of compounds so far is about 50 K in RFeAs(O1−xFx):
(R = Ce, Pr, Sm, Nd, etc). The ‘parent compound’
at x = 0 is metallic but antiferromagnetic. The lack
of significant observable feature in the specific heat at the
high superconducting transition temperatures raises doubt as
to whether bulk superconductivity in this structure of the
Fe-pnictides has indeed been found. There is also some
evidence that this structure may have a two-phase co-existence
as a function of doping. A closely related new structure of
Fe-pnictides called 122 appears to form good single crystals.
Thermodynamic data indicate bulk superconductivity. The
phase diagram of this class of materials appears similar for
both hole doping and electron doping. The superconducting
region is organized around a quantum critical point, see
15
1. Not convention l s-w ve superconductivity.
2. New results on single layer FeAs2 very important
as to choice of model and necessary new physics.
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any reasonable microscopic calculation gives that the cut-off
of the fluctuations goes down as renormalizations increase.
For example, the spin-fluctuation frequencies go down as the
magnetic susceptibility increases, etc.
Let us turn briefly to the microscopic calculations from
weak-coupling theory. In the paramagnon model, the best
of these is due to Levin and Valls [49]. The local Hubbard
interaction
Hint = I
∫
drdr′n(r)n(r′)δ(r − r′) (26)
promotes ferromagnetic exchange in free fermions (no
lattice potential) and associated increase of the amplitude of
ferromagnetic spin-fluctuations for I < Ic, the critical value
for ferromagnetism. This model does not describe the physics
of He3 very well because of the substantial range of the hard-
core interactions compared with inter-particle spacing; it does
not give the right values of the Landau parameters or their
pressure dependence. But nevertheless several features of
our interest in relation to calculations of Tc, from fluctuations
induced by particle–hole interactions, from such a model (and
its modifications) have substantial educational value because
RPA respects conservation laws. Levin and Valls performed
such calculations in the Hubbard model to c lculate both the
Landau parameters as well as solve the Eliashberg equations
with the fluctuation spectra obtained in the calculations. The
important results of their analysis and calculations are:
(1) The pairing interaction in the ℓ = 1 channelV1 has a direc
dependence on I but o does he effective mass as well as
a m∗/m. The renormalized pairing interaction parameter
λ1depends on the product V1(m∗/m)−1. Moreover the
self-energy correction in the Tc formula depends on
parameter λ0. This goes up with I . This reduces Tc and
may be taken to contribute to an effective reduction of cut-
off if one insists on using the BCS formula for Tc even for
finite ℓ.
(2) The net effect still is that Tc goes up with increasing
I except close to the ferromagnetic transition, where it
swings downwards towards 0. This is due to the pile up
of the fluctuation spectra to low energies for I close to
Ic. This has two deleterious effects on Tc: it in reases
inelastic scattering and reduces the cut- ff ωc.
These conclusions are consistent with those from the analysis
of the Eliashberg equations with a general form of pairing
and self-energy kern l discussed above as well as with the
conservation laws, when they can usefully be applied.
4.2. Empirical results on heavy fermions
Heavy-fermion compounds show superconductivity, generally
associated with an AFM qcp, (but note the interesting case
of CeCu2Si2 under pressure, where two forms of criticality,
AFM, and mixed valence each seem to have an associated
superconducting region [50]), although the converse is not
true; AFM qcps in some heavy-fermi n compounds are
not accomapanied by supercond ctiv ty. Superconductivity
always appears to be in a finite a gular-momentum stat and
is not due to electron–phonon interactions.
Figure 7. Phase Diagram of a 115 compound and alloys at various
pressures shown. Figure is reproduced from [51].
Heavy fermions in rare-earth and actinide compounds
are the ultimate realization of the ideas of analyticity and
continuity which underlie the Landau quasi-particle idea. In
their Fermi liquid regime, the effective mass enhancement in
several heavy-fermion compounds is 0(103) and the quasi-
particle renormalization residue z is O(10−3). This situation
changes in the quantum-critical regime where the quasi-
particle idea breaks down and transport and thermodynamic
properties are not those of a Fermi liquid. This is a beautiful
example of how z → 0 as T → 0, only logarithmically,
produces completely different physical properties at low
temperatures than z ≈ 10−3.
Knowing the Fermi liquid renormalizations is not as
useful to deduce parameters for superconductivity in heavy
fermions as in liquid He3 for two reasons: superconductivity
is near qcps, where such renormalizations are singular and
the qcp are at large q-vectors, where Landau parameters
are not defined. However, the energy scales are set by
the renormalizations given by the Landau parameters above
and are therefore essential to bear in mind. They are ideal
systems to study magnetic fluctuations by inelastic neutron
scattering. But only in a few of them are such results available
near quantum criticality because for the technique to be fully
effective requires large single crystals. From the study of
the thermodynamic and transport properties (such as residual
resistivity, temperature dependence of resistivity, ultrasonic
attenuation, thermal conductivity and nuclear relaxation rates)
in the Fermi-liquid regime, the leading renormalizations in
heavy fermions were found to be qualitatively different from
that in liquid He3. The renormalizations are characteristic of a
sub-set of Fermi liquids in which the single-particle self-energy
is very weakly dependent on momentum compared with on
energy [52].
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FIG. 1: Left: The universal Phase Diagram for hole-doped cuprates. The spin-glass region and
the weak charge density waves with an with ut magn tic fields, wh ch occur in Region II are not
shown. Nor is the termination of the T ∗(x) line. M ddle: The phase diagram of Ba(Fe1−xCox)2As2
[1, 2]; the green triangles mark the transition t an ltered structure while the black circles mark
the AFM transition The superconducting region is shown in blue. Right: The phase diagram of
the indicated heavy-Fermion compounds, taken from [3].
thermopow r (pr portional to entr py per carrier) is pro ortional to T lnT , and the nuclear
relaxation rate, where available, as a large consta t part. The temperature dependence
of the resistivity and the specific heat in C Cu6 for various substi u ions of Au for Cu or
und r pressure, nea quantum-cri icality [4, 5], is shown in Fig. (2). The esist c in one
of the Fe-based compounds near quantum-criticality, with and without magnetic fields, and
the thermopower are shown in Fig. (3). The Fe compounds in the Fermi-liquid region of
their ph se diagram have an effective mass of O(1), while the well studied heavy Fermion
compound, CeCu6−xAux [4] or CeCu6−xAgx [6] have an effective mass of O(103). All these
anomalies (and many more) were discovered [7] and studied [8, 9] first in the cuprates in
3
region I of Fig. 1, which is obviously not a region of AFM criticality but abuts the region
II, which occurs along a line T ∗(x), where thermodynamic and transport properties change
universally in all cuprate families.
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FIG. 9 Electrical resistivity ρ of CeCu6−xAux vs. tempera-
ture T , with current applied to the a direction. Arrows indi-
cate the Ne´el temperature. Inset shows data for x = 0.1 along
the b direction. For all directions, ρ = ρ0 + A
′T is observed.
From v. Lo¨hneysen et al., 1998a.
which is expected for a FL with dominant quasiparticle–
quasiparticle scattering for T → 0. This has been ob-
served before for CeCu6 (Amato et al., 1987). For x = 0.1
a linear T dependence of ρ is observed between 20mK
and 0.6K (see Fig. 9), signaling NFL behavior. The
anisotropic ρ(T ) dependence of the magnetically ordered
alloys can be qualitatively interpreted in terms of the ob-
served magnetic order: ρ(T ) for all alloys except x = 1
increases below TN for current directions with a non-zero
projection of the magnetic ordering vector Q determined
from elastic neutron scattering (v. Lo¨hneysen et al.,
1998b). An increase of ρ(T ) below TN has been observed
before in other HFS, for example, in CeRu2−xRhxSi2 as
will be discussed below (Miyako et al., 1997).
The abundance of low-energy magnetic excitations as
TN → 0 has been suggested to cause the NFL behav-
ior at the magnetic instability (v. Lo¨hneysen et al.,
1994). This is supported by the recovery of FL behav-
ior in high magnetic fields B (Finsterbusch et al., 1996;
v. Lo¨hneysen et al., 1994). A negative deviation from
the C/T ∼ ℓn(T0/T ) divergence is seen for all fields
B ≥ 0.2T, with a crossover temperature roughly obeying
Tcr ∼ B. A similar systematic recovery of FL behavior
of a quantum critical system upon application of a mag-
netic field has been observed in many other systems. We
add that the high-field specific heat of all CeCu6−xAux
alloys including x = 0.1 can be reasonably well described
(Schlager et al., 1993; v. Lo¨hneysen et al., 1996a) within
a single-ion Kondo model.
The ℓn(T0/T ) dependence of C/T and the linear T
dependence of ρ in CeCu6−xAux at the magnetic insta-
bility have constituted a major puzzle ever since they
were first reported. The LGW theories for 3d itinerant
fermion systems predict C/T = γ0−β
√
T and∆ρ ∼ T 3/2
for antiferromagnets (z = 2), while C/T = ℓn(T0/T ) and
∆ρ ∼ T 5/3 are expected for ferromagnets (z = 3), see
Secs. III.C–III.F. In addition, TN should depend on the
control parameter rx = x−xc or rp = p−pc as TN ∼ |r|ψ
with ψ = z/(d+ z − 2) = z/(z + 1), Eq. (91), for d = 3,
while for CeCu6−xAux ψ = 1 for both rx and rp. Rosch
et al. (1997) showed in an analysis similar in spirit to
that of Millis (1993) that 2d critical fluctuations coupled
to quasiparticles with 3d dynamics lead to the observed
behavior C/T ∼ ℓn(T0/T ), ∆ρ ∼ T and TN ∼ |r|.
Let us discuss the question of 2d vs. 3d magnetism
in CeCu6−xAux. CeCu6−xAux does exhibit 3d antifer-
romagnetic ordering, and the anisotropy of the electri-
cal resistivity along different crystallographic directions
does not exceed a factor of 2. Therefore CeCu6−xAux
looks like a 3d antiferromagnetic metal. The magnetic
structure of CeCu6−xAux (0.15 ≤ x ≤ 1) has been in-
vestigated with elastic neutron scattering (Okumura et
al., 1998; v. Lo¨hneysen et al., 1998b). An example of
resolution-limited magnetic Bragg reflections is shown in
Fig. 10. The magnetic ordering vector is Q = (0.625 0
0.253) for x = 0.2 and remains almost constant up to x
= 0.4. For larger x it jumps onto the a∗ axis, Q = (0.56
0 0) for x = 0.5 and (0.59 0 0) for x = 1.
A detailed investigation of the critical fluctuations at
xc = 0.1 using inelastic neutron scattering (Stockert
et al., 1998) showed that the critical fluctuations are
strongly anisotropic and extend into the a∗c∗ plane. This
is inferred from a large number of l scans in the a∗c∗
plane, some of which are shown in Fig. 11. Hence the
dynamical structure factor S(q, ~ω = 0.15meV) has the
form of rods (see Fig. 10). Since a quasi-1d feature in re-
ciprocal space corresponds to quasi-2d fluctuations in real
space, the 2d LGW scenario (Rosch et al., 1997) appears
to be applicable. The width of S(q,ω) perpendicular to
the rods is roughly a factor of five smaller than along
the rods. It is an issue of current debate whether this
anisotropy of the correlation length is enough to qual-
ify the fluctuations as being 2d. The 3d ordering peaks
for x = 0.2 and 0.3 fall on the rods for x = 0.1 which
therefore can be viewed as a precursor to 3d ordering
(Fig. 10). Fig. 11 demonstrates the essentially similar,
albeit broader S(q, ~ω = const) dependence for samples
away from the critical concentration, i.e., for x = 0 and
0.2 (v. Lo¨hneysen et al., 2002).
The dynamic structure factor S(q = const, ~ω) of
CeCu6−xAux was investigated aroundQ = (0.8 0 0), i.e.,
on the rods (Fig. 10), by Schro¨der et al. (1998). They
found a scaling of the dynamical susceptibility of the form
χ−1(q, E, T ) = c−1
[
f(q) + (−iE + aT )α] (149)
⇢
(µ⌦cm)
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ticipated. In the former case, replacement of Ce or U by
a non-magnetic atom in a otherwise stoichiometric HFS
might lead to the formation of a Kondo hole. In the latter
case, replacement of the ligand atom around a given Ce
or U site might change the hybridization and hence of the
local TK. In general, predictions are difficult as to which
effect will be stronger in a given system. Although much
work on QPT that were tuned by composition of substi-
tutional alloys has been done, stoichiometric compounds
avoiding disorder are preferable, as many of the complica-
tions, theoretically anticipated for samples with sizeable
disorder (see Sec. III.J), will be absent. Alternatively,
different tuning parameters should be employed to check
the role of disorder, as has been done for CeCu6−xAux.
1. CeCu6−xAux and CeCu6−xAgx
CeCu6 has been established as a HFS showing no long-
range magnetic order down to the range of∼ 20mK (Am-
ato et al., 1987; O¯nuki and Komatsubara, 1987). CeCu6
crystallizes in the orthorhombic Pnma structure and un-
dergoes an orthorhombic–monoclinic distortion around
200K (Gratz et al., 1987). The change of the orthorhom-
bic angle is only small (∼ 1.5◦). In order to avoid con-
fusion, we always use the orthorhombic notation for the
direction of the lattice vectors. CeCu6 exhibits a pro-
nounced magnetic anisotropy with the magnetization ra-
tios along the three axes Mc : Ma : Mb ≈ 10 : 2 : 1
at low T (Amato et al., 1987). Schuberth et al. (1995)
have extended the measurements of the specific heat C
down to 10mK and of the magnetic susceptibility χ to
even below 1mK. Their analysis of χ at very low T (af-
ter subtraction of an impurity contribution attributed to
Gd) suggests magnetic order around 5mK. This is backed
by NQR measurements which likewise hint at (possibly
nuclear) magnetic order (Pollack et al., 1995). Direct ev-
idence for magnetic order below 2mK was found in the
ac magnetic susceptibility and thermal expansion (Tsu-
jii et al., 2000). µSR measurements have put an upper
limit for a static moment of 10−2 to 10−3 µB/Ce-atom
(depending on the assumption of long-range magnetic vs.
spin-glass order) above 40mK (Amato et al., 1993).
Although CeCu6 does not order magnetically above
5mK, the expectation C/T ≈ const for a FL is not met
very well (see Fig. 7). The single-ion Kondo model with
TK = 6.2K does not fit the data below ∼ 0.4K (Schlager
et al., 1993). Instead C/T increases slightly towards low
T which might be a precursor of the 5-mK order. On the
other hand, the T 2 dependence of the electrical resistiv-
ity is rather well obeyed between 40 and 200mK (Amato
et al., 1987). Antiferromagnetic fluctuations were ob-
served in inelastic neutron scattering by peaks in the dy-
namic structure factor S(Q,ω) for energy transfer ~ω =
0.3meV at Q = (1 0 0) and (0 1±0.15 0) (Rossat-Mignod
et al., 1988). The rather large widths of these peaks cor-
respond to correlation lengths extending roughly only to
the nearest Ce neighbors. These correlations vanish at
FIG. 7 Specific heat C of CeCu6−xAux in the vicinity of the
QPT plotted as C/T vs. temperature T (logarithmic scale).
Application of hydrostatic pressure at the respective critical
value pc shifts C/T of the antiferromagnetic samples x = 0.2
and 0.3 towards NFL behavior for x = 0.1 at ambient pres-
sure. From v. Lo¨hneysen et al., 1996a, 1998a. The inset
shows the Ne´el temperature TN of CeCu6−xAux vs. Au con-
centration x as determined from specific heat (triangles) and
magnetic susceptibility (circles). From Pietrus et al., 1995.
a field of ≈ 2T applied along the easy c direction, also
associated with a shallow maximum at 2T in the differ-
ential magnetic susceptibility dM/dB at very low T (v.
Lo¨hneysen, Schlager, and Schro¨der, 1993). This maxi-
mum has been identified with the “metamagnetic transi-
tion” in loose analogy to the metamagnetic transition in
strongly anisotropic antiferromagnets.
Upon alloying with Au the CeCu6 lattice expands
while retaining – in fact: stabilizing – the orthorhombic
(at room temperature) Pnma structure (Pietrus et al.,
1995). Thus the hybridization between Ce 4f electrons
and conduction electrons, and hence J , decrease, leading
to a stabilization of localized magnetic moments which
can now interact via the RKKY interaction. The result is
incommensurate antiferromagnetic order in CeCu6−xAux
beyond a threshold concentration xc ≈ 0.1. This was first
inferred from sharp maxima in the specific heat C(T )
and magnetization M(T ) (Germann et al., 1988) and
confirmed by neutron scattering (Chattopadhyay et al.,
1990; Schro¨der et al., 1994; v. Lo¨hneysen et al., 1998b).
For 0.1 ≤ x ≤ 1 where Au exclusively occupies the
Cu(2) position in the CeCu6 structure, the Ne´el temper-
ature TN varies linearly with x (Fig. 7). For the stoichio-
FIG. 2: Left: Resistivity of CeCu5.9Au0.1 and Right: Specific heat of CeCu6 under various
substitution of Au or under pressure, near AFM quantum-criticality is shown; from [10]x=0.4
tion to the heat capacity masks the electronic part, and makes
it far more difficult, if not impossible, to extract accurately
th electronic heat capacity that is expected to follow the
scaling laws!. In our high-Tc KxSr1−xFe2As2 system, how-
ever, the low-temperature region is not accessible because
the superconducting state is stabilized and dominates the
physical properties below Tc. Therefore, other physical quan-
tities, like resistivity or thermoelectric power, had to be in-
vestigated with respect to quantum critical scaling properties.
The thermoelectric property near a quantum phase transi-
tion is less well investigated as compared to resistivity or
heat capacity. For CeCu6−xAux "x=0.1! at low temperatures
S"T! was reported to vary nonlinearly with T in contrast to
the linear dependence expected for a Fermi liquid.28 Theo-
retically, logarithmic scaling in the quantum critical regime
of, for example, C /T is expected if the dimension of the
critical fluctuations "d! is equal to the dynamical critical ex-
ponent "z!.25 The critical scaling properties of CeCu5.9Au0.1
have been explained based on a scaling theory for d=2 and
z=2.29 Alternatively, based on a spin-Fermion model pro-
posed by Abanov and Chubukov,30 it has been shown that
low-energy conduction electrons interacting with quasi-two-
dimensional "2D! spin fluctuations give rise to a linear with
temperature resistivity, a logarithmic T dependence of the
heat capacity C /T, and a similar logarithmic scaling of the
thermoel ctric power, S /T# ln"T!.31 The ln"T! dependence
of S /T for K0.42Sr0.58Fe2As2 shown in Fig. 4"b! as well as the
T-linear resistivity "Figs. 2 and 3! are consistent with the
model of low-energy conduction electrons interacting with
quasi-2D spin fluctuations. The lower dimensionality of the
magnetic fluctuations finds its natural origin in the layered
structure of the FeAs compounds with the magnetic Fe ions
confined to the Fe2As2 layers.32
One question remaining is the origin of the magnetism
and free carriers in FeAs compounds. While in typical heavy
Fermion systems "e.g., CeCu6! magnetic moments are intro-
duced through localized f electrons of the rare-earth ions and
conduction electrons are provided by transition metals, this is
not necessarily the case in FeAs compounds since the elec-
trons at the Fermi surface are mainly from hybridized orbit-
als of Fe and As with mainly d-electron or p-electron char-
acter. In the present KxSr1−xFe2As2 system there is no
alternative source for magnetic moments than the Fe ions. A
recent study of the “undoped” parent compounds proposed a
separation of the electronic excitations into an “incoherent”
part, further away from the Fermi surface and giving rise to
local magnetic moments interacting with each other through
frustrated superexchange coupling, and a “coherent” part in
the vicinity of the Fermi surface.9 Recent electron-spin-
resonance experiments on La"O,F!FeAs seem to support the
existence of local magnetic moments, their coupling to itin-
erant electrons, and the presence of strong magnetic
frustration.33 The coherent carriers couple to the local mo-
ments and compete with the SDW order. Increasing the car-
rier concentration by doping can tune the system to a mag-
netic quantum phase transition. The theoretical treatment
within a low-energy Ginzburg-Landau theory indeed de-
scribes an antiferromagnetic quantum phase transition with
the dynamical critical exponent z=2 and the effective dimen-
sion d+z=4.9 However, the dimension and the nature of the
spin fluctuations are important since logarithmic scaling is
expected only for d=2 and z=2 or d=3 and z=3.25 For
three-dimensional magnetic fluctuations "d=3!, the dynami-
cal critical exponent has to be z=3 to explain the logarithmic
scaling, as, for example, in the case of a metallic ferromag-
net. The existence of ferromagnetic spin fluctuations in
FIG. 4. "Color online! Scaling plot S /T vs ln"T! of the thermo-
electric power in the phase diagram of KxSr1−xFe2As2. "a! S /T for
x!0.3, "b! S /T for x"0.5, and "c! S /T in the crossover region
between x=0.3 and x=0.5. The dashed line in "c! shows the loga-
rithmic scaling at the critical doping xc.
GOOCH et al. PHYSICAL REVIEW B 79, 104504 "2009!
104504-4
FIG. 3: Left: Resistance at various magnetic fields from 0 to 65 Tesla, giv n in different col rs,
in Ba(Fe1−xCox)2As2 for x = 0.41 close to the quantum-critical composition, from [11], Right:
Thermopower in KxSr1−xFe2As2 from [12]
A magneto-electric order due to loops of orbital currents, breaking time-reversal and
reflection symmetry but preserving translational symmetry, was predicted for region II of
Fig. (1) in cuprates [13, 14]. There is considerable direct experimental support for such a
symmetry [15–17]. No other phase has been discovered starting at T ∗(x) in the extensive
4
experimental investigations in the cuprates. The statistical mechanical model [18] for the
loop-current order is the Ashkin-Teller model which has critical fluctuations on the disor-
dered side akin to those of the 2D XY model. The classical phase transition in the XY-model
in 2D is of the Kosterlitz-Thouless [19], Berezinsky [20] kind, which is determined by statis-
tical mechanics of topological excitations - the vortices, and not by renormalized spin-waves
as in the usual Ginzburg-Landau-Wilson (GLW) type of phase transitions. The quantum-
critical fluctuations in such a model, supplemented with dissipation of the collective degrees
of freedom [21–23] are also determined by topological excitations, vortices, and instantons
of phase jumps in time, termed ’warps’.
Unlike the cuprates, where the order parameter in Region II is novel, there is no ques-
tion but that the quantum-critical fluctuations in the heavy-fermions and in the Fe-based
compounds are the fluctuations of AFM order. (A tetragonal to orthorhombic transition
often accompanies the AFM transition in the Fe compounds, as in Fig. (1). But there is no
evidence of the quantum fluctuations of such a transition in scattering the fermions.) The
similarity of the normal state anomalies in the diverse systems in Fig. 1 suggested an inquiry
as to whether the model for AFM quantum criticality maps also to that of the XY model.
This depends on symmetry. If the fluctuations are isotropic in spin-space or if the correlation
length perpendicular to the planes is not negligible compared to those in the plane, no such
mapping is possible. But in real materials, due to crystal fields and spin-orbit coupling, the
effective magnetic moments are often anisotropic and so are the exchange energies in spin-
space. The eventual magnetic order is either uni-axial or along one of the several equivalent
directions in a plane. If they are also spatially very anisotropic, the fluctuation regime has
a region dominated by 2D uni-axial or planar magnetic fluctuations. In Sec. (II), we briefly
review the result that under these conditions, incommensurate uni-axial fluctuations, and
both commensurate or incommensurate planar magnetic fluctuations, map to the (2+1)D
XY model. The topological excitations, vortices and warps, map to topological defects of the
antiferromagnets - vortices to edge-dislocations and warps to flip in time of local sub-lattice
magnetization.
A common theoretical framework, the quantum dissipative 2D XY model, will therefore
be discussed for the quantum-critical properties of the cuprates and the anisotropic heavy
fermion compounds, and the Fe-based anti-ferromagnets/superconductors.
The dynamical version [24] of the Ginzburg-Landau-Wilson theory of classical phase
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transitions was adopted for quantum phase transitions by Moriya [25], Hertz [26], Beal-
Monod and Maki [27] and by others. In this theory, the characteristic frequency of the
fluctuations, ω scales as qz, where q is the deviation of the wave-vector of the fluctuations
from the ordering vector Q, and the z, the dynamical critical exponent depends on the
symmetry of the order parameter and the nature of the dissipation. Such a theory, and
its many variations, has not yielded results consistent with the observed anomalies in the
quantum-critical region of any of the classes of compounds we have mentioned. The idea [28]
that vertex corrections in the Moriya-Hertz theory may change the singularities in transport
do not lead to the linear in T resistivity. The idea [29] that heavy-fermion quantum-criticality
is related to the breakdown of a Kondo impurity [30–32] in a self-consistent bath needs
justification that the theory is stable against the interactions of Kondo ’impurities’. It has
also not given the linear in T resistivity.
The theory of the phase transitions of the dissipative quantum XY model in 2D [21,
23] is in a different class from the GLW type theories. The correlations are separable in
space and time, with the spatial correlation length proportional to the logarithm of the
temporal correlation length. The concept of a dynamical critical exponent z is not useful.
At criticality, the absorptive part of the fluctuations in frequency ω and temperature T are
proportional to tanh (ω/2T ). Correspondingly the real part is ∝ log(max(ω, T )). There
is not a ”soft mode” but a continuum of critical modes from the lowest frequency to the
ultra-violet cut-off. This frequency and temperature dependence was suggested long ago in
a phenomenological model [9] to explain the anomalous properties of the cuprates, but the
derived momentum dependence was not guessed earlier. In the microscopic theory, the vertex
coupling the fermions to the fluctuations has also been calculated. Using the momentum
dependence of the vertices, the anomalies in thermodynamics and transport in Region I
in Fig. 1, follow also from the derived form of the fluctuations. The form of the vertices
also turns out to be essential to understand the symmetry of the superconductivity, and
of the frequency dependence of the normal self-energy and of the pairing self-energy in the
superconducting state. These have been deduced directly from angle-resolved photo-emission
(ARPES) experiments recently [33]. One may expect to encounter a similar situation when
such experiments are available in Fe-based superconductors.
In using these results to interpret experiments, it must be remembered that the coupling
in direction perpendicular to the plane is a relevant perturbation to the classical 2D XY
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model. Although, this is likely to be the case for the quantum model as well, an important
point in this connection is that, as we will present, the in-plane spatial correlation length
in the dissipative (2+1)D XY model only increases logarithmically as the critical point is
approached. One should expect therefore, that the marginal fermi-liquid quantum-critical
properties (resistivity linear in T, etc.) may hold up to very close to the critical point
unless three-dimensional couplings are strong and other perturbation such as the effect of
impurities are relevant.
The mapping of the models for phase transitions in the AFM’s and the cuprates to the XY
model is summarized in Sec. II. The coupling of the fluctuations to the fermions, necessary
to discuss dissipation in the XY model, the fermion self-energy, and the effective pairing
interactions are reviewed in Sec. III. Aspects of the derivation of the fluctuations of the
dissipative XY model are presented in Sec. (IV). An analysis of the fluctuation spectra
directly measured by inelastic neutron scattering experiments gives results which appear to
verify the unusual predictions. These are reviewed in Sec. (V), as well as the singular self-
energy of fermions in the normal state by scattering the fluctuations. How such fluctuations
lead to the observed superconductivity is reviewed in Sec. (VI), where evidence for such
fluctuations in cuprates will be summarized as well as a discussion of the interesting new
problems posed by the Fe-based compounds.
The same model is applicable to quantum superconductor-insulator transitions [34, 35], to
ferromagnetic quantum critical transitions [36] and by some accounts, the plateau transitions
in quantum Hall effects [37]. In this review we do not discuss these problems.
II. MAPPING TO THE XY MODEL
Uni-axial AFM: In this case, the mapping to the XY model follows the arguments for
incommensurate charge density waves [38, 39]. Suppose the anisotropies in a metal are
such that the magnetic order and the fluctuations in the quantum-critical region are at an
incommensurate vector Q and have the symmetry of uni-axial spin fluctuations. The order
parameter is Mze
i(Q·Ri+φ), where Mz is the amplitude, Q is the incommensurate wave-vector,
and Ri are lattice sites. Any uniform value of φ is then allowed since this amounts only to
a change of the zero of the co-ordinates. The leading cost in Free-energy due to variations
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of the order parameter between neighboring sites is
J
∑
(i,j)
|Mz,iei(Q·Ri+φi) −Mz,jei(Q·Rj+φj)|2. (1)
Assuming, as shown below, that the model for of φ is an XY model, the variations of the
amplitude M are unimportant. Then, an effective Hamiltonian for small variations of φ is
Ja2M2z
∫
dr λ‖|(∇‖φ− iQ)|2 + λ⊥|∇⊥φ|2, (2)
where ∇‖,⊥ are derivatives parallel and perpendicular to Q and the λ’s account for the dif-
ferences in stiffness parallel and perpendicular to Q. This form ensures that the minimum
in spin-density variation is at wave-vector Q. For larger variations, the potential energy
can only depend periodically on the difference of phase (φi − φj). Therefore, the uniaxial
incommensurate AFM fluctuations are described by an XY model for the phase φ. The
correlation functions in the AFM at (q−Q) are the same as the the correlation functions
of the ferromagnetic XY model (or superfluid) at q. In 2D, the classical critical fluctua-
tions are determined by the correlation functions of vortices. The edge dislocations in the
incommensurate AFM in 2D correspond to vortices in 2D superfluids.
Planar AFM: In this case, the model for fluctuations around a commensurate wave-
vector on a bi-partite lattice maps to the XY model (with lattice anisotropy). This is seen
by gauge transformation on a planar-AFM Hamiltonian, whereby the spin on alternate sites
is reversed as well as the sign of the coupling. The model is then that for a FM-XY model.
The order parameter for the incommensurate AFM is
M(θ)e(Q·Ri+φ), (3)
M(θ) is now a vector in the plane, at an angle θ with respect to, say Q. Now both uniform
φ and θ can have any value. So the model would appear to be in the U(1)×U(1) class. But
consider the cost in energy of their variations between sites. Again, neglecting variations in
the amplitude of M, the effective Hamiltonian for small variations in φ and θ is
Ja2M2
∑
(i,j)
λ‖|(∇‖ − iQ)φ+∇‖M(θ)|2 + λ⊥|∇⊥
(
φ+ M(θ)
)|2, (4)
where only the gradients of the angular variations of M(θ) are to be taken. The gradients of
such variations are linearly coupled to the gradients of φ. Therefore it is impossible to have
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independent fluctuations or topological defects of φ and of θ. In particular, dislocations in
the φ field must be accompanied by vortices in the θ field. This is similar to a coupled case,
treated by Nelson [40]. The transition is of the Kosterlitz-Thouless variety with a change in
the exponents from the case of only one periodic variable.
Loop-Current Order in Cuprates: Unlike the case for the heavy-fermions and the Fe-based
AFM/superconductors, the phase for cuprates in region II of Fig. 1 has not been obvious, nor
easy to discover, even though the change in the transport and thermodynamic and transport
properties due to it suggest that a substantial fraction of the fermionic degrees of freedom
are affected by it. It was proposed that the transition to region II, at T ∗(x), occurs due to
ordered loops of currents within a unit-cell, without breaking translational symmetry. This
phase can be characterized by time-reversal and reflection symmetry breaking (magneto-
electric) phase characterized by the anapole vector,
Ωi =
∫
cell−i
d2r (Mi(r)× r). (5)
Mi(r) is the magnetization density at r in the unit-cell i. Ωi has four orientations in
the plane, as exhibited in Fig. 4. Translational symmetry of moments consistent with
an ordered phase of loop-currents has been found below the pseudogap temperature T ∗(x)
in four different families of cuprates, for which there are large enough single crystals to do
polarized neutron diffraction measurements [15, 16]. There are some general questions about
polarized neutron scattering raised in these experiments by the disagreement in the direction
of moments from their interpretation as classical moments perpendicular to the planes.
This issue has been addressed by constructing a theory of polarized neutron diffraction for
quantum moments [41]. Dichroic ARPES experiments, which rely on time-reversal and the
specific reflection symmetries broken by such a phase were proposed [42]. In the compound
Bi2212, the signatures of such a phase have been observed [17] consistently below the T ∗(x)
measured by other experiments. An unusual birefringence in light propagation occurs due
to the magneto-electric order, in which the principal axes for propagation of polarized light
themselves rotate as the order parameter increases.[43, 44]. Time-reversal breaking leading
to an unusual Kerr effect occurs [45–47] also as observed, in such a phase, if some reflection
symmetries are also independently broken. The magneto-electric phase characterized by
Ω has the further virtue that this is the only phase identified to occur starting at T ∗(x),
determined from the thermodynamic and transport properties, in any of the families of
9
Model has four possible flux configurations in a cell into one of which
order is observed.
 Loop-Current Order
Derived (1997) in three orbital model for cuprates a time-reversal violating 
state preserving translational symmetry. Much more detailed calculations by  
Weber, Giamarchi, CMV - PRL(2013). 
CuCu
Cu Cu
O
OO
O
Order parameter:
+
_
Li =Mi   rˆi
FIG. 4: The four possible orientations of the time-reversal and inversion breaking order parameter
Ω, suggested for the cuprates for Region II of Fig 1. There are two closed -current loops per unit-
cell with a resulting magnetic moment along zˆ and another along −zˆ, in any of the four possibilities,
so that Ω’s are the vectors in red. The quantum-critical region is characterized by fluctuations of
Ω among the four-orientations, so that quantum XY model, with four-fold anisotropy is used to
describe the fluctuations
hole-doped cuprates in any of the many and varied experiments carried out.
There is no divergence in specific heat in the Ashkin-Teller or XY model at the phase
transition; there is a very large fluctuation regime and a weak non-analytic feature in the
specific heat at the transition [48]. The singular feature is too weak to be discerned directly
[49] in specific heat measurements. The variation with temperature of the sound velocity,
which is more accurately measurable, and is proportional to the specific heat [49], do see
both the large fluctuation regime and the weak non-analytic feature [50] consistent with
the expectations. Features in the magnetic susceptibility, consistent with loop-current order
have also been consistently found at T ∗(x) [51].
Local slow probes, such as µSR, and NMR have however not seen such a phase. It was
proposed [52] that this may be due to domains of this phase with quantum fluctuations at
a rate faster than 10−5 secs. characteristic of such experiments. This issue is still unsettled.
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The magnitude of the measured order [15], about 0.1µB/unit-cell, counting both current
loops, at O6.87 to 0.2µB/unit-cell at O6.6 in YBa2Cu3Oy and the temperature of its occurence
can be used to calculate the reduction in energy [49] due to such orders. For an ordered
moment of 0.1µB/unit-cell, the energy reduction is similar to the superconducting conden-
sation energy, about 50 Joules/mole, at the largest transition temperature as a function of
doping. Therefore the loop-current state is a candidate as a competing state for supercon-
ductivity and for providing sufficient amplitude of quantum-critical fluctuations. From this
point of view the weak magnitude charge density wave states seen in several cuprates are
non-starters.
III. THE XY MODEL WITH INTERACTION WITH FERMIONS
The strategy of solution adopted in this class of problems, AFM-ic or loop-currents, is
to start with a fermion Hamiltonian with appropriate interactions, identify the important
collective degrees of freedom, and deduce a Hamiltonian through Hubbard-Stratonovich or
equivalent transformations, which has the form,
H = HF +HC +HCF . (6)
HF is a non-interacting Fermion Hamiltonian, and HC is the Hamiltonian for the collective
degrees of freedom, which in the present instance map to the XY model. HC consists of
the potential energy of two-dimensional rotors, Hpot and their kinetic energy HK . HCF
is the interaction Hamiltonian for the Fermions to scatter off the collective fluctuations of
the rotors. HCF serves two purposes - it provides dissipation to the collective degrees of
freedom through processes shown as the skeleton diagram in Fig (5-top) and renormalizes
the Fermions through process shown in Fig (5-bottom), providing both the normal (a) and
the pairing self-energy (b).
In 2D, the fluctuations of the magnitude of the rotors are not relevant and one may take
fixed length rotors interacting with each other through the potential energy:
Hpot =
∑
i(j)
−K cos(θi − θj) +
∑
i
h4 cos(4θi) (7)
The second term describes a four-fold lattice anisotropy. For the classical model, anisotropy
is irrelevant if more than 4-fold and marginal at 4-fold [53]. It is shown in perturbative
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FIG. 5: Top: Skeleton diagram with vertices coming from the coupling of the collective fluctuations
to the fermions, providing a dissipation for the former (wiggly line in blue) by dissipating into
fermion-currents due to finite zero temperature resistivity. Bottom: (a) Skeleton diagram for the
normal self-energy and (b) for the pairing self-energy with the same vertices.
calculations [22] that the anisotropy is irrelevant in the quantum problem. Monte-carlo
calculations [23] give the same results in the critical fluctuation regime with and without
the anisotropy term, for h4/K0 up to at least 4. Therefore, we will drop the anisotropy term
hereafter. For the proposed broken symmetry in the cuprates, θi’s are just the angles of the
anapoles Ωi at the cell i. For the 2D antiferromagnet, we will consider the equivalent model
for 2D-superfluidity, so that θi’s are the superfluid phases at a lattice point i.
The kinetic energy of the rotors is,
HK =
∑
i
1
2C
L2z,i, (8)
where Lz,i = i∂/∂θi is the angular momentum, conjugate to θi and C is their moment of
inertia.
Near the phase transitions in a metal, part of the spectral weight of the electronic exci-
tations is converted to that of the critical fluctuations while the rest remains as incoherent
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excitation. Then it is essential also to consider dissipation from conversion of the former to
the latter. In order to do so, we must first derive the coupling of the collective degrees of
freedom, the θi’s to fermions.
Coupling to Fermions
The minimum coupling of the Fermions to the collective fluctuations of the quantum XY
model to the fermions comes in two varieties:
(i) Coupling of the phase fluctuations to the fermions:
Only the gradient of the phase,which is proportional to the current due to the collective
fluctuations can couple, and it can couple only to the current operator of the fermions:
H
(1)
CF =
∫
drg0 ∇θ(r) · ψ+σ (r)Jψσ(r) +H.C. (9)
=
∑
k,q,σ
ig0 θ(q)
q · (2k + q)
m
ψ+k+q,σψk,σ
It can be shown that (9) is transformed to a coupling between AFM fluctuations and fermions
[54]. This is precisely of the form of dissipation which is introduced in the LGW-type theory
of AFM- quantum critical fluctuations [26].
One may also wish to keep the coupling ei(θ(r)−θ(r
′))ψ+σ (r)ψσ(r
′) so that periodicity
is maintained in (θ(r)− θ(r′)). We have not not found a procedure to do analytical
calculations with dissipation introduced by such a term. It is however found in Monte-Carlo
calculations that, dissipation introduced in this manner has no effect in the phase transition
in the XY model, when dissipation introduced through coupling of the form (9) is also
present even when the coupling constant in the former is as much as 5 times larger than
the latter. The periodic coupling represents dissipation of vortices while the form (9) is due
to dissipation of small spin-wave like fluctuations.
(ii) Coupling through the angular momentum Lz:
The coupling between the collective modes and the incoherent fermion excitations through
the angular momentum Lz of the rotors of (8) is also important. This coupling has been
derived microscopically in the case of the cuprates [55, 56]. It can also be written on general
symmetry grounds. Local angular momentum of the fluctuations can couple only to the
local angular momentum operator of the fermions. So, the coupling, in the continuum
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approximation, is necessarily of the form
H
(2)
CF =
∫
dr
∑
σ
g′0 Lz(r)ψ
+(r, σ)
1
2
(r× p− p× r)ψ(r, σ). (10)
=
∑
k,q,σ
ig′0 F (|k|) Lz(q) · (k× q)ψ+k+q,σψk,σ
F (|k|) is a dimensionless form factor, which for all practical purposes, may be in ignored. In
(10), an isotropic approximation to the lattice has been adopted. For the square symmetry
of the lattice, (k× q) in (10) is changed [55] to(
sin(kxa) sin(k
′
ya)− sin(kya) sin(k′xa)
)
, (11)
with (k− k′) = q. (11) is essential in obtaining the variation in magnitude of the fermion
scattering with angle on the Fermi-surface.
Dissipation:
In order to generate a contribution to the action due to dissipation, we can integrate over
the fermions, as in Fig. (5-top) using the coupling vertex (9). The intermediate state carries
current due to the fermions which dissipate in the limit T → 0 due to impurity scattering.
The dissipative term in the action in the long-wavelength limit is then
Sdiss = g
2
0q
2Im < JJ > (q = 0, ω)|θ(q, ω)|2 ≡ i α
4pi
ωq2|θ(q, ω)|2. (12)
Here, the conductivity σ = (1/ω)Im < JJ > (q = 0, ω) for T → 0 is used to define the
parameter α. This form of dissipation has the same physics and the same form as the derived
by Caldeira and Leggett [57] for a Josephson junction in contact with an ohmic bath. The
parameter α introduced by them is equal to 1
4pi2
σRq , where Rq = h/4e
2 is the quantum of
resistance. One should also include dissipation with the coupling (10) to the local angular
momentum of the fermions. One again gets a similar form for the result.
IV. THE SOLUTION OF THE DISSIPATIVE QUANTUM XY MODEL
The action of the (2+1)D quantum dissipative XY model for the angle θ(r, τ) of fixed-
length quantum rotors at space-imaginary time point (r, τ) is
S = −K
∑
〈r,r′〉
∫ β
0
dτ cos(θr,τ − θr′,τ ) + C
2
∑
r
∫ β
0
dτ
(
dθr
dτ
)2
+
α
2
∑
〈x,x′〉
∫
dτdτ ′
pi2
β2
[(θr,τ − θr′,τ )− (θr,τ ′ − θr′,τ ′)]2
sin2
(
pi|τ−τ ′|
β
) ). (13)
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τ/2pi is periodic in β, the inverse of temperature 1/(kBT ). 〈r, r′〉 denotes nearest neighbors.
The first term is the spatial coupling term as in classical XY model. The second term is the
kinetic energy where C serves as the moment of inertia. The third term is the transformation
of the dissipation of Eq. (12) to imaginary time and real space.
In Ref. [21, 58], it is shown that after making a Villain transformation and integrating
over the small oscillations or spin-waves, the action is expressed in terms of link variables
which are differences of θ’s at nearest neighbor sites, as shown in Fig. (6).
mr,r′(τ, τ
′) ≡ θ(r, τ)− θ(r′, τ ′). (14)
Further
m = m` + mt (15)
where m`, is the longitudinal (or curl-free) part and mt is the transverse (or divergence-free)
part . The appearance of m` is a novel feature of the quantum dissipative XY-model. Now
define
∇×mt(r, τ) = ρv(r, τ)zˆ, (16)
so that ρv(r, τ) is the charge of the vortex at (r, τ), and
∂∇ˆ ·m`(r, τ)
∂τ
= ρw(r, τ). (17)
ρw(r, τ) is called the “warp” at (r, τ).
Although a continuum description is being used for simplicity of writing, it is important
to do the calculation so that the discrete nature of the ρv, ρw fields is always obeyed. In the
numerical implementation of (2+1)D discrete lattice, given the two bonds per site (r), one
may construct a vector field mr,τ , whose components are the two directed link variables in
the Cartesian directions:
mxi,j,τ = θi+1,j,τ − θi,j,τ ,
myi,j,τ = θi,j+1,τ − θi,j,τ , (18)
A figure of the familiar vortex configuration for currents, and of the change in configura-
tion of phases in successive time steps, actually seen in Monte-Carlo calculations is shown
in Fig. (6).
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FIG. 6: The sketch at the top shows the configuration at a fixed time of the m field defining a
vortex. At the bottom, the definition of a warp is sketched; it is a change of phase θ by ±2pi in
a time step at a given point in space. This leads to a change in the field m in a time step, which
is equivalent to the generation of a monopole with charge 4 surrounded by 4 anti-monopoles with
charge -1 at the neighbors. In an anti-warp, the sign of the charges are reversed.
In terms of the vortex and warp densities, the action of the model is (transformed from
that shown in frequency-momentum space [21] to (imaginary) time and space, and dropping
terms quadratic in ρw’s which are much less singular than the two leading terms kept, the
action is
S =
∫
drdr′dτdτ ′
( J
2pi
log(r− r′)δ(τ − τ ′)ρv(r, τ)ρv(r′, τ ′) (19)
+
α
4pi
log(τ − τ ′)δ(r− r′)ρw(r, τ)ρw(r′, τ ′) + g√|r− r′|2 + v2|τ − τ ′|2ρw(r, τ)ρw(r′, τ ′)
)
.
Here the dimensionless parameters are J = K0τc and g =
√
J/Ec/4pi, v
2/c2 = KEc, c =
a/τc, and τc is the ultra-violet cut-off in the problems.
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The first term in (19) is the action of the classical vortices interacting with each other
through logarithmic interactions in space but the interactions are local in time. The second
term describes the warps interacting logarithmically in time but locally in space. The third
term is just the action for a Coulomb field, which if present alone is known [59] not to cause
a transition; it is marginally irrelevant in the present problem. The warp and the vortex
variables in the first two terms are orthogonal. With just these two terms alone, the problem
is exactly soluble. If the first term dominates, one expects a transition of the class of the
classical Kosterlitz-Thouless transition through binding of vortex-anti-vortex pairs in space
but there is nothing to order the vortices with respect to each other in time. If the second
term dominates, there is a quantum transition to a phase with binding of warp-antiwarp
pairs in time but nothing to order them with respect to each other in space. Given the
growth of correlations driven by either the density of isolated vortices or of isolated warps
→ 0, the flow from one to the other and the ordered state is determined by the third term.
This leads to ordering at T = 0 both in time and space to a state with symmetry of the 3D
XY model. The transformation to the topological model above relies on a finite dissipation
coefficient α. With α = 0, the velocity field is divergence free and warps cannot be defined.
In that case, the model is the same at T = 0 as the 3D classical XY model. One of the
results of the Monte-Carlo calculations is that at α ≈ 0.1, the transitions of the model (13)
change from such a class to those being discussed here.
A. Monte-Carlo Calculations
In Monte-Carlo calculations on the starting model (13), the phase diagram of the model
has been evaluated [23, 60]. (In these references, α is 1/4pi2 times the α defined above.)
Direct evidence of vortices and warps though identifying configurations in space and time
sketched in Fig. (6) is obtained. One can conclude from the calculations [23] of their density
and their correlations in time and space across the phase transitions that the representation
of the model through the action for warps and vortices (19 is faithful. There are three
distinct phases found. The correlation functions for the order parameter
C(r, τ) ≡< eiθ(r,τ)e−iθ(0,0) >, (20)
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been shown in Fig. (3).
In the classical XY-model, the helicity modulus scales with the finite size N of the system
as
Υx(N) = Υx(∞)
(
1 +
1
2
1
lnN + C
)
, (20)
where C is an undetermined constant [28]. At the KT transition point K = Kc, the helicity
modulus has a jump Υx(∞)Kc = 2/π. Both the finite size scaling and the value at the jump
have been verified [22] at the Disordered to the Quasi-ordered transition. The behavior is
quite different in the ordered phase. The stiffness Υx(N) in this transition already develops
for α > αc at small sizes and remains unchanged with N . For α < αc, Υx(N) decrease
exponentially.
The magnetization in the Quasi-Ordered KT phase is 0 in the limit N → ∞. But
the passage to this limit is very slow [29]. The finite size scaling is quite different at the
Ordered state as shown in Fig. (3). While M2D decreases with N at small N , it is consistent
with saturation at a finite value at large N , merging with the value of M . As discussed
immediately after the definition ofM andM2D above, this is consistent with a truly Ordered
state.
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FIG. 7: The order parameter correlation functions Gθ(x, τ) for transition from the Disordered
phase to the Ordered phase. Parameters are the same as in Fig. (6). We show Gθ(x, τ) as a
function of x for fixed τ = 2 (left panel) and as a function of τ for fixed x = 2.
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This is shown for a few fixed x as a function of τ in the left panel of Fig. (8) and for a few
fixed τ as a function of x in the right panel of the same figure. We show the dependence of
ξx and ξτ on α− αc in Fig. (9).
In the fluctuation regime not too close to the critical point in the disordered side, for
(αc − α)/αc & 0.1 with αc ≈ 0.0260, we observe that in the parameter range shown, ξτ
increases by a decade when α → αc while ξx remains relatively unchanged ξx ≈ ξ0,x ≈ 1.0,
i.e, a lattice constant. In this range of α, the behavior of ξτ is consistent with
ξτ (α− αc) = τcea
√
αc/(αc−α), (22)
where a is a constant of O(1). This relation, as well the leading behavior of the correlation
function Gθ(x, τ)
Gθ(x, τ) ≈ 1
τ
e−(τ/ξτ )
1/2
e−x/ξ0,x , (23)
are identical to those derived analytically [6]. τc is the short-time cutoff scale. It was also
derived that, within factors of O(1), τc = 1/
√
K/Kτ . For the parameters chosen, 1/
√
K/Kτ
= 0.16, while the numerically obtained value is τc ≈ 0.12.
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FIG. 9: The left panel shows ξx and ξτ as functions of [αc/(αc − α)]1/2. They have been rescaled
to their respective values at α = 0.020. For x0 = 0, ξτ can be fitted as τc exp[0.62
√
αc/(αc − α)];
the numerical coefficient in the exponent changes to about 1 for x0 = 4. The right panel shows the
relation between ξx(α) and ξτ (α). We find that ξx/ξ0 ∼ ln(ξτ/τc). This relation appears to become
independent of x and τ at large x and τ . Finite size effects do not permit a detailed exploration
beyond ξτ/τc ≈ 70.
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FIG. 7: The left panel show the results of quantum-Monte-Carlo calculations of the spatial depen-
dence of the correlation function of th quantum dissipative XY model for a fixed t me, the middle
the (imaginary) time-dependence of the correlation function for a fixed time, for various values of
the parameter α, through which the critical value αc and the spatial and temporal dependence,
described in the text are discovered. The right panel shows that the spatial correlation length
diverges (within numerical uncertainty) as the logarithm of the temporal correlation length ξτ . For
details and many other calculations, see Ref. [23].
are calculated at the transitions between them. In Fig. (7), some results are shown for
C(r, τ) near the transition from a disordered to the fully ordered phase, which is driven by
increasing the parameter α, for K/Kτ . 4. This is the relevant transition for the observed
quantum-critical fluctuations in AFM’s as well as the cuprates. The results for C(r, τ) for a
constant K˜ ≡ K0/E0 are expressible on the disordered side as,
C(r, τ) ≈ χ0 1
τ
e−
√
τ/ξτ e−|r|/ξr ; ξτ = τ0e−(αc/(|αc−α)|)
1/2
; ξr/a ∝ log(ξτ/τ0). (21)
a is the lattice constant in space and τ0 is the short-time cut-off, which is also calculated in
terms of the parameters of the original model. These results are shown in Fig. (7 - right).
If α is kept constant and the transition studied as a function of K˜, the correlation function
retains its separable form but
ξτ = τ0
( K˜c
K˜ − K˜c
)ντ
; ξr/a ∝ log(ξτ/τ0). (22)
with ντ ≈ 1/2. Note that the logarithmic relation between ξr and ξτ is preserved. This form
may be more relevant to the case of the antiferromagnets as well as the cuprates, where
the transtion is most likely driven by the coupling constants in the potential and kinetic
energies, rather than in the dissipation parameter.-
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There are three extra-ordinary features in (21,22): (1) The correlation function is sep-
arable in time and space, unlike in the LGW class of quantum theories. (2) The spatial
correlation length ξr is proportional to the logarithm temporal correlation time ξτ . One
might say that the dynamical critical exponent z =∞, but this can be misleading. Besides,
as explained below z itself is a flowing scale-dependent variable. (3) At criticality, the corre-
lation function is ∝ τ−1; this Fourier transforms to give the imaginary part ∝ tanh(ω/2kBT ).
The last is precisely the ansatz [9] for critical phenomena on which the marginal fermi-liquid
is based. But unlike the assumption made in that ansatz, there is a diverging spatial cor-
relation length, though its divergence is extremely slow compared to the divergence of the
temporal correlation length.
The τ -dependence in (21) can only be Fourier transformed numerically [23], because of
the square-root in the exponent. If it is changed to linear in (−τ/ξτ ), the imaginary part of
the correlation function for AFM quantum-criticality is
C ′′(q, E, T ) = −χ0 tanh
(
E√
(2T )2 + ξ−2τ
)
1
|q|2 + ξ−2r
(23)
It should be remembered that (23) is only valid in the quantum-critical regime. For example,
one can use this form for the correlation function with a temperature independent ξr only
for T much less than the upper energy cut-off τ−1c . Also, one must be in the regime of 2 D
spatial fluctuations.
These results are quite different from those based on Landau-Ginzburg-Wilson type of
theories or the extensions of classical dynamical critical phenomena to the quantum regime,
pioneered by Moriya [25], Hertz [26], Beal-Monod and Maki [27] and by others [61, 62]. In
such theories, critical modes are soft with a diverging amplitude at low energies. In contrast,
the distribution in frequency of the spectral weight in the correlation function (21) remains
unchanged as the critical point is approached. Since lim(T → 0) tanh(ω/2T ) → Sign(ω),
only the part for ω << 2T increases from linear in ω/T to a constant as T → 0, with a jump
discontinuity in going across 0 in the real axis. This, as well as the logarithmically slow
increase of the spatial correlation length, are essential in deriving the observed scattering
rates, temperature and frequency dependence in transport and the weak divergences in
thermodynamic properties. This will be further elaborated below.
According to the discussion above on mapping to the XY model, the anti-ferromagnetic
correlations for 2D quantum-critical fluctuations for incommensurate uni-axial correlations
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and commensurate or incommensurate planar correlations is given by Eq. (23), with q
replaced by (q−Q), where the correlations as a function of q peak at Q.
B. Renormalization Group Calculations
Confidence is gained on the principal results from the Monte-Carlo calculations on the
model (13) by reproducing (most of ) them [63] in leading order renormalization group
calculations, on the equivalent model (19). The most interesting result is that the flow
towards criticality of α drives through the flow of the warp fugacity to a critical flow of v
or equivalently of the dynamical critical exponent z. This in turn drives the flow of the
fugacity of the vortices such that the results for the correlation function (21) are obtained.
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FIG. 8: Left: χ′′(q, E, T ) as functions of q for a q-scan across Q=(0.8,0,0), at various fixed E and
T for CeCu5.9Au0.1. The fitting curve is Lorentzian 1/[(q− qc)2/κ2q + 1] with κq=0.11 r.l.u. ≈ 0.13
A˚−1 (considering b = 5.1A˚). Right: χ′′(Q, E, T ) as functions of E/(2T ) for various constant-E or
T scans. The solid line is tanh(E/2T ). Original data is taken from [64, 65]. For details of the fits
and the re-plotting of the data, see [66].
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V. APPLICATIONS AND TESTS OF THEORY FOR RESPONSE FUNCTIONS,
THERMODYNAMICS AND TRANSPORT
The most stringent test of the theory is through the measurement of χ(q, E, T ), from
which most other properties can be derived. The results with the neutron scattering mea-
surements in the heavy fermion compound CeCu5.9Au0.1 at the various indicated frequencies
and temperatures are presented for a momentum scan across the AFM vector are shown in
Fig. (8-left). The scaling of the frequency and temperature are are presented in Fig. (8-
right). As shown, the distribution in q about the maximum fits a Lorentzian, with a width,
which is consistent with being frequency and temperature independent to within the error
bars, in the range of a factor of 3 in frequency and 50 in temperature, over which it has been
measured. This is consistent with the theoretical result that the q and the E, T -dependence
are separable. The Moriya-Hertz type theory would have the inverse correlation length (the
half-width in Fig. (8) proportional to (T, ω)−1/2. The frequency and temperature depen-
dence are also consistent with the form expected at criticality, i.e. ∝ tanh(E/2T ), when
account is taken for the fact that the measurements extend across the fermi-energy of the
compound, as explained in [66]. In Ref. [66], comparison with the theoretical expectations
is also presented for data in BaFe1.85Co0.15As2 measured in [67]. Some recent systematic
measurements on Ba(Fe0.957Cu0.043)2As2, [68] are consistent with a tanh(ω/2T ) dependece
of the peak of the q-dependent correlation function over a wide range of ω and T . But
the width of the q-dependence shows a complicated dependence which may be fitted to a
constant at T & 150K crossing over to a divergent behavior at temperatures below about
20 K. It is known that large 3D correlations develop in this compound at low temperatures.
It is amusing to note that early measurements [69–71] of cuprates near the AFM quantum-
critical region at very low doping, in Fig. (1) found AFM correlation lengths, which were
temperature independent and with a frequency dependence consistent with ∝ tanh(ω/2T ),
above a temperature below which spin-glass type order sets in. For larger dopings, the AFM
correlation length rapidly becomes of the order of a lattice constant [72], showing that AFM
correlations can be disregarded for the region of quantum-critical phenomena near optimal
doping.
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A. Self-energy, Normal State Scattering Rate, Resistivity and Other Anomalies
It is useful to start with the exact relation [73] of the one-particle self-energy Σ(p, ) to
the irreducible vertex in the particle-hole channel, Iphirr(p,p
′,q; , ′, ν) and the exact single-
particle Greens’ function G(p′, ′) in the normal state. This is shown, for the normal state
in the left of Fig. (9). The vertex is irreducible in the particle-hole channel with total
momentum-energy (q, ν) and it is assumed, as usual, that it is regular in the limit (q, ν)→ 0
in this channel, which alone is needed in the self-energy calculations. When the vertex
depends on (ω, ω′) through only (ω − ω′), Fig. (9) is exactly equivalent to the skeleton
diagram (5-a). The associated integral equation for the self-energy given below includes all
”vertex corrections” and self-energy insertions of the perturbative calculations.
We are interested only in the singular contributions to the self-energy due to exchange of
the collective fluctuations, specified by Eq. (23) of the paper. In this case, the irreducible
vertex in Fig. (5-a)
Iphirr(p,p
′,0, , ′, 0) = |g(p,p′)|2C(p,p′, − ′). (24)
Given the momentum dependence of C(p− p′, −′) of the form (23) and the dependence
of g(p,p′) of either the form (9) or (10), it is safe to begin by taking g(p,p′) to be a constant
g0 for calculating self-energy in the normal state which is required to have the full symmetry
of the lattice. (This point is discussed further in Sec. VI below.) Following the procedure
described in Ref.[74]-sec-23.1, the self-energy is given by
Σ(p, ) =
g20
pi(2pi)d
∫
dp′
∫ ∞
−∞
dω′
∫ ∞
−∞
d1 (25)
× ImGR(p
′, 1)ImCR(p− p′, ω′)
ω′ + 1 − ω − iδ
(
tanh
1
2T
+ coth
ω′
2T
)
CR is the retarded fluctuation propagator and GR is the retarded one-particle propagator.
We can follow the steps given in Ref. (74)-sec-23.1 for evaluating the integrals in (25),
except that we do not assume that the imaginary part of the self-energy is insignificant as
for phonons, or assume the Migdal approximation. But as in Ref. (74), we assume that given
the form of C, we expect the self-energy to be momentum independent. This is expected,
of-course if C were to be momentum independent, but as we will see, it is true also if C is
separable in momentum and frequency, as in Eq. (17) in the paper. Then G(p, ) is given
in terms of the non-interacting band-energy ξp and the self-energy which is to be solved for
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by
G(p, ) =
1
− ξp − Σ() . (26)
Using this, we get from Eq. (25) that the imaginary part of the self-energy is
ImΣR(p, ) =
pig20
(2pi)2
m
pF
∫ kc
0
dkG(k)
∫ ∞
−∞
dωCR(ω)
(
tanh
+ ω
2T
+ coth
ω
2T
)
(27)
× (T −1(+ ω, ξ|p|+k)− T −1(+ ω, ξ|p|−k)).
The integrations have been performed using the separable form of the fluctuation propagator
given by Eq. (23). kc is an upper-cutoff for the magnitude of momentum transfer, which is
the zone-boundary, and
T −1(x, y) = arctan (x−ReΣ(x)− y
ImΣ(x)
)
; ξ|p|±k =
(
(|p| ± k)2 − p2F
)
/2m. (28)
We have also specialized to 2d (although that is not necessary) and dropped a factor in the
Jacobian for converting from momentum to energy integrals, which becomes important only
in the region of forward scattering which is unimportant in the integral. We expect the self-
energies to be in the same scale as  for  & T and on the scale of T for  . T , i.e. smaller
than the upper range ξ(kc) of the ξ’s. (The calculation below does not change if there are
logarithmic correction to ReΣ()). Given the range of the k-integral, the restrictions on the
ω-integral from the T factors is over the band-width ξ(kc)±Σ() corrections. The corrections
due to Σ() are un-important for  of interest because the range of ω integration is actually
limited by the thermal factors in (27) to the much smaller energies of O
(
max(, T )
)
. The
upper limit on the integral over k can therefore be done easily over its entire range. We are
left only with the ω integral. In the quantum-critical regime, the temporal corelation length
in Eq. (17) of the paper ξτ << T , so that ImCR(ω) = −χ0 tanh (ω/2T ). In this regime the
self-energy is then given by
ImΣR(p, ) = g
2
0N(0)χ0max(||, T ), for max(||, T ) . ωc, (29)
= g0
2N(0)χ0ωc, for max(||, T ) & ωc
g0 includes numerical corrections of O(1) to g0, which depend on details of the band-
structure.
For the regime, ξ−1τ >> T , the integral over ω is cut-off by ξ
−1
τ and the contribution to
self-energy becomes ω2ξτ which vanishes as one deviates far from the critical point. The
normal non-singular Fermi-liquid scattering which is always present takes over.
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These results are similar in functional form to the perturbative results. That they are true
more generally was stated without proof in Ref. ([75]) and the relations of the irreducible
vertex to the complete vertex and to density-density correlations in the hydrodynamic regime
were derived in Ref. ([76]). Following the microscopic theory of the fluctuations and the
derivation of the coupling of the fermions to the fluctuations, the same form of the results
are shown to be observed for collective fluctuations which are separable in their momentum
and frequency dependence, as for as local (q-independent) fluctuations which were assumed
in the phenomenology [9].
In the above, we have used the coupling (10) for the isotropic approximation to the lattice.
If the more appropriate coupling (11) is used, an anisotropy of a factor of O(1) in the linear
in (ω, T ) self-energy is found [77] with a maximum in the (pi, 0) and a minimum in the (pi, pi)
directions, so that the single-particle relaxation rate is of the form ∝ (1 + α cos(4θ), where
θ is the angle in the plane measured with respect to the crystalline axes, and α < 1. This
is also what is found in the analysis of anisotropy in the in-plane transport scattering rate
found in detailed measurements using variations in resistivity with direction of magnetic
fields [78, 79].
The important predictions from Eq. (29), for cuprates, where the fluctuations are peaked
near Q = 0 is that the single-particle scattering rate is linear in ω and nearly independent of
momenta k perpendicular to the Fermi-surface and varying only by factors of about 2 along
the Fermi-surface.. This was verified for cuprates [33, 77, 80–82] through angle resolved
photoemission spectrscopy (ARPES) [83].
For a momentum-independent self-energy, there is no backward scattering vertex correc-
tion for current transport. (For angular dependent self-energy of the form mentioned above,
the resistivity has the same angular dependence as the self-energy given a corresponding
velocity asymmetry). This was used in [84] to derive the resistivity proportional to T in a
solution of the Boltzmann equation including the full collision operator. The same result
is obtained [76] more formally by deriving the density-density correlation for a marginal
Fermi-liquid of the conserving form with a diffusion constant proportional to ImΣ. Using
the relation between the density-density and the current-current correlations, the result for
the resistivity ∝ T is again obtained. A small correction between the anisotropy of the
single-particle scattering rate and the transport scattering rate should however occur.
The detailed measurements of the scattering rate [78, 79] have revealed in addition to
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the above a Fermi-liquid contribution proportional to T 2. This is not surprising. The
singularities leading to a marginal fermi-liquid are the leading contributions to the scattering
rate but they do not eliminate the normal Fermi-liquid processes. In fact in the derivation
[76] of the long wave-length structure factor for the marginal Fermi-liquid, Fermi-liquid
renormalizations modify the results quantitatively.
One can turn to the exact expression for the entropy in terms of the single-particle
Green’s function given as Eq. (19.27) in Ref.[74] to find that with (29), the specific heat
has a singular contribution ∝ T lnT . In cuprates, it is hard to deduce the electronic specific
heat at temperatures above Tc accurately, because of the much larger lattice specific heat.
Thermopower, which is the entropy per carrier, has however been measured and is indeed
∝ T lnT [85]. The resistivity and the entropy/thermopower in the region of AFM quantum-
criticality of the Fe-compounds and of the heavy fermions has already been mentioned.
Forward scattering due to impurities with elastic scattering rate varying on the fermi-surface
due to variations in the local fermi-velocity [84] contributes importantly to the measured
Hall angle [86]. However, the contribution to the scattering rate varying as T 2 has been
calculated [79] to give a larger contribution to the Hall angle than to the resistivity, leading
also to a contribution to the anomaly in the Hall angle.
The optical conductivity at frequencies below about 1500 cm−1 is calculated [87] to scale
as ω−1, with logarithmic corrections due to the logarithmically diverging effective mass,
which vanish for ω → 0, as required by a Ward identity due to charge conservation. There
has been some discussion of the apparent ω−2/3 form for the frequency dependent conduc-
tivity [88] in an intermediate range of frequencies, between about 2000-4000 cm−1. Such
crossovers are required due to the cut-off ωc ≈ 4000cm−1 in the fluctuation spectra. This
leads to a saturation in the imaginary part of the self-energy above ωc. This saturation must
be accompanied by a corresponding change in the real part of the self-energy. Direct mea-
surements of the real and imaginary part of the self-energy by ARPES (see Fig.(10) below)
spread over from about half to about twice the cut-off show this behavior. Calculation of
the optical conductivity using self-energies of similar form [87] do show crossovers consistent
with the observations.
The anomalous thermodynamic and transport results have not been obtained from AFM
quantum criticality, or indeed quantum-criticality of any other order parameter, either at
Q = 0 or finite Q, with correlations of the Moriya-Hertz form. The frequency (temperature)
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dependence of the normal self-energy (for AFM or Charge density wave criticality) given by
such correlations is angle-dependent, being non-Fermi-liquid like only in region near points
on the Fermi-surface which are connected by the AFM wave-vector. The width of such
regions decreases for increasing AFM correlation length. The correlation length measured
for various δ in YBa2Cu3O6+δ decreases to about a lattice constant near optimal doping [72].
Elaborate dynamical mean-field calculation on the Hubbard model for various doping [89, 90]
bear no relation to the measured frequency and temperature dependence of scattering rates
by ARPES [33, 81, 91]. Naturally, no calculations, with such ideas has yielded the linear
in T resistivity, or the observed frequency dependence of the conductivity. Nor have such
results been obtained in any systematic calculation using the ideas of resonating valence
bonds [8].
VI. APPLICATIONS TO SUPERCONDUCTIVITY
In this section, the unique features in superconductivity induced by exchange of fluc-
tuations of the XY model are highlighted. Highly accurate angle-resolved single-particle
spectroscopy has been used to test the theory. As many calculations attest [92], AFM
fluctuations of the Moriya-Hertz form and on Hubbard model [89, 93] do give d-wave super-
conductivity with the right scale of Tc if the antiferromagnetic correlation lengths are long
enough [94]. Such ideas work perfectly well in 3D- heavy fermion supercondutors near their
AFM quantum-criticality [95] for which they were originally proposed [96, 97].
It appears inescapable, on looking at the phase diagram of the cuprates, the Fe-based
compounds, and the heavy fermions, that in each case, superconductivity is promoted by the
same fluctuations which lead to the anomalous properties in their quantum critical region.
On one side of this region, the occurrence of the ordered phase due to the condensation
of such fluctuations at finite temperature produces a low energy depletion of such fluctua-
tions. On the other side of this region, the cross-over to a Fermi-liquid region again cuts
off the low energy singularities of the fluctuations. This naturally leads to a decrease of the
superconducting transition as one moves away from the critical region. The connection of
superconductivity to normal state properties can be quantitatively established by analysis
of angle-resolved photoemission in the normal and the superconducting state.
The three most important properties in relation to superconductivity are, (A) the
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FIG. 9: Exact representation of the normal self-energy and the anomalous or pairing self-energy
in the superconducting state in terms of the irreducible vertices in the particle-hole and particle-
particle channels, respectively, and the corresponding parts of the exact single-particle Green’s
functions.
symmetry of Cooper pairs induced by the fluctuations and their coupling to Fermions, (B)
the magnitude of the coupling constants obtained by appropriate averages of the coupling
vertex of the fermions and the fluctuations and (C) the form of the energy dependence of
the fluctuations and their upper cut-off ωc. I discuss (A) immediately below. (B) and (C)
deduced from ARPES experiments, are discussed next.
1. The symmetry of Cooper pairs induced by the fluctuations
A basic result about the symmetry of superconductivity is that, s-wave pairing is induced
when the scattering of fermions is nearly isotropic in the angle in momentum space through
which they are scattered by the fluctuations, p-wave pairing when the scattering is peaked
at ±pi, and d-wave pairing when it is peaked at ±pi/2, etc. [96–98]. This result, for a nearly
isotropic fermi-surface, has its obvious generalization to fermi-surfaces in actual lattices in
terms of their irreducible representations.
We briefly discuss here the special features of d-wave superconductivity with fluctu-
ations of the XY model and their coupling to fermions. For details, please see Refs.(
[33, 55]- (supplement)). Consider the expression [73, 74] for the normal self-energy Σ(k, ω)
and the pairing self-energy given in Fig. (9) in terms of, respectively, the irreducible
particle-hole vertex Iphirr
(
k,k′, (q = Ω = 0), ω, ω′) and the irreducible particle-particle vertex
Ippirr
(
k,k′, (q = Ω = 0), ω, ω′). These expressions are exact when the dependence on ω, ω′
is of the form (ω − ω′). In that case, the self-energy is equivalently given by the skeleton
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diagrams of Fig. (5-a and b) with(
|g(k,k′)|2, g(k,k′)g(−k,−k′)
)
F(k,k′, ω, ω′) ≡ I(k,k′,q = 0, (ω − ω′),⊗ = ′)), (30)
In (30), I = Iphirrτ3τ3 + Ippirrτ1τ1. The particle-hole irreducible vertex is in the τ3τ3-channel
and the particle-particle irreducible vertex is in the τ1τ1 channel in the Gorkov-Nambu
representation of the exact single-particle Green’s functions in the superconducting state:
Ĝ(k, ω) =
W (k, ω)τ0 + Y (k, ω)τ3 + φ(k, ω)τ1
W 2(k, ω)− Y 2(k, ω)− φ2(k, ω) (31)
A further requirements is that I(k,k′, ω, ω′; q,Ω) should have a non-singular limit of the
zero energy and momentum transfer in the irreducible channel, i.e for q → 0,Ω → 0. Eqs.
in Fig. (9) are equivalent to
Σ̂(k, ω) =
∫
dω′ Tr
∑
k′
I(k,k′, ω − ω′; q→ 0,Ω→ 0)Ĝ(k′, ω′). (32)
In the (skeleton) diagram, Fig. (5-a), the intermediate propagator at (k′, ω′) is that of
a single-particle state projected to the full symmetry of the lattice. The summation
over k′ on evaluating the Σ(k, ω) then gives the projection to identity of the product
|g(k,k′)|2ImF(k,k′, ω). Given the form of F and the cancellation of its singularity as a
function of (k− k′) with the dependence on magnitude |k − k′|2 in |g(k,k′)|2, this projec-
tion is given only by the angular dependences in |g(k,k′|2). Given Eq. (10),
|g(kˆ, kˆ′)|2 = −g(kˆ, kˆ′)g(−kˆ,−kˆ′) = [1− (cos 2θ cos 2θ′ + sin 2θ sin 2θ′)] , (33)
It then follows that only the first term in Eq. (33) then contributes on integration over θ′.
One therefore finds that Σ(k, ω) is isotropic. This result changes for a square lattice if the
velocity v(k) is anisotropic and gives beside the isotropic contribution, a leading contribution
∝ cos 4θ(k).
Consider ∆(θ, ω) given by Fig. (5-b). This is non-zero only in the superconducting
state, because the intermediate state is itself proportional to φ(θ′, ω′). The intermediate
state is the anomalous or τ1 part of G(k
′, ω′), which has the symmetry of pairing, i.e. of
φ(k′, ω) ∝ cos(2θk′). It is easy to see that couplings of the form (9) cannot contribute to
such a pairing. Only the second term in Eq. (33) contributes on integration over θ′, so that
φ(θ, ω) ∝ cos(2θ). From Eq. (33), it also follows that this part of the vertex is attractive
while the s-wave part is repulsive in the pairing channel.
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2. Experimental Tests for Superconductivity in Cuprates
The quantitative analysis by McMillan and Rowell [99] (MR) of very precise tunneling
spectroscopy, using Eliashberg generalization of BCS theory [100, 101], decisively confirmed
that the exchange of phonons by the Fermions is responsible for the conventional s-wave
superconductivity in metals such as Pb. Tunneling experiments integrate over the momen-
tum dependence of the many body effects. This is sufficient for s-wave superconductors
because the normal and the Cooper pairing interaction energies (self-energies), shown in
Fig.(5-(a,b)), have the full symmetry of the lattice. Since for cuprates the dependence on k
of the pairing self-energy φ(k, ω) has B1g or dx2−y2 symmetry, both the momentum and the
frequency dependence of the interactions is necessary to decipher the fundamental physics.
The much more technical ARPES experiments and a much more detailed analysis are then
necessary.
Recently the single-particle self-energies in the pairing and the full lattice symmetry have
been deduced directly from the high resolution laser based ARPES data [33] on two samples
of Bi2212 in range of angles from the diagonal in the Brillouin zone to 25◦ from it. Some
results for the normal and pairing self-energy are shown in Fig (10). They are used to deduce
the magnitude and the frequency dependence of the effective interactions both in the full
symmetry of the lattice EN(|k|, ω), and in the pairing symmetry EP (|k|, ω). The latter are
also shown in Fig (10). These are the so-called Eliashberg functions, which are identical for
s-wave superconductors, and often denoted by α2F (ω). The experimental results and the
analysis, have been fully described elsewhere [33]. It is also shown there that the procedure
for deducing these fluctuations is correct even when the high energy cut-off is similar to
the electronic band-width. In other words, no Migdal approximation or neglect of vertex
corrections is necessary.
The principal conclusions are that near Tc, the attractive interactions E˜P (|k|, ω) ≡
EP (|k|, ω)/ cos(2θk) are, within the experimental uncertainty, identical to the repulsive in-
teractions EN(|k|, ω), except for a weak repulsive part near about 50 meV, present only in
the latter. Both are independent of |k| and their major part is consistent with the quantum-
critical fluctuations of the form given by Eq. (23), and with the coupling functions with
properties consistent with (33). The dimensionless coupling constant, which determines the
normal scattering rate and resistivity is weak, ≈ 0.15, but the upper cut-off of scatterers
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FIG. 3: Normal and pairing self-energies. Panel A shows the evolution of the extracted normal
self-energy and B the evolution of the pairing self-energy as a function of temperature directly from
the fits to the MDCs in OD82. The normal and the pairing self-energy show superconducting gap
induced features at low energies up to about 3 , and are smoothly varying in energy thereafter up
to a cut-o↵ energy. Panel C shows the pairing self-energies in UD89 at 16 K divided by cos (2✓).
The determination of the pairing self-energy has acceptable signal to noise ratios till about 0.2
eV only. The data fall together at the angles shown to an accuracy of better than 10% till about
0.2 eV. Panel D shows the self-energies smoothed over ±5meV as discussed in the text and after
removing the impurity induced features for OD82 at T = 17 K (solid lines) and 70 K (dashed
lines).
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induced features a low energies up to bout 3 , and are smoothly varying in ene gy therea ter up
to a cut-o↵ energy. Panel C shows the pairing self-energies in UD89 at 16 K divided by cos (2✓).
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eV only. The data fall together at the angles shown to an accuracy of better than 10% till about
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lines).
16
FIG. 4: The Eliashberg functions: Normal EN (✓,!), and the scaled pairing Eliashberg func-
tions, E˜P (✓,!) ⌘ EP (✓,!)/ cos (2✓). T ese are calculated by solution of the Eliashberg equatio s
from the measured self-energies. Panel A a B compare E˜P (20 ,!) and EN (20 ,!) deep in the
superconducting state for the two samples, and the latter also above Tc. At low temperatures,
they are the same to our accuracy over the whole frequency range, with a large superconductivity
induced enhanced low energy peak. Panel C shows that closer to Tc, the low energy peak in E˜P (!)
disappears. This trend is more directly shown in panel F. Panels D and E give EN (✓,!) for T above
Tc, showing the increase in the cut-o↵ energy with increasing ✓. The gentle waviness in all of the
results are artifacts of the maximum entropy method for the solution of the Eliashberg equations.
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FIG. 10 The normal Σ(k, ω) and pairing self-energy φ(k, ω) and the effective interaction vertices
derived directly from the high resolution angle-resolved photo-emission data in samples of Bi2212.
Top left shows Σ(k, ω) of a sample with Tc = 82K at 25
◦ from the diagonal as a function of
temperature. Besides the superconductivity induced features at energies below about 3 ∆, Σ(k, ω)
remains linear in ω and nearly independent of k. φ(k, ω) increases as T decreases below Tc and is
∝ cos(2θ(kˆ)). N ar Tc, th ffective interactions in the d-wave channel E˜P (ω) has the ω-dependence
consistent with the quantum-critical fluctuations of the quantum XY model for loop-current fluc-
tuations and within experimental uncertainty is the same as the (repulsive) interactions in the full
symmetry of the lattice EN (ω) , except for a weak feature at about 50 meV in the latter.
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ωc is large, of O(0.4 eV). For this form of the quantum-critical fluctuations, the coupling
constants for superconductivity are enhanced by O(log(ωc/Tc)) with respect to normal scat-
tering coupling constant due to its frequency independence from the cut-off down to Tc.
The coupling constants and the cut-off give a reasonable estimate of Tc. To within factors
of O(2), such coupling constants and cut-offs were estimated from microscopic theory [55].
The measured self-energies have also been compared [33] to calculations based on the
measured AFM fluctuations (in LSCO) [102] and those calculated from an elaborate dynam-
ical mean-field calculation of the Hubbard model [89, 90]. They give neither the principal
features of the normal nor of the pairing self-energy.
The experimental results may be summarized with the conclusion that at T ≈ Tc,
Iphirr(k,k
′, ω − ω′) ≈ −I
pp
irr(k,k
′, ω − ω′)
cos(2θk) cos(2θ′k)
≈ g20N(EF )C(ω − ω′). (34)
C(ω − ω′) is consistent with the quantum-critical spectra of the 2D-DQXY model, as is its
separable form in momentum and frequency. It is also consistent with the vertex of the form
(33). Eq. (34) ignores the bump at around 50 meV in the spectra in Iphirr, which is absent in
Ippirr, and which from measurements of relaxation rates by pump-probe optical experiments
[103] is deduced to be of different origin than the quantum-critical spectra. (34) also ignores
the observed angular anisotropy of the normal single-particle self-energy, discussed above.
One may construct the complete vertex from the irreducible vertices using the Bethe-
Salpeter equations [73, 74]. In the approximation that the single-particle self-energies are
momentum independent, it is easy to see that the singularities of the complete vertex are
the same as of the irreducible vertices. The weak angular dependence makes the calculation
harder but cannot change the singularities. Knowledge of the complete vertex solves the
problem.
3. Superconductivity in the Fe-based compounds
Considering the region of its occurrence, superconductivity in the Fe-based compounds
(and in the heavy fermion compounds) is undoubtedly promoted by AFM fluctuations. The
predictions for the normal and pairing self-energies if the fluctuations (and the coupling
functions) can be obtained from those of the 2D XY model, and are quite different from
those from the traditional theory of promotion of superconductivity by AFM fluctuations
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[96, 97]. For the normal self-energy, the prediction in the quantum-critical region is that
it is linear in max(ω, T ) and momentum independent just as in the cuprates. This would
also explain the linear in T resistivity, and the other anomalies. But it ought to be borne in
mind that there are often significant 3D couplings in these materials as well as higher energy
cut-offs due to additional physics in many of the Fe-based compounds. So, the regime of
occurrence of quantum-criticality may not be as clear and wide as in the hole-doped cuprates.
The observation of pairing in some of these compounds in which there is no nesting
of electron and hole Fermi-surfaces appears to remove for them (and by implication, for
others) the weak-coupling mechanism for either antiferromagnetism or for pairing due to
the traditional form of fluctuations, as has been noted [104, 105].
These compounds however also have very unusual parameters [104, 106, 107], besides
having many bands crossing the Fermi-surface. For example, the bottom of the conduction
band measured from the Fermi-energy is often less than 0.1 eV, which is similar to the upper
cut-off of the antiferromagnetic fluctuations [108] and much smaller than the interaction
energies. It is possible that they may be paired in amplitude already in the normal state
[109]. This issue is also connected with the remarkable fact that the uniform magnetic
susceptibility of these compounds decreases as temperature decreases [106] and that the
relation of the specific heat at the transition to the background specific heat [110] is quite
unlike that given by BCS class of theories. These are among the prominent new questions
posed by these compounds which await further investigations.
The self-energy of the Fe-based superconductors in the normal and the superconducting
state have not yet been deduced by experiments. We expect that for 2D class of such
compounds, the normal self-energy in the quantum-critical fluctuation regime, is again
∝ max(ω, T ) at all angles around any given fermi-surface. The symmetry of the super-
conducting state appears to vary depending on the compound and reflects probably the
complications due to multi-band nature or to features not yet understood, due possibly
to the unusual parameters (Fermi-energy smaller or at the same scale as ωc) in these
compounds.
Acknowledgements: The work reviewed here was partially supported by the National
Science Foundation under grant DMR DMR 1206298. This review was written while on a
sabbatical at MIT. I am thankful to Patrick Lee for organizing it. I wish to thank Vivek Aji,
32
Han-Yong Choi, Xingjiang Zhou and Lijun Zhu for collaborations which led to this review
and for useful discussions. Discussions with various experimental groups around the world,
too numerous to name were essential to the work surveyed here.
[1] Chu, J.-H., Analytis, J. G., Kucharczyk, C. & Fisher, I. R. Determination of the phase
diagram of the electron-doped superconductor Ba(Fe1−xCox)2As2. Phys. Rev. B 79, 014506
(2009).
[2] Ni, N. et al. Phase diagrams of Ba(Fe1−xMx)2As2 single crystals (M = Rh and Pd).
Phys. Rev. B 80, 024511 (2009). URL http://link.aps.org/doi/10.1103/PhysRevB.80.
024511.
[3] Sarrao, J. & Thompson, J. Superconductivity in cerium- and plutonium-based ‘115’ materi-
als. Journal of the Physical Society of Japan 76, 40142154 (2007).
[4] Lo¨hneysen, H., Rosch, A., Vojta, M., & W’´olfle, P. Fermi-liquid instabilities at magnetic
quantum phase transitions. Rev. Mod. Phys. 79, 1015 (2007).
[5] Varma, C., Nussinov, Z. & van Saarloos, W. Singular or non-fermi liquids. Phys. Reports
(2002).
[6] Ku¨chler, R., Gegenwart, P., Heuser, K., Scheidt, G. R., E.-W. and. Stewart & Steglich, F.
Gru¨neisen Ratio Divergence at the Quantum Critical Point in CeCu6−xAgx. Phys. Rev. Lett.
93, 096402 (2004).
[7] Ginsburg, D. (ed.) Physical Properties of High Temperature Superconductors (World Scien-
tific, Singapore, Vol I (1989), Vol II (1990), Vol III (1992), Vol. Iv (1994)).
[8] Anderson, P. Theory of High Temperature Superconductivity (Princeton University Press,
1997).
[9] Varma, C. M., Littlewood, P. B., Schmitt-Rink, S., Abrahams, E. & Ruckenstein,
A. E. Phenomenology of the normal state of copper oxide high-temperature superconduc-
tors. Phys. Rev. Lett. 63, 1996–1999 (1989). URL http://link.aps.org/doi/10.1103/
PhysRevLett.63.1996.
[10] von Lo¨hneysen, H. J. Phys.: Condens. Matter 8, 9689 (1996).
[11] Hayes, I. et al. Magnetoresistance near a quantum critical point.
arXiv:1412.6484 [cond-mat.str-el] (2014).
33
[12] Gooch, M., Bing, L., Lorenz, B., Guloy, A. & Chu, C. Evidence for quantum criticality in the
phase diagram of KxSr1−xFe2As2 from measurements of transport and thermoelectricity.
Phys. Rev. B 79 (2009).
[13] Varma, C. M. Non-fermi-liquid states and pairing instability of a general model of copper
oxide metals. Phys. Rev. B 55, 14554–14580 (1997). URL http://link.aps.org/doi/10.
1103/PhysRevB.55.14554.
[14] Simon, M. E. & Varma, C. M. Detection and implications of a time-reversal breaking state
in underdoped cuprates. Phys. Rev. Lett. 89, 247003 (2002). URL http://link.aps.org/
doi/10.1103/PhysRevLett.89.247003.
[15] Bourges, P. & Sidis, Y. Novel magnetic order in the pseudogap state of high- copper
oxides superconductors. Comptes Rendus Physique 12, 461 – 479 (2011). URL http:
//www.sciencedirect.com/science/article/pii/S1631070511000892.
[16] Li, Y. et al. Magnetic order in the pseudogap phase of HgBa2CuO4+δ studied by spin-
polarized neutron diffraction. Phys. Rev. B 84, 224508 (2011). URL http://link.aps.
org/doi/10.1103/PhysRevB.84.224508.
[17] Kaminski, A. et al. Spontaneous breaking of time-reversal symmetry in the pseudogap state
of a high-Tc superconductor. Nature 416, 610–3 (2002). URL http://dx.doi.org/10.
1038/416610a.
[18] Grønsleth, M. S. et al. Thermodynamic properties near the onset of loop-current order in
high-Tc superconducting cuprates. Phys. Rev. B 79, 094506 (2009). URL http://link.
aps.org/doi/10.1103/PhysRevB.79.094506.
[19] Kosterlitz, J. & Thouless, D. J. Phys. C 6 (1973).
[20] Berezinskii, V. Zh. Eksp. Teor. Fiz. 59, 907 (1970).
[21] Aji, V. & Varma, C. M. Theory of the quantum critical fluctuations in cuprate supercon-
ductors. Phys. Rev. Lett. 99, 067003 (2007). URL http://link.aps.org/doi/10.1103/
PhysRevLett.99.067003.
[22] Aji, V. & Varma, C. M. Topological excitations near the local critical point in the dissipative
two-dimensional xy model. Phys. Rev. B 82, 174501 (2010). URL http://link.aps.org/
doi/10.1103/PhysRevB.82.174501.
[23] Zhu, L., Chen, Y. & Varma, C. M. Local quantum criticality in the two-dimensional dissi-
pative quantum xy model. Phys. Rev. B 91, 205129 (2015). URL http://link.aps.org/
34
doi/10.1103/PhysRevB.91.205129.
[24] Hohenberg, P. & Halperin, B. Theory of dynamical critical phenomena. Rev. Mod. Phys.
49, 435 (1977).
[25] Moriya, T. Spin Fluctuations in Itinerant Electron Magnetism (Springer-Verlag, Berlin,
1985).
[26] Hertz, J. A. Quantum critical phenomena. Phys. Rev. B 14, 1165 (1976).
[27] Beal-Monod, M. & Maki, K. Renormalizability of paramagnon theories. Phys. Rev. Lett.
34, 1461 (1975).
[28] W’´olfle, P. & Abrahams, E. Phys. Rev. B 84, 041101 (2011).
[29] Si, Q., Rabello, S., Ingersent, K. & Lleweilun Smith, J. L. Nature (London) 413, 804 (2001).
[30] Larkin, A. & Mel’nikov, V. I. Zh. Eksp. Teor. Fiz 61, 1231 (1971).
[31] Maebashi, H., Miyake, K. & Varma, C. M. Singular effects of impurities near the ferromag-
netic quantum-critical point. Phys. Rev. Lett. 88, 226403 (2002).
[32] Maebashi, H., Miyake, K. & Varma, C. M. Undressing the kondo effect near the antiferro-
magnetic quantum critical point. Phys. Rev. Lett. 95, 207207 (2005).
[33] Bok, J. M. & et al. Quantitative determination of the pairing interactions for high temper-
ature superconductivity in cuprates. Science Advances (to be published), arXiv:1601.02493
(2016).
[34] Lin, Y.-H., Nelson, J. & Goldman, A. Superconductivity of very thin films: The
superconductor–insulator transition. Physica C 514, 130 (2015).
[35] Chakravarty, S., Ingold, G., S. Kivelson, S. & Zimanyi, G. Phys. Rev. B 37, 3283 (1988).
[36] Wua, L., Kima, M., Parka, K., Tsvelik, A. & Aronson, M. Quantum critical fluctuations in
layered yfe2al10. PNAS 39, 14088 (2014).
[37] Kivelson, S., Lee, D.-H. & Zhang, S.-C. Global phase diagram in the quantum hall effect.
Phys. Rev. B 46, 2223 (1992).
[38] Overhauser, A. Observability of charge-density waves by neutron diffraction. Phys. Rev. B
3, 3173 (1971).
[39] McMillan, W. Landau theory of charge-density waves in transition-metal dichalcogenides.
Phys. Rev. B 12, 1187 (1975).
[40] Nelson, D. Study of melting in two dimensions. Phys. Rev. B 48, 7183 (1993).
[41] He, Y. & Varma, C. M. Theory of polarized neutron scattering in the loop-ordered phase of
35
cuprates. Phys. Rev. B 86, 035124 (2012).
[42] Varma, C. M. Proposal for an experiment to test a theory of high-temperature superconduc-
tors. Phys. Rev. B 61, 3804(R) (2000).
[43] Lubashevsky, Y., Pan, L., Kirzhner, T., Koren, G. & Armitage, N. P. Optical birefringence
and dichroism of cuprate superconductors in the thz regime. Phys. Rev. Lett. 112, 147001
(2014). URL http://link.aps.org/doi/10.1103/PhysRevLett.112.147001.
[44] Varma, C. M. Gyrotropic birefringence in the underdoped cuprates.
EPL (Europhysics Letters) 106, 27001 (2014).
[45] Xia, J. et al. Polar Kerr-effect measurements of the high-temperature YBa2Cu3O6+x super-
conductor: evidence for broken symmetry near the pseudogap temperature. Phys. Rev. Lett.
100, 127002 (2008). URL http://link.aps.org/doi/10.1103/PhysRevLett.100.127002.
[46] He, R.-H. et al. From a single-band metal to a high-temperature superconductor via two
thermal phase transitions. Science 331, 1579–1583 (2011). URL http://www.sciencemag.
org/content/331/6024/1579.abstract.
[47] Aji, V., He, Y. & Varma, C. Magnetochiral kerr effect with application to the cuprates.
Phys. Rev. B 87, 174518 (2013).
[48] Grønsleth, M. S. et al. Thermodynamic properties near the onset of loop-current order in
high-Tc superconducting cuprates. Phys. Rev. B 79, 094506 (2009). URL http://link.
aps.org/doi/10.1103/PhysRevB.79.094506.
[49] Varma, C. M. & Zhu, L. Specific heat and sound velocity at the relevant competing phase
of high-temperature superconductors. PNAS 112, 6331 (2015).
[50] Shekhter, A. et al. Bounding the pseudogap with a line of phase transitions in YBa2Cu3O6+δ.
Nature 498, 75–77 (2013). URL http://arxiv.org/abs/1208.5810.pdf.
[51] Leridon, B., Monod, P. & Colson, D. Thermodynamic signature of a phase transition in the
pseudogap phase of Y Ba2Cu3Oxhigh-Tc superconductor. Europhys. Lett. 87, 17011 (2009).
[52] Varma, C. M. Pseudogap in cuprates in the loop-current ordered state.
J. Phys: Condens. Matter 26, 505701 (2014).
[53] Kosterlitz, J. & D. J. Thouless, D. Journal of Physics C: Solid State Physics 6, 1181 (1973).
[54] Varma, C. M. Quantum criticality in quasi-two-dimensional itinerant antiferromagnets.
Phys. Rev. Lett. (2015).
[55] Aji, V., Shekhter, A. & Varma, C. M. Theory of the coupling of quantum-critical fluctuations
36
to fermions and d-wave superconductivity in cuprates. Phys. Rev. B 81, 064515 (2010). URL
http://link.aps.org/doi/10.1103/PhysRevB.81.064515.
[56] He, Y. & Varma, C. M. Collective modes in the loop-current-ordered phase of cuprates.
Phys. Rev. B 85, 155102 (2012).
[57] Caldeira, A. & Leggett, A. Influence of dissipation on quantum tunneling in macroscopic
systems. Ann. Phys. (NY) 149, 374 (1983).
[58] Aji, V. & Varma, C. M. Quantum criticality in dissipative quantum two-dimensional xy and
ashkin-teller models: Application to the cuprates. Phys. Rev. B 79, 184501 (2009). URL
http://link.aps.org/doi/10.1103/PhysRevB.79.184501.
[59] Polayakov, A. Nucl. Phys. B 120, 429 (1977).
[60] Stiansen, E. B., Sperstad, I. B. & Sudbø, A. Three distinct types of quantum phase transitions
in a (2+1)-dimensional array of dissipative josephson junctions. Phys. Rev. B 85, 224531
(2012). URL http://link.aps.org/doi/10.1103/PhysRevB.85.224531.
[61] Millis, A. J. Effect of a nonzero temperature on quantum critical points in itinerant fermion
system. Phys. Rev. B 48, 7183 (1993) 48, 7183 (1993).
[62] Belitz, D., Kirkpatrick, T. R. & Vojta, T. How generic scale invariance influences quantum
and classical phase transitions. Rev. Mod. Phys. 77, 579 (2005).
[63] Hou, C. & Varma, C. M. Phase diagram and quantum-criticality of the two dimensional
dissipative quantum xy model. Unpublished .
[64] Schro¨der, A. & et al. Phys. Rev. Lett. 80, 5623 (1998).
[65] Schro¨der, A. & et al. Nature (London) 407, 351 (2000).
[66] Varma, C. M., Zhu, L. & Schroeder, A. Quantum criticality in quasi-two-dimensional itiner-
ant antiferromagnets. Phys. Rev. B 92, 155150 (2015).
[67] Inosov, D. S. et al. Normal-state spin dynamics and temperature-dependent spin-resonance
energy in optimally doped bafe1.85co0.15as2. Nature Phys. 6, 178 (2010).
[68] Kim, M. et al. Spin dynamics near a putative antiferromagnetic quantum critical
point in cu substituted bafe2as2 and its relation to high-temperature superconductivity.
arXIV:1510.04167 (2015).
[69] Hayden, S. et al. Magnetic fluctuations in La1.95Ba0.05CuO4. Phys. Rev. Lett. 66, 821
(1991).
[70] Keimer, B. et al. Scaling Behavior of the Generalized Susceptibility in La2−xSrxCuO4+y.
37
Phys. Rev. Lett. 67, 1930 (1991).
[71] Bourges, P. & et al. Spectral shift of the magnetic cross section in superconducting
Y Ba2Cu3O6+x. Phys. Rev. B 43, 8690 (1991).
[72] Balatsky, A. V. & Bourges, P. Linear Dependence of Peak Width in χ(q, ω) vs Tc for
Y Ba2Cu3O6+x Superconductors. Phys. Rev. Lett. 82, 5337–5340 (1999). URL http://
link.aps.org/doi/10.1103/PhysRevLett.82.5337.
[73] Nozie´res, P. Theory of Interacting Fermi Systems (Benjamin, New York, 1960).
[74] Abrikosov, A. A., Gorkov, L. & Dzyaloshinski, I.
Methods of Quantum Field Theory in Statistical Physics (Prentice Hall, NJ, 1963).
[75] Kotliar, G. & et al. Long-wavelength behavior, impurity scattering and magnetic excitations
in a marginal fermi liquid. Europhys. Lett. 15, 655 (1991).
[76] Shekhter, A. & Varma, C. M. Long-wavelength correlations and transport in a marginal
fermi liquid. Phys. Rev. B 79 79 (2009).
[77] Zhu, L., Aji, V., Shekhter, A. & Varma, C. Universality of single-particle spectra of cuprate
superconductors. Phys. Rev. Lett. 100, 057001 (2008).
[78] ABDEL-JAWAD, M. et al. Anisotropic scattering and anomalous normal-state transport in
a high-temperature superconductor. Nature Phys. 2, 821 (2006).
[79] Kokalj, J., Hussey, N. & McKenzie, R. Transport properties of the metallic state of overdoped
cuprate superconductors from an anisotropic marginal fermi liquid model. Phys. Rev. B 86,
045132 (2012).
[80] Valla, T. et al. Temperature Dependent Scattering Rates at the Fermi Surface of Optimally
Doped Bi2Sr2CaCu2O8+. Phys. Rev. Lett. 85, 828 (2000).
[81] Kaminski, A. et al. Momentum anisotropy of the scattering rate in cuprate superconductors.
Phys. Rev. B 71, 014517 (2005). URL http://link.aps.org/doi/10.1103/PhysRevB.71.
014517.
[82] Abrahams, E. & Varma, C. What angle-resolved photoemission experiments tell about the
microscopic theory for high-temperature superconductors. Proc. Nat. Ac. Sciences 97, 5714
(2000).
[83] Damascelli, A., Hussain, Z. & Shen, Z.-X. Angle-resolved photoemission studies of the
cuprate superconductors. Rev. Mod. Phys. 75, 473–541 (2003). URL http://link.aps.
org/doi/10.1103/RevModPhys.75.473.
38
[84] Abrahams, E. & Varma, C. M. Hall effect in the marginal fermi liquid regime of hightc
superconductors. Phys. Rev. B 68, 094502 (2003).
[85] Daou, R. et al. Thermopower across the pseudogap critical point of La1.6−xNd0.4SrxCuO4:
Evidence for a quantum critical point in a hole-doped high-Tc superconductor.
Physical Review B 79, 180505 (2009).
[86] Chien, T., Z. Wang, Z. & Ong, N. Effect of Zn impurities on the normal-state Hall angle in
single-crystal YBa2Cu3xZnxO7. Phys. Rev. Lett 67 (1991).
[87] Abrahams, E. Normal state properties of high-temperature superconductors and the marginal
fermi liquid (article). Journal de physique 6, 2191 (1996).
[88] van Heumen, E. et al. Optical determination of the relation between the electron-boson
coupling function and the critical temperature in high-Tc cuprates. Phys. Rev. B 79, 184512
(2009). URL http://link.aps.org/doi/10.1103/PhysRevB.79.184512.
[89] Gull, E. & Millis, A. J. Quasiparticle properties of the superconducting state of the two
dimensional hubbard model. Phys. Rev. B 91, 085116 (2015).
[90] Gull, E. & Millis, A. J. Pairing glue in the two-dimensional hubbard model. Phys. Rev. B
90, 041110 (2014). URL http://link.aps.org/doi/10.1103/PhysRevB.90.041110.
[91] Valla, T. et al. Temperature dependent scattering rates at the fermi surface of optimally
doped Bi2Sr2CaCu2O8+δ. Phys. Rev. Lett. 85, 828–831 (2000). URL http://link.aps.
org/doi/10.1103/PhysRevLett.85.828.
[92] Scalapino, D. J. A common thread: The pairing interaction for unconventional supercon-
ductors. Rev. Mod. Phys 84, 1383 (2012).
[93] Senechal, D., Day, A., Bouliane, V. & S., T. A.-M. Resilience of d-wave superconductivity
to nearest-neighbor repulsion. Phys. Rev. B 87, 075213 (2013).
[94] Nishiyama, S., Miyake, K. & Varma, C. M. Superconducting transition temperatures for
spin-fluctuation superconductivity: Application to heavy-fermion compounds. Phys. Rev. B
88, 014510 (2013). URL http://link.aps.org/doi/10.1103/PhysRevB.88.014510.
[95] Stockert, O. et al. Nature Phys. 7, 119 (2011).
[96] Miyake, K., Schmitt-Rink, S. & Varma, C. M. Spin-fluctuation-mediated even-parity pairing
in heavy-fermion superconductors. Phys. Rev. B 34, 6554–6556 (1986). URL http://link.
aps.org/doi/10.1103/PhysRevB.34.6554.
[97] Scalapino, D. J., Loh, E. & Hirsch, J. E. d-wave pairing near a spin-density-wave instability.
39
Phys. Rev. B 34, 8190–8192 (1986). URL http://link.aps.org/doi/10.1103/PhysRevB.
34.8190.
[98] Varma, C. Considerations on the mechanisms and transition temperatures of superconduc-
tivity induced by electronic fluctuations. Rep. Prog. Phys. 75, 052501 (2012).
[99] McMillan, W. L. & Rowell, J. M. Lead phonon spectrum calculated from superconducting
density of states. Phys. Rev. Lett. 14, 108 (1965).
[100] Eliashberg, G. Interaction between electrons and lattice vibrations in a superconductor.
Soviet Phys.- JETP 11, 696 (1960).
[101] Scalapino, D. J., Schrieffer, J. R. & Wilkins, J. W. Strong-coupling superconductivity. i.
Phys. Rev. 148, 263–279 (1966). URL http://link.aps.org/doi/10.1103/PhysRev.148.
263.
[102] Hong, S. H. & Choi, H.-Y. Angle and frequency dependence of self-energy from spin fluctua-
tions mediated d-wave pairing for high temperature superconductors. J.Phys. C 25, 365702
(2013).
[103] Dal Conte, S. & et al. Disentangling the electronic and phononic glue in a high-Tc supercon-
ductor. Science 335, 1600 (2012).
[104] Zhang, G. et al. Universal linear-temperature dependence of static magnetic susceptibility
in iron-pnictides. arXiv:0809.3874v3 (2009).
[105] Abrahams, E. & Si, Q. Quantum criticality in the iron pnictides and chalcogenides.
J. Phys.: Condens. Matter 23, 223201 (2011).
[106] Ishida, K., Nakai, Y. & Hosono, H. To what extent iron-pnictide new superconductors have
been clarified: A progress report. J. Phys. Soc. Jpn. 78 78, 062001 (2009).
[107] Aron, C. & Kotliar, G. Analytic theory of hund’s metals: a renormalization group perspec-
tive. Phys. Rev. B 91 91, 041110(R) (2015).
[108] Dai, P. Antiferromagnetic order and spin dynamics in iron-based superconductors.
Rev. Mod. Phys. 87, 855 (2015).
[109] Lamhot, Y. et al. Local characterization of superconductivity in BaFe2(As1−xPx)2.
Phys. Rev. B 91, 060504(R) (2015).
[110] Budko, S., Ni, N. & P. C. Canfield, P. Phys. Rev. B 79, 220516(R) (2009).
40
