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Abstract
The environment in which an experiment is conducted is unique to
each experiment. While the statistical inferences that are drawn from the
analysis of experimental data apply only to the environment in which the
experiment is conducted, it is almost always the intent of the researcher to
apply the results more broadly. The questions then become, will statisti-
cally significant results obtained in one environment carry over to others,
and if so, how much of a change in environment can be tolerated before
inferences are no longer valid? We answer these questions quantitatively
by proposing three measures of replicability for statistical inferences: the
probability of replicability, the adjusted p-value, and the adjusted con-
fidence interval. Through these measures, we are able to show that the
primary factors for replicability of an experiment are the treatment effect
size and the standard deviation of the environment by treatment interac-
tion, both of which may be expressed as ratios relative to the standard
deviation of experimental error. We show that larger effect sizes and
smaller environmental variability allow for experimental results that are
more likely to be replicated. Moreover, if environmental effects are not
accounted for, replicating a finding may be equivalent to flipping a fair
coin, regardless of how well the initial experiment was conducted.
Key Words: replicability, environment by treatment interaction, treat-
ment effect size, adjusted p-value
1 Introduction
Researchers have been increasingly concerned with their ability to replicate re-
sults from previous scientific research. For example, a recent survey of Nature
∗Department of Statistics, Kansas State University
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readers found that about 70% of scientists have failed to replicate other re-
searchers’ experiments, and more than 50% have failed to replicate results of
their own studies [Baker, 2016]. Scientists have referred to these concerns as
the problems of research replicability which are quite pervasive across all scien-
tific domains [Begley and Ioannidis, 2015]. Much of the previous literature has
pointed to familiar culprits: p-hacking, insufficient power, inappropriate analy-
ses given the data, and so on [Ioannidis et al., 2009, Allison et al., 2018, Bello
and Renter, 2018]. Concerns about replicability have led to an overall distrust
of p-values and claims of statistical significance—it has progressed to the point
where practitioners have recommended, at times, to remove such terms and
phrases completely [Woolston, 2015, Wasserstein et al., 2019].
While the aforementioned violations of recommended statistical practice are
common reasons why a study cannot be replicated, we shed light on another
concern that perhaps has not received sufficient attention; that the follow-up
experiment must of necessity be done in an environment that is different from
the initial experiment. This in itself can lead to failure to confirm the initial
results even if the initial and follow-up experiments are done flawlessly. That
is, even if best statistical practices are followed, an experimental result may fail
to be replicated due to the presence of significant treatment by environment
interaction.
The increased awareness of—what is often called—the reproducibility cri-
sis [Pashler and Wagenmakers, 2012] has led to the use of many nearly–synonymous
notions of replicability including: reproducibility, reliability, robustness, and
generalizability [Goodman et al., 2016]. In this paper, we are most concerned
with the idea of replicability defined as in Bollen et al. [2015]—“the ability of a
researcher to duplicate the results of a prior study if the same procedures are
followed but new data are collected.” The environment in which an experiment
is conducted, which includes both natural factors such as weather and location
and other factors such as the personnel or equipment necessary to carry out
the research, is unique to each experiment. While the statistical inferences that
are drawn from the analysis of experimental data apply only to the environ-
ment in which the experiment is conducted, it is almost always the intent of
the researcher to apply the results more broadly. The questions then become,
will statistically significant results obtained in one environment carry over to
others, and if so, how much of a change in environment can be tolerated before
inferences are no longer valid?
In this paper, we propose three quantities that measure the likelihood that
results of the initial experiment can be replicated in a follow-up experiment—
the probability of replicability, the adjusted p-value, and the adjusted confidence
interval. From these measures, we are able to show that replicability of a study
not only relies on having a large sample size and small level of significance, but
also requires a large treatment effect size (TES) and a small environmental effect
ratio (EER), which is a measure of how much the variability in an experiment
can be attributed to changes in the environment. In fact, we are able to show
that unless the EER is sufficiently small the chance of replicating an experi-
mental result may amount to nothing more than flipping a fair coin and having
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it land heads even if the follow-up experiment is performed according to best
practices with arbitrarily large sample sizes and arbitrarily small “traditional”
p-values.
The paper is structured as follows. Section 2 details the model we are assum-
ing for the initial and followup experiment, and defines rigorously the TES and
the EER. Section 3 defines the probability of replicability and demonstrates how
replicability depends not only on the sample size and significance level, but also
the TES and EER. Section 4 introduces our adjusted p-values and confidence
intervals/levels. Section 5 suggests reasonable values of the EER and discusses
methods to estimate EER for a given experiment. Section 6 concludes.
2 Model
We develop our ideas in the context of a two-treatment completely random
design. Observations from the initial experiment are assumed to follow the
model
Yij = µi + ij , i = 1, 2, j = 1, . . . , ni (1)
where µi is the mean of the ith treatment in the environment in which the
initial experiment is run, ni is the number of units assigned to treatment i,
and the ij ’s are independent and identically distributed (iid) N(0, σ
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e) random
variables. We are interested in inferences for µ1 − µ2.
In the follow-up experiment, changing experimental conditions are assumed
to affect the responses either in a systematic way or in ways unique to each
treatment. We express this with the mixed model
Yij = µi + θ + δi + ij , i = 1, 2, j = 1, . . . , ni. (2)
The µi and the ij follow the assumptions of the initial model (1). The term
θ represents a random source of variability common to all observations such as
weather or location. The δi’s represent random sources of variability unique
to each treatment such as varying expertise of the personnel in handling each
treatment, variability caused by the equipment and procedures that are unique
to each treatment, or natural conditions that affect one treatment more favor-
ably than another. For instance, in comparing two varieties of wheat, both may
respond favorably in going from a drier to moister environment as expressed
by the common effect θ, but one variety may respond better than another as
expressed through the δi’s.
The δi’s can be thought of as random treatment by environment interaction
because the difference between sample means under model (1) differs from that
under model (2) by an amount δ1 − δ2 apart from random error. The δi’s are
assumed to be distributed as iid N(0, σ2I ), and θ is assumed to be distributed
as N(0, σ2θ) although its distribution does not figure into the discussion except
in Section 5. The random terms in model (2) are assumed to be mutually
independent.
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2.1 Test Statistic and Distribution
Let us consider testing H0 : µ1 − µ2 = 0 against Ha : µ1 − µ2 6= 0. We assume
that we have a completely random, two-treatment experimental design for the
initial and follow-up experiments and that the usual assumptions of the t-test
apply. Let nh denote the harmonic mean of the observations
nh =
2
1/n1 + 1/n2
. (3)
The test statistic is
T =
Y 1 − Y 2
Se
√
2/nh
(4)
where Y¯i the sample mean of the responses for treatment i and Se is the pooled
standard deviation of experimental error.
The treatment effect size (TES) is defined by
∆ =
µ1 − µ2
σe
√
2
. (5)
This is the expected value of the difference between two observations, one from
treatment one and the other from treatment two, divided by the standard devi-
ation of this difference. It occurs naturally in certain mathematical expressions
in our discussion. A variant of TES used in the social sciences excludes the√
2 factor in the denominator, the sample version of which is called Cohen’s
d [Cohen, 1988]. The environmental effect ratio (EER) is
ω =
σI
σe
. (6)
Both ∆ and ω are dimensionless quantities that can be interpreted without
reference to the scale of measurement of the responses.
Under model 2, it can be shown that T/
√
1 + nhω2 has a noncentral t-
distribution with degrees of freedom df = n1 +n2−2 and noncentrality param-
eter
∆
√
nh√
1 + nhω2
. (7)
We denote the cumulative distribution function (cdf) of this noncentral t-distribution
as G(t). Thus the cdf of T is given by
P (T ≤ t) = G
(
t√
1 + nhω2
)
. (8)
The distribution of T under model (1) is obtained by setting ω = 0, and
under the null hypothesis H0 : µ1 − µ2 = 0, ∆ = 0. When ∆ = 0, G(t) is
the cdf of the (central) t-distribution with df = n1 + n2 − 2, which we denote
as G0(t). For large samples, the distribution of T can be approximated by a
normal distribution with mean ∆
√
nh and variance 1 + nhω
2.
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3 Probability of Replicability
We consider an initial study in which data are taken according to model (1) and
a follow-up study in which data are taken according to model (2). Typically,
if the initial study shows non-significance, a follow-up study is either not done
or the methodology is refined to improve the chances of seeing the effect of the
treatments. We are concerned with the case in which the initial study shows
statistical significance. We assume that the initial study is well-designed with
adequate power for the alternatives of interest (typically .80 or greater) and
that the test is done at level of significance α which is set at the traditional .05
level or smaller. We assume that µ1 > µ2 and the initial test of H0 : µ1−µ2 = 0
against Ha : µ1−µ2 6= 0 gives a significant result in the “right” direction, that is,
an upper-tail rejection. Let tα/2 denote the 1−α/2 quantile of the t-distribution
with df = n1 + n2 − 2.
With T ≥ tα/2 in the initial experiment, the probability of replicability, de-
noted by prep, is prep = P (T ≥ tα/2|model (2)). Thus, from (6), the probability
of replicability is
prep = 1−G
(
tα/2/
√
1 + nhω2
)
, (9)
and as n1, n2 →∞
prep → 1− Φ
(
zα/2 −∆√nh√
1 + nhω2
)
(10)
where Φ is the cdf of the standard normal distribution and zα/2 is the 1− α/2
quantile of the standard normal distribution.
In the event that the initial experiment turns out to be significant in the
wrong direction—that is, T ≤ −tα/2—then replicability would occur if T ≤
−tα/2 in the follow-up experiment, which would be a confirmation of an incorrect
result. However, since P (T ≤ −tα/2|model (1)) is small when µ1 > µ2, we can
approximate the probability of replicability by only considering the case where
T ≥ tα/2. Again, because P (T ≤ −tα/2|model (1)) is small, the power of the
initial test is approximately P (T ≥ tα/2|model (1)), but that is not the case
for the power of the test in the follow-up experiment. We will show that the
probability of significance in the wrong direction under model (2) can be as
large as .5 depending on the size of ω. Thus, the probability of replicability is
approximately the probability of rejecting the two-sided null hypothesis H0 and
doing so in the right direction.
3.1 The Effect of EER on Probability of Replicability
The follow-up experiment introduces the treatment by environment variance
component σ2I into model. We express its effect on the probability distribution of
the test statistic T through the EER defined in (6). The size of EER depends on
how consistently the experiments can be administered across environments and
the extent to which uncontrollable natural factors affect differences in treatment
means. The less consistency there is in conducting the initial and follow-up
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experiments and the more that natural factors in changing environments affect
differences in means, the larger the value of EER.
3.1.1 Example 1: Small n and Traditional α
Snedecor and Cochran [1980] illustrate the independent sample t-test with data
from a study to compare the comb weights of male chicks given one of two
hormone treatments. The sample sizes are n1 = n2 = 11, the sample means are
97 and 56, and the pooled standard deviation is 12.14. A test for differences of
means gives p = .003 for a two-sided test. The observed TES is ∆ = 1.02, and
a 95% confidence interval for the true TES is (.32, 1.72) [Kadel and Kip, 2012].
To illustrate how the EER affects the probability of replicability, we consider
an initial experiment like this one with sample sizes n1 = n2 = 11, α = .05,
and TES ∆∗ = 1.0. Under model (1), the test statistic T has power .88, which
we assume would meet the requirements of the researcher. The .975 quantile
of the t-distribution with df = 20 is 2.086, so the probability of replicability is
prep = P (T ≥ 2.086|model (2)).
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Figure 1: Probability of replicability, probability of significance in the wrong
direction, non-significance, vs σI/σe, n = 11, TES = 1.0, α = .05, initial power
= .88.
Figure 1 shows a plot of this probability and plots of the probabilities of
significance in the wrong direction and non-significance as functions of EER. If
the EER ω = 0, then prep is the power of the initial test, .88. Small values of ω
ensure that prep is large in the follow-up experiment. However, as ω increases,
prep decreases. For instance, if ω = .6, which we show later is a plausible value
in research, then prep ≈ .71 and the probability of non-significance increases
to .28. Especially troubling is the prospect of obtaining a significant result in
the wrong direction when ω is large. For any given n1, n2, α, and ∆,it can be
shown that the probability of replicability and the probability of significance in
6
TES
0.25 1.00
Power of initial test: model (1) 0.94 1.00
Prob. replicability: model (2) upper-tail rejection 0.57 0.95
Prob. follow-up test significant in wrong direction 0.21 0.01
Prob. follow-up non-significant 0.22 0.04
Table 1: Probabilities across different values of TES. n1 = n2 = 300, α =
.005, ω = .5
the wrong direction both approach .5 as ω → ∞. Thus, in the case of large ω,
we essentially can do no better than a toss of a coin in a follow-up experiment
when checking for replicability of the initial results regardless of how well the
initial experiment may be conducted.
3.1.2 Example 2: Large n and Small α
An initial experiment with a large sample size and small significance level that
yields a statistically significant result would generally be regarded as strong
evidence that something “real” has occurred, and one might reasonably expect
that such a result would be replicable. This is not the case when the TES ∆ is
small. Table 1 gives a case in which n1 = n2 = 300, α = .005, and ∆ = .25 or
1.0. The power of the initial test is .94 when ∆ = .25. However, in the follow-up
experiment with the same TES in which the EER is ω = .5, the probability of
replicability is just .57, and the probabilities of finding a non-significant result
and significance in the wrong direction are .22 and .21, respectively. However,
if ∆ = 1.0, the probability of replicability is .95, and the probability of finding
non-significance or significance in the wrong direction are negligible.
Most importantly, this example shows that common approaches used to im-
prove replicability—decreasing the significance level α and increasing the sample
size n—alone are insufficient to ensure replicability of a result. Rather repli-
cability relies as much or moreso on identifying large effect sizes and reducing
treatment variability due to environmental factors.
Additional insight can be gained by looking at the limiting case as n1, n2 →
∞. Under the initial model (1), the probability of reaching a correct decision
approaches 1 as ni → ∞, but this is not the case under model (2). Because
the distribution of the sample means depends on the ij ’s through the standard
error σe/
√
ni, which is negligible for large samples, the distribution of T in the
limit depends only on the environment by treatment interaction terms δi’s and
is independent of the level of significance. For purposes of interpretation, it is
convenient to express this distribution in terms of the TES ∆ and the EER ω.
7
The probability of replicability in the limit is given by
lim
n→∞P (T ≥ tα/2|model (2)) = Φ(∆/ω), (11)
and the probability of significance in the wrong direction is 1− Φ(∆/ω).
For instance, if ∆ = .25 and ω = .5, the limit is .69; in fact, this is the
largest that the probability of replicability can be for these values of ∆ and
ω. In this limiting case, the probability of significance in the wrong direction
is .31. As ω → ∞, both the probability of replicability and the probability of
significance in the wrong direction approach Φ(0) = 0.5. As we see, even with
infinite resources to perform an experiment, the presence of a large EER alone
(with respect to the TES) allows for a large probability of making a conclusion
opposite to that from the original experiment.
In other words, TES plays an important role in mitigating the negative ef-
fects of EER on replicability. This is illustrated in Figure 2 which has plots of the
limiting probability in (11) and its complement for ∆ = .5 and 1.0. The prob-
ability of replicability and the probability of significance in the wrong direction
approach their limiting values of .5 less rapidly for larger TES, which intuitively
shows how a strong signal can overcome a noisy environment. In research in
which treatment by environment interaction is large and treatment effect sizes
are small, researchers must be cautious in assuming that even highly significant
results in the initial environment will carry over to other environments.
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Figure 2: Limiting probabilities of replicability and significance in the wrong
direction across different values of the EER for TES = 0.25 and 1.0.
3.2 Relative Efficiency of the Initial and Follow-up Exper-
iments
If two tests are designed to test the same hypotheses and achieve the same power
at the same level of significance, then the ratio of their respective sample sizes
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is a measure of the relative efficiency of the two tests. We adapt this idea to
obtain the relative efficiency of the t-test when applied to the initial and follow-
up experiments. Suppose µ1 > µ2 as before and suppose, for a given ∆ and
α, we would like the probability of reaching a correct conclusion for the initial
and follow-up experiments to be the same. For simplicity, we use the normal
approximation in (10) and assume that the sample sizes for the two treatments
are the same. For a given power, let nI and nF be sample sizes necessary for
each treatment for the initial and follow-up experiments respectively to have
the same specified probability of a correct result. The relative efficiency of the
follow-up experiment to the initial experiment is nI/nF .
The sample size nI necessary for the initial experiment to reach a correct
conclusion for a treatment effect size ∆ with power 1−β is nI = (zα/2+zβ)2/∆2.
For the follow-up experiment, nF can be found by setting the probability of
replicability (10) to 1 − β and solving for nh. This is equivalent to iteratively
solving for nh in the formula
zα/2 + zβ
√
1 + nhω2 = ∆
√
nh. (12)
It is possible that there is no value of n that will satisfy (12), in which case, the
relative efficiency is 0.
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Figure 3: Relative Efficiency vs EER, α = .05, 1− β = .8, TES = 0.25 and 0.5.
Figure 3 shows plots of the relative efficiencies for values of TES ∆ = .25 and
.5 versus the EER ω for level of significance α = .05 and probability of reaching
a correct conclusion set to .8. If ∆ = .25 and ω = .2, the sample sizes are
nI = 126 and nF = 621 with relative efficiency of only .20 (computed sample
sizes are rounded up to the nearest integer). Relative efficiency increases with
increasing TES. For instance, if TES is increased to ∆ = .5 when ω = .2, the
sample sizes are nI = 32 and nF = 46, giving a relative efficiency of .70.
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A researcher who wishes to have the results of the initial experiment con-
firmed by a follow-up experiment is at a disadvantage if the follow-up exper-
iment is done at the same sample size as the initial experiment. The loss of
efficiency in the follow-up experiment can be substantial. One may be able to
compensate by adjusting the sample size of the follow-up experiment to put it
on an equal footing with the initial experiment, although this is not always pos-
sible. As with all sample size determinations, prior knowledge of the size of the
variance components is required to determine the sample size for the follow-up
experiment.
4 Adjusted p-Values and Confidence Levels
The two common tools for making inferences about µ1 − µ2 are p-values and
confidence intervals, but what does a p-value or a level of confidence in the initial
experiment tell us about these values in a follow-up experiment? As tools for
statistical inference, these values must be adjusted for a changing environment
where the adjustment is based on EER.
4.1 Adjusted p-Values
The observed effect size is defined to be
∆∗ =
y¯1 − y¯2√
2se
, (13)
where the lower-case letters denote observed values from the two treatments.
We assume ∆∗ > 0 consistent with our assumption that µ1 > µ2. The observed
value of T is ∆∗
√
nh, and the two-sided p-value for the observed t-statistic for
the initial experiment is
P ( |T | > ∆∗√nh|model (1), µ1 − µ2 = 0) = 2 (1−G0(∆∗√nh)) . (14)
Because the distribution of T under model (2) is given by (9) with µ1−µ2 = 0,
the two-sided p-value for the same effect size ∆∗ in a follow-up experiment is
P ( |T | > ∆∗√nh|model (2), µ1 − µ2 = 0) = 2
(
1−G0
(
∆∗
√
nh√
1 + nhω2
))
. (15)
This is what we call the adjusted p-value.
The limit of (15) as nh →∞ is the asymptotic adjusted p-value, which is
2(1− Φ(∆∗/ω)). (16)
Note that (15) decreases as nh increases. Hence, the asymptotic adjusted p-value
is also the minimum adjusted p-value. For the asymptotic adjusted p-value to
be .05, we must have ∆∗ = z.025ω ≈ 1.96ω. If ∆∗ is less than this, the adjusted
p-value cannot attain the traditional .05 level of significance regardless of sample
size.
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4.2 Adjusted Confidence Levels
Confidence intervals may be preferred to hypothesis tests because they provide
more information, but whether one uses confidence intervals or hypothesis tests,
the problems posed by the random factors in the follow-up experiment do not
go away. The confidence interval (y¯1 − y¯2) ± tα/2se
√
2/nh, while having level
of confidence 1 − α for µ1 − µ2 in the initial experiment, will have a lower
level of confidence if applied to the follow-up experiment. Under model (2),
the conditional mean of y¯1 − y¯2 given θ, δ1, and δ2 is (µ1 + δ1) − (µ2 + δ2),
so the confidence interval in a follow-up experiment is biased by δ1 − δ2 as an
interval for µ1 − µ2. When averaged across environments, the probability that
the t-confidence interval contains the true difference µ1 − µ2 can be shown to
be
2G0
(
tα/2√
1 + nhω2
)
− 1. (17)
We call this the adjusted confidence level. If ω > 0, the adjusted confidence
level approaches 0 as n1, n2 →∞; the length of the confidence interval shrinks
to zero, but the location is not centered on µ1 − µ2. That is, for large n the
confidence interval in a follow-up experiment almost certainly will not contain
µ1 − µ2.
Additionally, we can manipulate the above equation to find an adjusted
confidence interval for a given significance level α. An adjusted 1−α confidence
interval is
(y¯1 − y¯2)± tα/2se
√
2/nh + 2ω2. (18)
Of note, as nh →∞, the length of the confidence interval for a fixed confidence
level 1 − α approaches ω√2. That is, when accounting for the presence of the
EER, the confidence interval in 18 no longer is expected to converge to the true
value of the treatment effect.
4.3 Adjusted p-values and Confidence Levels for Example
1
Figure 4 shows plots of the adjusted p-value and the adjusted confidence level
versus EER for the data in Example 1 in Section 3.1.2. The p = .003 in the initial
experiment is strong evidence for a treatment effect in the environment in which
the experiment was conducted, and the same outcome would be significant at
the 5% level in a follow-up experiment in which ω ≤ .38. However, if ω > .38,
the treatment effect would not be significant at the 5% level and the adjusted
confidence level would fall below .8 from an initial value of .95. Plots like these
let the researcher examine the sensitivity of the p-value and confidence level to
changing environments. They are similar to the p-value profile plots in Perrett
and Higgins [2006] for non-replicated experiments with subsampling.
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Figure 4: Adjusted p-value and adjusted confidence level vs EER for n = 11,
∆∗ = 1.0, initial confidence level (1− α) = .95.
5 Realistic Values for EER
While TES can be estimated from the initial experiment, that is not the case
with EER. However, one might expect that the size of σI relative to σe would
be similar for similar experiments, and thus a researcher might be able to use
prior experiences to come up with a plausible value or range of values for EER.
We illustrate this in Examples 3 and 4.
5.1 Example 3: Estimates of ω
Kafkafi et al. [2005] used a mixed model to decompose the total variance in a
muli-laboratory experiment into between-genotype variance, between-laboratory
variance, genotype×laboratory interaction variance, and within-group variance.
The ratio of the genotype × laboratory interaction standard deviation and the
within-group standard deviation is the ratio σI/σe in our study. We calculate
ratios σI/σe for different endpoints respectively based on the graph of propor-
tion of total variance. As Table 2 shows that the ratio σI/σe ranges from about
0 to .64. We may regard these values as the prior knowledge of the standard
deviation ratio σI/σe for similar kinds of experiments in the future. It would
help other researchers make more informed judgments for the replicability of
results from a single experiment if these values are shown to be reasonable in
other such multi-lab experiments.
Even for an experiment at one facility, there is often non-homogeneity in
that environment that is accounted for by blocking in the design of the exper-
iment. If the treatments appear more than once in each block, then the usual
RCB analysis with fixed effect “treatment” and random effects “block” and
“block×treatment” would give us an estimate of the component of variance σ2I
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Ratios σI/σe for different endpoints [Kafkafi et al., 2005]
Endpoint(Response) σI/σe Endpoint(Response) σI/σe
lingering time 0.64 distance traveled 0.58
segment max speed 0.39 excursions 0.35
time for tum 0.15 radius of tum 0.32
segment length 0.51 center time 0.40
progression segments 0.15 segment acceleration 0.37
homebase occupancy 0 lingering mean speed 0.34
diversity 0 stops per excursion 0.16
lingering spatial spread 0.18 relative activity decrease 0
latency to half max speed 0
Table 2: A multi-lab experiment
Source of Var. Estimate SE Z-Value Pr > Z
blk 1.1052 2.4502 0.45 0.326
blk×trt (= σ2I ) 3.8559 3.1035 1.24 0.107
Residual (= σ2e) 9.1056 1.9196 4.74 < 0.0001
ω = σI/σe 0.6507
Table 3: Variance component estimates for Example 3.
for random interaction due to blocks. If we regard the block itself as an “en-
vironment,” then the estimate of the ratio σI/σe will suggest a plausible value
for EER.
To demonstrate this, we used SAS PROC MIXED to analyze data from Snedecor
and Cochran [1980, p. 267] using a randomized block design in which there are
3 treatments measured each of 4 times in each of 5 blocks. The data are the
number of wireworms in soil samples treated with either one of two fumigants
or a control. We obtained the estimates of the components of variance as shown
in Table 3 and computed the estimate of EER to be .65.
5.2 Example 4: A Bound on ω Based on the Intraclass
Correlation
If we randomly select an environment then take observations according to model (2),
the observations within treatment are correlated because the random term θ+δi
is common to all the observations within the treatment. The intraclass correla-
13
tion is given by
ρ =
σ2θ + σ
2
I
σ2θ + σ
2
I + σ
2
e
. (19)
This quantity is smallest when σ2θ = 0, so ρ > σ
2
I/(σ
2
I + σ
2
e). It follows that
ω <
√
ρ/(1− ρ). (20)
The value of ρ was estimated in Perrett and Higgins [2006] for eight cultivars
inoculated with spider mites in 4 greenhouses which are the environments for
this example. The values of estimated ρ ranged from 0 to .30 with a median of
.12. If ρ = .30, then ω < .65, and if ρ = .12, then ω < .37. Even with a lack
of a statistical estimate of ω, a bound on its value may be enough to indicate
whether the results are likely to be reproducible.
5.3 Interpreting TES relative to EER
What constitutes a “large” observed value of TES, that is one that is likely
to yield a statistically significant result in a follow-up experiment, will depend
not only on nh and α as it does in the initial experiment, but also on EER.
Table 4 shows the asymptotic adjusted p-values (10) for selected observed TES
∆∗ between .30 and 1.30 and EER ω set at either .35 or .65. For instance, if
ω = .35, an observed effect size ∆∗ = .70 has an asymptotic adjusted p-value of
.05, but it would take ∆∗ = 1.3 for this to happen with ω = .65. In the social
sciences, an effect size of .8 as measured by Cohen’s d would be considered
large [Cohen, 1988]. However, with this value of d, we have ∆∗ = 0.8/
√
2 = .57,
and we would be unable to achieve significance at the 5% level for EER ω > .29.
Observed TES ∆∗ 0.30 0.50 0.70 1.00 1.30
Asymp. adjusted p-value, EER ω = .35 0.39 0.15 0.05 0.00 0.00
Asymp. adjusted p-value, EER ω = .65 0.64 0.44 0.28 0.12 0.05
Table 4: Asymptotic adjusted p-values vs. observed TES.
6 Summary and Conclusions
It would be foolhardy to perform an experiment at a research facility if it were
believed that the results would apply only to that facility at the time the re-
search is done and under the conditions that prevail at that time. Yet statistical
significance in a strict sense only applies to the environment in which the experi-
ment is conducted. The issue is how to account for this in attempting to extend
conclusions beyond the environment of the initial experiment. We have pro-
posed three measures that can be used to assess the likelihood that the results
of an initial experiment can be replicated in other environments: the probability
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of replicability, the adjusted p-value, and the adjusted confidence level. We have
shown that it is not enough to consider just large sample size and small levels of
significance in the initial experiment when dealing with questions of replicability
even in well-designed experiments. The researcher must also consider TES in
conjunction with EER in judging whether or not a statistically significant result
is likely to be replicated in a follow-up experiment.
Because smaller values of EER tend to favor replicability of results, it is
desirable to the extent possible to control the size of this ratio by controlling
the size of σI . This involves a careful examination of the experimental process
to ensure that extraneous sources of variability are not inadvertently introduced
into the experiment. At the top of the list would be establishing and monitoring
the experimental protocol. Without this, things can go wrong in unexpected
ways. For example, in one agricultural experiment, in which the first author was
a consultant, the purpose was to compare the effects of two types of tractors on
soil compaction. However, the farmer changed type of tractor in the middle of
the experiment in violation of the protocol. He explained that the tractor that
he was supposed to use broke down, but he still had to get the work done!
Even if well-established protocols are followed, there still may remain en-
vironmental factors beyond control of the researcher that affect the outcome,
and hence, affect replicability. A follow-up experiment performed with best
statistical practices but uncontrolled environmental variability may only have a
little more than 50% chance of replicating the original finding. It is not hard to
fathom that the presence of environmental variability coupled with poor statis-
tical practices in the initial or follow-up experiments may jointly help in explain-
ing the finding that 70% of scientists have failed to replicate other researchers’
experiments [Baker, 2016].
Large treatment effect sizes can help mitigate the negative effects of environ-
mental factors, but small treatment effect sizes, even if statistically significant,
should be viewed with caution. The results shown in Table 4 suggest, for in-
stance, that treatment effect sizes less than .7 should be viewed with caution
when EER is greater than .35. Plots of the probability of replicability, adjusted
p-value, and adjusted confidence level against EER can be used to indicate the
sensitivity of results to changing environments and to assist in making judg-
ments about the likelihood of replicating results.
Ultimately, the way to tell whether an experimental result is replicable or
not is to attempt to replicate it, not just once, but several times in randomly
selected environments. The results of the initial experiment, whether statisti-
cally significant or not, should be regarded as preliminary until further research
can confirm the results. When results of a follow-up experiment fail to confirm
the results of the initial experiment, we should not be quick to blame mistakes
for the problem. Even contradictory results in a follow-up experiment may be
the result of unavoidable environment by treatment interaction. Greater effort
needs to be made to get estimates of components of variance due to environ-
mental effects. Where available, these should be reported along with means,
standard errors, and effect sizes in research results. With greater knowledge of
EER in various contexts, it will become possible to make more informed judg-
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ments about the potential for replicability of results from a single experiment.
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