The presented study comprises the view on migration in depending on
Introduction
Migration processes influence many aspects of economic, social and cultural environment, and thus, understanding of migration trends helps to plan and predict future actions on a regional level. Investigation of spatial distribution and movement of labour forces serves not only for the purpose of regional institutions and agencies, but can also help investors make suitable strategic decisions. In the last years, we can observe two migration trends associated with urbanization and suburbanisation processes that were originally introduced by (Berg et al., 1982) . The first one means movement of inhabitants to well-developed urban areas (core) usually with economic motives. In contrast, the suburbanization processes describe people moving from the core to the periphery. Their motives and preferences are usually in the categories of more peaceful and cheaper living under the uninterrupted employment linkages.
Interregional migration becomes a focal point of a variety of economic and social studies. According to (Farwick, 2009) , the research framework in this field should cover essential problems like who is moving, where and from what region. (Etzo, 2008) , on the other hand, stressed two sides of empirical migration studies depending on whether their aim is to find the determinants of migration or to study the migration consequences. Most of the studies examined the migration by looking on the economic factors of the regions. Even in the first migration empirical study performed by (Ravenstein, 1885) , the importance of economic aspects has been emphasized.
According to neoclassical theories, wages and unemployment belong to most often used determinants pushing or pulling migrants from/to region. In one of the first studies, (Harris & Todaro, 1970 ) identified these two variables as the ones, stimulating the migration flows. Their contribution served as a starting base for many research papers. As an example the work of (Fidrmuc, 2004) , investigating the influence of wages and unemployment on the migration in the post-communists countries of the Central and Eastern Europe, may serve. The findings confirm that these two factors are significant in relation to the migration flows. In a later study carried out together with (Huber, 2007) , Fidrmuc offered an alternative view on the migration activity from the perspective of migrants in the Czech Republic. In this case, the higher income was not proved as a decisive factor for moving of the middle-income group of inhabitants. On the other hand, the ownership of family house in the combination with the high age, are the factors reducing incentives to move. Income and unemployment, as relevant factors for migration, are the topics of studies e.g. of (Hazans 2003; Bloze, 2009; Maza & Villaverde, 2004; Karam & Decaluwe, 2008; Rabe & Taylor, 2010; Andrienko & Guriev, 2003; Cattaneo, 2008) . Similarly, (Ciarniene & Kumpikaite, 2011) examined the role of various factors using a structured questionnaire survey focussed on Lithuanian students. In the result, 85 % of them present the economic reasons as crucial for moving to more developed areas. (Eltzo, 2008) studied gross migration flows between regions in Italy with the conclusion that among the investigated economic determinants, the GDP per capita represents the main factor influencing the migration activity. The unemployment and infrastructure endowment level were also recognized as motives, but only when they are associated with the sending region. Another view on the migration is supported by the case studies devoted to spatial aspects of migration. The valuable and useful framework of this research is provided by the well-known gravity models. (Cuching & Poot, 2008) in their survey confirmed the importance of the population sizes and distance between sending and receiving regions. (Kumo, 2006 ) used the gravity model on population migration in Russia with interregional in-and out-migration flow matrix. He similarly presented densely populated regions experiencing a relatively high volume of inward migration. The study of (Aldashev & Dietz, 2012) strengthens the previous findings regarding the migration data of Kazakhstan. The introduced overview of the research studies offers a large variety of the methodological tools used by identification of the factors influencing migration activities.
The main aim of the paper is to investigate the present and to predict future migration flows among clusters made of grouped Slovak districts with the similar development level. We intend to analyze three main issues. Firstly, if the present migration activity is the highest in the most developed clusters? Secondly, if the presence of suburbanisation and urbanization processes can be observed? Finally, we would like to investigate the clusters, which constitute an object of future depopulation. As we consider migration to be a complex social and economic phenomenon, we propose the methodology enabling a research of multidimensional data to avoid an error caused by the insufficient specifications. Thus the presented study comprises application of three empirical methods: principal component analysis (PCA), cluster analysis and analysis of the variance (ANOVA). The application of the cluster analysis enables to categorize equally developed regions into the clusters. Movement of inhabitants among the clusters is studied and further examined by ANOVA method. The outputs of these purely empirical methods are linked with a theoretical population model of the clusters, which has some predictive potential. The structure of the paper is as follows. In the next section we describe the application of PCA. In the second section, we categorize the districts into the clusters and identify their migration specifics by using ANOVA. Model of the population dynamics with the migration between clusters is presented in the third section. Finally the conclusions are presented.
Principal components analysis
Dataset consists of the Slovak district annual data covering a period of the years 2005 -2010. Each district is characterized by 54 indicators from economic, social, demographic, infrastructure and regional-development fields. To avoid the non-systematic outlier misspecification, we aggregated the annual data and further used their 6-year period averages. To reduce high dimensionality of the data, we decided to use the Principal Component Analysis (PCA). Before its application, we normalized data towards zero mean and unity standard deviation. Basic statistics of the first fourteen principal components are listed in Table 1 . Each component represents a specific combination of observed indicators (see later Table 2 and 3) and has a different meaning. The proportion of variance determines the coverage of dataset, e.g. first component covers 38 % of dataset variation and logically features the highest standard deviation. Every further component brings lower proportion and standard deviation. The more principal components we take into deliberation, the bigger cumulative proportion of variance we have. Ideally, the most effective way for data analysis by using the PCA is to achieve high cumulative proportion with only couple of components. Therefore, several methods have been developed to provide an eligible number of principal components, which will serve for further analysis. One of the most frequently used is the method, which exploits the histogram of variance for each component. According to Figure 1 , the kink in a decrease of variance separates first two most relevant components. However, they reproduce only 48 % of the variance, which seems to be insufficient to describe the whole data set. Another method, sometimes called eigenvalue-one-criterion (Also known as Kaiser´s criterion) drops out components with eigenvalues less than one. Because the standard deviation of a component is given as a square root of the corresponding eigenvalue of the dataset variance-covariance matrix, using the rule and the data listed in Table 1 , we identified first ten components intended for further analysis. This relatively large number of components is still difficult to interpret, and, at the same time, also to identify some differences among them. Thus the final reduction is realized by a criterion demanding to explain at least 70 % (For natural sciences, it is recommended to cover 95 % of variance, for social sciences just 65 % (Hair et al., 2005) ) of the variance of all components. This criterion led to the choice of the first five components. In Table 2 , we introduce loadings of 10 variables with the highest contribution to each underlined component. Table 2 Loadings of the most significant variables for components 1-5
EA = Economically active population
The first component represents a mix of economic and labour market infrastructure and demographic variables. Generally it defines overall status of the region and describes business environment with partial view on every investigated area. Economic dimension include real wages level, share of commercial companies on total organizations, share of bank branches on total and FDI share. The composition of the economic activity represents the employment in the science, health and educational sector. Finally, index of growing old and number of men and women complement entire composition of the component from demographical aspect. When considering the first component, its high values mean the overall lagging of the region.
The second component has very clear structurelabour market and demographic characteristics. It is described by the share of population in productive and preproductive age, young and long-term applicants for a job and the unemployment rate. Moreover, it includes share of Roma people, who are often marginalized and socially excluded. According to study of (Popper et al., 2009) , only 16,6 % of adult Roma population work on permanent contract. Surprisingly, the economic activity in the science, health and educational sectors as well as share of the legislators and managers is here also included and moreover, with the same sign of loadings as the negative characteristics of the labour market (unemployment, job applicants, etc.) . This fact can be interpreted by the need to administrate the lagging region, where the free market job positions absent and the positions administratively enforced prevail. In the case of the second component, high values of the component indicate poor state of the labour market and its demographic characteristics.
The role of the infrastructure and tourism is comprised in the third principal component. Road infrastructure and number of built apartments enter into the economic attractiveness of a region. On the other hand, it is associated with a social infrastructure reflected in number of organizations budgeted from the state. From another point of view, the region's attractiveness is also determined by a triplet of tourism indicators (number of tourists, accommodation facilities and overnights staying). High values of this component represent low attractiveness of the region.
The structure of the fourth component is introduced primarily as a combination of demographic variables and different types of businesses categorized by a corresponding number of employees. The demographic factors are -0,191 associated here with the indicators of the ageing population. According to (Megyesiova & Hajduova, 2012) , the ageing is considered to be a crucial factor of the future economic development. This component informs about a lack of labour forces (more in the view of quantity than quality) within the region. It means that positive values of the component represent regions, which are getting old, with urban rather than village type population. The structure of businesses is oriented on the middle and large companies. The fifth component contains again indicators with an emphasis on demographic structure and unemployment status. Similarly, high levels of these components explain lagging countryside regions with high unemployment, old population and disrupted infrastructure. 
Cluster analysis and ANOVA
The regions are now defined by characteristics of the above mentioned five components. Using them, the Ward´s method as a clustering algorithm is applied. The eightcluster categorisation is displayed in the map of Slovakia (Figure 2) . For deeper understanding, we interpreted the principal component values in the sense of Table 3 followed by a detailed analysis of the original dataset. Here, according to the considered criteria, the clusters 1, 2 and 3 appear to be extraordinary highly developed with respect to the rest of the clusters. On contrary, specification of the set of the "underdeveloped" clusters is rather fuzzy and depending on the selected criteria. However, clusters 5, 6 and 7 rank the lagging position according to the most criteria. It is obvious that most developed districts with best business environment are clustered separately. It can be recognised by observing districts of Bratislava (Bratislava I, II and III), which are grouped together. It results primarily from an economic character of the regions characterized by a high level of economic development, wages and low unemployment. The infrastructure attains very high level with well developed road and rail network and the international airport. Bratislava itself became a centre of trade because of its central location in the financial and other business areas (Bratislava is the capital city and the biggest city in Slovakia with direct connection to Austria (Vienna), Hungary and the Czech Republic). As a site with high wages and opportunities for a suitable job application is attractive for migrants coming from the poorer regions. Furthermore, other Bratislava districts (IV and V) and Kosice districts (second largest industrial centre in Slovakia) establish the second cluster. Again, this cluster incorporates highly developed regions. It should be noted that Kosice city is located in the eastern part of Slovakia. Clusters 1 and 2 contain a small number of districts (nine districts of Bratislava and Kosice). For proper use of ANOVA, we merged them into one denoted as 1+2. As indicated above, the cluster contains nine most developed cities districts. Economic conditions for enterprises, infrastructure, foreign direct investments, skilled labour and qualified human resources, low unemployment and high real wages create possibilities for economic growth and sustainable development. Moreover, good business environment and attractive labour market encourage people to move there. As shown in Figure 3 , migration activity in these areas is high. Both immigration and emigration attain the maximum average value if compared to other clusters.
Cluster 3 encompasses the districts surrounding Bratislava city. These regions are also developed as they are taking an advantage of being close to the biggest center in Slovakia. The district of Trnava (TT) was also connected to well developed regions because of foreign direct investments and direct connection to Bratislava (highway, railway). The average of finished and built apartments is the second highest in Slovakia. The attractiveness of these districts is confirmed also in Figure  3 , where the median immigration is the second highest.
Cluster 4 contains developed centres; either tourist resorts (districts of Poprad (PP) and Liptovsky Mikulas (LM), which are located near The High and Low Tatras or agricultural districts in the south-west Slovakia. Moreover, there are included 5 of 8 centres of NUTS III regionsPresov (PO), Nitra (NR), Zilina (ZA), Banska Bystrica (BB) and Trencin (TN). The remaining NUTS III centers are already included in previous clusters -Bratislava, Košice and Trnava (TT). According to real wages and unemployment, this cluster took position just after the previous ones. The value of foreign direct investments is the third highest. Furthermore, we see the highest density of the road network and highest number of miles of highways, which clearly contribute to levels of development.
Poorer regions of Eastern Slovakia are separated in cluster 5. They are characterized by low real wages, extremely high unemployment and a significant proportion of the Roma minority. The proportion of pre-productive age inhabitants is the highest of all clusters. The regions are not highly developed. Foreign direct investments are the lowest within all clusters. For possible reasons, the lack of the qualified labour forces, poor infrastructure and weak innovation activity are frequently counted.
Regarding to cluster 6, it comprises not developed regions, because of the lowest average population, the lowest road network density and mainly forest character of districts. The situation is confirmed also by the average number of new apartments, which is the lowest among all clusters. The real wages attain the second lowest and the unemployment the third highest level that clusters attribute to the poor regions. Cluster 6 consists of the considerably small districts regarding its population and area. The rural character of the 6-th cluster seemingly becomes a target for suburbanization movement from the surrounding regions. Analyzing map in Figure 2 , we come to the conclusion that the districts of this cluster are neighbouring by larger districts of clusters 4 and 7 with comparably better industrial potential. Inspecting the box plots in Figure 3 and migration data introduced in Tables 5 and 6 we get the argument supporting this hypothesis.
In contrast to cluster 6, cluster 7 includes also agricultural districts. Although the area and population of hese districts is much higher than in cluster 6, the remaining characteristics are the same. The highest unemployment, which is determined by long-term unemployed people, low real wages and smallest number of motorways, predetermine weakness of these regions. On the other hand, the number of businesses with 0-19 employees represents the highest value, which can be explained by the dominance of the small businesses due to the lack of job vacancies. Cluster 8 includes regions in the West Slovakia. Regarding to developmental level, they are located between well and weakly developed cluster. They could belong to developed clusters, because of advantage of developed infrastructure (road network density is the third highest) and good connectivity to Bratislava. However, the wage level is still below the level of first three clusters.
In Table 4 , we presented some migration and demographic indicators of given clusters. First, the number of live births is almost the same as in all clusters themselves apart cluster 5. This was set up as an outlier, due to high natality especially of Roma. Since the relative number of the deceased is low, cluster has the highest population natural growth. Cluster 1 is characterised by the highest share of deaths and consequently by the highest population drop. The international migration is also included in the table, although our analysis covers exceptionally interregional Slovak migration. In case of cluster 1, immigration from abroad reaches the highest level. This can be explained by the attractiveness of the region. Otherwise, international migration plays a minor role if compared to internal migration. The reason is that migration data are based on the change of residence address. For international migration, young people, as the most active migrants move abroad without changing permanent address, so they are officially still living in Slovakia, however, actually living and working abroad. Next, we can observe that clusters 1+2 and 3 absorb a large portion of migrants. On the other side, clusters 1+2 loose many migrants moving into the peripheral areas. To determine, whether there is statistically the same level of the migration activities in all of the considered clusters, we decided to use ANOVA test. The null and alternative hypotheses are:
H 1 : at least one cluster has different mean ƞ where ƞ i is mean value of the i-th cluster. Clusters investigation is threefold: by net migration, immigration and emigration. The underlying assumption of the parametric ANOVA is the clusters variance homogeneity of the respective migration indicators. The null hypothesis (of equal variances) has been rejected according to the Bartlett test (p-values < 0.01 in case of all 3 variables). Thus, we decided further to use the Kruskall-Wallis test, which is robust against the ANOVA assumptions violation and provides test (1) on median values. Using it, we accepted the alternative hypothesis at 1 percent significance level in all three cases considered. To achieve a clear view which clusters are the same and which are different, it is necessary to use one of the post-hoc tests. As discussed above, the migration data exhibit the heterogeneity of variance. The Tukey's honestly significant difference test seem to be inapplicable, thus we decided to use the heteroscedasticity robust Games-Howell test. For the particular migrations, we found out that cities districts (1+2) are characterized by a much stronger migration activity that sets them apart from the others. In case of inflows both the clusters (1+2) and 3 are revealed as statistically equal (p=0,72), but each of them differs significantly from others (in all considered pairs at 1 percent level). The immigration activity is high for both, albeit for different reasons. Increased immigration in cluster 1+2 is by urbanisation, which is quite obvious in immigration from all considered clusters except clusters 6 and 8 (see Table 5 ). On the other hand, the immigration to the cluster 3 is intensified by the suburbanisation process attracting people from the Bratislava districts to the neighbouring rural districts (see Table 5 ). In their research, Gajdos and Moravanska (2008) found good connections to towns, better options for living and more healthy environment as main reasons for moving to peripheral areas. If we look onto outflow, only cluster 1+2 appears as statistically significantly different from the other clusters (p < 0,01 in all considered pairs). Again, this can be explained by the suburbanization trends. For other clusters, we can conclude that they do not statistically significantly differ. In case of net migration, the Games-Howell test shows that cluster 3 is different from the others (p < 0,01). This is explained by the imbalance of migration flows where the inflow markedly prevails over outflow. At the same time, it is to mention that in case of the net migration the assumption of mutual independence of the observations in different clusters is violated. Thus, the results of the Kruskall-Wallis and Games-Howell are presented here just for the demonstration purposes. The above mentioned empirical findings supported existing researches (Kuma, 2006; Cuching & Poot, 2008; Aldashev & Dietz, 2012, and others) . The developed regions in Slovakia experienced bigger migration activity than lagging regions. The results confirmed also the presence of urbanization (migration flows to developed centers) and suburbanisation trends (migration flows from development centers in nearby sub-areas). The performing of this analysis might further serve for the purpose of regional policy decision-making in order to help less developed regions to converge. The public effort for cocreation of suitable living condition may prevent the region from depopulation and thus losing the potential labour forces. In order to find the most critical regions and their perspectives from the standpoint of depopulation, in the next section we construct and examine the model of the population dynamics.
Population dynamics of clusters
This section concerns the proposal of the empirically supported model based on the principles of the spatially distributed social-dynamic population models (see e.g. Bijak (2004) ). Since the clusters have been selected by previous empirical methodologies as relatively homogeneous elements of the original heterogeneous system, in order to follow their evolution, we suppose it is sufficient to limit ourselves to the population model designed for the homogeneous subunits -clusters. As the information on the asymptotic saturation of the population is not available for the observation, we restrict to a linear formulation. If is the number of individuals at year t, the population size in the next year is ,
where; is the total number of inter-cluster transitions from the cluster i minus impact of the intercluster transitions out of the i-th cluster (all transitions within Slovakia). The total population growth rate consists of the contributions.
,
where stands for the population born and death rate, respectively. The model assumes openness of Slovakia to migration. The phenomena are described by the rates of international immigration and emigration . Thus, now for some explanation, the number of emigrations is described by . The number of transitions from the ith cluster and out to the cluster (within Slovakia) is given by (Weidlich (2000) ).
-,
where describes the number of transitions (migrations) per person per year. The growth and transition rates have been estimated from the Table 4 as the ratios of the six year average of the migrations divided by the actual number of residents of a given cluster. In our study the time-course of the population of very different clusters we decided to define the relative quantity. ,
in which the superscript (0) represents the last issue of the database (year 2010).The results of the calculation are depicted in Figure 4a We suppose that this aspect can be achieved by the reparametrization of the links directed in clusters 6 and 8 by using single parameter . Formally it means the performing series of the particular multiplicative replacements.
where denotes the original value of the matrix element and is the value achieved after the particular link strengthening with help of . Note that the remaining links are left untouched. It should be also noted that due to the system complexity, the above manipulations are only of the hypothetical kind, because the consequences of such manipulations might not be trivial and quite different from what we really want to achieve.
Our multiplicative modifying of links simply claims to avoid from the unwanted population drop (after 30 years of evolution), which may be expected for less attractive clusters 6 and 8. To investigate this we performed a series of simulation runs for gradually changing by starting from the identical initial real-world conditions. For each run, which covers thirty years of the hypothetical system evolution toward the future, the transition matrix elements and , are kept constant. The final values have been recorded and depicted in Figure 5 . We see that larger artificial preferences of 6, 8, as we have expected, affect as well a situation in other clusters (the most remarkable influence is observed in the case of the cluster 1+2). What is quite positive finding, the expected population supply of 6 and 8 has been achieved without drastic drops in other clusters. Rather unrealistic feature of our finding is that redirection of the population flows requires action of relatively high . The zero growth compensation point values for cluster 6 is attained by 3.2. Even more demanding, should be halting of depopulation of the cluster 8 by means of 4.3. Thus further optimization analysis and strategies are needed to improve the above inverse methodology directed toward preventing great future depopulation of certain regions. 
Conclusions
In this paper we aim to show how internal migration behaves in the regions with different levels of development. In consistency with gravity models and already realised empirics, we observed the dominating migration activity occurring in the most developed centers in Slovakia -city districts of Bratislava and Kosice. The level of development of these districts compared to other regions is very high, which is reflected in their attractiveness and migration. Moreover, the results in this paper confirmed the presence of urbanization and suburbanisation processes. Firstly, urbanization was exhibited in inward migration of cities districts. These districts are labelled as the outliers with respect to the inflows. Secondly, suburbanisation process is revealed in the significantly different outward migration of cities districts. In addition, districts surrounding Bratislava city become the outliers for inflows. These facts emphasize the importance of the level of development of regions for migration flows.
On the other side, the facts might help in regional policy for decision-making. The regions with high emigration (and low immigration) lose the potential of labour forces and their chances for possible convergence become lower. Therefore, it seems to be important for state, municipalities and public organizations to encompass the migration into the process of decision-making aimed to manage support.
To localize critical regions highly susceptible to depopulation we decided to perform forecasts of the population evolution trends, which could be stimulating for regional policy. The relative homogeneity of numerically specified cluster has brought an important and innovative aspect of our approach with respect to the modelling of the population dynamics. Focusing on regions with expected future depopulation, we simulated prognosis with artificially modified transfer enforcement to localize a parametric turning point, in which the future population decline turns into population growth. By this way the population increase may be achieved in all clusters. Less feasible in practical policy terms it seems adjusting of the original migration by relatively high transfer enforcement.
