The Xinanjiang model, a conceptual rainfall-runoff (CRR) model with distributed parameters, has been successfully and widely applied to flood forecasting of large basins in humid and semi-humid regions of China. With an increasing demand for timely and accurate forecasts in hydrology, how to obtain more appropriate parameters for CRR models has long been an important topic. These models have a large number of parameters which cannot be directly obtained from measurable quantities of catchments characteristics. In this study, three different optimization methods are used to calibrate the Xinanjiang streamflow model: genetic algorithm (GA), shuffled complex evolution of the University of Arizona (SCE-UA) and the recently developed shuffled complex evolution Metropolis algorithm of the University of Arizona (SCEM-UA), using streamflow data of the Shuangpai Reservoir in China. Two different time steps of 1 and 3 hr are used in the analysis. The results indicate that the SCEM-UA algorithm can infer the most probable parameter set and furnish useful information about the nature of the response surface in the vicinity of the optimum. Moreover, there is larger uncertainty for 1 hr forecasting than for 3 hr forecasting. This is significant in assessing risks in likely applications of Xinanjiang models.
INTRODUCTION
Conceptual rainfall-runoff (CRR) models have become a basic tool for flood forecasting and become increasingly important for catchment basin management. They can provide an approximate, lumped description of the dominant sub-catchment scale processes that contribute to the overall catchment scale hydrologic response of the watershed system. These models, to various degrees of approximation, attempt to simulate catchment water balance dynamics, which are represented by heuristic equations, or as physically based with scientifically accepted principles (Kuczera ) . Most CRR models usually include 10 or more parameters that link transfer functions of several interconnected water stores. Model parameters are conceptual representations of abstract catchment characteristics and define the behavior of the various conceptual elements and the way they relate to each other, therefore, they cannot be directly obtained from measurable quantities of catchment characteristics.
Setting model parameters is commonly performed by calibration, which is a process of changing parameter values until a satisfactory agreement between simulated and observed catchment behavior is obtained (Sorooshian & Gupta ) . Traditionally, a process of trial and error parameter adjustment or 'manual approach' is commonly made, and the simulated and observed watershed behavior is compared using visual inspection and different measures of performance. This is a very tedious and time-consuming task, depending on the number of free model parameters and the degree of parameter interaction. Moreover, it is difficult to explicitly assess the confidence of model simulations because of the subjectivity involved. These shortcomings have provided incentive for automation of the calibration process. This has transformed the calibration problem into an optimization problem, and the main objective is to determine the values of the model parameters within a large multidimensional parameter space which provides the best fit between the simulated and observed flows hydrograph. In the last two decades, major developments in the calibration of CRR models have provided the incentive for automatic calibration, for instance, the use of global optimization methods (GOM) for model parameter estimation (Cooper et al. ) .
As a means to finding optimal solutions, unlike conventional methods, genetic algorithms (GAs) utilize a population of individuals to search the parameters' space, and do not require auxiliary gradient information to solve optimization problems. Since Wang () showed that the GA is a robust and efficient method for the calibration of hydrological conceptual models, GA has become one of the most widely used techniques for model calibration 
SELECTED OPTIMIZATION METHODS
The GA is a powerful global search algorithm that is based on the concepts of natural selection and genetics (Holland , ) . An extensive description of GA can be found in Goldberg () . GA relies on the collective learning process within a population of individuals, each of which represents a search point in the space of potential solutions.
GA differs from other traditional optimization methods in that it searches among a population of points and works with a coding of the parameter set rather than the parameter values themselves. GA uses probabilistic transition rules, not deterministic rules. In a GA, first an initial population is generated randomly. A fitness value is associated with each individual based on a measure of optimality of the objective function evaluated at the individual it represents. Then, it evaluates the population and operates on the population using reproduction, crossover and mutation operators to produce new and hopefully better solutions. Reproduction is designed to use fitness to guide the evolution of chromosomes. Crossover is the process by which chromosomes selected from a source population are combined to form offspring which are potential members of a successor population. It is hoped that good parents may produce good solutions. Mutation is an operator which is used to maintain the diversity in the population and allows the algorithm to avoid local minima by preventing the individuals in a population from becoming too similar. In the initial implementation of GA, the variables were encoded as strings of binary digits, i.e. zero and one. But if the binary coded GAs are applied to problems having a large search space and seeking high precision, they will spend a considerable time performing encoding and decoding processes due to encoding parameters as finite length strings.
Therefore, a real coded GA is adopted in this study. The rules of reproduction, crossover and mutation employed in this work are well described in Cheng et al. () .
The SCE-UA algorithm combines the direct search method of the simplex downhill descent procedure (Nelder & Mead ) with the concept of a controlled random search by a systematic evolution of points in the direction of global improvement, competitive evolution (Holland ) Hastings ) instead of the downhill simplex method for population evolution. It not only provides the most probable parameter set, but also estimates the uncertainty associated with estimated parameters. Thus SCEM-UA in every model run is able to simultaneously identify both the most likely parameter set and its associated posterior probability distribution.
In brief, the SCEM-UA algorithm starts by randomly selecting initial population of points throughout the feasible parameter space. In the absence of any information about the posterior distribution, a uniform sampling distribution is used. For each parameter set θ, the posterior density, or likelihood for describing the observed data y can be computed by SCEM-UA using the equation specified by Box & Tiao ():
in which n represents the number of measurements; the SD parameter σ denotes the measurement error deviation of the observations and Box & Tiao () showed the influence of σ can be integrated out by assuming a noninformative prior density of the form p(θ)∞σ À1 , leading to the following form of the posterior density of θ (t) :
where
and e represents the error residuals between model and observation, and it is expressed as follows:
where y i andŷ i are the observed and simulated value, respectively. Then, the population of parameter sets is partitioned into a number of complexes, and in each complex a parallel sequence is launched from the point that exhibits the highest posterior density. Subsequently, a new candidate point in each sequence is generated using a multivariate normal distribution either centered on the current draw of the sequence or the mean of the points in the complex augmented with the covariance structure induced between the points in the complex. In order to test whether the candidate point is added to the cur- 2K e X e Δt 2(K e À K e X e )
where K e and X e are the Muskingum coefficients, K e is a storage constant having the dimension of time, X e is a dimensionless constant for the reach of the channel, and
Δt is the time step. For a detailed description and explanation of the Xinanjiang model, please refer to Zhao et al.
() and Zhao ().
CASE STUDY Study area and data
As shown in Figure The region is divided into 12 sub-areas, each of which has the same set of model parameters. Each sub-area is represented by a rain gauge station. Table 2 expressed as follows:
where Q o (i) and Q s (i) are the observed and simulated streamflow or log streamflow, respectively, and N is the number of data points considered. In this paper, the RMSE is selected as the optimization objective to obtain the best fit between the simulated and observed flows hydrograph.
The performance of a rainfall-runoff model for accurate flood forecasting heavily depends on choosing more suitable model parameters. In order to evaluate the different model expressed as r peak_discharge , r peak_time , and r runoff , respectively:
where M pd , M pt , and M r represent the total number of floods that satisfy the acceptable criteria relative to the peak discharge, peak time and total runoff volume, respectively, and N is the total number of the calibrated floods or vali- In order to obtain good performance of the selected global optimization algorithms, some parameters of algorithms need to be chosen. For GA, it includes a moderate population size (P size ), a high crossover probability (P c ), a low mutation probability (P m ), and the maximum number of generation (T max ). Their values have been suggested in some research for the calibration of hydrological models (Cheng et al. , , ). P size criticality affects the efficiency and solution quality of the GAs. Generally, P size is set to be a value between 150 and 300. P c controls the frequency of crossover operation. Generally, P c is chosen between 0.5 and 0.8. P m is a critical factor in extending the diversity of the population. Generally, P m is often chosen between 0.001 and 0.1. In this study, P size ¼ 300, 
where m is the number of points in a complex; q is the number of points in a sub-complex; α is the number of consecutive offspring generated by each sub-complex; β is the number of evolution steps taken by each complex; p is the number of complexes which depends on the type of the problem. As suggested by Kuczera (), p was set equal to the number of calibration parameters to reduce the chance of premature termination of the search Table 3 | The posterior mean (Mean), standard deviation (SD), coefficient of variation (CV), and correlation coefficients between the Xinanjiang model parameters in highest posterior probability using the SCEM-UA, and the parameters obtained using GA, SCE-UA and the SCEM-UA with highest posterior probability for 3 hr time step Of those with a 3 hr time step, 34 historical flood data (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) are applied to the calibration of the Xinanjiang model parameters in the Shuangpai Reservoir by using three different GOMs. Table 3 presents the posterior mean, SD, CV, and correlation structure induced between the parameters of the Xinanjiang model in HPD region of the Notes: The total number of floods is 34, which are qualificatory relative to the error of peak discharge, is 28 and the ratio of qualifying simulation is 82.35%, which are qualificatory relative to the error of peak time, is 32 and the ratio of qualifying simulation is 94.12%, which are qualificatory relative to the error of total runoff volume, is 33 and the ratio of qualifying simulation is 97.06%.
posterior probability distribution with SCEM-UA algorithm.
The parameter estimates obtained by GA, SCE-UA and the SCEM-UA with the highest posterior probability are also shown in Table 3 For the validated floods, the qualifying ratios of the peak discharge, peak time and runoff total volume are all more than 85%. It can be concluded that the results of SCE-UA and SCEM-UA are basically similar and slightly better than GA.
The performances of all simulated hydrographs of rainfall-runoff process with 3 hr time step by different calibration methods from 1984 to 1995 during the calibration and from 1999 to 2000 during the validation are shown in Figures 3 and 4 , respectively. In Figures 3 and 4 , the cyan region shows the model prediction uncertainty region associated with the 95% total error in terms of Notes: The total number of floods is 11, which are qualificatory relative to the error of peak discharge, is 10 and the ratio of qualifying simulation is 90.91%, which are qualificatory relative to the error of peak time, is 11 and the ratio of qualifying simulation is 100%, which are qualificatory relative to the error of total runoff volume, is 10 and the ratio of qualifying simulation is 90.91%. Table 7 | The posterior mean (Mean), standard deviation (SD), coefficient of variation (CV), and correlation coefficients between the Xinanjiang model parameters in highest posterior probability using the SCEM-UA, and the parameters obtained using GA, SCE-UA and the SCEM-UA with highest posterior probability for 1 hr time step voir by using three different GOMs. Table 7 presents the posterior mean, SD, CV, and correlation structure induced between the parameters of the Xinanjiang model in the HPD region of the posterior probability distribution with SCEM-UA algorithm, and the parameter estimates obtained by GA, SCE-UA and the SCEM-UA with highest posterior probability are also shown in Table 7 for a 1 hr time step.
From Table 7 , it can be seen that the CV of the parameter D m , I m , are very high. This demonstrates distributions of these parameters are highly dispersed, i.e., there is no welldefined region in the sense of a compact region for the 1 hr time step calibration. It should be noted that, for the 1 hr time step, the absolute values of more correlation coefficients are higher than 0.5 in the parameter correlation matrix than for the 3 hr time step, indicating that the Xinanjiang model calibration with a 1 hr time step is a more rigorous optimization problem. According to the three statistical ratios of acceptable national criteria relative to the peak discharge, peak time and total runoff volume among the calibrated and validated historical flood events for flood forecasting in China, the statistics of detail performance of the calibrated parameters with the highest posterior probability using SCEM-UA for a 1 hr time step are listed in Tables 8 and 9 . This demonstrates that using the SCEM-UA algorithm with the highest posterior probability calibrated parameters is able to obtain better simulation results than GA and SCE- (The colour version of this figure is available in the online version of the paper at http://www.iwaponline.com/jh/toc.htm.) can be observed that the total model prediction uncertainty ranges with a 1 hr time step is larger than those with a 3 hr time step. This indicates that there is larger uncertainty for 1 hr forecasting than for 3 hr forecasting under the current model structure and field data.
CONCLUSIONS
The Xinanjiang model is a widely used CRR model for flood forecasting in China, as the demand for timely and accurate forecasts has increased. It has a large number of parameters which cannot be directly obtained from measurable quantities of catchments characteristics. Its successful application depends critically on how well the model is calibrated. In this study, an attempt is made to investigate three effective GOMs for calibration and analysis of the Xinanjiang model parameters with a 3 hr time step and a 1 hr time step. The optimization methods investigated include the GA technique, the SCE-UA method and the SCEM-UA algorithm. For the 3 hr time step, 34 historical floods in 12
years (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) are used for calibration while 11 historical there is greater uncertainty for 1 hr forecasting than for 3 hr forecasting under the current model structure and field data. This is significant for assessment of the risk in likely applications of hydrological models. The narrow discharge prediction uncertainty region with the most probable set obtained using the SCEM-UA algorithm did not always bracket the observed discharge, indicating that improvements in the model or input data may result in more accurate forecasting. It is hoped that future research efforts will focus in these directions.
