Abstract-This paper considers a single-cell massive multipleinput multiple-output (MIMO) system equipped with a base station (BS) that uses one-bit quantization and investigates the energy efficiency (EE) and spectral efficiency (SE) trade-off by simultaneously looking at the uplink and downlink transmission. To this end, we first propose a new precoding scheme and downlink power allocation strategy, which makes the uplinkdownlink SINR duality hold in the one-bit MIMO systems. Then, by taking into account the effect of the imperfect channel state information (CSI), we obtain approximate closed-form expressions for the uplink achievable rate with maximum ratio combining (MRC) and zero-forcing (ZF) receivers, which, according to the duality property, can also be achieved in the downlink transmission. By employing the multiple objective optimization (MOO) framework, we focus on the optimal design for the EE and SE trade-off that jointly selects the number of active terminals, pilot training duration and operating power to maximize both EE and SE. The weighted Chebyshev method is used to obtain the Pareto boundary of EE and SE, which allows the system to know all the possible operating points and balance the EE and SE in an efficient way. In order to go beyond the Pareto boundary and actually solve the MOO problem, this problem is transformed into a single-objective problem using the a priori method such as the weighted product method, where the operating EE and SE are chosen with equal importance by adjusting the weights. Numerical results are presented to verify our analytical results and demonstrate the fundamental tradeoff between EE and SE for different parameter settings.
I. INTRODUCTION
In the past decade, there has been tremendous work to improve system spectral efficiency (SE) and throughput triggered by the spectrum scarcity and the demand for higher rate of the multimedia applications in wireless communication. The massive multiple-input multiple-output (MIMO) technology, known as a worthy candidate technique of the fifth generation (5G) wireless communication systems, has been identified as the key to increase the SE by orders of magnitude over contemporary systems. The main idea of massive MIMO is based on equipping the base stations (BSs) with many antenna elements, which provides unprecedented spatial degrees of freedom for simultaneously serving multiple user terminals on the same time-frequency channel [1] - [4] .
However, with a large number of antenna elements deployed at the BS, system cost and power consumption will be excessive if each antenna element and the corresponding radio frequency (RF) chain is equipped with a high-resolution and power-hungry analog-to-digital converter/digital-to-analog converters (ADC/DACs). In addition, as huge bandwidths and correspondingly high sampling rates will be required in next generation wireless systems, high-speed ADCs are either unavailable or too costly for practical implementation [5] . Therefore, the use of low-resolution, especially the one-bit ADC/DACs has been suggested in massive MIMO systems [6] - [9] . The benefits of using one-bit ADC/DACs are two folds: i) They are the least power consuming devices to convert analog/digital signals into digital/analog, and hence, can significantly reduce the power consumption and system cost of the massive MIMO base station; ii) They may only consist of a simple comparator and do not require automatic gain control and highly linear amplifiers, and hence, simplify the analog front end. It has been shown that MIMO capacity is not severely reduced by the coarse quantization at low signal-to-noise ratios (SNRs) [10] , and the power penalty due to one-bit quantization is approximately equal to only π/2 (1.96dB) in the low SNR region [11] . In addition, [8] showed that, compared with the conventional MIMO systems with perfect hardware implementation, the performance loss in onebit MIMO systems can be compensated with deploying around 2.5 times more antennas at the BS. Therefore the use of onebit ADC/DACs can make the massive MIMO technique more viable in practice.
Up to now, the SE has been the main performance indicator for designing and optimizing wireless communication networks [12] , [13] . Recently, due to the pressure stemming from environmental concerns and the rapidly increasing cost of energy, the green radio or green communications has attracted considerable research interest [14] , [15] . The ultimate goal of the green radio is to improve the energy efficiency (EE) for wireless communication, and hence, to reduce carbon emissions. There has been a large amount of work devoting to maximizing the EE for massive MIMO in various scenarios, including single cell and multi-cell deployment [16] , [17] . However, energy efficiency and spectral efficiency are often conflicting objectives, such that improvements in one objective lead to deterioration of another objective. This is because the same available network resources such as the transmit power and the number of terminals, have oppositive effect in each type of efficiency. For example, as shown in [16, Fig. 6 ], when the system achieves the maximal EE, its corresponding SE is only 9 bits/s/Hz, which is far from being expected in future wireless communication. Therefore, in order to achieve the requirement of high spectral and energy efficiency in next generation wireless communication, recently the attention has shifted to the joint optimization of the EE and SE rather than focusing on either one of the two objectives separately. This leads to a the multiple objective optimization problem, which supports the search for the best attainable operating point [18] - [20] .
There has been limited prior work on the EE-SE tradeoff in various wireless communication systems [21] - [24] . Authors in [21] proposed a new paradigm for EE-SE tradeoff for OFDMA cellular network and showed that significant amount of bandwidth can be saved with a slight increase in energy consumption by using the proposed paradigm. In [22] , the relationship between EE and SE for the downlink multiuser distributed antennas systems (DAS) is investigated, and an algorithm to allocate the available power to balance EE and SE is also proposed. [23] considered a full-duplex relay system and proposed four typical power-scaling schemes to improve EE. It is also showed in [23] that the proposed schemes achieve good performance tradeoffs between SE and EE. Authors in [24] investigated the SE-EE tradeoff issue by formulating the multi-objective optimization problem subject to maximum total transmission power constrain for downlink massive MIMO system. The fundamental tradeoff between EE and SE for different parameter settings is also demonstrated in [24] .
In this paper, we consider a single-cell massive MIMO with a BS equipped with one-bit quantization devices and address the EE-SE tradeoff issue by looking simultaneously at the uplink and downlink transmission. Our goal is to provide insight on how number of active terminals, pilot training length and the system operating power affect the EE and SE for different linear processing schemes in one-bit massive MIMO system. Our specific contributions are summarized below.
• We first provide the signal model for the uplink and downlink transmission in one-bit MIMO system. Based on the Bussgang decomposition, we reformulate the signal model with the nonlinear quantization operation as a statistically equivalent linear system.
• Then since the uplink-downlink duality is helpful when jointly design the precoder and receiver, we prove the uplink-downlink SINR duality in one-bit MIMO system at low operating region. On basis of the duality, we propose a new precoding scheme and downlink power allocation strategy, which make the uplink SINR can also be achieved in the downlink. In addition, we show that by using our proposed power allocation strategy, the dynamic range of the power amplifier is small, especially for the ZF precoding with large number of transmit antennas. We further observe that when achieving the same rate in the downlink transmission, the ZF precoding can use less power than the MF precoding.
• We quantify the theoretical rate achievable in both uplink and downlink using MRC/MF and ZF processing based on the LMMSE channel estimation. Closed-form expressions for the uplink and downlink achievable rate with MRC/MF and ZF processing are obtained as well, which enable us to look simultaneously at the uplink and downlink transmission to evaluate the system spectral efficiency and energy efficiency.
• By utilizing the multiple objective optimization framework, we investigate the optimal number of active terminals, pilot training length and system operating power to address the energy and spectral efficiency tradeoff problem. Clear tradeoff between EE and SE is observed in numerical results. In particular, we show that the power penalty in one-bit systems can be compensated for by deploying 2-2.5 times more antennas for MRC/MF processing, while for ZF processing, more and more antennas are required as SNR increases. The rest of this paper is organized as follows. In next section, we present the assumed system architecture and signal model for both uplink and downlink. In Section III, we investigate the channel estimation and data transmission for one-bit MIMO systems by using the Bussgang decomposition. The uplink-downlink SINR duality in one-bit MIMO systems is proved in Section IV. In Section V, we provide approximate expressions for uplink and downlink achievable rate in one-bit massive MIMO systems. By employing the multiple objective optimization framework, we focus on the energy and spectral efficiency trade-off in Section VI, and investigate the optimal resource allocation to maximize both energy and spectral efficiency. Simulation results are presented in Section VI and we conclude the paper in Section VII.
Notation: The following notation is used throughout the paper. Bold uppercase (lowercase) letters denote matrices (vectors); (.) * , (.) T , and (.) H denote complex conjugate, transpose, and Hermitian transpose operations, respectively; ||.|| represents the 2-norm of a vector; tr(.) represents the trace of a matrix; diag{X} denotes a diagonal matrix containing only the diagonal entries of X; ⊗ represents the Kronecker product; [X] ij denotes the (i, j)th entry of X; x ∼ CN (a, B) indicates that x is a complex Gaussian vector with mean a and covariance matrix B; E{.} and Var{.} denote the expected value and variance of a random variable, respectively.
II. SYSTEM MODEL
As depicted in Fig. 1 MIMO system, where each antenna of the base station (BS) is assumed to be equipped with a pair of one-bit quantization devices. For the uplink transmission, the one-bit ADCs convert the real and imaginary part of the received signal from the analog domain, while for the downlink transmission, the onebit DACs convert the precoded data symbols fed to the analog domain. We assume the BS is deployed with a large array of M antennas and communicates with K (K 1) out of K max single-antenna terminals at a time, where we refer to the K terminals as active terminals and to the remaining K max − K as silent terminals. The K active terminals are randomly selected in a round-robin fashion, such that the subset of active terminals changes over time and hence, the index of the terminal k ∈ {1, ..., K} corresponds to different terminals at different times. Therefore, the geographical position of the kth terminal is a random variable with a circular uniform distribution with maximum radius r max and minimum radius r min . Let g k ∈ C M ×1 denote the channel vector between the kth active terminal and the BS, which embraces independent fast fading, geometric attenuation and log-normal shadow fading and can be expressed as
where h k represents the fast fading channel of the kth active terminal and is assumed to be Gaussian distributed with zero mean and unit variance, while β k is the large-scale fading coefficient to model both the geometric attenuation and shadow fading. Although the large scale fading coefficients of each antenna element can be modeled by using exact spherical wave model [25] , in this paper we assume constant large fading coefficients across the antenna array since the distances between terminals and the BS are much larger than the antenna array length dimensions. More precisely, the large scale fading coefficient of the kth active terminal is modeled as
whered is non-logarithmic shadowing value, κ is the path-loss exponent and d k represents the distance between the kth user and the BS. Due to the slow-varying nature of the long term channel statistics, we assume large scale fading coefficients are known at the BS [1] , [16] . In this paper, we assume that the one-bit massive MIMO system operates at time-division duplex (TDD) mode and the channels of the K active terminals satisfy the block fading assumption where the channel states stay constant over a coherence interval with a length of T symbols. Thus based on the reciprocal property of the uplink and downlink channels, the BS can process both uplink and downlink signals using the uplink channel measurement. In what follows, we define the uplink and downlink signal models for the one-bit MIMO system.
A. Uplink Signal Model
For the uplink transmission phase, we assume all the K active terminals simultaneously transmit independent data symbols to the BS. Thus the uplink received signal at the BS is
where the subscript 'u' stands for the 'uplink', p k and s k is the transmit power and transmit data symbol of the kth active terminal. In addition we assume E{|s k | 2 } = 1 and
is additive white Gaussian noise. Then the uplink total transmit power can be given by P
In most existing literature, fixed and equal uplink transmit power for each active terminal is assumed. This may result in large rate disparity between the nearest and the furthest active terminals since the furthest active terminal suffers from the largest path attenuation. However, we consider statistic-aware power control strategy in this paper. That is to say the data symbols from the kth terminal have the transmit power of p k = β −1 k ρ u , where ρ u is a system design parameter and we refer it as system operating power [12] . The quantized signal obtained after the one-bit ADCs is represented as
where
controlled channel of the kth active terminal. Since the large scale fading coefficients can be compensated by adjusting the transmit power, we can model the effective channel as g eff k ∼ CN (0, ρ u I), which implies that a uniform terminal experience can be guaranteed since each active terminal has the same channel statistics. Q(.) represents the one-bit quantization operation, which is applied separately to the real and imaginary part as Q(.) = (sign ( (.)) + jsign ( (.))). Thus, the output set of the one-bit quantization is equivalent to the quadrature phase-shift keying (QPSK) constellation points
B. Downlink Signal Model
For the downlink transmission phase, the BS forwards the precoded data symbols to the K active terminals simultaneously. We consider that the data symbols of the kth active terminal are precoded by a linear precoding vector t k firstly. Then, going through the one-bit DACs at the BS, the real and imaginary part of the precoded signal are quantized from the digital domain to the analog domain. Therefore, the quantized analog signal can be expressed as
where the subscript 'd' stands for 'downlink', x k is the uncorrelated data symbols of the kth active terminal with zero mean and unit variance, which satisfies E{|x k | 2 } = 1 and
Again, each element of r d lies in the set of Ω due to the one-bit quantization. As we assume that the system operates in TDD model, the received signal at the kth active terminal can be given by
where n d,k is the additive white Gaussian noise received at the kth active terminal. Q is a diagonal matrix represents the power allocation of each BS antenna, and hence the total transmission power of the downlink is P
Note that contrary to the conventional MIMO systems, where the transmit power allocation can be considered jointly with the precoding vector, transmit power allocation of each BS antenna should be considered separately in one-bit MIMO systems since the power of each element of the output signal y d is normalized due to the one-bit quantization. Any power control can be considered in the downlink since the BS has access to the estimated CSI. We later show how to design the precoding vector t k and transmit power matrix Q to achieve the same achievable rate performance in the downlink as in the uplink.
III. CHANNEL ESTIMATION AND DATA TRANSMISSION FOR ONE-BIT MIMO SYSTEMS
During the period of communication between the K active terminals and the BS, we assume the channels satisfy the block fading with coherence interval of T . In the TDD transmission mode, we also assume each coherence interval block is divided into three parts: First the τ = τ 0 K symbols reserved for pilot training with arbitrary positive relative pilot τ 0 ≥ 1 and τ ∈ R + , then the remaining T − τ symbols are split into uplink and downlink data transmission phase. We denote γ ∈ (0, 1) as the coherence interval fraction factor allocated for uplink transmission and 1−γ for downlink transmission. The fraction factor can be selected arbitrarily to make sure γ(T − τ ) is a positive integer.
A. Channel Estimation
In a standard implementation, the CSI is estimated at the BS by pilot training. During training, we assume all K users simultaneously transmit their pilot sequences of τ symbols each to the BS, which yields
where the subscript 't' stands for 'training', Y t ∈ C M ×τ is the received training signal matrix, p k and φ k ∈ C τ ×1 are the pilot transmit power and the pilot sequences of the kth user, respectively. In this paper, all pilot sequences are assumed to be mutual orthogonal, i.e., φ
To match the matrix form of (7) to the vector form of (4), we vectorize the received signal as
After one-bit ADCs, the quantized signal can be expressed as
where each element of r t takes values from the set Ω. We would like to remark that the output of (9), r t , is totally independent of any real scaling factor applied to y t . Using the Bussgang decomposition [26] , we can reformulate the nonlinear quantization with a statistically equivalent linear operator that will simplify the channel estimator and the resulting analysis. In particular, for the quantized signal (9), the Bussgang decomposition is written
whereφ k = A tφk andñ t = A t n t + η t is the effective noise. A t is a given matrix and η t the statistically equivalent quantization noise. The matrix A t is chosen to make η t uncorrelated with y t [26] , or equivalently, to minimize the power of the equivalent quantization noise. This yields [8]
where C yt denotes the covariance matrix of y t .
We can see from (11) that, A t is related to the diagonal terms of C yt and therefore, to the pilot sequences. In order to obtain a simple expression for A t , we consider pilot sequences composed of submatrices of the discrete Fourier transform (DFT) operator [27] . The benefits of using DFT pilot sequences are: i) all the elements of the matrix have the same magnitude, which simplifies peak transmit power constraints, and ii) the diagonal terms of φ k φ H k are always equals to 1, which results in a simple expression for A t , as follows:
Since the one-bit quantization results in a new signal r t with unit variance, the individual transmit power p k of each user is hard to be estimated [28] . Therefore we estimate the effective channels g eff k including the uplink power-control, instead of the true channel g k . In this way, we can estimate the channel without taking the transmit power p k into account. According to [29] and the fact that η p is uncorrelated with the channel g eff k (See detail proof in [8] ), the LMMSE channel estimate of g eff k can be expressed aŝ g
where C rt is the auto-correlation matrix of r t . It has been shown in [30] that for one-bit ADCs, the arcsin law can be used to obtain C rt :
where we define Σ yt = diag (C yt ). The covariance matrix of the estimation error ε
and the mean-squared error (MSE) is MSE k = tr(C ε eff k ). Note that, it is obvious that C yt is a circulant matrix, C rt is also a circulant matrix since "arcsin" is an element-wise operation. According to [31] , the inverse of a circulant matrix is still a circulant matrix, which can be diagonalized by a DFT matrix. Therefore, another advantage of using the DFT matrix as the pilot sequences is that, by using the channel estimator in (13) , the elements of the channel estimate are mutual uncorrelated. Thus, the covariance matrix of the estimation error in (15) is diagonal, which implies that the elements of the channel estimate error are uncorrelated.
B. Data Transmission
During the data transmission phase, the BS considers the channel estimates as the true channel and employs linear processing techniques to process the data symbols in the digital domain. More precisely, the BS first uses a linear receiver to decode the signals transmitted from the K active terminals in the uplink and then uses linear precoding vectors to broadcast the signals to the K active terminals in the downlink.
1) Linear Receiver: In the uplink transmission, we assume the K users simultaneously transmit their data symbols to the BS. We again employ the Bussgang decomposition and reformulate the nonlinear quantizer Q(.) as a linear function, and the quantized signal at the BS can be expressed as
where the same definitions as in the previous sections apply, but replacing the subscript 't' with 'u'. Again, according to the Bussgang decomposition, the matrix of A u for Gaussian input can be given by
where the approximation is reasonable since we assume K 1 and i.i.d. effective channel coefficients.
Note that different with (11) , where the pilot sequences are fixed and the expectation operation are taken over channel vectors, the expectation in (17) is taken over the data symbols for each individual channel realization. In this way, the effect that the quantization noise sometimes appears to coherently combine with the data symbols showed in [9] can be avoided.
With linear receiver, the quantized signal r u is separated into K streams by multiplying it with a linear receiver matrix W T as follows:
Then the kth stream is used to decode the signal transmitted from the kth active terminal, which can be expressed aŝ
where w k is the kth columns of W. The last three terms in (19) respectively correspond to user interference, AWGN noise and quantization noise.
2) Linear Precoding: In the downlink transmission phase, similar with the uplink transmission, we can reformulate the precoded signal model of (5) using the Bussgang decomposition, yields
where the same definitions as in the previous sections apply, but replacing the subscript t with d. The matrix of A d for Gaussian input is given by
Substituting (20) into (6), the received signal at the kth terminal can be expressed as
The last three terms in (22) respectively correspond to multiuser interference, quantization noise and AWGN noise.
IV. UPLINK-DOWNLINK SINR DUALITY IN ONE-BIT MIMO SYSTEMS
From a network operator's perspective, it is necessary to fulfill individual target signal-to-interference-plus-noise ratio (SINR), which depends on the choice of receiver/precoder and transmit power, for both successful uplink and downlink communication. Generally, the receiver and precoder can be designed in a variety of ways to satisfy the specific uplink and downlink SINR. However, it is more difficult to optimize a precoder than a receiver in general, the uplink-downlink SINR duality theorem is a key tool which simplify substantially the problem of joint design of precoder and receiver. In fact, the duality between the downlink (broadcast) and the uplink (multiple access) of the unquantized MIMO systems has been proved in many previous works [32] . However, for quantized MIMO systems, especially for one-bit MIMO systems, the uplink-downlink SINR duality has not been proved. Therefore, in this paper, we assume both uplink and downlink use the same type of processing vectors and find the conditions for the uplink and downlink duality holds in one-bit systems. As we will see later, this uplink-downlink duality allows us to derive the EE-SE tradeoff, which is valid for both links.
According to the signal model of (19) and (22) we provided in previous section, the individual uplink and downlink SINR of the kth active user can be expressed as (23) and (24) shown in the top of next page, where the matrix of C ηp denotes the covariance matrix of the quantizer noise η p and given by
where the subscript 'p' stands for 'phase' and belongs to the set of p ∈ {t, u, d}. According to the arcsin law, which states that for one-bit quantization the covariance of the quantizer output can be obtained by that of the input, we can rewrite the covariance matrix of the quantizer noise η p as
where we define the matrix of X p and Y p as
The 'arcsin' function is a nonlinear and element-wise operation, and hence, it is complicated to prove the SINR duality directly. However, it is expected that massive MIMO systems will operate at low operating power region due to the availability of a large array gain. In what follows, we show that using a low power operating assumption allows us to derive an approximation of the arcsin operation:
Since the non-elements of the X p and Y p are far smaller than 1 in the low operating power region, we can approximate (26) as
By using this approximation, we provide Theorem 1 next. Theorem 1: For one-bit MIMO system at low operating region, there exist a linear precoding scheme with t i = A u w i and downlink power allocation strategy with
to make sure the SINR achieved in the uplink can be also achieved in the downlink, yields:
Proof: See proof in Appendix A. Next we will use Theorem 1 to analyze the achievable rate by simultaneously considering the uplink and downlink transmission.
V. ACHIEVABLE RATE APPROXIMATION IN ONE-BIT MASSIVE MIMO SYSTEMS
In one-bit MIMO system, the quantizer noise for both uplink and downlink is not Gaussian due to the one-bit quantization. However the entropy of the uncorrelated effective noise is upper-bounded by the entropy of Gaussian noise, and this minimizes the mutual information of the input and output [33] . Therefore, a lower bound for the achievable rate can be found by modeling the quantizer noise η u and η d as Gaussian with the same covariance matrix shown in (25) . Thus the ergodic achievable rate for both uplink and downlink transmission in one-bit MIMO system is lower bounded bỹ
where Link ∈ {UL, DL}, and SINR
are shown in (23) and (24), respectively [16] . As mentioned before, the massive MIMO system is expected to operate at low operating power due to availability of the large antenna gain. Therefore, in this section we mainly focus on deriving the closed-form expression of the achievable rate in the low operating power region. Before we proceed, we first focus on deriving an approximation of the channel estimation. The covariance matrix of the estimate effective channelĝ eff k (13) is given by Cĝeff
We see that the expression above involves the covariance matrix C rt , which is complicated due to the arcsin law of (14) . However, by using the approximation of (29) in the low operating power region and using the linear form of r t shown
in (10), the covariance matrix of C ηt can be approximated as
since the covariance matrix C ηt of the quantizer noise η t can be approximated as an identity matrix with a scaling factor 1 − 2/π. Note that, although the elements of the channel estimate (13) are not exactly distributed as Gaussian due to the onebit quantization, we can approximate it as Gaussian according to Cramér's central limit theorem [34] since each element of g eff k can be expressed as a summation of a large number of random variables. Therefore, in the sequel each element of the channel estimateĝ eff k can be approximated as Gaussian with covariance matrix of
which implies that, in the low operating power region, each element of the channel estimateĝ eff k can be approximated as independent and identically Gaussian distributed (i.i.d) with zero mean and variance of σ 2 .
A. Uplink Transmission
In this subsection we focus on deriving the closed-form expression for uplink achievable rate. Since there is no efficient way to directly calculate the achievable rate in (33), we borrow Lemma 1 from [35] to derive an approximate closedform expression of the achievable rate. For completeness and convenience, we provide it in the following.
Y j are both sums of nonnegative random variables X i and Y j , then we get the following approximation
Proof: See detail proof in [35] . Note that the approximation in Lemma 1 does not require the random variables X and Y to be independent and becomes more accurate as M increase. Thus, in massive MIMO configuration, due to the large number of BS antennas, this approximation will be particularly accurate [35] .
According to Lemma 1 and substituting A u = αI, we can approximate the uplink ergodic achievable rateR
where we define
and the expectation operation is taken with respect to the channel realizations. In this paper, we will consider the performance of the usual MRC and ZF receiver, defined by
respectively, whereĜ eff = ĝ eff 1 , ...,ĝ eff K . We next provide approximate closed-form expressions for the uplink achievable rate given by (33) for MRC and ZF receiver.
Theorem 2: For an MRC receiver based on the LMMSE channel estimate and in low operating power region, the uplink achievable rate of each active terminal in one-bit massive MIMO system can be approximated by
Proof: See detail proof in Appendix B. Theorem 3: For ZF receiver based on the LMMSE channel estimate and in the low operating power region, the uplink achievable rate of each active terminal in one-bit massive MIMO system can be approximated by
Proof: See detail proof in Appendix C. Note that equal achievable rate can be guaranteed to all active terminals due to the power control strategy, thus we omit the subscript k in the achievable rate of (42) and (43).
B. Downlink Transmission
In the downlink transmission for conventional MIMO system 1 , in order to satisfy the uplink-downlink duality, the precoding vectors are often assumed to be t k = q k / w k 2 w k , where the scaling factor of q k / w k 2 is chosen to satisfy the total transmit power constraint such that the total transmission power of the uplink and downlink are equal. However, according to Theorem 1, in contrast to the conventional MIMO systems, the scaling factor q k / w k 2 is replaced by the scaling matrix A u in one-bit systems to make sure the duality holds. That is to say, although the power of the quantization output r d does not change with t k and it seems that the power allocation is done for each antenna instead of each user, in fact the power is allocated to different users by using the precoding scheme t k = A u w k .Therefore in what follows, we consider new matched-filter (MF) and ZF precoding schemes shown as
Then we evaluate the downlink achievable rate for the two new precoding strategies and provide the following theorem.
Theorem 4: In one-bit MIMO systems, by employing the precoding strategies shown in (44) and (45) and allocating transmit power with
the ergodic downlink achievable rate of each active terminal can be approximated by (42) and (43), respectively. Proof: This follows directly from the uplink-downlink SINR duality for one-bit MIMO system in Theorem 1.
Next we will investigate the optimal system design parameters for fixed M and T on basis of the closed-form expression of the uplink and downlink achievable rate.
VI. OPTIMAL SYSTEM DESIGN OF EE-SE TRADEOFF
FOR ONE-BIT MASSIVE MIMO Generally in most existing literature, the system performance of spectral or energy efficiency is optimized separately, such that one of the objective is of dominating importance and the system sets desirable values for the constraints related to other objectives. However, since the spectral efficiency and energy efficiency are conflicting objectives. That is to say maximizing one objective may cause a poor performance for the others. For example, as illustrated in [16] , when the system achieves the maximum energy efficiency with M = 100 and T = 196 for MRC receiver, its corresponding spectral efficiency is only 9 bits/s/Hz. Therefore, due to the diverse expectations on future wireless communication, purely maximizing one objective is no longer viable. In contrary with conventional approach, in this section, we aim at optimizing both spectral and energy efficiency for one-bit massive MIMO systems by properly allocating the resources, namely the number of active terminals K, the training length τ and the system operating power ρ u with fixed number of BS antennas M and coherence interval T .
Before proceeding, we first define the SE and EE function by accounting both uplink and downlink. The SE is defined as the average achievable rate of the over the coherence interval T and can be given by
where A ∈ {MRC, ZF}. Accordingly, the EE is defined as average achievable rate achieved by unit transmit power, given by
Note that the total transmit power P (UL) total is changing since the active terminals are randomly selected in round-robin fashion and the large scale fading coefficients are different. Therefore, instead of considering the instantaneous total transmit power, we here consider the average total transmit power. For different channel realizations, the average total transmit power can be expressed as
According to the uplink-downlink duality shown in Theorem 1, any target achievable rate achieved in the uplink transmission can be achieved in the downlink while keeping the uplink and downlink transmit power unchanged with P (UL)
total , we drop the superscript of '(UL)' and '(DL)' and hence the SE and EE can be rewritten as
. (51) Next we investigate the optimal number of users and optimal operating power that jointly maximize the spectral and energy efficiency in one-bit massive MIMO systems. The optimization problem can be mathematically formulated as
Obviously the optimization problem has two objective functions, which is known as multiple objective optimization (MOO) or vector optimization problem. In contrast to singleobjective optimization, a single global solution to a multiple objective optimization problem that maximizes both spectral efficiency and energy efficiency usually does not exist. In fact, the operating point that simultaneously maximizing both spectral and energy efficiency is defined as the utopia point f utopia , yields,
Then a natural question is what kind of solutions we should pursue when investigating the MOO problem. Therefore, the Pareto boundary is introduced, which has the property that none of the objectives can be improved without degrading other objectives. The Pareto optimal point is then defined as the point that can be mapped to the Pareto boundary. There are two methods to solve the MOO problem: the a posterior method and the a priori method. For the a posterior method, the system needs to know the Pareto boundary and make an informed decision to select a specific solution under the system subjective preference. One approach to obtain the Pareto boundary is known as the weighted Chebyshev problem, whose main idea is to search for the outermost point in different directions and can be expressed as:
where the weights of v SE and v EE can be regarded as the search direction for spectral and energy efficiency, respectively. To guarantee the resolution of the Pareto optimal operation solutions, the system may need to search all the directions, which may lead to high complexity. Therefore, in order to avoid this drawback, we mainly focus on the a priori method in the following.
A. The a Priori Method
The a priori method allows the system to specify preferences, which may be articulated in terms of goals or the relative importance of different objectives, and then the system finds the operating point that satisfies these preferences as well as possible. In particular, the multi objective optimization problem with high complexity is reformulated into a single objective optimization problem. One of the most common methods is the weighted sum method to reformulate (52) as:
where the weights w SE and w EE reflect the relative importance of the objectives. Note that, by using the weighted sum methods, a constraints of w SE + w EE = 1 is often assumed [21] . However, it has been stated in [18] that if all of the weight are positive, then the maximum of this problem is Pareto optimal. Therefore, we assume that there is no constraint of the weights w SE and w EE in (55). However, when the objective function in (55) is non-convex (especially the concave case), the solution in (55) may result in poor performance. As we will see in the numerical results of Fig. 4 , the solution of the sum weighted method is almost overlapped to the solution of maximizing EE problem, both of which lead to a poor performance of SE. To avoid this, we next introduce the weighted product method, which can be expressed as
where the weights w SE and w EE indicating the relative significance of the objective functions. Note that (55) is the weighted arithmetic mean while (56) is the weighted geometric mean. The advantages of the weighted product method are: i) it allows the objective functions with different scales to have similar significance; ii) it can avoid having to transform objective functions since the relative scaling has no impact. A specific Pareto optimal operating point that is provided as the solution depends on which weights are used. For example, if w SE = 0 and w EE = 0, then the optimization problem reduce to maximize the spectral efficiency only, which indicates that the system is only interested in the spectral efficiency performance and ignore the energy efficiency. And vice versa if w SE = 0 and w EE = 0. Thus it is important to determine the weights w SE and w EE . Since both spectral and energy efficiency are important in future wireless communication systems, we can define the weights of w SE and w EE as the 'importance' of each objective function. Therefore, if both spectral and energy efficiency have equal importance, we can select the weights w SE = w EE = 1.
Note that, by using the uplink-downlink duality, it is guaranteed that the set of optimal solutions for the number of active terminals K , training length τ and the operating power ρ u is optimal for both uplink and downlink.
VII. NUMERICAL RESULTS
For our simulations, we consider a cell with a radius of 500 meters and all K max terminals distributed randomly and uniformly over the cell, with the exclusion of a central disk of radius 100 meter. According to the [36] , we choosed = 10 0.8 and κ = 3.8 for a typical urban cellular environment.
We first evaluate the validity of the approximations on the achievable rate for the MRC and ZF receivers derived in Theorems 2 and 3 compared with the ergodic rate given in (33) . Fig. 2 shows the sum spectral efficiency versus operating power ρ u for different numbers of transmit antennas M = {32, 64, 128}. We also choose the length of the coherence interval to be T = 200, the number of active terminals K = 8, and training length τ = 16, such that the relative pilot length τ 0 = 2. The straight lines represent the sum spectral efficiencies obtained numerically from (42) and (43), respectively, while the dash lines with marker represent the ergodic sum spectral efficiencies obtained from (33) . Apparently, for both the MRC and ZF processing, the gap between the bounds and the empirical ergodic rates is small, especially in the low operating power region. This implies that the approximation on the achievable rate given in (42) and (43) is a good predictor of the performance of one-bit massive MIMO systems. Thus, in the following plots we will show only the approximation when evaluating performance.
In the downlink, as analyzed in previous sections, since each transmit antenna should equip with a power amplifier in order to implement the power allocation in (31) , it is necessary that the power amplifier should work in a relative small dynamic range. Fig. 3 shows the cumulative density function of the normalized downlink transmission power of each antenna with M = {32, 64, 128} and operating power ρ u = −10dB for MF and ZF precoding in (44) and (45), respectively. The power allocation matrix follows the scheme in (46) and the power of each transmit antenna is normalized by the operating power ρ u . We can easily see that the dynamic ranges of the power amplifier are indeed small. We interestingly note that for different number of transmit antennas, the dynamic range for the MF precoding stays the same, while the dynamic range for ZF precoding decreases with the increase of the number of transmit antennas. In addition, according to the uplinkdownlink duality and Fig. 2 , when the MF and ZF precoding achieve almost the same rate at ρ u = −10dB, the normalized transmission power for ZF precoding is smaller than the MF precoding. This implies that, in order to achieve the same rate in downlink transmission, the ZF precoding can use less power than the MF precoding. Next we describe how the multiple objective optimization problem can be used to study tradeoffs between the spectral and energy efficiency. In conventional massive MIMO systems, a common rule of thumb is that the number of BS antennas M should be 10 times more than the number of active terminals K and the optimal pilot training length should be equal to the number of active terminals, such that τ = K. An interesting questions is whether the aforementioned rule is still true in one-bit massive MIMO systems? To answer this question, Fig.3 illustrates the energy efficiency versus its corresponding spectral efficiency with different number of BS antennas M and coherence interval T = 400 for MRC/MF and ZF processing, respectively. The solid lines and the dashdot line represents the Pareto boundary of optimal design and unquantized case [16] , respectively, where the number of active terminals K, the training length τ and the operating power ρ u are jointly optimized. The dash line represents the Pareto boundary of the benchmark case, which are obtained by setting K = 0.1M , τ = K and only optimizing the operating power ρ u . First, by looking at the Pareto boundary of the optimal design, we can see that when the energy efficiency is maximized, its corresponding spectral efficiency is extreme low. For example, for MRC/MF processing with M = 200, when the energy efficiency achieve its maximum value, the spectral efficiency is only 0.88 bits/s/Hz, which is far from being expected in future wireless network. Moreover, a very marked conflicting between the spectral and energy efficiency can be observed since the spectral efficiency can only be improved by making drastic sacrifices in energy efficiency. We note that the energy efficiency is almost a linear function with respect to the spectral efficiency. This implies that, for instance, if we want to make an improvement of 10% in spectral efficiency, the energy efficiency will be sacrificed by almost 10%.
Then, comparing the Pareto boundary of the optimal design with the benchmark case, we see that for each operating point of the 'Benchmark' curve, we can always find an operating point with higher spectral and energy efficiency on the 'Optimal Design' curve, since the 'Benchmark' curve lies inside of the optimal one.
We next compare the Pareto boundary of the optimal design with the unquantized case. We see that when the spectral efficiency of both cases are extremely low (and hence the system operating power is also extremely low), the power penalty of one-bit systems observed in [11] can be verified. In addition, it is interesting to note that, the power penalty of one-bit massive MIMO system can be compensated by deploying 2 times more antennas at the BS in the low system operating power region for both MRC/MF and ZF processings. With increasing spectral efficiency (and hence, the system operating power increases), the power penalty of one-bit system can be compensated by deploying at most 2.5 times more antennas for MRC/MF processing, while for ZF processing, however, an ever increasing number of antennas in the one-bit system would be needed to compensate the power penalty. This is because, with increasing power, the ZF processing in unquantized case is theoretically able to obtain a better channel estimation that allows it to significantly eliminate all inter-user interference, while in one-bit case, it cannot. The points with cross marker and circle marker in Fig.4 represents the system operating point obtained by the weighted sum method and the weighted product method, respectively. The weights w SE and w EE are chosen by utilizing the utopia point [w
for weighted product method for attaining equal importance of both spectral and energy efficiency. Clearly, the weighted sum method will achieve at the maximum-energy-efficiency operating point, while the weighted product method can achieve a compromised operating point with reasonable spectral and energy efficiency. This is because the objective function in (52) is neither convex nor concave and the weighted sum method is unable to capture points on non-convex portions of the Pareto boundary. Therefore, we only employ the weighted product method to solve the multiple objective optimization problem of (52) in the following. Fig.5-6 show the ratio of K /M and relative training length τ 0 versus the number of BS antennas M with different coherence interval T . We can see from the plots that the optimal number of active terminals and pilot training length might not following the assumption of K = 0.1M and τ = K. Generally, for practical massive MIMO deployment with M ≤ 500, more terminals should be activated in one-bit systems rather than following the conventional assumption of K = 0.1M . In addition, we observe that more relative pilot length is necessary to combat the quantization noise in one-bit systems.
Since all our analysis results are obtained on basis of the low operating power assumption, we finally verify that whether this assumption is reasonable or not. Fig. 7 illustrated the operating power ρ u versus the number of BS antennas M for MRC/MF and ZF processing with different coherence interval. As we can see from the plot, for both linear processings, the system operating power region is below -10 dB in general, which implies that our low operating power assumption is justified, especially the coherence interval and the number of BS antennas are both large. In addition, combining Fig. 5 with Fig. 7 , it is interesting to note that the MRC/MF processing is more competitive than the ZF processing since it can utilize less power while serve more terminals with lower computational complexity.
VIII. CONCLUSIONS
This paper has investigated the optimal design for single-cell massive MIMO system when one-bit ADC/DACs equipped at the BS. We first provided the statistically equivalent linear signal model for one-bit quantization by using Bussgang decomposition. Then we derived approximate closed-form expressions at low system operating power for uplink achievable rate assuming MRC and ZF receivers that employ the imperfect CSI. In fact, with our proposed precoding schemes and downlink power allocation, the approximate expressions are the same for uplink and downlink. This duality property allows us to optimize the performance of the network by considering uplink and downlink transmission simultaneously. Since EE and SE are conflicting objectives, we then used the multiple objective optimization framework to investigate the EE-SE tradeoff issues for the one-bit massive MIMO. The Pareto boundary of the EE versus SE can be obtained by a posterior method and allows the system to balance the EE and SE in an efficient way. In order to reduce the computational complexity of the a posterior method, the a priori method such as the weighted product method is used to optimized EE and SE with equal importance. Numerical results illustrated the fundamental tradeoff between EE and SE in one-bit quantization systems for different system parameter settings and showed that the EE is almost a linear function with respect to SE. Comparing with the unquantized case, we showed that the power penalty in one-bit system can be compensated by deploying 2-2.5 times more antennas at BS, while significantly more antennas are required in a one-bit system for the ZF processing. In addition, we showed that, with the weighted product method where both SE and EE are optimized with equal importance, the optimal number of active terminals, the training length does not follow the common assumption in conventional massive MIMO systems. APPENDIX A Suppose γ k is the target SINR achieved by the kth active user for both uplink and downlink transmission. For the downlink transmission, we assume the precoding vector yields:
where q k = t k 2 2 ,t k = t k /q k with t k 2 2 = 1, and the power allocation for the downlink transmission yields:
With these two notation, we have transmit power for the uplink and downlink are the same:
Thus we complete the proof.
APPENDIX B From (38), we first focus on deriving the terms of E w 
Since the elements of the estimated effective channel (ĝ eff k ) are i.i.d, according to [37] we can thus obtain
For i = k, we have
Then we focus on deriving the term of AQN k . Since the expectation is taken with respect to the channel realizations. For different channel realizations, the covariance matrix of the quantization noise η u is given by 
Substituting (72)- (76) into (38), we can arrive at Theorem 2.
APPENDIX C For the ZF receiver, we have
