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Abstract We date a recent ice-ﬂow reorganization of an ice divide in the Weddell Sea Sector, West
Antarctica, using a novel combination of inverse methods and ice-penetrating radars. We invert for
two-dimensional ice ﬂow within an ice divide from data collected with a phase-sensitive ice-penetrating
radar while accounting for the eﬀect of ﬁrn on radar propagation and ice ﬂow. By comparing isochronal
layers simulated using radar-derived ﬂow velocities with internal layers observed with an impulse radar,
we show that the divide’s internal structure is not in a steady state but underwent a disturbance, potentially
implying a regional ice-ﬂow reorganization, 2.5 (1.8–2.9) kyr B.P. Our data are consistent with slow ice ﬂow in
this location before the reorganization and the ice divide subsequently remaining stationary. These ﬁndings
increase our knowledge of the glacial history of a region that lacks dated constraints on late-Holocene
ice-sheet retreat and provides a key target for models that reconstruct and predict ice-sheet behavior.
1. Introduction
TheWest Antarctic Ice Sheet is losingmass and contributing to sea-level rise [Vaughanet al., 2013]. To improve
predictions of future icemass loss, wemust determine how ice sheets retreat over time scales longer than the
decades elapsed since the beginning of the satellite era. This is needed to test predictive ice-sheetmodels and
place observations of contemporary change in the context of longer-term changes [e.g., Bentley et al., 2014;
DeConto and Pollard, 2016].
The largest changes in Antarctic ice-sheet extent since the Last Glacial Maximum (LGM) (≈26 to 19 kyr B.P.)
[Clark et al., 2009] have occurred in the Weddell and Ross Seas [e.g., Bentley et al., 2010; Golledge et al., 2012;
Whitehouse et al., 2012; Anderson et al., 2014; Hillenbrand et al., 2014]. In both regions deglacial ages from
marine radiocarbon and cosmogenic exposure dating [e.g., Conway et al., 1999, 2002; Bentley et al., 2010;
Anderson et al., 2014; Fogwill et al., 2014], as well as observations of glacio-isostatic adjustment [Bradley et al.,
2015], ice surface lineations [e.g., Fahnestock et al., 2000; Hulbe and Fahnestock, 2007; Siegert et al., 2013], and
ice-sheet internal structure [e.g., Conway et al., 1999; Catania et al., 2012; Siegert et al., 2013; Bingham et al.,
2015;Winter et al., 2015] indicate ice-sheet retreat since the LGM and ﬂow reorganization during the last few
thousand years.
The details of these ice-ﬂow changes are poorly constrained. For example, geological evidence from the
Weddell Sea Sector indicates that the grounding line (the boundary between ﬂoating and grounded ice;
Figure 1) of the ice sheet was located hundreds of kilometers seaward of its current position during the LGM
[Larter et al., 2012; Hillenbrand et al., 2014], but the style and speed of its subsequent landward migration
(Figure 1) are unknown [Hillenbrand et al., 2014]. Because this region is thought to be susceptible to future
retreat [e.g., Ross et al., 2012; Wright and ohters, 2014; Thoma et al., 2015] and ice-sheet reconstructions are
used to tune ice-sheetmodels [e.g.,DeConto andPollard, 2016], this lack of knowledge of past ﬂow conditions
directly impacts our ability to predict future ice-sheet behavior, increasing the bounds of uncertainty on
sea-level predictions.
In areas like the central Weddell Sea Sector, where a lack of accessible deglaciated surfacesmakes techniques
like marine radiocarbon and cosmogenic exposure dating diﬃcult, a glacio-geophysical technique called
Raymond Eﬀect Dating (RED) can be applied at ice divides to constrain ice-sheet ﬂow history [Conway et al.,
1999; Martín et al., 2006]. The technique exploits a nonlinear ice-ﬂow phenomenon called the Raymond
Eﬀect. Low deviatoric stresses near the bed beneath ice divides create a deep area of relatively stiﬀ ice
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Figure 1. Field site and impulse radargram. (a) The Weddell Sea Sector. Korﬀ Ice Rise (KIR), Institute and Möller Ice
Streams, and Fletcher Promontory (FP) and Berkner Island (BI) ice core sites are labeled. White box shows area
enlarged in Figure 1b, and inset shows location in West Antarctica. (b) Korﬀ Ice Rise. The radar line producing the
radargram in Figure 1c (blue). All other radar lines in the region (red). Inset shows the location of (red) pRES and (green)
GPS measurements. Figures 1a and 1b use polar stereographic projection (latitude of true scale 71∘S) and imagery from
Haran et al. [2005] (axes in km). Yellow curves are streamlines computed from satellite-derived velocities [Rignot et al.,
2011]. Main ice-sheet grounding line (red) and other grounding lines (white) from Rignot et al. [2011]. Impulse
radargram crossing the KIR divide with GPS (green) and pRES (red) stakes shown at the surface (Figure 1c). To aid
visualization, the data are unmigrated, but layers are picked from migrated data (supporting information). Vertical
gray bars indicate regions with no data. Note that within ≈100 m of the surface the airwave obscures internal layers.
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[Raymond, 1983; Conway et al., 1999; Martín et al., 2006; Gillet-Chaulet et al., 2011; Matsuoka et al., 2015]. The
resulting slow vertical ﬂow beneath the divide compared to the ﬂanks causes internal ice layers, assumed to
be isochrones, to form anticlinal “Raymond arches,” which grow over time beneath ice divides [e.g., Conway
et al., 1999; Vaughan et al., 1999; Nereson and Raymond, 2001; Pettit et al., 2003; Pettit and Waddington, 2003;
Martín et al., 2006; Kingslake et al., 2014;Drews et al., 2015]. Bymodeling ormeasuring the ﬂow of ice within an
ice divide, Raymondarches canbe simulated andmatched to radar-detected arches in order to estimatewhen
the ice divide ﬁrst formed in its current location [e.g., Conway et al., 1999]. As ice-divide location depends on
ice ﬂow on either side of the divide, this date is interpreted as the last time ice ﬂow in the region underwent
reorganization, possibly associated with the grounding line of the main ice sheet migrating through the
region [Conway et al., 1999;Martín et al., 2006; Drews et al., 2015;Matsuoka et al., 2015].
Previous applications of RED [e.g., Conway et al., 1999;Martín et al., 2006; Drews et al., 2015] have successfully
used ice-ﬂowmodels to simulate ice ﬂowandRaymond arch growth, providing unique constraints on ice-ﬂow
histories in regions where other techniques are impossible. However, these constraints come with signiﬁcant
uncertainty associated with ice-ﬂow parameters, used by ice-ﬂow models, that are poorly constrained at ice
divides [Drews et al., 2015]. Speciﬁcally, radar observations from Greenland [Gillet-Chaulet et al., 2011] and
Antarctica [Kingslake et al., 2014] suggest that ice-ﬂow parameterizations underestimate the nonlinearity of
englacial vertical velocity proﬁles at ice divideswhen these parameterizations use commonvalues for ice-ﬂow
parameters.
Here we apply RED at an ice divide on Korﬀ Ice Rise (KIR), SW Weddell Sea. We avoid some of the uncer-
tainty associated with model-based RED by inverting for two-dimensional (2-D) ice-ﬂow ﬁelds within the ice
divide from data collected with a phase-sensitive radar. We do not assume a speciﬁc model for the viscosity
of ice, but our inversion is not free from ice-ﬂow assumptions, and we assess the validity of these assump-
tions and the accuracy of the ﬂow ﬁelds using two independent data sets. Comparisons between Raymond
arches simulated using radar-derived ﬂow ﬁelds and Raymond arches observedwith an impulse radar system
indicate that themost recent reorganization in theﬂowof KIRoccurred2.5 (1.8–2.9) kyr B.P.Wediscuss sources
of uncertainty, the limitations of our new inverse method, and future improvements to our inverse method,
before considering possible causes of this ﬂow reorganization.
2. Methods
During two ﬁeld seasons (2013/2014 and 2014/2015) we deployed two ground-based ice-penetrating radar
systems along a survey line centered on and perpendicular to the ice divide that bisects KIR, a slow-moving
(less than 10 m yr−1 at the surface) grounded region surrounded by the Ronne Ice Shelf, West Antarctica
(Figure 1). Along our survey line ice is approximately 600 m thick, grounded 250 m below sea level and cold
based, as indicated by seismic reﬂection data (A. Smith, personal communication, 2015). We used a 4 MHz
impulse ice-penetrating radar [Hindmarsh et al., 2011] to map internal layer structure (Figures 1c and the
supporting information) and at 35 equally spaced stakes extending ±2.2 km from the divide we deployed a
phase-sensitive step-frequency radar (pRES) in both seasons. Data collected with pRES are used to compute
the two-way travel time of radio waves to internal reﬂectors within the ice and the ice-sheet base. Also, by
comparing data collected in each season, we compute how the phase of the radar return from each reﬂector
changed relative to a speciﬁc bright reﬂector during the intervening period (approximately 1 year; supporting
information) [Corr et al., 2002; Jenkins et al., 2006; Gillet-Chaulet et al., 2011; Kingslake et al., 2014].
Because internal reﬂectors move with the ice as it ﬂows, these data contain information about englacial ﬂow.
We developed amethod (following Chartrand [2011] and Petra and Stadler [2011]) to invert for horizontal and
vertical ﬂow ﬁelds from the pRES data, simultaneously deriving a density ﬁeld. Density is important because it
aﬀects the propagation of radio waves [Kovacs et al., 1995] and the calculation of horizontal strain rates from
the vertical velocities. We assume vertically uniform horizontal strain rates in the upper 200 m in the ﬂanks
when inverting for density (section 4.5 in supporting information; near the divide the Raymond Eﬀect invali-
dates this assumption) [Dansgaard and Johnsen, 1969]. We also assume that the density proﬁle is steady state,
uniformhorizontally andapproaches thedensityof ice exponentiallywithdepth (supporting information).We
also assume that the ice is stretching horizontally and that there is no basal sliding. Themethod takes account
of the separation of the pRES antennas (7m) and the refraction of the radar signal as it travels through the ﬁrn
[Arthern et al., 2013]. Horizontal strain rates are integrated from the divide summit, located using surface
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Figure 2. Inverted ice ﬂow and density ﬁelds. pRES-derived (a) vertical and (b) horizontal ice velocities plotted
with internal layers picked from impulse radar data (blue). Elevations relative to the WGS84 ellipsoid. (c) Horizontal
surface velocities on KIR (blue and red crosses) measured by dual-band GPS, with the height the crosses indicating
uncertainties, and (green) inverted from pRES data. Higher uncertainties of GPS measurements where x ≤−565 m are
due to a power failure of the base GPS station (supporting information). (d) Density proﬁles from Fletcher Promontory
(blue) measured directly from an ice core and (green) inverted for from pRES data.
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elevation data from a Global Positioning Systems (GPS) unit mounted on the impulse radar (supporting
information), to compute horizontal velocities. The results are 2-D, mass-conserving, density-corrected ﬁelds
of horizontal and vertical ice ﬂow (Figure 2a and 2b) and a corresponding vertical density proﬁle.
To assess the accuracy of the ﬂow ﬁelds, in both ﬁeld seasons we conducted two additional surveys: we used
dual-band GPS to measure horizontal surface velocities on KIR (Figure 1b and the supporting information)
and we deployed pRES on Fletcher Promontory, an ice rise close to KIR (Figure 1a), to compute a density
proﬁle using our inverse method at a location where densities have been measured directly from an ice core
(Figure 1a) [Mulvaney et al., 2014].
We simulate the transient evolution of internal layers using the inverted ice-ﬂow ﬁelds. Layers are initially
ﬂat, and at each time step (25 years) their elevations evolve according to the inverted ﬂow ﬁelds. This gen-
erates an evolving set of simulated Raymond arches. To compare the simulated arches with arches observed
with the impulse radar, the amplitudes of each are calculated separately relative to the east and west ﬂanks
(−2.1≤ x≤−1.2 km and 1.2≤ x≤2.1 km) using layer elevations normalized with local ice thickness. We dif-
ference each layer’s mean normalized elevation in each ﬂank with its maximum normalized elevation
[e.g., Conway et al., 1999]. Arch amplitudes are calculated as the product of the normalized elevation diﬀer-
ences and the ice thickness at the arch apex. Finally, for each layer a mean arch amplitude is calculated from
pairs of amplitudes calculated relative to each ﬂank.When comparing simulated and observed arches, we use
the mean arch amplitude and amplitudes measured relative to each ﬂank separately.
3. Results
Figures 2a and 2b plot vertical and horizontal velocity ﬁelds obtained from inverting pRES measurements,
overlain with internal layers picked from the impulse data (Figure 1c and the supporting information). The
anticlines in the vertical velocity contours (Figure 2a) are consequences of the Raymond Eﬀect. After assessing
the accuracy of the velocity ﬁelds, we will show that the anticlinal Raymond arches observed in the internal
layerswith the impulse radar (Figures 1c, 2a, and2b) are the result of the RaymondEﬀect acting at this location
for around 2.5 kyr.
Weassess the accuracyof the invertedvelocity ﬁelds using two independentdata sets. Figure 2cplots horizon-
tal surface velocitiesmeasuredwithGPS (supporting information)with horizontal surface velocities extracted
from the inverted horizontal velocity ﬁeld (Figure 2b). While the agreement is excellent, the slight underesti-
mation of horizontal velocities suggests inaccuracy in the inverted density proﬁle, which impacts horizontal
surface velocities through the dependence of radar-wave speed on density and the steady-state compaction
rate associated with the density proﬁle. This is likely linked to an unphysical feature of the horizontal veloc-
ity ﬁeld, where horizontal velocities increase with depth over a short distance near the surface. This also
occurs to a lesser extent deeper in the ice column, where the cause is instrumental noise. As discussed later,
additionally constraining our ﬂow ﬁelds to obey mechanical ice-ﬂow equations would remove this, but it is
beyond our scope, and it is unlikely to signiﬁcantly aﬀect our key results.
Figure 2d compares a density proﬁle inverted from pRES data collected at the site of the Fletcher Promontory
ice core against measured ice-core densities (R. Mulvaney, personal communication, 2015). In the top 60 m
of the ice column the match is very close. The mismatch at elevations between 700 m and 800 m is likely to
be due to our assumption that the density varies exponentially with depth, while the true vertical density
variation may be more complex.
These comparisons between independent data sets indicate that the inverse method computes reasonably
accurate ﬂow ﬁelds, albeit with some unphysical features in the horizontal ﬂow ﬁeld related to instrumental
noise and the inadequacy of the density parameterization. In particular, the comparisons suggest that uncer-
tainties in the simulation of layer structurewill be not bedominatedby uncertainty in the ﬂowﬁelds. They also
suggest that our assumptions of zero basal sliding, horizontally uniform densities and negligible ice-surface
slope are appropriate.
Using our layer-tracking scheme and ice velocities inverted for from pRES data, we evolve layers for 15 kyr.
We ﬁnd that approximately steady-state Raymond arches form beneath the divide. Figure 3a plots these sim-
ulated arches over present-day arches observed beneath KIR. Simulated arches form in the same place as
present-day arches and have similar widths (≈2 km). The simulation also partially captures the asymmetry
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Figure 3. Observed and simulated Raymond arches at Korﬀ Ice Rise. (a) Overlain on the observed arches (white) are
steady state simulated arches (red) (t = 15 kyr). The color map shows the corresponding age ﬁeld; ice present at the
start of the simulation is in gray. (b) Simulated and observed arch amplitudes calculated as the mean of the amplitudes
measured relative to each ﬂank (−2.1≤x≤ −1.2 km and 1.2≤x≤2.1 km) at eight time slices. (c) Time series of mismatch
between simulated and observed arch amplitudes from 12 simulations, each using an alternative arch amplitude
calculation. Dashed, dotted, and solid curves, respectively, correspond to arches measured relative to the eastern ﬂank,
relative to the western ﬂank, and as the average of the two. Colors correspond to four alternative ﬂank regions (in km):
(green) −2.1 to −1.2, 1.2 to 2.1; (red) −1.9 to −1, 1 to 1.9; (black) −1.9 to −1.2, 1 to 2.1; and (blue) −2.1 to −1, 1.9 to 2.1.
The gray box shows the range of the 12 optimal matches. (d) Identical to Figure 3a but shows the optimal match at
2.5 kyr from the simulation in Figure 3b.
of the observed layers in the ﬂanks likely to result from an across-divide accumulation gradient [Nereson and
Raymond, 2001; Drews et al., 2015]. However, the steady-state simulated layers have a prominent central syn-
cline overlain on the Raymond arches, producing so-called “double arches” [e.g.,Martín et al., 2009], and they
are signiﬁcantly larger in amplitude than present-day arches (Figure 3b).
This implies that the ice-ﬂowpattern causedby theRaymondEﬀect has not been in operation for longenough
to allow the Raymond arches to reach a steady state within KIR. Alternatively, ice-divide thickening, stochastic
divide migration, along-ridge ﬂow or basal sliding could have suppressed Raymond arch growth in KIR
and might explain the relatively small observed arches [Martín et al., 2009]. However, thickening would
have caused the steady-state simulation to overestimate the elevation of the maximum arch amplitude
[Martín et al., 2006]. Instead, the simulation underestimates this elevation (Figure 3b). Stochastic dividemigra-
tion would have widened the observed arches [Martín et al., 2009], causing the simulation to underestimate
arch width. Instead, the width of the two sets of arches are approximately equal (Figure 3a). Negligible
along-ridge ﬂow (≈0.04 m yr−1; supporting information) was recorded by the surface GPS survey and
signiﬁcant basal sliding is inconsistent with a cold ice-sheet bed, as indicated by seismic surveys.
The best explanation for the mismatch between the amplitudes of the observed arch and those produced
in our steady-state simulation is that ice on KIR experienced a recent reorganization in ﬂow that allowed the
divide to form in its current location.
To estimatewhen theﬂow reorganizationoccurred,we track the agreement between simulated andobserved
Raymond arches over time using the root-mean-square (RMS) mismatch between their mean amplitudes,
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calculated as the mean of amplitudes measured relative to each ﬂank (Figure 3c). An optimal match (with an
RMS residual of 4.7m) between the simulation and the observations at t=2.5 kyr (Figures 3b and 3c) supplies
our best estimate of the time elapsed since the ice divide formed in its current location on KIR. Figures 3b and
3d compare simulated and observed arches at t=2.5 kyr. Notwithstanding the “double arch” structure in the
simulation (Figure 3d), whichwe discuss later, thematch is excellent. In particular, thewidths of the simulated
and observed arches and the elevations at which they attain their maximum amplitudes match closely. This
is consistent with negligible thickening, thinning, or migration of the ice divide since it formed 2.5 kyr B.P.
One source of uncertainty in this ice-divide formation date is the choice of where to measure the elevations
of layers in the ﬂanks while calculating arch amplitudes. To take account of this uncertainty, we conduct
12 simulations while varying the regions in each ﬂank used to measure arch amplitudes and the ﬂank used
in the calculation, i.e., we consider amplitudes calculated (1) relative to the east ﬂank, (2) relative to the west
ﬂank, and (3) as the mean of the amplitudes measured relative to each ﬂank. Figure 3c plots time series of
the RMS mismatch from all 12 simulations. These yield a range of optimal times between 1.8 kyr and 2.9 kyr,
reﬂecting the fact that the observed arches are more asymmetric than the simulated arches (Figure 3d). The
range 1.8–2.9 kyr B.P. represents a range of possible ice-divide formation dates.
Our assumption that ice ﬂowwithin thedividehas not changed sincedivide ﬂowbeganalso introduces uncer-
tainty. Althoughour ﬁndings are consistentwith steady ﬂow, this uncertainty probably dominates uncertainty
associated with observations of arch amplitudes (approximately ±5 m; supporting information) and ice
velocities (comparison between GPS-derived and inverted surface velocities indicates that these are small;
Figure 2c). Past ice ﬂowmay have varied due to evolving accumulation rates or ice rheology, the latter caused
by ice fabric or temperature evolution. Ice-core data covering the last 1 kyr from Berkner Island (Figure 1a)
indicate approximately constant accumulation rates over this period [Mulvaney et al., 2002], although previ-
ously higher accumulation would cause us to overestimate the age of the Raymond arches and previously
lower accumulation would cause us to underestimate their age. Ice-fabric evolution enhances the Raymond
Eﬀect over time [e.g., Pettit et al., 2007; Martín et al., 2009, 2014], so the double-arch structure in the vertical
velocity ﬁeld (Figure 2a), which is consistent with ice-fabric development [Martín et al., 2009], may indicate
that the Raymond Eﬀect was weaker in the past, causing us to underestimate the age of the arches.
We prescribed the initial isochrones to be ﬂat in all simulations. If the ice was fast moving before the divide
formed, layers may have been disturbed and undulating [e.g., Siegert et al., 2013; Bingham et al., 2015].
Experimentation with simulations initialized with layer undulations show that this does not signiﬁcantly
aﬀect our estimation of ice-divide formation time because undulations are quickly reduced in amplitude by
horizontal spreading in the vicinity of the divide.
4. Discussion
For the ﬁrst time phase-sensitive radar data has been inverted for two-dimensional vertical and horizontal
englacial ﬂow ﬁelds and densities. This new capability has the potential to transform the way we observe ice
sheets and ice shelves. In addition to its application here to constrain ice-ﬂow history, it can be used to plan
and date ice cores [e.g., Martín et al., 2015] and improve ice-rheology parameterizations. Similar techniques
could be applied in other glaciological settings where understanding englacial ice ﬂow is important, for
example, to improve measurements of subshelf melting [Nicholls et al., 2015] and to examine the eﬀect of
tides on ice-shelf and ice-stream ﬂow.
Several improvements to our inverse method are possible. We use regularization to constrain our veloc-
ity ﬁelds to vary smoothly (supporting information), in recognition that our data contain high-frequency
noise. We selected a level of regularization to compromise between conforming to the data and “smoothing
out” noise (supporting information). To make this choice more rigorous, future work could take a Bayesian
statistical approach [e.g., Arthern, 2015].
Our inverted velocity ﬁelds are constrained to conserve mass. It is possible to additionally constrain them to
conserve momentumwith the compressible Stokes equations [e.g., Zwinger et al., 2007]. This advance would
improve the accuracy of thederived velocity ﬁelds by removing theunphysical vertical variability in horizontal
velocities. Because horizontal ﬂowonly aﬀects thewidth of simulated arches and vertical ﬂow ﬁelds that obey
mass and momentum conservation will be constrained by radar data, this advance is unlikely to signiﬁcantly
adjust our key results but it could provide information about ice rheology [Gillet-Chaulet et al., 2011].
KINGSLAKE ET AL. WEST ANTARCTIC ICE-FLOW REORGANIZATION 9109
Geophysical Research Letters 10.1002/2016GL070278
Our treatment of uncertainties in the date of ice-divide formation on KIR is simpliﬁed. Through comparison
with independent, but spatially limited, measurements of ice ﬂow and density, we argue that uncertainty in
the date of ice-divide formation associated with the ﬂow-ﬁeld inversion is dominated by uncertainty associ-
ated with assuming constant ice ﬂow during simulations. We discussed what could have caused deviations
from constant ﬂow and how these would impact our results, andwe estimated uncertainty by comparing our
simulated Raymond arches to arches measured in the observations relative to each ﬂank individually. This
provided a range ice-divide formation dates (1.8–2.9 kyr B.P.) because observed layer structure is more asym-
metric than simulated layer structure. Futurework couldpropagateuncertainties in the radardata through the
inversion methodology using a Bayesian or Monte Carlo approach to quantify their impact on our estimated
date range and the derived density proﬁle.
Other simpliﬁcations that could be removed in future work include our prescription of strain rate boundary
conditions (supporting information) and our assumptions of small ice-sheet surface and bed slopes, positive
horizontal strain rates and steady state, horizontally uniform densities that are known to vary signiﬁcantly
across some ice divides [Drews et al., 2016].
5. Implications and Outlook
We have shown that the isochrone structure beneath the ice divide on KIR is not in a steady state. Instead,
the divide formed in its present location 2.5 (1.8–2.9) kyr B.P. and its isochrone structure continues to respond
to this ﬂow change. Less clear is the ﬂow regime in this location prior to this time and the cause of divide
formation. Did ice in this location ﬂow from a local independent ﬂow center as it does today? And, if not, was
ice fast ﬂowing in this location at this time? Alternatively, was ice in this location previously aﬂoat and did the
divide form as the ice shelf grounded on the seaﬂoor?
If icewas formerly fast ﬂowing in this location,wewouldexpect to seeevidenceof largeundulations in internal
layers or basal crevasses usually associatedwith fast ﬂow [e.g., Siegert et al., 2013]. Similarly, basal crevassing or
rifting could be produced by the grounding of an ice shelf on the seaﬂoor. Instead, layers in ice that, according
to our optimal simulation (Figure 3d), was present during divide formation are largely ﬂat and conformable,
and show no sign of relic basal crevasses the our survey on KIR (Figure 1b). Therefore, we suggest that ice in
this location was grounded and slow ﬂowing prior to divide formation.
Wedidnotobserve relic Raymondarches anywhere inour impulse radar surveyof KIR (Figure1b),whichwould
indicate a past divide position [e.g.,Drewset al., 2015]. This suggests that ice did not ﬂow froman independent
ﬂow center. However, if the ice divide was continuously migrating prior to stabilization 2.5 kyr B.P., Raymond
arches couldhavebeenpreventing from forming.Or the relic features couldhavebeen subsequently removed
by ice ﬂow over the grounding line and out of the surveyed region. In either case, we would see no evidence
of the previous local ﬂow center.
The controls on divide formation are poorly understood [Matsuoka et al., 2015]. We do not know if the divide
formed in its current position due to large changes in surface mass balance patterns or a change in regional
ice ﬂow. With no evidence for a surface mass balance change, it is worth asking what regional ﬂow changes
could have allowed the divide to form 2.5 (1.8–2.9) kyr B.P.
At the LGM the main ice sheet’s grounding line was positioned to the north of KIR [e.g., Bentley et al., 2010;
Golledge et al., 2012; Hillenbrand et al., 2014]. We hypothesize that its subsequent migration past KIR to its
current position (in red in Figure 1a) could have altered ice ﬂow on KIR suﬃciently to explain our ﬁndings.
Prior to this the divide on KIR may have been in a diﬀerent location or orientation, due to diﬀerent ice ﬂuxes
in the ﬂanks, or the main ice sheet may have overridden the area entirely and prevented ice-divide formation
[e.g.,Matsuoka et al., 2015].
Alternatively, 2.5 (1.8–2.9) kyr B.P. may correspond to the cessation of regional ﬂow reorganization, for exam-
ple, as the main ice-sheet grounding line arrived in its current position (Figure 1a). This is consistent with our
hypothesis that the ice divide’s position and thickness have not changed since its formation, despite recent
asymmetric changes in the ﬂow of the adjacent ice shelf [Scambos et al., 2004].
Our observations can potentially be reconciled with hypothesizedmiddle-to-late Holocene ice-shelf ground-
ing and grounding-line advance in the region [Siegert et al., 2013; Bradley et al., 2015]. The ice shelf
could have grounded in the location of KIR but continued to undergo persistent ﬂow disturbance,
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preventing Raymond-arch formation until around 2.5 kyr B.P. when regional ice ﬂow stabilized. Grounding
of the ice-shelf on the seabed would produce signiﬁcant backstress on the upstream ice streams, potentially
causing large-scale readvance [Matsuoka et al., 2015].
In summary, we do not know if an independent ﬂow center existed before 2.5 kyr B.P. on KIR, but our impulse
radar data suggest that ice was grounded and slow ﬂowing for long enough prior to divide formation for
evidence of fast ﬂow or ice-shelf grounding to have been advected away. The divide could have formed due
to the grounding line of the main ice sheet retreating past this location or as regional ﬂow reorganization
ceased, perhaps after a grounding of the ice shelf and grounding line advance. Regional ice-ﬂow modeling
[e.g., Fogwill etal., 2014;Wrightandohters, 2014; Thomaetal., 2015] andgeophysical surveysof other ice rises in
the region could be used to test these contrasting ice-ﬂow histories and investigate the connection between
the reorganization we have dated and the undated switches in ﬂow of the Institute and Möller Ice Streams
(Figure 1) inferred from airborne radar data [Siegert et al., 2013; Bingham et al., 2015;Winter et al., 2015].
This work transforms our ability to measure ice ﬂow and constrain ice-sheet history at ice divides. Our
improved Raymond Eﬀect dating technique can be applied at ice divides across Antarctica to ﬁll wide gaps
in the glacial-geological record that exist where other techniques are impossible due to a lack of exposed
geological surfaces [e.g., Bentley et al., 2010]. With ice-sheet models increasingly relying on past ice-sheet
conﬁgurations to tune poorly constrained parameterizations [e.g., DeConto and Pollard, 2016], ﬁlling these
gaps in the paleoice-sheet record will decrease uncertainty in predictions of sea-level rise.
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