The process t--,H +b, H+~x+v, x +--,hadrons +9 and its charge conjugate are investigated by seeking an excess in number of observed x's beyond that expected from the standard model under the assumption of e-x universality. No such excess is found and new regions of the mn-mt plane are excluded for B(H+--,w) =0.5 and 1.0. In addition, the ratio of couplings of the x and e to the W is precisely measured as g'(/g'~ = 1.02 _+ 0.04 (stat.) + 0.04 (syst.).
Introduction
Little experimental information exists on the nature of the Higgs sector in the standard model (SM). The simplest extensions beyond the minimal onedoublet version are models with two doublets of complex scalar fields which imply the existence of charged Higgs bosons (H -+ ) [ 1 ] . In such models the H -+ couplings are fully specified by its mass, mH, and by the ratio of vacuum expectation values for the two scalar fields, tan fl= v2/vl.
The existence of H + bosons could have important consequences for the discovery of the top quark. For mt>mH+mb the decay t~H+b competes with the standard decay t--,W+b, where W is either virtual or on the mass shell, depending on the values ofmH and tan fl [2] . Since in this case the dominant charged Higgs decays are H+~x+v, and H+~cg, with branchings which depend on tan fl (see fig. 1 and ref. [3 ] ), searches for the top quark based on the observation of the semileptonic decay t~be+v (or t~ b~+v) [4] [5] [6] would result in a much weaker signal than expected [ 7 ] . In particular, for the mass region accessible at the CERN pp Collider, mw > mt + mb, the decay t~H+b is by far the dominant decay mode, regardless of the value of tan fl [ 8 ] . In this case a lower bound on the top mass can only be obtained by measurement of Fw [9] [10] [11] and from direct searches at LEP [ 12 ] . In this letter, we describe a search for the decay t~H+b, H + ~z+v, z + -~hadrons+9,
and for its charge conjugate. The analysis method is based upon that used in the UA2 measurement of euniversality from W decay [ 13 ] . First, the numbers of electrons and £s accompanied by large missing transverse momentum (/~v) are determined from the data. The number of electrons is then used together with the assumption of e-~ universality to determine the number of £s expected from IVB decay, and this prediction can be compared with the data. A statistically significant excess of events in the data would indicate new physics whereas the agreement between data and expectation would make it possible to exclude process ( 1 ) in some regions of the model parameter space.
An earlier search for process (1) has been performed by the UA 1 Collaboration [ 14 ] .
The UA2 detector 3. The selection of the data
The UA2 detector consists of tracking systems surrounded by calorimetry extending to within 6 ° of the beam axis (see ref. [ 15] for more details).
The central tracking detector contains two silicon pad arrays (SI) at radii of 3.5 cm and 14.5 cm used for ionization and track-point measurements [ 16 ] . A cylindrical drift chamber (JVD) [ 17 ] lies between the SI layers. Just beyond the outer SI layer are two transition radiation detectors (TRD) [ 18] , followed by a scintillating fibre detector (SFD). The SFD [ 19 ] is made up of 18 tracking layers followed by a 1.5 radiation length (Xo) lead converter and an additional six layers of fibres used to locate the position of the electromagnetic shower initiated in the convener (preshower detector). The forward tracking detector is made up of proportional tubes (ECPT) [20] covering the pseudorapidity range 1.1< Ir/I < 1.6. The ECPT has six tracking layers followed by a 2 Xo lead converter and an additional three layers of tubes. Identification of electrons in the central region relies to a large extent upon the SFD and the calorimeter (see ref. [ 15 ] ).
The central calorimeter (CC) [21] covers the pseudorapidity range -1 < r/< 1 while the two end cap calorimeters (EC) cover 0.9 ~< I ~/I ~< 3. The CC is segmented into cells subtending 10 ° in polar angle 0 and 15 ° in azimuthal angle ¢. Each cell has one electromagnetic and two hadronic compartments. The end cap calorimeters are segmented into cells of size A~ X At/~ 15 o X 0.2. All cells were initially calibrated in test beams of electrons, pions and muons. The stability of these calibrations was monitored via the response of the system to radioactive sources (6°C0). In the trigger and in data analysis, clusters of energy were formed in the calorimeter by joining all cells with an energy above 400 MeV which share a common edge.
The time of flight (TOF) counter system is used to select inelastic interactions produced at the time of the nominal beam crossing, thus generating a beambeam interaction signal that defines a minimum bias (MB) event. Finally, the VETO counter array is used to identify events caused by beam-halo particles by detecting charged particles arriving before secondaries from pp interactions.
The data used in this analysis were obtained in three major collider runs in 1988, 1989 and 1990 and correspond to an integrated luminosity of 13.0+0.7 pb-'. For the data from the 1988 and 1989 runs, ~r triggers were used and found to be fully efficient above an offline threshold of 23 GeV and more than 96% efficient for thresholds in the range 20 <~T < 23 GeV. In 1990 a dedicated x trigger was used with the goal of increasing the acceptance for H e ~w decay (see fig. 2 ). At level 1 this trigger combined the ~T requirement with a veto of di-jet events and a veto of events which had early VETO counter hits. The dijet veto was obtained by running a level 1 di-jet trigger (based upon sums of transverse energy (ET) in calorimeter cells in back to back 60 ° azimuthal wedges in I r/l< 2) in anti-coincidence with the #T trigger. The two vetos made it possible to lower the level 1 trigger threshold by roughly 2 GeV below that of previous runs, despite the increase in peak machine luminosity.
In the offline analysis it was required that there be only one reconstructed interaction vertex and that its z coordinate (displacement along the beamline from the nominal centre of the detector) satisfy I Zvl < 300 mm. To eliminate halo events it was required that there be no early veto hits. A different TOF requirement was used for the 1990 run than for the 1988 and 
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Hissing transverse momentum (GeV) l')S') runs. For the latter it was required that there ~ as no more than one early or late hit in the TOF t'OtLtllcr, outside a window of + 3 ns around the nominal beam crossing time. For the 1990 run it was simply required that there be no such early or late hits in order to eliminate additional background to the x signal from beam-gas interactions. The events were then selected by requiring ~kx>20 GeV, El>17 GeV, where E~ is the transverse energy of the leading jet in the event, and no cluster with ET> 10 GeV opposite to the leading one. The x candidates were sought on the basis ofhadronicity (~) and profile (p) of the leading jet, defined as
where gha d is the energy of the cluster contained in hadronic compartments, Etot is the total cluster energy, Em is the energy of the leading energy cell in the cluster and E" is the energy of the highest energy cell neighboring the leading cell in the cluster. Further leading cluster requirements were applied: cluster centroid in the fiducial areas of the central calorimeter cells (i.e. not within 5 mm of a crack between cells), 0.01 <~<0.90, and at least one track in a 10 ° cone around the cluster axis (defined as the line from the vertex to the centroid of the calorimeter cluster). A subdivision of the data into "z+0 jet" and "x+jets" subsamples then followed according to whether an additional cluster with/iT> 10 GeV did or did not appear in the event. The selected samples contain the electrons from W decays, the z's and the residual QCD jet background. In each sample the number of electrons is estimated and then most of the electron component is eliminated as described in ref. [ 13 ] . Fig. 3 shows the p distribution for the leading cluster for the r+0 jet sample after rejecting the events in which the leading cluster is electromagnetic. For comparison, fig. 4 displays the p distributions for jets and for z's from MC generated W--,zv events after full detector simulation. Table 1 lists the efficiencies of those cuts applied to the data which could not also be applied to Monte Carlo (MC) simulated data (discussed in the next section). The electron detection efficiencies are obtained as in the UA2 measurements of the W and Z production cross sections [9, 15 ] except that in the 
Determination of the T signal
The comparison between the distributions of figs. 3 and 4 shows evidence for a x signal in the high profile region (p> 0.75). The contaminations from halo, QCD jets and residual electrons are estimated as described in ref. [ 13 ] to determine the ratio of coupling constants gW/gW. When using the thresholds given above for the H -+ search, we measure gW/gW = 0.99+0.06+0.04 for the z+0 jet sample, and gW/gW=l.04+O.18+O.05 for the x+jets sample, where the first error is statistical and the second is systematical.
As an additional check, an analysis has also been performed using information from the outer silicon array. The variable used is 6=Q(O.5)-Q(O.1), where Q(x) is the total signal charge in units of minimum ionizing particle equivalent (m.i.p.) measured in a cone centred on the cluster axis and of radius x=x/Ar/2-bAq~ 2. This quantity is a measure of the jet "narrowness" in terms of charged particles and is clearly correlated with the cluster profile. By requiring 6< 4.0 m.i.p.'s, the efficiency for retaining z's from W~xv decay is estimated to be 85% while 80% of QCD jets are rejected. The values of g~W/g,e obtained in this way are compatible with e-x universality, confirming the results quoted above in the presence of a much reduced background. However, given the limited event sample, the overall uncertainty is not reduced and the following results are obtained without cutting on the value of the variable 6. Such techniques, however, may prove useful for x studies with larger event sample as expected at future colliders.
If the event sample used is restricted to the z + 0 jet events and the gT and E~-thresholds are increased to 25 and 22 GeV, respectively, together with a lower threshold of 2.5 GeV for the cluster opposite to the leading jet (thus using the same cuts as in ref. [ 13 ] ), a more precise result is obtained: 
This result supersedes the previously published UA2 value [ 13 ] . Using the number of observed electrons and the assumption gW/gW = 1, estimates are obtained for the expected numbers of ~'s from W-~w in the x+0 jet and x+jets samples, taking also into account the contribution from ~'s coming from Z decays as in ref. [ 13 ] . These are then compared to the numbers ofx's observed in order to obtain the values for the z excess given in table 2 along with their uncertainties. Note that the numbers shown in table 2 have been corrected for the efficiencies of table 1 and that the errors are computed by adding all uncertainties in quadrature. To convert the observed number of electrons into a prediction of the number of z's from W-~w, the ratio of the acceptances of ~'s and electrons is used. This is calculated by MC as in ref. [ 13 ] and found to be 12= 0.259 _+ 0.006. It is then possible to compare the z excess with that expected if the charged Higgs hypothesis were valid.
Estimate oft excess from H ± --,¢v
Approximately 8000 events were generated using the programme of ref. [22] for each of 16 different choices of rnH and rnt values for both strong and weak production of top. Roughly equal-space values for the masses were chosen from the ranges 44<mH<66 GeV and 50 < m~ < 71.5 GeV.
The estimated number ofz's expected for each case is determined after applying all the analysis cuts, except the criteria listed in table 1. The number of events remaining after the cuts is normalized via the pro-duction cross sections for top [23] , and the total integrated luminosity of 13 pb-'. The effect of the x trigger on the collection of data is taken into account by an offline simulation of all levels of the trigger when selecting events from the MC output. The expected number of events together with the acceptances (A) are listed in table 3 for B(H -+ ~zv) = 1.0. The contribution of the tt channel to the z+0 jet sample is negligible and has not been included.
In the MC simulation z's from H -+ decay are generated with no polarization (contrary to the x's from W decay, for which polarization effects are fully taken into account). As pointed out in ref. [24] the effect of x polarization in charged Higgs decay would increase the mean momentum of the decay hadrons, thus increasing the acceptance for process ( 1 ) . This effect is of about (5-10)%, as checked for mH=45 GeV, corresponding to an increase of about (2-3)% for the confidence level of the excluded region in the mrt-mt plot (see section 7).
The analysis is also sensitive to the MC treatment of the spectator parton in the event. For this reason the MC parameters used in this analysis were obtained by comparing simulated W--.ev events with real W--,ev data for various MC set-ups. The key indicators used to optimize the quality of the simulation are: (i) the ratio of the number of events passing the z +jets criteria to those passing the x + 0 jet criteria, (ii) the scalar sum of transverse energy in cells of the calorimeter, and (iii) the total charge in the outer silicon layer. The data and optimized MC are found to produce distributions of these quantities which are in very good agreement.
Uncertainties
The systematic uncertainties in the numbers of Cs expected from W decay and ofz's observed (table 2 ) are to a large extent the same as those which appear in ref. [ 13 ] . The number of Cs expected from W~xv decay depends upon both z and electron detection efficiencies. The largest single uncertainty comes from the cut in hadronicity, (< 0.9. A + 5.0% uncertainty is assessed for this cut by considering the difference in hadronicity values for test beam pions and electrons near calorimeter cell boundaries. The uncertainty in z efficiency resulting from the profile cut, p> 0.75, is set at + 4.0% on the basis of a comparison of the profile distribution of 10 GeV pions from test beam with that ofMC pions. Kinematic cuts (~bx and E~ ) have a combined uncertainty of + 3.4% as determined by varying thresholds in accord with uncertainties in the energy scales of the electromagnetic Table 3 Acceptances and expected number of events from process ( 1 ( + 1%) and hadronic ( + 2%) compartments of the calorimeters. The contribution from the electrons is negligible since the central electrons from W decay are well above the E~ and/~x thresholds. The uncertainty in electron identification efficiency is + 1.0%. Using electrons from W decay the uncertainty in track efficiencies for x's and electrons is determined to be +3%. For observed z's, the subtraction of the QCD jet background contributes a maximal uncertainty of + 3.4% which is evaluated by taking the difference between the ratio of the numbers of observed x's to electrons for the case of an opposite jet ET cut at 10 GeV and that obtained for a cut at 2.5 GeV.
There is no expected beam-halo contribution to the data sample. The uncertainty on the number of x's resulting from the uncertainty in the halo estimate is determined as in ref. [ 13 ] to be + 1%.
For the expected number of x's coming from the charged Higgs channel there are contributions to the uncertainties from theoretical, MC, and experimental sources. The uncertainty in integrated luminosity ( + 6%), is included here as are the uncertainties in the number of produced top quarks. The effect of energy scale uncertainties is estimated by varying the energy thresholds. The shapes of the distributions of kinematic variables near thresholds, and consequently the x selection efficiencies, vary with m t and mn between +2% and + 10%. A conservative estimate of + 1 GeV has been added to account for the uncertainty in the low energy response of the calorimeter. The effect of this does not depend on mH and ms and does not exceed a variation of 10% in signal acceptance.
The uncertainty resulting from the method of reconstructing spectator parton interactions is estimated by taking the difference in signal efficiency obtained for two different MC configurations. In the first case one MB event is superimposed on the MC event in which the di-quark fragmentation of ref. [ 22 ] is included. In the second case two MB events are superimposed on the event and di-quark fragmentation is not included. This is found to be a mass-dependent effect but does not exceed + 25% in any of the cases considered. The effect of making reasonable variations in the b-quark fragmentation parameters [4] leads to a variation in signal which does not exceed + 8% for any of the cases studied.
In the case of mass dependent uncertainties, the maximum uncertainties mentioned above are used.
Excluded regions in the mH-m t plane
Having estimated the contributions to the uncertainties in the observed x excesses in the x + 0 jet and T+jets samples as well as the mass-dependent x excess expected for H -+ decays, it is possible to ask whether the observations, consistent with zero x excess, are sufficient to exclude the existence of H -+ for some values of the parameters. For this purpose, levels of confidence for the exclusion of the decay ( 1 ) for each of the 16 mass sets used in the MC, and for values of the branching ratio B (H -+ ~ xv ) (B) of 0.5 and 1.0, were calculated.
For a given data sample and set of parameter values, the various statistical and systematic uncertainties in the numbers of observed and expected x's are combined into a single uncertainty, using a MC programme which takes into account the shapes of the uncertainty distributions and known correlations between uncertainties. For both samples the probability of observing a z excess smaller than the one listed in table 3 is computed for each pair of masses (mH--rot) and corresponds to the confidence level (CL) for exclusion of the H -+ hypothesis. The error distribution obtained with the MC programme is found to be approximately gaussian. For the x+0 jet sample the error is dominated by the statistical uncertainty whereas for the z +jets sample the statistical and systematic uncertainties are of similar size.
The CL's for the exclusion of the 16 points considered are given in table 4 for B values of 1.0 and 0.5. These correspond to tan fl values above roughly 2.0 and 1.0, respectively, as determined after a QCD correction [3 ] . Also shown in table 4 are the CL's for the weighted mean combination of the two samples. By interpolating the CL's for the 16 mass points, it is possible to define regions of the mH-mt plane which are excluded at 90% and 95% CL. These are shown in figs. 5 and 6.
The regions excluded by UA 1 [ 14 ] are also shown as are the model independent lower bounds for mt from hadron collider measurements of Fw [9] [10] [11] and mH from LEP [25] . 6 . Regions of the mn-mt plane excluded at 95% CL; the LEP bound is for B= 1, 95% CL.
Conclusions
Hadronic x decays and electrons have been counted in a sample of events with high missing transverse momentum obtained with the UA2 apparatus. The data sample corresponds to an integrated luminosity of 13.0_+0. 
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