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Abstract
In this paper we are concerned with a semilinear elliptic Dirichlet problem with jumping nonlinearity
and, using a completely variational method, we show that the number of solutions may be arbitrarily large
provided the number of jumped eigenvalues is large enough. In order to prove this fact, we show that for
every positive integer k, when a suitable parameter is large enough, there exists a solution which presents
k peaks. Under the assumptions we consider in this paper, new (unexpected) phenomena are observed in the
study of this problem and new methods are required to construct the k-peaks solutions and describe their
asymptotic behavior (weak limits of the rescaled solutions, localization of the concentration points of the
peaks, asymptotic profile of the rescaled peaks, etc.).
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Let us consider the following problem{
u+ g(u) = ξ in Ω,
u = 0 on ∂Ω, (1.1)
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function such that
lim
s→−∞
g(s)
s
= α and lim
s→+∞
g(s)
s
= β (1.2)
with α and β in R. We assume, for example, α  β . We denote by λ1 < λ2  λ3  · · · the
eigenvalues of the Laplace operator − in H 10 (Ω). If there exists some eigenvalue λi such that
λi ∈ ]α,β[, we say that g is a jumping nonlinearity and that λi is a jumped eigenvalue.
There exists a very extensive literature on the elliptic problems where the nonlinear terms
interfere with the spectrum of the linear operator and, in particular, on the elliptic equations with
jumping nonlinearities (see [1–8,10–33,38–41] etc.). Here we recall only the following results.
If g ∈ C1(R) and g′(s) = λi ∀s ∈ R, ∀i ∈ N, then one can apply, for example, a well-known
result of Caccioppoli (see [9]) which guarantees that there exists a unique solution u for every
ξ ∈ L2(Ω). The first result concerning the case of jumping nonlinearities is due to Ambrosetti
and Prodi. In [4] they consider the problem{
u + g(u) = ξ0 + te1 in Ω,
u = 0 on ∂Ω (1.3)
where g ∈ C2(R), ξ0 ∈ L2(Ω), t ∈ R and e1 is the positive eigenfunction, normalized in L2(Ω),
corresponding to the first eigenvalue λ1. Under the assumption that g′′(s) > 0 ∀s ∈R and
0 < lim
s→−∞g
′(s) < λ1 < lim
s→+∞g
′(s) < λ2, (1.4)
they prove that there exists a smooth function t¯ : L2(Ω) →R such that problem (1.3) has exactly
two solutions if t > t¯(ξ0), exactly one solution if t = t¯ (ξ0) and no solution if t < t¯(ξ0).
After the result of Ambrosetti and Prodi, several papers have been devoted to describe the
right-hand side members ξ for which there exist solutions and to estimate the number of solu-
tions, under suitable assumptions on α and β with respect to the eigenvalues of − in H 10 (Ω).
In recent years there has been a new interest also in superlinear Ambrosetti–Prodi type problems,
i.e. problems where it is allowed to be β = +∞ and g has subcritical or critical growth at +∞
(see [19,23,43] etc.).
If no eigenvalue belongs to the interval [α,β], then a well-known theorem of Rabinowitz
(see [37]) applies and guarantees that problem (1.1) has at least one solution for every ξ ∈ L2(Ω).
If α < λ1 < β , there exists a function t¯ : L2(Ω) → R such that problem (1.3) has at least two
solutions if t > t¯(ξ0), at least one solution if t = t¯ (ξ0) and no solution if t < t¯(ξ0). If α < λ1 <
λ2 < β , there exist at least four solutions for t > 0 large enough. If α > λ1 (i.e. the jumping
involves higher eigenvalues) then there exist solutions also for t < 0 large enough (see [3,4,7,
28–32,41] etc.).
If we look for solutions of problem (1.3) with t (positive or negative) large enough, the fol-
lowing two problems (we denote by P+(e1) and P−(e1)) arise in a natural way and play an
important role, namely
P±(e1)
{
u − αu− + βu+ = ±e1 in Ω, (1.5)
u = 0 on ∂Ω
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t → ±∞, we obtain P±(e1) as limit problem).
In the early 1980s, Lazer and McKenna raised the following conjecture: there exist at least 2i
solutions of problem (1.3) for t > 0 large enough when α < λ1 < λi < β . This conjecture has
been proved only in the case n = 1 (see [12,30,39]) while it does not hold in the case n > 1. In
fact, in [14] Dancer considered the following problem
{
u − αu− + βu+ = ξ0 + te1 in Ω,
u = 0 on ∂Ω (1.6)
and showed that for every i  2 there exist a smooth bounded domain Ωi in Rn, with n > 1, and
a function ξ0 ∈ L2(Ωi) such that problem (1.6), with Ω = Ωi , has only four solutions for t > 0
large enough even if α < λ1(Ωi) < λi(Ωi) < β .
In [34] and [35] we prove that, for any fixed domain Ω , the number of solutions may be
arbitrarily large, provided the number of jumped eigenvalues is large enough. In fact, in [34] we
fix α < λ1 and show that, for all k ∈ N and ξ0 ∈ L2(Ω), problem (1.6) has, for β and t positive
and large enough, a solution uk,β,t such that, as t → +∞, 1t uk,β,t tends to a solution uk,β of
problem P+(e1), which presents k peaks near the maximum points of e1 and, as β → +∞,
converges to the solution e1
α−λ1 (this result might be seen as a weaker version of the Lazer–
McKenna conjecture, which is not in contradiction with the counter-example of Dancer [14]).
In [35] we consider the case α > λ1 and, for β > 0 large enough, we construct analogous k-
peaks solutions uk,β of problem P−(e1), which converge to the solution e1λ1−α as β → +∞ and,
for t < 0 large enough, give rise to solutions uk,β,t of problem (1.3), such that 1|t |uk,β,t → uk,β
as t → −∞.
In the present paper we consider the case α = λ1. In this case, the methods used in [34]
and [35] do not work, no solution there exists which (as e1
α−λ1 or
e1
λ1−α in the case α = λ1) might
be the limit of the k-peaks solutions, so more refined arguments are necessary. However, also in
this case we can construct k-peaks solutions and describe their behavior. The solutions uk,β we
obtain in this case tend to −∞, as β → +∞, a.e. in Ω and the top of the peaks tends to +∞
(while in [34] and [35] the height of the peaks remains bounded).
In order to distinguish the effect of the assumption α = λ1 and the role of the eigenfunction e1,
in this paper we consider the right-hand side members ξ of the form ξ = ξ0 + tp where p is any
function in L2(Ω) such that p > 0 a.e. in Ω . Notice that, if we replace e1 by such a p in the
case α < λ1, for example, then the method used in [34] yields solutions uk,β which tend to the
solution ( + α)−1p as β → +∞ and present k peaks localized near the minimum points of
( + α)−1p (which are the maximum points of e1 if p = e1). On the contrary, due to the fact
that α = λ1, the solutions uk,β we obtain in this paper for the problem
{
u − λ1u− + βu+ = p in Ω,
u = 0 on ∂Ω (1.7)
have k peaks which are always localized near the maximum points of e1 for any p ∈ L2(Ω) such
that p > 0 a.e. in Ω .
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obtained as critical points of the functional fβ : H 10 (Ω) →R defined by
fβ(u) = 12
∫
Ω
[|Du|2 − λ1(u−)2 − β(u+)2]dx + ∫
Ω
pudx ∀u ∈ H 10 (Ω). (1.8)
The main result of this paper is presented in the following theorem.
Theorem 1.1. Let Ω be a bounded domain of Rn, with n 3, and p a function in L2(Ω) such
that p > 0 a.e. in Ω . Then, for every positive integer k there exists β¯k > 0 such that, for all
β > β¯k , problem (1.7) has a solution uk,β satisfying the following properties:
I) there exist a positive constant r¯ and k points xβ1 , . . . , xβk in Ω , with
dist
(
x
β
i , ∂Ω
)
>
r¯√
β
for i = 1, . . . , k and ∣∣xβi − xβj ∣∣> 2r¯√β for i = j, (1.9)
such that, for all β > β¯k , uk,β(x)  0 ∀x ∈ Ω \ ⋃ki=1 B(xβi , r¯/√β) and u+k,β ≡ 0 in
B(x
β
i , r¯/
√
β) for i = 1, . . . , k;
II) the points xβ1 , . . . , xβk satisfy, in addition,
lim
β→+∞ e1
(
x
β
i
)= max
Ω
e1 for i = 1, . . . , k and
lim
β→+∞
√
β
∣∣xβi − xβj ∣∣= ∞ for i = j ; (1.10)
III) moreover, we have
lim
β→+∞ sup
B(x
β
i ,r¯/
√
β)
uk,β = +∞ (1.11)
and, for every δ ∈ ]0,maxΩ e1[,
lim
β→+∞ sup
Ω̂δ\⋃ki=1 B(xβi ,r¯/√β)
uk,β = −∞ (1.12)
where Ω̂δ = {x ∈ Ω: e1(x) > δ};
IV) as β → +∞, ‖uk,β‖L2(Ω) → ∞ and ‖uk,β‖−1L2(Ω)uk,β → −e1 in H 10 (Ω);
V) for all i ∈ {1, . . . , k}, the function U
k,β,x
β
i
, defined in √β(Ω − xβi ) by
U
k,β,x
β (x) = ‖uk,β‖−1L2(Ω)uk,β
(
x√ + xβi
)
, (1.13)i β
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{
U + U+ = 0 in Rn,
lim|x|→∞U(x) = −maxΩ e1
(1.14)
and the convergence is uniform on the compact subsets of Rn.
Notice that only for n  3 problem (1.14) has a nontrivial solution. In the cases n = 1 and
n = 2, a different approach is necessary in order to construct k-peaks solutions (see [36]).
A result analogous to Theorem 1.1, concerning problem (1.6) with α = λ1 and p in place
of e1, is presented in Theorem 4.1. For this problem we prove that, for β and t positive and large
enough, there exists a solution uk,β,t such that, as t → +∞, 1t uk,β,t tends to the solution uk,β
obtained in Theorem 1.1 for problem (1.7).
Moreover, we show that, in addition to the solutions given by Theorems 1.1 and 4.1, there
exist also solutions of different type, corresponding to lower critical values of the related func-
tional, which (unlike the solutions uk,β and uk,β,t ) tend to be localized near the boundary of the
domain Ω as β and t tend to +∞.
The paper is organized as follows. In Section 2 we outline the mini–max scheme we use
to construct k-peaks solutions and prove some preliminary results. In Section 3 we describe
the behavior, as β → +∞, of the functions obtained by the mini–max method and prove that,
actually, they are solutions for β > 0 large enough. In Section 4 we prove Theorems 1.1 and 4.1.
Finally, in Section 5 we prove the existence of solutions corresponding to lower critical values.
2. Notations and preliminary results
Let us denote by r¯1 the radius of the ball in Rn for which the first eigenvalue is 1, i.e. the
Dirichlet problem
{
u + u = 0 in B(0, r¯1),
u = 0 on ∂B(0, r¯1) (2.1)
has a positive solution. Then, for β > 0, set rβ = 3r¯1√β and, for every positive integer k, consider
the set
Ωkβ =
{
(x1, . . . , xk) ∈ Ωk: |xi − xj | 2rβ if i = j, dist(xi, ∂Ω) rβ for i = 1, . . . , k
}
. (2.2)
Notice that, for every fixed k, we have Ωkβ = ∅ for β large enough. In this paper we always
assume that k and β are chosen in such a way that Ωkβ = ∅. For every (x1, . . . , xk) ∈ Ωkβ , let
us consider the pairwise disjoint balls B(x1, rβ), . . . ,B(xk, rβ), included in Ω . We say that a
function u ∈ H 10 (Ω) is a k-peaks function with respect to these balls if u+ =
∑k
i=1 u
+
i where,
for every i ∈ {1, . . . , k}, u+i is a nonnegative function in H 10 (Ω) such that u+i ≡ 0 and u+i (x) = 0
∀x ∈ Ω \ B(xi, rβ). Then, let us denote by Sβx1,...,xk the subset of H 10 (Ω) consisting of all the
k-peaks functions u, with respect to the balls B(x1, rβ), . . . ,B(xk, rβ), such that
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∣∣Du+i ∣∣2 dx − β ∫
Ω
(
u+i
)2
dx +
∫
Ω
pu+i dx = 0 (2.3)
and ∫
Ω
(
u+i (x)
)2
(x − xi) dx = 0 (2.4)
for every i ∈ {1, . . . , k} (notice that (2.3) means that f ′β(u)[u+i ] = 0 and (2.4) that the L2-mass
of u+i has center in xi ).
Lemma 2.1. Let us fix a positive integer k and, for β > 0 (large enough) such that Ωkβ = ∅, set
cβ = inf
{∫
Ω
∣∣Du−∣∣2 dx: u ∈ Sβx1,...,xk , (x1, . . . , xk) ∈ Ωkβ, ∫
Ω
(
u−
)2
dx = 1
}
. (2.5)
Then, we have cβ > λ1 and limβ→+∞ cβ = λ1.
Proof. It is clear that cβ  λ1. In order to prove that cβ > λ1, we argue by contradiction and
assume that there exist a sequence (x1,j , . . . , xk,j )j∈N in Ωkβ and a sequence of functions (uj )j∈N
in H 10 (Ω) such that
uj ∈ Sβx1,j ,...,xk,j ,
∫
Ω
(
u−j
)2
dx = 1 ∀j ∈ N (2.6)
and
lim
j→∞
∫
Ω
∣∣Du−j ∣∣2 dx = λ1. (2.7)
It follows that the sequence (u−j )j converges in H 10 (Ω) to the eigenfunction e1. Notice that, since
p > 0 in Ω , from (2.3) we obtain∫
Ω
∣∣Du+j,i∣∣2 dx  β ∫
Ω
(
u+i,j
)2
dx. (2.8)
It follows that, for i = 1, . . . , k, the sequence (‖u+j,i‖−1L2(Ω)u+j,i )j is bounded in H 10 (Ω) and, up
to a subsequence, it converges weakly in H 10 (Ω), in L
2(Ω) and almost everywhere in Ω , to a
nonnegative function u¯+i such that
∫
Ω
(u¯+i )2 dx = 1. On the other hand, for i = 1, . . . , k, we have∫
u+j,i (x)u
−
j (x) dx = 0 ∀j ∈N. (2.9)Ω
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Ω
u¯+i (x)e1(x) dx = 0 for i = 1, . . . , k (2.10)
which is a contradiction because e1(x) > 0 ∀x ∈ Ω and u¯+i  0, u¯+i ≡ 0 for i = 1, . . . , k.
Thus, we can conclude that cβ > λ1.
In order to prove that limβ→+∞ cβ = λ1, it suffices to fix k pairwise distinct points x1, . . . , xk
in Ω and observe that, by standard techniques, one can construct a nonnegative function uβ ∈
H 10 (Ω \
⋃k
i=1 B(xi, rβ)) which, as β → +∞, converges in H 10 (Ω) to the eigenfunction e1. 
Proposition 2.2. Let us fix k ∈ N, choose β > 0 (large enough) such that Ωkβ = ∅ and consider a
point (x1, . . . , xk) ∈ Ωkβ .
Then Sβx1,...,xk = ∅ and the minimum of the functional fβ on the set Sβx1,...,xk is achieved.
Proof. In order to verify that Sβx1,...,xk = ∅, notice that, because of the choice of r¯1, since√
βrβ > r¯1, for i = 1, . . . , k there exist nonnegative functions vi ∈ H 10 (Ω), vi ≡ 0, such that
vi = 0 in Ω \B(xi, rβ),
∫
Ω
|Dvi |2 dx < β
∫
Ω
v2i dx and
∫
Ω
(
vi(x)
)2
(x − xi) dx = 0. (2.11)
Therefore, there exists (a unique) ti > 0 such that fβ(tivi) = max{fβ(tvi): t > 0} and the func-
tion
∑k
i=1 tivi belongs to S
β
x1,...,xk .
Notice that inf
S
β
x1,...,xk
fβ > −∞. In fact, for every u ∈ Sβx1,...,xk , we have fβ(u) = fβ(−u−)+
fβ(u
+), where fβ(u+) =∑ki=1 fβ(u+i ). Since u ∈ Sβx1,...,xk , from property (2.3) we infer that
fβ(u
+
i ) = max{fβ(tu+i ): t > 0} > 0 for i = 1, . . . , k. Moreover, taking into account Lemma 2.1,
we obtain
fβ
(−u−)= 1
2
∫
Ω
∣∣Du−∣∣2 dx − 1
2
λ1
∫
Ω
(
u−
)2
dx −
∫
Ω
pu− dx
 1
2
(cβ − λ1)
∫
Ω
(
u−
)2
dx −
∫
Ω
pu− dx
 1
2
(cβ − λ1)
∥∥u−∥∥2
L2(Ω) − ‖p‖L2(Ω)
∥∥u−∥∥
L2(Ω). (2.12)
It follows that
inf
S
β
fβ  inf
{
fβ
(−u−): u ∈ Sβx1,...,xk}> −∞. (2.13)x1,...,xk
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we infer that
lim sup
j→∞
∥∥u−j ∥∥L2(Ω) < +∞. (2.14)
Let us prove that
0 < lim inf
j→∞
∥∥u+j,i∥∥L2(Ω)  lim sup
j→∞
∥∥u+j,i∥∥L2(Ω) < +∞ for i = 1, . . . , k. (2.15)
Since u+j,i ≡ 0, we can set vj,i = ‖u+j,i‖−1L2(Ω)u+j,i . From property (2.3), taking into account that
p > 0 in Ω , we obtain
∫
Ω
|Dvj,i |2 dx < β . So, the sequence (vj,i)j is bounded in H 10 (Ω) and,
up to a subsequence, it converges as j → ∞ to a function vi ∈ H 10 (Ω) in L2(Ω), weakly in
H 10 (Ω) and a.e. in Ω (therefore ‖vi‖L2(Ω) = 1 and vi  0 in Ω).
In order to prove that
lim inf
j→∞
∥∥u+j,i∥∥L2(Ω) > 0 for i = 1, . . . , k, (2.16)
we argue by contradiction and assume that (up to a subsequence) limj→∞ ‖u+j,i‖L2(Ω) = 0 for
some i ∈ {1, . . . , k}. From (2.3) we obtain
∥∥u+j,i∥∥L2(Ω) ∫
Ω
|Dvj,i |2 dx − β
∥∥u+j,i∥∥L2(Ω) + ∫
Ω
pvj,i dx = 0 (2.17)
which, as j → ∞, gives ∫
Ω
pvi dx = 0, that is a contradiction because p > 0, vi  0 in Ω and
vi ≡ 0.
In analogous way, in order to prove that
lim sup
j→∞
∥∥u+j,i∥∥L2(Ω) < +∞ for i = 1, . . . , k, (2.18)
assume that (up to a subsequence) limj→∞ ‖u+j,i‖L2(Ω) = +∞ for some i ∈ {1, . . . , k}.
From (2.3) we get ∫
Ω
|Dvj,i |2 dx − β +
∥∥u+j,i∥∥−1L2(Ω) ∫
Ω
pvj,i dx = 0, (2.19)
which, as j → ∞, yields
lim
j→∞
∫
Ω
|Dvj,i |2 dx = β. (2.20)
As a consequence, we obtain limj→∞ fβ(u+ ) = +∞ becausej,i
R. Molle, D. Passaseo / Journal of Functional Analysis 259 (2010) 2253–2295 2261fβ
(
u+j,i
)= max{fβ(tu+j,i): t > 0}
= max
{
t2
2
[∫
Ω
|Dvj,i |2 dx − β
]
+ t
∫
Ω
pvj,i dx: t > 0
}
= 1
2
[
β −
∫
Ω
|Dvj,i |2 dx
]−1(∫
Ω
pvj,i dx
)2
. (2.21)
On the other hand, we have
fβ(uj ) > fβ
(
u+j,i
)+ fβ(−u−j ) fβ(u+j,i)+ inf{fβ(−u−): u ∈ Sβx1,...,xk}. (2.22)
Taking into account (2.13), it follows that limj→∞ fβ(uj ) = +∞ which is a contradiction be-
cause (uj )j is a minimizing sequence.
Thus, in particular, we have proved that the sequences (u−j )j and (u
+
j,i )j , for i = 1, . . . , k, are
bounded in L2(Ω) and, as a consequence, also in H 10 (Ω). It follows that (up to a subsequence)
they converge in L2(Ω), weakly in H 10 (Ω) and almost everywhere in Ω . Let us denote by u
the limit function of the sequence (uj )j . If we prove that u ∈ Sβx1,...,xk , we can conclude that
fβ(u) = minSβx1,...,xk fβ .
In order to prove this fact, we have only to verify that
lim
j→∞
∫
Ω
∣∣Du+j,i∣∣2 dx = ∫
Ω
∣∣Du+i ∣∣2 dx for i = 1, . . . , k (2.23)
because, in this case, we can say that the function u satisfies property (2.3) (the other properties
follow easily from the convergence in L2(Ω) and a.e. in Ω of the sequence (uj )j ).
Arguing by contradiction, assume that (2.23) does not hold, that is
lim
j→∞
∫
Ω
∣∣Du+j,i∣∣2 dx > ∫
Ω
∣∣Du+i ∣∣2 dx (2.24)
for some i ∈ {1, . . . , k}. It follows that f ′β(u)[u+i ] < 0 (because uj ∈ Sβx1,...,xk ∀j ∈ N). As a
consequence, there exists t¯i ∈ ]0,1[ such that f ′β(t¯iu+i )[t¯iu+i ] = 0. Now observe that, for ev-
ery nonnegative function w ∈ H 10 (Ω), f ′β(w)[w] = 0 implies fβ(w) = 12
∫
Ω
pwdx, as one can
easily verify. Therefore, since p > 0 in Ω , we have
fβ
(
t¯iu
+
i
)= 1
2
t¯i
∫
Ω
pu+i dx <
1
2
∫
Ω
pu+i dx = lim
j→∞
1
2
∫
Ω
pu+j,i dx = lim
j→∞fβ
(
u+j,i
) (2.25)
(while we have fβ(u+i ) = limj→∞ fβ(u+j,i ) if limj→∞
∫
Ω
|Du+j,i |2 dx =
∫
Ω
|Du+i |2 dx).
Thus, we can say that, if (2.24) occurs for some i ∈ {1, . . . , k}, then there exists a function
u¯ ∈ Sβx ,...,x (of the form u¯ = −u− +∑k t¯iu+ with t¯i ∈ ]0,1] for i = 1, . . . , k) such that1 k i=1 i
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j→∞fβ(uj ) = infSβx1,...,xk
fβ.
Clearly, this gives a contradiction. 
Taking into account Proposition 2.2, we can introduce the function μβ : Ωkβ → R defined by
μβ(x1, . . . , xk) = min
S
β
x1,...,xk
fβ ∀(x1, . . . , xk) ∈ Ωkβ. (2.26)
Proposition 2.3. Assume k ∈ N and β > 0 (large enough) such that Ωkβ = ∅. Then
(a) for all x¯ ∈ Ωkβ and for every sequence (xj )j in Ωkβ such that limj→∞ xj = x¯, we have
lim sup
j→∞
μβ(xj ) μβ(x¯); (2.27)
(b) there exists (xβ1 , . . . , xβk ) ∈ Ωkβ such that
μβ
(
x
β
1 , . . . , x
β
k
)= max
Ωkβ
μβ. (2.28)
Proof. If x¯ = (x¯1, . . . , x¯k) and xj = (xj,1, . . . , xj,k), we have limj→∞ xj,i = x¯i for i = 1, . . . , k.
By Proposition 2.2, there exists u¯ ∈ Sβx¯1,...,x¯k such that fβ(u¯) = μβ(x¯1, . . . , x¯k). For all j ∈ N,
let us consider the function uj ∈ Sβxj,1,...,xj,k such that uj = −u−j +
∑k
j=1 u¯
+
j,i , where u¯
+
j,i (x) =
u¯+i (x + x¯i − xj,i) and −u−j is the minimizing function for the minimum
min
{
fβ(v): v ∈ H 10 (Ω), v  0 in Ω,
∫
Ω
vu¯+j,i dx = 0 for i = 1, . . . , k
}
. (2.29)
Notice that the sequence (uj )j is well defined because there exists a unique minimizing function
for (2.29). Moreover, as j → ∞, u−j → u¯− in H 10 (Ω). In fact, let us consider the convex cone
Sj =
{
v ∈ H 10 (Ω): v  0 in Ω,
∫
Ω
vu¯+j,i dx = 0 for i = 1, . . . , k
}
. (2.30)
For every v ∈ Sj , the function v+∑ki=1 u¯+j,i belongs to Sβxj,1,...,xj,k . Therefore, taking into account
Lemma 2.1, we obtain
fβ(v) = 12
∫
Ω
|Dv|2 dx − 1
2
λ1
∫
Ω
v2 dx +
∫
Ω
pv dx
 1
2
(
1 − λ1
cβ
)∫
|Dv|2 dx +
∫
pv dxΩ Ω
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2
(
1 − λ1
cβ
)
‖v‖2
H 10 (Ω)
− 1
λ1
‖p‖L2(Ω)‖v‖H 10 (Ω) ∀v ∈ Sj , ∀j ∈ N. (2.31)
It follows that the sublevels of fβ on Sj are bounded in H 10 (Ω). Moreover, the functional fβ is
strictly convex on the convex cone Sj . In fact, for all v1, v2 in Sj , a direct computation of the
second derivative of fβ gives∫
Ω
∣∣D(v1 − v2)∣∣2 dx − λ1 ∫
Ω
(v1 − v2)2 dx  (cβ − λ1)
∫
Ω
(v1 − v2)2 dx (2.32)
where the inequality holds because of Lemma 2.1, since −|v1 − v2| +∑ki=1 u¯+j,i ∈ Sβxj,1,...,xj,k .
Thus, by standard arguments, we can say that, indeed, there exists a unique minimizing function
for fβ on Sj . We denote this function by −u−j for all j ∈ N and show that u−j → u¯− in H 10 (Ω)
as j → ∞. In fact, since fβ(−u−j ) fβ(0) = 0, from (2.31) we infer that the sequence (u−j )j is
bounded in H 10 (Ω), so (up to a subsequence) it converges to a function u˜ in L2(Ω), weakly in
H 10 (Ω) and a.e. in Ω . One can easily verify that −u˜ ∈ S∞, where
S∞ =
{
v ∈ H 10 (Ω): v  0 in Ω,
∫
Ω
vu¯+ dx = 0
}
, (2.33)
so that the function −u˜ + u¯+ belongs to Sβx¯1,...,x¯k . Notice that also −u¯− belongs to S∞ and it
minimizes fβ on S∞.
Now, for all j ∈ N, denote by −u¯−j the H 10 (Ω)-projection of −u¯− on the convex cone Sj
(which converges to −u¯− in H 10 (Ω) as j → ∞). Then, we have
fβ
(−u−j ) fβ(−u¯−j ) ∀j ∈N and lim
j→∞fβ
(−u¯−j )= fβ(−u¯−). (2.34)
It follows that
fβ(−u˜) lim inf
j→∞ fβ
(−u−j ) lim sup
j→∞
fβ
(−u−j ) fβ(−u¯−). (2.35)
Using again Lemma 2.1, one can verify that −u¯− is the unique minimizing function for fβ
on S∞. Therefore, we infer that u˜ = u¯− and limj→∞ fβ(−u−j ) = fβ(−u¯−) which, in particular,
implies that u−j → u¯− in H 10 (Ω) as j → ∞.
As a consequence, we obtain also that uj → u¯ and fβ(uj ) → fβ(u¯) as j → ∞.
On the other hand, we have
μβ(xj,1, . . . , xj,k) fβ(uj ) ∀j ∈N (2.36)
because uj ∈ Sβxj,1,...,xj,k and μβ(xj,1, . . . , xj,k) = minSβ fβ .xj,1,...,xj,k
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lim sup
j→∞
μβ(xj,1, . . . , xj,k) fβ(u¯) = μβ(x¯1, . . . , x¯k) (2.37)
which proves assertion (a).
The assertion (b) follows easily from (a), by standard arguments, because Ωkβ is a compact
set. 
Let us report here a result on the capacity, we shall use later. For every bounded domain A
in Rn, with n 3, the capacity of A is defined by
cap(A) = min
{∫
Rn
|Du|2 dx: u ∈D1,2(Rn), u 1 a.e. in A}. (2.38)
It is well known that there exists a unique minimizing function uA, which is harmonic in Rn \A.
Lemma 2.4. Let A1,A2, . . . ,As , with s > 1, be s pairwise disjoint bounded domains in Rn with
n 3. Then, we have
cap
(
s⋃
i=1
Ai
)
<
s∑
i=1
cap(Ai).
Proof. Let us set A =⋃si=1 Ai and
uˆA(x) = max
{
uAi (x): i = 1, . . . , s
} ∀x ∈ Rn. (2.39)
Then, we have
cap(A) =
∫
Rn
|DuA|2 dx <
∫
Rn
|DuˆA|2 dx <
s∑
i=1
∫
Rn
|DuAi |2 dx =
s∑
i=1
cap(Ai). 
3. Asymptotic behavior as β → +∞
Let us fix a positive integer k and let β > 0 (large enough) such that Ωkβ = ∅. Taking into
account Propositions 2.2 and 2.3, there exist (xβ1 , . . . , x
β
k ) ∈ Ωkβ and uβ ∈ Sβxβ1 ,...,xβk such that
fβ(uβ) = μβ(xβ1 , . . . , xβk ) = maxΩkβ μβ . Our aim is to describe the asymptotic behavior of uβ as
β → +∞ and to prove that uβ is a solution of problem (1.7) for β large enough.
Lemma 3.1. Fix k ∈ N and let β > 0 (large enough) such that Ωkβ = ∅. Consider a point
(x
β
1 , . . . , x
β
k ) ∈ Ωkβ and a function uβ ∈ Sβxβ1 ,...,xβk such that fβ(uβ) = μβ(x
β
1 , . . . , x
β
k ) (see Propo-
sition 2.2). Then, limβ→+∞ ‖u−‖L2(Ω) = ∞ and ‖u−‖−12 u− → e1 in H 1(Ω) as β → +∞.β β L (Ω) β 0
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Cβ =
{
v ∈ H 10 (Ω): v  0 in Ω,
∫
Ω
vu+β dx = 0
}
. (3.1)
Since rβ → 0 as β → +∞, one can construct by standard methods a function wβ ∈ Cβ such that
wβ → −e1 in H 10 (Ω) as β → +∞.
Notice that the function twβ ∈ Cβ ∀t  0 and
fβ(twβ) = t
2
2
∫
Ω
|Dwβ |2 dx − λ1 t
2
2
∫
Ω
w2β dx + t
∫
Ω
pwβ dx. (3.2)
In particular, for t = tβ = (λ1
∫
Ω
w2β dx −
∫
Ω
|Dwβ |2 dx)−1
∫
Ω
pwβ dx > 0, we obtain
limβ→+∞ fβ(tβwβ) = −∞. As a consequence, since fβ(−u−β ) fβ(tβwβ), we have also
lim
β→+∞fβ
(−u−β )= −∞. (3.3)
It follows that
lim
β→+∞
∫
Ω
u−β e1 dx = +∞. (3.4)
In fact, set u1,β = (
∫
Ω
u−β e1 dx)e1 and u2,β = u−β − u1,β . Then, we have
fβ
(−u−β )= 12
∫
Ω
∣∣Du−β ∣∣2 dx − λ12
∫
Ω
(
u−β
)2
dx −
∫
Ω
pu−β dx
= 1
2
∫
Ω
|Du2,β |2 dx − λ12
∫
Ω
(u2,β)
2 dx −
∫
Ω
pu−β dx
 1
2
(λ2 − λ1)‖u2,β‖2L2(Ω) − ‖p‖L2(Ω)
∫
Ω
u−β e1 dx − ‖p‖L2(Ω)‖u2,β‖L2(Ω). (3.5)
Thus, taking into account (3.3), we obtain (3.4). Moreover, we say that
lim
β→+∞
(∫
Ω
u−β e1 dx
)−1
‖u2,β‖H 10 (Ω) = 0. (3.6)
In fact, from (3.5) we obtain
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2
(
1 − λ1
λ2
)
‖u2,β‖2H 10 (Ω)
(∫
Ω
u−β e1 dx
)−2
− ‖p‖L2(Ω)
(∫
Ω
u−β e1 dx
)−1
− 1√
λ2
‖p‖L2(Ω)‖u2,β‖H 10 (Ω)
(∫
Ω
u−β e1 dx
)−2
(3.7)
which, taking into account (3.4), easily implies (3.6).
Notice that, since u−β = u1,β + u2,β = (
∫
Ω
u−β e1 dx)e1 + u2,β , we have
∥∥u−β ∥∥2L2(Ω) = (∫
Ω
u−β e1 dx
)2
+ ‖u2,β‖2L2(Ω), (3.8)
which, taking into account (3.4), implies limβ→+∞ ‖u−β ‖L2(Ω) = +∞. Moreover, from (3.4)
and (3.6), we also infer that
lim
β→+∞
∥∥u−β ∥∥−1L2(Ω) ∫
Ω
u−β e1 dx = 1. (3.9)
In order to prove that ‖u−β ‖−1L2(Ω)u−β → e1 in H 10 (Ω) as β → +∞, by a direct computation we
obtain
∥∥u−β − ∥∥u−β ∥∥L2(Ω)e1∥∥2H 10 (Ω) =
[∫
Ω
u−β e1 dx −
∥∥u−β ∥∥L2(Ω)]2λ1 + ‖u2,β‖2H 10 (Ω). (3.10)
It follows that ∥∥∥∥u−β ∥∥−1L2(Ω)u−β − e1∥∥2H 10 (Ω)
=
[∥∥u−β ∥∥−1L2(Ω) ∫
Ω
u−β e1 dx − 1
]2
λ1 +
∥∥u−β ∥∥−2L2(Ω)‖u2,β‖2H 10 (Ω) (3.11)
which, taking into account (3.9) and (3.6), implies limβ→+∞ ‖‖u−β ‖−1L2(Ω)u−β −e1‖H 10 (Ω) = 0. 
Proposition 3.2. Fix k ∈N and let β > 0 (large enough) such that Ωkβ = ∅. Let (xβ1 , . . . , xβk )∈Ωkβ
and uβ ∈ Sβ
x
β
1 ,...,x
β
k
satisfy fβ(uβ) = μβ(xβ1 , . . . , xβk ) = maxΩkβ μβ (see Proposition 2.3). Then
(a)
lim
β→+∞β
2−n
2 fβ(uβ) = −
[
2k cap(r¯1)
(
max
Ω
e1
)2]−1(∫
Ω
pe1 dx
)2
, (3.12)
where ( for short) cap(r¯1) denotes the capacity of the ball of radius r¯1 in Rn (see (2.38));
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lim
β→+∞ e1
(
x
β
i
)= max
Ω
e1 for i = 1, . . . , k, (3.13)
lim
β→+∞
√
β
∣∣xβi − xβj ∣∣= ∞ for i = j. (3.14)
Proof. First, let us prove that
lim inf
β→+∞β
2−n
2 fβ(uβ)−
[
2k cap(r¯1)
(
max
Ω
e1
)2]−1(∫
Ω
pe1 dx
)2
. (3.15)
For β > 0 (large enough) choose (x¯β1 , . . . , x¯βk ) ∈ Ωkβ such that
lim
β→+∞ e1
(
x¯
β
i
)= max
Ω
e1 for i = 1, . . . , k (3.16)
and
lim
β→+∞
√
β
∣∣x¯βi − x¯βj ∣∣= ∞ for i = j. (3.17)
Consider a function u¯β ∈ Sβ
x¯
β
1 ,...,x¯
β
k
such that fβ(u¯β) = μβ(x¯β1 , . . . , x¯βk ). We have fβ(u¯β) =
fβ(−u¯−β ) +
∑k
i=1 fβ(u¯
+
β,i), where fβ(u¯
+
β,i) = max{fβ(tu¯+β,i): t > 0} > 0 for i = 1, . . . , k and
fβ(−u¯−β ) = min{fβ(−t v¯β): t > 0} < 0, where v¯β = ‖u¯−β ‖−1L2(Ω)u¯−β .
By a direct computation, we obtain
fβ
(−u¯−β )= −12
[∫
Ω
|Dv¯β |2 dx − λ1
∫
Ω
v¯2β dx
]−1(∫
Ω
pv¯β dx
)2
(3.18)
where, by Lemma 3.1, limβ→+∞
∫
Ω
pv¯β dx =
∫
Ω
pe1 dx and limβ→+∞[
∫
Ω
|Dv¯β |2 dx −
λ1
∫
Ω
v¯2β dx] = 0. Moreover, if we set w¯β = −v¯β + e1, we have∫
Ω
|Dv¯β |2 dx − λ1
∫
Ω
v¯2β dx =
∫
Ω
|Dw¯β |2 dx − λ1
∫
Ω
w¯2β dx (3.19)
and, after rescaling,∫
Ω
|Dw¯β |2 dx − λ1
∫
Ω
w¯2β dx = β
2−n
2
∫
√
βΩ
(
|DWβ |2 − λ1
β
W 2β
)
dx (3.20)
where Wβ(x) = w¯β( x√ ) ∀x ∈ √βΩ .β
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β
2−n
2 fβ(u¯β) β
2−n
2 fβ
(−u¯−β )
= −1
2
[ ∫
√
βΩ
(
|DWβ |2 − λ1
β
W 2β
)
dx
]−1(∫
Ω
pv¯β dx
)2
. (3.21)
Now, for i = 1, . . . , k, consider the functions W
β,x¯
β
i
defined in
√
β(Ω − x¯βi ) by Wβ,x¯βi (x) =
Wβ(x+√βx¯βi ). Taking into account (3.16) and (3.17), one can prove by standard arguments that
(up to a subsequence) W
β,x¯
β
i
converges as β → +∞ to a function W∞,i ∈ D1,2(Rn), W∞,i 
maxΩ e1, W∞,i is harmonic where W∞,i < maxΩ e1 and
lim inf
β→+∞
[ ∫
√
βΩ
(
|DWβ |2 − λ1
β
W 2β
)
dx
]

k∑
i=1
∫
Rn
|DW∞,i |2 dx. (3.22)
Notice that
∫
Ω
|Du¯+β,i |2 dx  β
∫
Ω
(u¯+β,i)2 dx (namely, the subset of B(x¯i , rβ) where u¯β  0 has
the first eigenvalue which is not greater than β). Therefore, the set where W∞,i = maxΩ e1 is a
subset of B(0,3r¯1) which has first eigenvalue not greater than 1. Thus, since the ball of radius r¯1
has the smallest capacity among the domains whose first eigenvalue is less than or equal to 1, we
infer that ∫
Rn
|DW∞,i |2 dx 
(
max
Ω
e1
)2
cap(r¯1) for i = 1, . . . , k. (3.23)
It follows that
lim inf
β→+∞β
2−n
2 fβ(u¯β)−
[
2k cap(r¯1)
(
max
Ω
e1
)2]−1(∫
Ω
pe1 dx
)2
, (3.24)
which implies (3.15) because fβ(uβ) = maxΩkβ μβ  μβ(x¯
β
1 , . . . , x¯
β
k ) = fβ(u¯β).
Now, let us prove that
lim sup
β→+∞
β
2−n
2 fβ(uβ)−
[
2k cap(r¯1)
(
max
Ω
e1
)2]−1(∫
Ω
pe1 dx
)2
. (3.25)
For every ρ ∈ ]r¯1,3r¯1[, consider a positive function θρ ∈ H 10 (B(0, ρ)) such that∫
B(0,ρ)
θ2ρ(x)x dx = 0 and
∫
B(0,ρ)
|Dθρ |2 dx <
∫
B(0,ρ)
θ2ρ dx. (3.26)
Then, denote by u˜β the function in Sββ β such that
x1 ,...,xk
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(√
β
(
x − xβi
)) ∀x ∈ B(xβi , ρ√β
)
, (3.27)
where ti is the positive number such that f ′β(u˜
+
β,i)[u˜+β,i] = 0 (for i = 1, . . . , k) and u˜−β satisfies
u˜−β (x) = 0 ∀x ∈
⋃k
i=1 B(x
β
i ,
ρ√
β
),
fβ
(−u˜−β )= min
{
fβ(v): v ∈ H 10 (Ω), v  0 in Ω, v = 0 in
k⋃
i=1
B
(
x
β
i ,
ρ√
β
)}
(3.28)
(this minimum is achieved by a unique function, as one can prove arguing as in the proof of
Proposition 2.2). Notice that limβ→+∞ fβ(u˜+β,i) = 0 for i = 1, . . . , k. In fact
fβ
(
u˜+β,i
)= max{fβ(t u˜+β,i): t  0}
= max
{
t2
2
∫
Ω
[∣∣Du˜+β,i∣∣2 − β(u˜+β,i)2]dx + t ∫
Ω
pu˜+β,i dx: t  0
}
= β 2−n2 max
{
t2
2
∫
B(0,ρ)
[|Dθρ |2 − θ2ρ]dx + tβ
∫
B(0,ρ)
p
(
x√
β
+ xβi
)
θρ(x) dx: t  0
}
 β 2−n2 max
{
t2
2
∫
B(0,ρ)
[|Dθρ |2 − θ2ρ]dx + tβ n4 −1‖p‖L2(Ω)‖θρ‖L2(B(0,ρ)): t  0},
(3.29)
where the last term tends to zero as β → +∞ (as one can easily verify).
Arguing as in the proof of Lemma 3.1, one can verify that the minimality property of u˜−β
implies that limβ→+∞ ‖u˜−β ‖L2(Ω) = ∞, v˜β := ‖u˜−β ‖−1L2(Ω)u˜−β → e1 in H 10 (Ω) as β → +∞ and
fβ
(−u˜−β )= −12
[∫
Ω
|Dv˜β |2 dx − λ1
∫
Ω
v˜2β dx
]−1(∫
Ω
pv˜β dx
)2
. (3.30)
Thus, taking also into account that fβ(uβ) = μβ(xβ1 , . . . , xβk )  fβ(u˜β) = fβ(−u˜−β ) +∑k
i=1 fβ(u˜
+
β,i), it follows that
lim sup
β→+∞
β
2−n
2 fβ(uβ) lim sup
β→+∞
β
2−n
2 fβ(u˜β) = lim sup
β→+∞
β
2−n
2 fβ
(−u˜−β )
= −1
2
[
lim sup
β→+∞
β
n−2
2
∫
Ω
(|Dv˜β |2 − λ1v˜2β)dx]−1(∫
Ω
pe1 dx
)2
. (3.31)
If we set w˜β = −v˜β + e1 and W˜β(x) = v˜β( x√ ) ∀x ∈ √βΩ , we haveβ
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Ω
(|Dv˜β |2 − λ1v˜2β)dx = ∫
Ω
(|Dw˜β |2 − λ1w˜2β)dx
= β 2−n2
∫
√
βΩ
(
|DW˜β |2 − λ1
β
W˜ 2β
)
dx. (3.32)
Notice that there exist x1, . . . , xk in Ω such that, up to a subsequence, xβi → xi as β → +∞,
for i = 1, . . . , k. Moreover, there exist h pairwise disjoint subsets P1, . . . ,Ph of {1,2, . . . , k}
(h k) such that ⋃hj=1 Pj = {1,2, . . . , k} and, as β → +∞, √β(xβi − xβj ) converges if i and j
both belong to the same subset while limβ→+∞
√
β|xβi − xβj | = ∞ if i and j belong to different
subsets (it is clear that xi = xj if i and j belong to the same subset).
Now, let us choose i1 ∈ P1, i2 ∈ P2, . . . , ih ∈ Ph and set W˜β,j (x) = W˜β(x + √βxβij ) ∀x ∈√
β(Ω − xβij ), for j = 1, . . . , h. Then, standard arguments allow us to say that (up to a subse-
quence) the functions W˜β,1, . . . , W˜β,h converge as β → +∞ to functions W˜∞,1, . . . , W˜∞,h in
D1,2(Rn) and
lim
β→+∞
∫
√
βΩ
(
|DW˜β |2 − λ1
β
W˜ 2β
)
dx =
h∑
j=1
∫
Rn
|DW˜∞,j |2 dx. (3.33)
Moreover, if Pj (for j = 1, . . . , h) consists of kj elements, there exist kj pairwise disjoint balls
with radius ρ in Rn, B(c1, ρ), . . . ,B(ckj , ρ), such that W˜∞,j ≡ mj in
⋃kj
i=1 B(ci, ρ), W˜∞,i is
harmonic in Rn \⋃kji=1 B(ci, ρ) and
∫
Rn
|DW˜∞,j |2 dx = m2j cap
( kj⋃
i=1
B(ci, ρ)
)
(3.34)
(see (2.38)), where mj = e1(xi) for any i ∈ Pj (it is clear that different choices of i in Pj give
the same constant mj ). It follows that
lim sup
β→+∞
β
2−n
2 fβ(uβ)
−1
2
[
h∑
j=1
m2j cap
( kj⋃
i=1
B(ci, ρ)
)]−1(∫
Ω
pe1 dx
)2
∀ρ ∈ ]r¯1,3r¯1[. (3.35)
Thus, if we let ρ → r¯1 and take into account that cap(⋃kji=1 B(ci, r¯1))  kj cap(r¯1) (see
Lemma 2.4) and that mj maxΩ e1, we obtain
lim sup
β→+∞
β
2−n
2 fβ(uβ)−12
[
h∑
j=1
m2j kj cap(r¯1)
]−1(∫
pe1 dx
)2
Ω
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[
2k cap(r¯1)
(
max
Ω
e1
)2]−1(∫
Ω
pe1 dx
)2
, (3.36)
that is (3.25), which completes the proof of assertion (a).
For the proof of assertion (b), it suffices to observe that cap(⋃kji=1 B(ci, r¯1)) < kj cap(r¯1) if
kj > 1 (see Lemma 2.4). In fact, if kj > 1 for some j ∈ {1,2, . . . , h} or if e1(xi) < maxΩ e1 for
some i ∈ {1, . . . , k}, we infer from (3.35) that
lim sup
β→+∞
β
2−n
2 fβ(uβ) < −
[
2k cap(r¯1)
(
max
Ω
e1
)2]−1(∫
Ω
pe1 dx
)2
, (3.37)
which is in contradiction with (3.15).
In conclusion, we can say that e1(xi) = maxΩ e1 for i = 1, . . . , k (that is (3.13)) and, in addi-
tion, that h = k and kj = 1 for j = 1, . . . , h (that is (3.14)). 
Proposition 3.3. Fix k ∈ N and let β > 0 (large enough) such that Ωkβ = ∅. Let (xβ1 , . . . , xβk )∈Ωkβ
and uβ ∈ Sβ
x
β
1 ,...,x
β
k
such that fβ(uβ) = μβ(xβ1 , . . . , xβk ) = maxΩkβ μβ (see Proposition 2.3). For
i = 1, . . . , k, let U
β,x
β
i
be the function defined in √β(Ω − xβi ) by
U
β,x
β
i
(x) = ‖uβ‖−1L2(Ω)uβ
(
x√
β
+ xβi
)
∀x ∈√β(Ω − xβi ). (3.38)
Then, we have
(a) limβ→+∞ ‖uβ‖L2(Ω) = ∞ and ‖uβ‖−1L2(Ω)uβ → −e1 in H 10 (Ω) as β → +∞;
(b) as β → +∞, U
β,x
β
i
converges to the smooth radial function U such that U(x) = 0 ∀x ∈
∂B(0, r¯1), lim|x|→∞ U(x) = −maxΩ e1, U(x) + U(x) = 0 ∀x ∈ B(0, r¯1), U(x) = 0
∀x ∈Rn \B(0, r¯1); moreover, the convergence is uniform on the compact subsets of Rn.
Proof. Since we have ‖uβ‖2L2(Ω) = ‖u−β ‖2L2(Ω) + ‖u+β ‖2L2(Ω), the assertion (a) will follow from
Lemma 3.1 provided we prove that
lim
β→+∞
∥∥u−β ∥∥−1L2(Ω)∥∥u+β ∥∥L2(Ω) = 0 (3.39)
(that is limβ→+∞ ‖u−β ‖−1L2(Ω)‖uβ‖L2(Ω) = 1). Notice that U+β,xβi =
∑k
j=1 U
+
β,j where, for j =
1, . . . , k, U+β,j is a nonnegative function in H 10 (B(
√
β(x
β
j − xβi ),3r¯1)). In particular, for j = i,
U+β,i ∈ H 10 (B(0,3r¯1)) and (since uβ ∈ Sβxβ1 ,...,xβk )∫ ∣∣DU+β,i∣∣2 dx < ∫ (U+β,i)2 dx. (3.40)
B(0,3r¯1) B(0,3r¯1)
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‖U+β,i‖−1L2(Ω)U+β,i → Ei , as β → +∞, in L2(B(0,3r¯1)), weakly in H 10 (B(0,3r¯1)) and a.e. in
B(0,3r¯1). It follows that, for i = 1, . . . , k,∫
B(0,3r¯1)
E2i dx = 1,
∫
B(0,3r¯1)
|DEi |2 dx  1 (3.41)
and (since uβ ∈ Sβ
x
β
1 ,...,x
β
k
)
∫
B(0,3r¯1)
E2i (x)x dx = 0. (3.42)
Now, set vβ = ‖u−β ‖−1L2(Ω)u−β , wβ = −vβ +e1 and Wβ,xβi (x) = wβ(
x√
β
+xβi ) ∀x ∈
√
β(Ω −xβi ).
Taking into account the assertion (b) of Proposition 3.2 and arguing as in the proof of that propo-
sition, one can prove that (up to a subsequence) W
β,x
β
i
converges as β → +∞ to a function
Wi ∈D1,2(Rn) and that
lim inf
β→+∞β
2−n
2 fβ(uβ)−
[
2
k∑
i=1
∫
Rn
|DWi |2 dx
]−1(∫
Ω
pe1 dx
)2
. (3.43)
Moreover, the convergence is uniform on the compact subsets of Rn, Wi maxΩ e1 in Rn and
Wi = maxΩ e1 on suppEi (the support of Ei ). It follows that∫
Rn
|DWi |2 dx 
(
max
Ω
e1
)2
cap(suppEi) (3.44)
which, combined with (3.43), implies
lim inf
β→+∞β
2−n
2 fβ(uβ)−
[
2
(
max
Ω
e1
)2 k∑
i=1
cap(suppEi)
]−1(∫
Ω
pe1 dx
)2
. (3.45)
Notice that, as a consequence of (3.41), suppEi is a subset of B(0,3r¯1) such that λ1(suppEi)1,
where
λ1(suppEi) = inf
{ ∫
B(0,3r¯1)
|Du|2 dx: u ∈ H 10
(
B(0,3r¯1)
)
,
∫
B(0,3r¯1)
u2 dx = 1,
u(x) = 0 ∀x ∈ B(0,3r¯1) such that Ei(x) = 0
}
(3.46)
(λ1(suppEi) is the first eigenvalue of − in suppEi ). Therefore, (3.45) is not in contradiction
with (3.25) only if suppEi is a ball of radius r¯1 for every i = 1, . . . , k. In fact, only the balls
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than or equal to 1. Since these balls have the first eigenvalue equal to 1, (3.41) implies that Ei is
an eigenfunction related to the first eigenvalue of the ball suppEi . This eigenfunction has radial
symmetry with respect to the center of this ball, so (3.42) implies that suppEi = B(0, r¯1) for
i = 1, . . . , k.
Moreover, we infer from (3.43) that∫
Rn
|DWi |2 dx =
(
max
Ω
e1
)2
cap(r¯1) (3.47)
so, for every i = 1, . . . , k, Wi is the continuous function W such that W = maxΩ e1 in B(0, r¯1),
W = 0 in Rn \B(0, r¯1) and lim|x|→∞ W(x) = 0.
Let us prove that ‖u−β ‖−1L2(Ω)‖uβ‖L2(Ω)U+β,xβi converges as β → +∞ to the positive eigen-
function E of − in H 10 (B(0, r¯1)) such that the function E + W is a smooth function. Ar-
guing by contradiction, assume that it converges to tE with t = 1. Consider a radial function
ψ ∈ C10(B(0,3r¯1)) such that ψ(x) = 1 if |x| = r¯1 and set ψβ(x) = ψ(
√
β(x − xβi )). Then, a di-
rect computation gives
lim
β→+∞β
n−2
2
∥∥u−β ∥∥−1L2(Ω)f ′β(uβ)[ψβ ] = (t − 1) ∫
∂B(0,r¯1)
(DU · ν)dx = 0 (3.48)
(where ν denotes the outward normal on ∂B(0, r¯1)). Therefore, taking into account that uβ is
the unique maximum point for fβ in the set {uβ + su+β,i : s  −1}, one can prove by standard
methods that there exists a continuous map η : [−1,1] → H 10 (B(xβi , rβ)) such that η(s) = 0 for
|s| 12 and, for |s| 12 ,
fβ
(
uβ + su+β,i + η(s)
)
< fβ(uβ),
[
uβ + su+β,i + η(s)
]+ ≡ 0 in B(xβi , rβ), (3.49)∫
B(x
β
i ,rβ )
([
uβ + su+β,i + η(s)
]+
(x)
)2(
x − xβi
)
dx = 0. (3.50)
Notice that f ′β(uβ + su+β,i + η(s))[(uβ + su+β,i + η(s))+] depends continuously on s, it is
positive for s = − 12 and negative for s = 12 . Therefore, there exists s˜ ∈ ]− 12 , 12 [ such that
f ′β(uβ + s˜u+β,i + η(s˜))[(uβ + s˜u+β,i + η(s˜))+] = 0. It follows that uβ + s˜u+β,i + η(s˜) ∈ Sβxβ1 ,...,xβk ,
which is a contradiction because fβ(uβ) = minSβ
x
β
1 ,...,x
β
k
fβ and fβ(uβ + s˜u+β,i + η(s˜)) < fβ(uβ).
Thus, we can say that t = 1.
It remains to prove (3.39). If we set Uβ(x) = ‖u−β ‖−1L2(Ω)uβ( x√β ) ∀x ∈
√
βΩ , we obtain
lim
β→+∞
∫
√
βΩ
(
U+β
)2
dx = k
∫
B(0,r¯1)
E2 dx < +∞ (3.51)
which obviously implies (3.39).
Now, using (3.39), one can easily verify all the assertions and complete the proof. 
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such that fβ(uβ) = minSβ
x
β
1 ,...,x
β
k
fβ .
Then, for i = 1, . . . , k and for β large enough, there exists λiβ ∈ Rn such that
f ′β(uβ)[ψ] =
∫
Ω
u+β,i(x)ψ(x)
[
λiβ ·
(
x − xβi
)]
dx ∀ψ ∈ H 10
(
B
(
x
β
i , rβ
))
. (3.52)
Proof. Notice that, since p(x) > 0 ∀x ∈ Ω , from Proposition 3.3 we infer that uβ(x) < 0 ∀x ∈
Ω \⋃ki=1 B(xβi , 23 rβ) if β > 0 is large enough.
Now, arguing by contradiction, assume that there do not exist multipliers λiβ such that (3.52)
holds. Then, taking into account that uβ is the unique maximum point for fβ in the set
{uβ + su+β,i : s  −1}, one can prove by standard methods that there exists a continuous
map η : [−1,1] → H 10 (B(xβi , rβ)) satisfying the same properties as the map η used in the
proof of Proposition 3.3. As a consequence, there exists a function u˜β ∈ Sβ
x
β
1 ,...,x
β
k
such that
fβ(u˜β) < fβ(uβ), which is a contradiction because fβ(uβ) = minSβ
x
β
1 ,...,x
β
k
fβ . 
Lemma 3.5. Fix k ∈ N and let β > 0 (large enough) such that Ωkβ = ∅. Let (xβ1 , . . . , xβk ) and
(y
β
1 , . . . , y
β
k ) in Ω
k
β , uβ ∈ Sβxβ1 ,...,xβk and vβ ∈ S
β
y
β
1 ,...,y
β
k
such that f (uβ) = μβ(xβ1 , . . . , xβk ) =
maxΩkβ
μβ and fβ(vβ) = μβ(yβ1 , . . . , yβk ).
Moreover, assume that
lim
β→+∞
√
β
(
x
β
i − yβi
)= 0 for i = 1, . . . , k. (3.53)
Let us consider the function V
β,y
β
i
defined in √β(Ω − yβi ) by
V
β,y
β
i
(x) = ‖vβ‖−1L2(Ω)vβ
(
x√
β
+ yβi
)
. (3.54)
Then, also V
β,y
β
i
(as U
β,x
β
i
) converges to the function U (see Proposition 3.3). If in addition
we assume that, for some i ∈ {1, . . . , k}, xβi = yβi for β large enough, then uβ = vβ for β large
enough and, if we set
Z
β,x
β
i
(x) =
(
sup
Ω
|uβ − vβ |
)−1
(uβ − vβ)
(
x√
β
+ xβi
)
∀x ∈√β(Ω − xβi ), (3.55)
there exists a function Zi in Rn such that, up to a subsequence, Zβ,xβi converges to Zi as
β → +∞. Moreover, the convergence is uniform on the compact subsets of Rn, supRn |Zi | 1
and Zi is a weak solution of the equation Z+a(x)Z = 0 in Rn, where a(x) = 1 if x ∈ B(0, r¯1)
and a(x) = 0 otherwise.
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√
β|yβi −
y
β
j | = ∞ for i = j . Moreover, since fβ(vβ) = μβ(yβ1 , . . . , yβk )  maxΩkβ μβ = fβ(uβ), from
Proposition 3.2 we infer that
lim sup
β→+∞
β
2−n
2 fβ(uβ)−
[
2k cap(r¯1)
(
max
Ω
e1
)2]−1(∫
Ω
pe1 dx
)2
. (3.56)
Thus, one can easily verify that all the properties of U
β,x
β
i
we used, in the proof of Proposi-
tion 3.3, in order to prove that U
β,x
β
i
→ U as β → +∞, are also verified by V
β,y
β
i
. Therefore,
we can say that also V
β,y
β
i
→ U as β → +∞ and that the convergence is uniform on the compact
subsets of Rn.
It is clear that xβi = yβi implies u+β,i ≡ v+β,i . Therefore, for β > 0 large enough, we have
uβ ≡ vβ .
Taking into account the behavior of the functions U
β,x
β
i
and V
β,y
β
i
, one can prove that, up
to a subsequence, Z
β,x
β
i
converges as β → +∞ to a function Zi , with supRn |Zi |  1, which
satisfies the equation Z + Z = 0 in B(0, r¯1) and Z = 0 in Rn \B(0, r¯1). Now, we prove that
the interior and the exterior normal derivatives of Zi on the boundary of B(0, r¯1) coincide, so we
can say that Zi is a weak solution of the equation Z + a(x)Z = 0 in Rn.
In order to prove this fact, set
u
β,x
β
i
(x) = uβ
(
x√
β
+ xβi
)
, v
β,x
β
i
(x) = vβ
(
x√
β
+ xβi
)
,
p
β,x
β
i
(x) = p
(
x√
β
+ xβi
)
. (3.57)
After rescaling, Lemma 3.4 implies that there exists λu,β ∈Rn such that∫
B(0,3r¯1)
[
Du
β,x
β
i
Dψ + λ1
β
u−
β,x
β
i
ψ − u+
β,x
β
i
ψ + 1
β
p
β,x
β
i
ψ
]
dx
=
∫
B(0,3r¯1)
u+
β,x
β
i
(x)ψ(x)(λu,β · x)dx ∀ψ ∈ H 10
(
B(0,3r¯1)
)
. (3.58)
Moreover, for β > 0 (large enough) such that √β|xβi −yβi | < r¯1 (see (3.53)), Lemma 3.4 implies
that there exists λv,β in Rn such that∫
B(0,2r¯1)
[
Dv
β,x
β
i
Dψ + λ1
β
v−
β,x
β
i
ψ − v+
β,x
β
i
ψ + 1
β
p
β,x
β
i
ψ
]
dx
=
∫
v+
β,x
β
i
(x)ψ(x)
(
λv,β ·
[
x −√β(yβi − xβi )])dx ∀ψ ∈ H 10 (B(0,2r¯1)). (3.59)B(0,2r¯1)
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lim
β→+∞λu,β = 0 and limβ→+∞λv,β = 0. (3.60)
Consider for example the first limit (the second one can be proved in a similar way). Arguing by
contradiction, assume that (up to a subsequence)
lim
β→+∞|λu,β | > 0 and limβ→+∞
λu,β
|λu,β | = λ¯ (3.61)
for a suitable λ¯ ∈ Rn such that |λ¯| = 1. Then, choose in (3.58) ψ(x) = ψλ¯(x) = ζ(x)(λ¯ ·x) where
ζ is a function in C10(B(0,3r¯1)) such that ζ(x) = 1 ∀x ∈ B(0, r¯1). Thus, taking into account that∫
B(0,3r¯1)
[
DUDψλ¯ −U+ψλ¯
]
dx = 0 and
∫
B(0,r¯1)
U(x)(λ¯ · x)2 dx > 0, (3.62)
as β → +∞ we obtain from (3.58)
0 =
[ ∫
B(0,r¯1)
U(x)(λ¯ · x)2 dx
]−1 ∫
B(0,3r¯1)
[
DUDψλ¯ −U+ψλ¯
]
dx = lim
β→+∞|λu,β | > 0, (3.63)
that is a contradiction.
Combining (3.58) and (3.59), we obtain∫
B(0,2r¯1)
[
D(u
β,x
β
i
− v
β,x
β
i
)Dψ + λ1
β
(
u−
β,x
β
i
− v−
β,x
β
i
)
ψ − (u+
β,x
β
i
− v+
β,x
β
i
)
ψ
]
dx
=
∫
B(0,2r¯1)
(
u+
β,x
β
i
(x) − v+
β,x
β
i
(x)
)
ψ(x)(λu,β · x)dx
+
∫
B(0,2r¯1)
v+
β,x
β
i
(x)ψ(x)
(
(λu,β − λv,β) · x
)
dx
+ (λv,β ·√β(yβi − xβi )) ∫
B(0,2r¯1)
v+
β,x
β
i
(x)ψ(x)dx ∀ψ ∈ H 10
(
B(0,2r¯1)
)
. (3.64)
We say that
lim sup
β→+∞
[(
sup
Ω
|uβ − vβ |
)−1‖vβ‖L2(Ω)∣∣(λv,β ·√β(yβi − xβi ))∣∣]< +∞ (3.65)
and
lim sup
[(
sup |uβ − vβ |
)−1‖vβ‖L2(Ω)|λu,β − λv,β |]< +∞. (3.66)β→+∞ Ω
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lim
β→+∞
[(
sup
Ω
|uβ − vβ |
)−1‖vβ‖L2(Ω)(λv,β ·√β(yβi − xβi ))]= +∞ (or −∞). (3.67)
Then, choose in (3.64) a function ψ such that ψ(x) > 0 ∀x ∈ B(0, r¯1) and let β → +∞.
Taking into account (3.60), we obtain∫
B(0,2r¯1)
DZiDψ dx −
∫
B(0,r¯1)
Ziψ dx
= lim
β→+∞
(
sup
Ω
|uβ − vβ |
)−1[ ∫
B(0,2r¯1)
v+
β,x
β
i
(x)ψ(x)
(
(λu,β − λv,β) · x
)
dx
+ (λv,β ·√β(yβi − xβi )) ∫
B(0,2r¯1)
v+
β,x
β
i
(x)ψ(x)dx
]
. (3.68)
Notice that
lim
β→+∞‖vβ‖
−1
L2(Ω)
∫
B(0,2r¯1)
v+
β,x
β
i
(x)ψ(x)dx =
∫
B(0,r¯1)
U(x)ψ(x)dx > 0, (3.69)
that
‖vβ‖−1L2(Ω)
∣∣∣∣ ∫
B(0,2r¯1)
v+
β,x
β
i
(x)ψ(x)
(
(λu,β − λv,β) · x
)
dx
∣∣∣∣
 ‖vβ‖−1L2(Ω)|λu,β − λv,β |
∫
B(0,2r¯1)
v+
β,x
β
i
(x)
∣∣ψ(x)∣∣|x|dx (3.70)
and that
lim
β→+∞‖vβ‖
−1
L2(Ω)
∫
B(0,2r¯1)
v+
β,x
β
i
(x)
∣∣ψ(x)∣∣|x|dx = ∫
B(0,r¯1)
U(x)
∣∣ψ(x)∣∣|x|dx < +∞. (3.71)
Therefore, from (3.68) we infer that (3.67) implies
lim
β→+∞
[(
sup
Ω
|uβ − vβ |
)−1‖vβ‖L2(Ω)|λu,β − λv,β |]= +∞. (3.72)
It follows that, up to a subsequence, λu,β = λv,β and there exists λ˜ ∈ Rn, |λ˜| = 1, such that
lim
β→+∞
λu,β − λv,β = λ˜. (3.73)|λu,β − λv,β |
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elsewhere. It follows that∫
B(0,r¯1)
U(x)ψ˜(x) dx > 0 and
∫
B(0,r¯1)
U(x)ψ˜(x)(λ˜ · x)dx > 0. (3.74)
Therefore, if the limit in (3.67) is equal to +∞, as β → +∞ we obtain from (3.64)
∫
B(0,2r¯1)
DZiDψ˜ dx −
∫
B(0,r¯1)
Ziψ˜ dx
= lim
β→+∞
[(
sup
Ω
|uβ − vβ |
)−1‖vβ‖L2(Ω)|λu,β − λv,β |] ∫
B(0,r¯1)
U(x)ψ˜(x)(λ˜ · x)dx
+ lim
β→+∞
[(
sup
Ω
|uβ − vβ |
)−1‖vβ‖L2(Ω)(λv,β ·√β(yβi − xβi ))] ∫
B(0,r¯1)
U(x)ψ˜(x) dx
= +∞, (3.75)
which is a contradiction. If the limit in (3.67) is equal to −∞, an analogous contradiction can
be obtained replacing the function ψ˜(x) by ψ˜(−x), because ∫
B(0,r¯1) U(x)ψ˜(−x)dx > 0 and∫
B(0,r¯1) U(x)ψ˜(−x)(λ˜ · x)dx < 0. Thus, the proof of (3.65) is complete.
For the proof of (3.66), we argue again by contradiction and assume that, up to a subse-
quence, (3.72) and (3.73) hold. Then, choose ψ˜ as before and let β → +∞ in (3.64). Thus,
taking into account (3.65), we obtain
∫
B(0,2r¯1)
DZiDψ˜ dx −
∫
B(0,r¯1)
Ziψ˜ dx
 lim
β→+∞
[(
sup
Ω
|uβ − vβ |
)−1‖vβ‖L2(Ω)|λu,β − λv,β |] ∫
B(0,r¯1)
U(x)ψ˜(x)(λ˜ · x)dx
+ lim inf
β→+∞
[(
sup
Ω
|uβ − vβ |
)−1‖vβ‖L2(Ω)(λv,β ·√β(yβi − xβi ))] ∫
B(0,r¯1)
Uψ˜ dx
= +∞, (3.76)
which is a contradiction. So (3.66) is proved.
Now, notice that, for every smooth function ψ¯ : ∂B(0, r¯1) → R, we can find a smooth func-
tion ψ in H 10 (B(0,2r¯1)) such that ψ(x) = ψ¯(x) ∀x ∈ ∂B(0, r¯1) and, in addition,∫
U(x)ψ(x)x dx = 0 and
∫
U(x)ψ(x)dx = 0. (3.77)B(0,r¯1) B(0,r¯1)
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B(0,r¯1)
[DZiDψ − Ziψ]dx +
∫
A(r¯1,2r¯1)
DZiDψ dx = 0, (3.78)
where A(r¯1,2r¯1) = B(0,2r¯1) \B(0, r¯1). It follows that∫
∂B(0,r¯1)
ψ(DZi · ν)dσ +
∫
∂A(r¯1,2r¯1)
ψ(DZi · ν)dσ = 0 (3.79)
(where ν denotes the outward normal). Since ψ = ψ¯ on ∂B(0, r¯1) and ψ = 0 on ∂B(0,2r¯1),
taking into account that ψ¯ is an arbitrary function, we infer that the interior and the exterior
normal derivatives of Zi on ∂B(0, r¯1) coincide, so Zi is a weak solution of the equation Z +
a(x)Z = 0 in Rn. 
Lemma 3.6. Assume that Z is a weak solution of the equation Z + a(x)Z = 0 in Rn where
a(x) = 1 if x ∈ B(0, r¯1) and a(x) = 0 otherwise. If in addition we have supRn |Z| < +∞, then
there exist c ∈R and τ ∈ Rn such that Z = cU + (DU · τ) (see Proposition 3.3).
Proof. Let us denote by α0 < α1  α2  · · · the eigenvalues of the Laplace–Beltrami operator
on the unit sphere S in Rn and by ϕ0, ϕ1, ϕ2, . . . a base of eigenfunctions normalized and or-
thogonal in L2(S). It is well known (see [42]) that α0 = 0, that ϕ0 is a constant function, that
α1 = α2 = · · · = αn = n − 1 < αn+1 (namely the second eigenvalue has multiplicity n) and that
the coordinate functions ϕj (x) = xj (j = 1, . . . , n), and the linear combinations of these, are the
corresponding eigenfunctions.
Now, let us consider the functions hj (j = 0,1,2, . . .) defined for r  0 by
hj (r) =
∫
S
Z(rx)ϕj (x) dσ. (3.80)
Thus, we have
Z(x) =
∞∑
j=0
hj
(|x|)ϕj( x|x|
)
∀x ∈Rn. (3.81)
Taking into account that Z is a weak solution of the equation Z + a(x)Z = 0 in Rn, a direct
computation shows that the functions hj are weak solutions of the equation
− 1
rn−1
d
dr
(
rn−1 d
dr
hj (r)
)
+ 1
r2
αjhj (r) = a(r)hj (r) (3.82)
in ]0,+∞[, where we set a(r) = 1 for r ∈ [0, r¯1] and a(r) = 0 for r > r¯1.
We say that, if j > n, then hj (r) = 0 ∀r  0. In fact, first notice that hj (0) = 0 because∫
S
ψj (x) dσ = 0 for j  1. Then, arguing by contradiction, assume that hj ≡ 0 in [0,+∞[.
We say that, in this case, hj cannot have more than one zero in ]0,+∞[. In fact, if z1 and z2,
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solution of a Cauchy problem in z1 for the equation (3.82)). It is clear that we may assume
h′(z1) > 0 (otherwise we replace hj by −hj ). Thus, if we set
z˜2 = sup
{
r ∈ ]z1, z2[: hj (t) > 0 ∀t ∈ ]z1, r[
}
, (3.83)
we have z˜2 ∈ ]z1, z2].
Now, let us introduce the positive function h(r) = − d
dr
U(r,0, . . . ,0) (defined for r  0).
We say that h is a weak solution of the equation (3.82) for αj = n − 1. In order to prove this
assertion, it suffices to take into account that the function ∂U
∂x1
(for example) is a weak solution of
the equation Z + a(x)Z = 0 in RN and that, for Z = ∂U
∂x1
, we have h1(r) = c1h(r) ∀r  0, for
a suitable constant c1 = 0 (as one can easily verify by a direct computation).
Let us consider the functions χj defined by χj (r) = h′(r)hj (r)− h(r)h′j (r) ∀r  0. A direct
computation shows that
χ ′j (r) +
n− 1
r
χj (r) = [n− 1 − αj ]h(r)hj (r)
r2
∀r > 0. (3.84)
Taking into account that αj > n − 1 ∀j > n, that h(r) > 0 ∀r > 0 and that hj (r) > 0 ∀r ∈
]z1, z˜2[, it follows that
χ ′j (r) +
n− 1
r
χj (r) < 0 ∀r ∈ ]z1, z˜2[. (3.85)
As a consequence, the function Θj defined by
Θj(r) = rn−1χj (r) = rn−1
(
h′(r)hj (r) − h(r)h′j (r)
) ∀r  0 (3.86)
is strictly decreasing on ]z1, z˜2[. Therefore, since Θj(z1) = −zn−11 h(z1)h′j (z1) < 0, we have also
Θj(z˜2) < 0 which is impossible because Θj(z˜2) = −z˜n−12 h(z˜2)h′j (z˜2) and h′j (z˜2) 0.
Thus, hj has at the most one zero in ]0,+∞[ and, if we set r˜ = sup{r: r > 0, hj (t) = 0 ∀t ∈
]0, r[}, we may have r˜ ∈ ]0,+∞[ or r˜ = +∞. Moreover, it is clear that we can assume hj (r) > 0
∀r ∈ ]0, r˜[ (otherwise we replace hj by −hj ). If r˜ < +∞, we have hj (r˜) = 0 and h′j (r˜)  0.
Moreover, Θj(r˜) < 0 because limr→0 Θj(r) = 0 and Θj is strictly decreasing in ]0, r˜[ (as we
infer since hj (r) > 0 ∀r ∈ ]0, r˜[). Therefore, we have Θj(r˜) = −r˜n−1h(r˜)h′j (r˜) < 0, which is
impossible because h′j (r˜) 0. Thus, we have r˜ = +∞ and Θj(r)Θj(r¯1) < 0 ∀r  r¯1.
Notice that, for r  r¯1, h(r) = c¯1rn−1 for a suitable constant c¯1 > 0. Therefore, for c =
− 1
c¯1
Θj(r¯1) > 0, we have
h′j (r) +
n− 1
r
hj (r) c > 0 ∀r  r¯1. (3.87)
If we set Hj(r) = rn−1hj (r), it follows that H ′j (r)  crn−1 ∀r  r¯1. Therefore, we have
lim infr→∞
Hj (r)
rn
 c
n
, that is lim infr→∞
hj (r)
r
 c
n
> 0, which implies limr→∞ hj (r) = +∞. It
is clear that we have obtained a contradiction because supRn |Z| < +∞ implies sup[0,+∞[ hj <
+∞. Thus, we have proved that hj (r) = 0 ∀r  0, ∀j > n.
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∫
∂B(0,r¯1) Z dσ
for a suitable constant c0. Taking into account that Z +Z = 0 in B(0, r¯1), we obtain
0 =
∫
B(0,r¯1)
(Z +Z)U dx = −
∫
∂B(0,r¯1)
Z(DU · ν)dσ +
∫
B(0,r¯1)
Z(U + U)dx
= −
∫
∂B(0,r¯1)
Z(DU · ν)dσ (3.88)
where ν = x|x| ∀x ∈ ∂B(0, r¯1). Since (DU · ν) is a nonzero constant function on ∂B(0, r¯1), it
follows that
∫
∂B(0,r¯1) Z dσ = 0, so h0(r¯1) = 0. Therefore, we have
Z(x) =
n∑
j=1
hj (r¯1)xj ∀x ∈ ∂B(0, r¯1) (3.89)
and (as one can easily verify) there exists τ ∈Rn such that
Z(x) = (DU(x) · τ) ∀x ∈ ∂B(0, r¯1). (3.90)
On the other hand, a direct computation shows that the function (DU · τ) is a weak solution of
the equation Z + a(x)Z = 0 in Rn and, in particular, it solves the Dirichlet problem{
Z +Z = 0 in B(0, r¯1),
Z = (DU · τ) on ∂B(0, r¯1). (3.91)
Notice that this problem in B(0, r¯1) has only solutions of the form Z = (DU · τ) + cU , with
c ∈ R, which are weak solutions of the equation Z + a(x)Z = 0 in Rn for all c ∈ R (and
belong to D1,2(Rn) if and only if c = 0). Since the interior and the exterior normal derivatives
of Z on ∂B(0, r¯1) coincide, it follows that every solution Z, which is bounded on Rn, has this
form for a suitable c ∈ R. 
Proposition 3.7. Fix k ∈ N and let β > 0 (large enough) such that Ωkβ = ∅. Let (xβ1 ,
. . . , x
β
k ) ∈ Ωkβ and uβ ∈ Sβxβ1 ,...,xβk such that fβ(uβ) = μβ(x
β
1 , . . . , x
β
k ) = maxΩkβ μβ .
Then, there exists β¯k > 0 such that uβ is a solution of problem (1.7) for every β > β¯k .
Proof. Taking into account Lemma 3.4, we have to prove that there exists β¯k > 0 such that,
for every i = 1, . . . , k, λiβ = 0 ∀β > β¯k . Arguing by contradiction, assume that, for some i ∈
{1, . . . , k}, there exists a sequence (βj )j such that limj→∞ βj = +∞ and λiβj = 0 ∀j ∈N.
Clearly, we can assume that
lim sup
j→∞
|λmβj |
|λi |  1 for m = 1, . . . , k (3.92)βj
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Since |λiβj | = 0, there exists λi ∈ Rn, with |λi | = 1, such that (up to a subsequence)
λiβj
|λiβj |
→ λi
as j → ∞. Then, choose (yβj1 , . . . , y
βj
k ) ∈ Ωkβj and vβj ∈ S
βj
y
βj
1 ,...,y
βj
k
, satisfying fβj (vβj ) =
μβj (y
βj
1 , . . . , y
βj
k ), in such a way that y
βj
m = xβjm for m = i and yβji = x
βj
i + εj√βj λ
i
, with
εj > 0 ∀j ∈ N and limj→∞ εj = 0 (this choice of yβj1 , . . . , y
βj
k is indeed possible because
limj→∞
√
βj |xβji − x
βj
m | = ∞ for m = i).
Let us set
sj = sup
Ω
∣∣‖vβj ‖−1L2(Ω)vβj − ‖uβj ‖−1L2(Ω)uβj ∣∣. (3.93)
We say that limj→∞ sj = 0. In fact, arguing as in the proof of Proposition 3.3, one can prove
that, as ‖uβj ‖−1L2(Ω)uβj , also ‖vβj ‖−1L2(Ω)vβj → −e1 in H 10 (Ω) as j → ∞. Moreover, taking into
account Lemma 3.5, we infer that
lim
j→∞ supB(xim,rβj )
∣∣‖vβj ‖−1L2(Ω)vβj − ‖uβj ‖−1L2(Ω)uβj ∣∣= 0 for m = 1, . . . , k. (3.94)
Notice that in the domain Ωj = Ω \ ⋃km=1 B(xβjm , rβj ) (for j large enough so that
both uβj and vβj are negative in Ωj ) the function ζj = ‖vβj ‖−1L2(Ω)vβj − ‖uβj ‖−1L2(Ω)uβj
solves the equation ζj + λ1ζj = (‖vβj ‖−1L2(Ω) − ‖uβj ‖−1L2(Ω))p with limj→∞ ‖vβj ‖L2(Ω) =
limj→∞ ‖uβj ‖L2(Ω) = ∞. It follows that we have also limj→∞ supΩj |ζj | = 0 which, combined
with (3.94), yields limj→∞ sj = 0.
Now, let us consider the functions (supΩ |vβj − uβj |)−1(vβj − uβj ) (notice that we have
supΩ |vβj − uβj | > 0 and sj > 0 because εj = 0).
A direct computation gives
(vβj − uβj )
[
sj‖vβj ‖L2(Ω)
]−1
= 1
sj
(‖vβj ‖−1L2(Ω)vβj − ‖uβj ‖−1L2(Ω)uβj )
+ 1
sj
(
1 − ‖vβj ‖−1L2(Ω)‖uβj ‖L2(Ω)
)‖uβj ‖−1L2(Ω)uβj . (3.95)
By Lemmas 3.5 and 3.6, for every m ∈ {1, . . . , k} there exist τm ∈ Rn and cm ∈ R such that (up
to a subsequence) Z
βj ,x
βj
m
converges to cmU + (DU · τm) as j → ∞ and the convergence is
uniform on the compact subsets of Rn.
We say that τm = 0 for some m ∈ {1, . . . , k}. In fact, arguing by contradiction, assume that
τm = 0 for every m ∈ {1, . . . , k}. In this case, we must have also cm = 0 for every m ∈ {1, . . . , k}.
In fact, set Ω˜j = {x ∈ Ω: uβj (x) < 0, vβj (x) < 0} and notice that, for j large enough, we have
Ω \ Ω˜j ⊆⋃km=1 B(xβjm , r√ ) for every fixed r > r¯1. Therefore, since τm = 0 ∀m ∈ {1, . . . , k},βj
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and uβj both satisfy the equation u + λ1u = p in Ω˜j and that
λ1(Ω˜j ) = inf
{∫
Ω˜j
|Du|2 dx: u ∈ H 10 (Ω˜j ),
∫
Ω˜j
u2 dx = 1
}
> λ1, (3.96)
it follows that limj→∞(supΩ |vβj − uβj |)−1 supΩ˜j |vβj − uβj | = 0.
If (arguing by contradiction) cm¯ = 0 for some m¯ ∈ {1, . . . , k}, we have
0 < |cm¯| sup
∂B(0,r)
|U | = lim
j→∞
(
sup
Ω
|vβj − uβj |
)−1
sup
∂B(x
βj
m¯ ,
r√
βj
)
|vβj − uβj |
 lim
j→∞
(
sup
Ω
|vβj − uβj |
)−1
sup
Ω˜j
|vβj − uβj | = 0 (3.97)
for every r > r¯1 (because ∂B(xβjm¯ , r√βj ) ⊂ Ω˜j for j large enough).
It is clear that (3.97) is impossible, so τm = 0 ∀m ∈ {1, . . . , k} implies cm = 0 ∀m ∈ {1, . . . , k}.
On the other hand, if τm = 0 and cm = 0 ∀m ∈ {1, . . . , k}, we obtain
lim
j→∞
(
sup
Ω
|vβj − uβj |
)−1
sup
B(x
βj
m ,rβj )
|vβj − uβj | = 0 ∀m ∈ {1, . . . , k} (3.98)
which (arguing as before) implies
lim
j→∞
(
sup
Ω
|vβj − uβj |
)−1
sup
Ωj
|vβj − uβj | = 0. (3.99)
It follows that limj→∞(supΩ |vβj − uβj |)−1 supΩ |vβj − uβj | = 0 which obviously is a contra-
diction. Thus, we can conclude that τm = 0 for some m ∈ {1, . . . , k}.
As a first consequence of this fact, we infer that
lim sup
j→∞
1
sj
∣∣1 − ‖vβj ‖−1L2(Ω)‖uβj ‖L2(Ω)∣∣< +∞ (3.100)
which (since limj→∞ sj = 0) implies
lim
j→∞‖vβj ‖
−1
L2(Ω)
‖uβj ‖L2(Ω) = 1. (3.101)
In order to prove (3.100), we argue by contradiction and assume that, up to a subsequence,
lim
1 ∣∣1 − ‖vβj ‖−1L2(Ω)‖uβj ‖L2(Ω)∣∣= +∞. (3.102)j→∞ sj
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lim
j→∞ supΩ
|vβj − uβj |
[‖vβj ‖L2(Ω) − ‖uβj ‖L2(Ω)]−1 = sup
Rn
|U | (3.103)
and
lim
j→∞Zβj ,x
βj
m
=
(
sup
Rn
|U |
)−1
U ∀m ∈ {1, . . . , k}. (3.104)
This means that cm = (supRn |U |)−1 and τm = 0 ∀m ∈ {1, . . . , k}.
Since (as we proved before) τm = 0 for some m ∈ {1, . . . , k}, we have a contradiction and so
we can conclude that (3.100) holds.
Notice that
0 < lim inf
j→∞ supΩ
|vβj − uβj |
[
sj‖vβj ‖L2(Ω)
]−1
 lim sup
j→∞
sup
Ω
|vβj − uβj |
[
sj‖vβj ‖L2(Ω)
]−1
< +∞. (3.105)
In fact, the second inequality follows directly from (3.95) and (3.100). In order to prove the first
inequality, assume that (up to a subsequence)
lim
j→∞
1
sj
∣∣1 − ‖vβj ‖−1L2(Ω)‖uβj ‖L2(Ω)∣∣‖uβj ‖−1L2(Ω) sup
Ω
|uβj | = L (3.106)
for a suitable constant L 0. If L = 1, the inequality is a simple consequence of the definition
of sj . If L = 1, we proceed as follows. Arguing by contradiction, assume that (up to a subse-
quence)
lim
j→∞ supΩ
|vβj − uβj |
[
sj‖vβj ‖L2(Ω)
]−1 = 0. (3.107)
Taking into account (3.95), the minimality properties of uβ and Proposition 3.3, it follows that
(up to a subsequence) 1
sj
ζj → ce1 in L2(Ω), as j → ∞, for a suitable constant c = 0. On the
other hand, a direct computation gives
sj
∫
Ω
(
ζj
sj
)2
dx + 2
∫
Ω
‖uβj ‖−1L2(Ω)uβj
ζj
sj
dx = 0 ∀j ∈ N, (3.108)
which, as j → ∞, yields c ∫
Ω
e21 dx = 0, that is a contradiction. Thus, the first inequality
in (3.105) is proved also in the case L = 1.
Now, we prove that τm = 0 for m = i (thus, as a consequence, τi = 0).
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∫
B(0,3r¯1)
[
v+βj
(
x√
βj
+ xβjm
)]2
x dx
=
∫
B(0,3r¯1)
[
u+βj
(
x√
βj
+ xβjm
)]2
x dx
+ 2
∫
B(0,3r¯1)
u+βj
(
x√
βj
+ xβjm
)[
v+βj
(
x√
βj
+ xβjm
)
− u+βj
(
x√
βj
+ xβjm
)]
x dx
+
∫
B(0,3r¯1)
[
v+βj
(
x√
βj
+ xβjm
)
− u+βj
(
x√
βj
+ xβjm
)]2
x dx. (3.109)
If m = i, we have (for j large enough)
∫
B(0,3r¯1)
[
v+βj
(
x√
βj
+ xβjm
)]2
x dx =
∫
B(0,3r¯1)
[
u+βj
(
x√
βj
+ xβjm
)]2
x dx = 0. (3.110)
Thus, taking into account (3.101) and (3.105), since limj→∞ sj = 0, we obtain from (3.109)∫
B(0,r¯1)
U(x)
[
cmU(x)+
(
DU(x) · τm
)]
x dx = 0 for m = i (3.111)
which (because of the symmetry of U ) easily implies τm = 0 for m = i. Since τm = 0 for some
m ∈ {1, . . . , k}, we must have τi = 0. Moreover, if m = i we have (for j large enough)
∫
B(0,3r¯1)
[
u+βj
(
x√
βj
+ xβji
)]2
x dx = 0 (3.112)
and
∫
B(0,3r¯1)
[
v+βj
(
x√
βj
+ xβji
)]2
x dx = εjλi
∫
B(0,3r¯1)
[
v+βj
(
x√
βj
+ xβji
)]2
dx. (3.113)
Taking into account (3.101), (3.105), (3.109), (3.112) and (3.113), since limj→∞ sj = 0, it fol-
lows that (up to a subsequence)
lim
j→∞
εj
sj
λi
∫
U2(x) dx = γ¯i
∫
U(x)
[
ciU(x)+
(
DU(x) · τi
)]
x dx (3.114)B(0,r¯1) B(0,r¯1)
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that
lim
j→∞
εj
sj
∈ ]0,+∞[ (3.115)
and τi = −γiλi for a suitable constant γi > 0.
Notice that, if the sequence (εj )j is chosen in such a way that in addition it satisfies the
condition
lim
j→∞ εj
∣∣λiβj ∣∣−1β 32j = 0, (3.116)
then from (3.105) and (3.115) we infer that
lim
j→∞‖uβj ‖
−1
L2(Ω)
sup
Ω
|vβj − uβj |
∣∣λiβj ∣∣−1β 32j = 0 (3.117)
(this property will be used later).
A direct computation shows that, for j large enough,
fβj (vβj ) fβj (uβj )+ f ′βj (uβj )[vβj − uβj ]
+ 1
2
∫
Ωj
[∣∣D(vβj − uβj )∣∣2 − λ1(vβj − uβj )2]dx
− βj
2
k∑
m=1
∫
B(x
βj
m ,rβj )
(vβj − uβj )2 dx. (3.118)
Now, fix a function π ∈ C10(B(0,3r¯1)) such that π(x) = 1 ∀x ∈ B(0,2r¯1) and, for m = 1, . . . , k,
set πmj (x) = π[
√
βj (x − xβjm )] ∀x ∈ B(xβjm , rβj ) (πmj (x) = 0 elsewhere).
Then, for j (large enough) such that uβj < 0 in Ω \
⋃k
m=1 B(x
βj
m ,
2
3 rβj ), we have
f ′βj (uβj )
[(
1 −
k∑
m=1
πmj
)
(vβj − uβj )
]
= 0. (3.119)
It follows that
fβj (vβj )− fβj (uβj )
k∑
m=1
f ′βj (uβj )
[
πmj (vβj − uβj )
]
+ 1
2
∫
Ω
[∣∣D(vβj − uβj )∣∣2 − λ1(vβj − uβj )2]dx
j
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2
k∑
m=1
∫
B(x
βj
m ,rβj )
(vβj − uβj )2 dx, (3.120)
where, for m = 1, . . . , k,
f ′βj (uβj )
[
πmj (vβj − uβj )
]= ∫
Ω
u+βj ,m(x)π
m
j (x)(vβj − uβj )(x)
[
λmβj ·
(
x − xβjm
)]
dx (3.121)
because πmj (vβj − uβj ) ∈ H 10 (B(x
βj
m , rβj )) (see Lemma 3.4).
Now, set zj = (supΩ |vβj − uβj |)−1(vβj − uβj ) and Zj (x) = zj ( x√βj ) ∀x ∈
√
βjΩ .
Taking into account that (vβj − uβj ) + λ1(vβj − uβj ) = 0 in Ωj , for j large enough, we
infer that there exists t ∈ R such that (up to a subsequence) zj → te1 in H 10 (Ω) as j → ∞. Since∫
Ω
(|Dzj |2 − λ1z2j )dx = ∫
Ω
[∣∣D(zj − te1)∣∣2 − λ1(zj − te1)2]dx, (3.122)
we have ∫
Ωj
(|Dzj |2 − λ1z2j )dx = ∫
Ω
[∣∣D(zj − te1)∣∣2 − λ1(zj − te1)2]dx
−
k∑
m=1
∫
B(x
βj
m ,rβj )
(|Dzj |2 − λ1z2j )dx. (3.123)
Therefore, after rescaling, we obtain from (3.120)
[∣∣λiβj ∣∣‖uβj ‖L2(Ω) sup
Ω
|vβj − uβj |
]−1
β
n+1
2
j
[
fβj (vβj ) − fβj (uβj )
]

k∑
m=1
∫
B(0,3r¯1)
U+
βj ,x
βj
m
(x)π(x)Z
βj ,x
βj
m
(x)
( λmβj
|λiβj |
· x
)
dx
+ 1
2
sup
Ω
|vβj − uβj |β
3
2
j
[∣∣λiβj ∣∣‖uβj ‖L2(Ω)]−1
×
{ ∫
√
βjΩ
[∣∣∣∣D(Zj (x) − te1( x√βj
))∣∣∣∣2 − λ1βj
(
Zj (x)− te1
(
x√
βj
))2]
dx
−
k∑
m=1
∫ [
|DZ
βj ,x
βj
m
|2 − λ1
βj
Z2
βj ,x
βj
m
]
dx −
k∑
m=1
∫
Z2
βj ,x
βj
m
dx
}
. (3.124)B(0,3r¯1) B(0,3r¯1)
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βj ,x
βj
m
→ Z˜m as j → ∞ and we have
lim
j→∞
∫
√
βjΩ
[∣∣∣∣D(Zj (x)− te1( x√βj
))∣∣∣∣2 − λ1βj
(
Zj (x)− te1
(
x√
βj
))2]
dx
=
k∑
m=1
∫
Rn
|DZ˜m|2 dx < +∞. (3.125)
Moreover, for m = 1, . . . , k,
lim
j→∞
∫
B(0,3r¯1)
[
|DZ
βj ,x
βj
m
|2 − λ1
βj
Z2
βj ,x
βj
m
]
dx =
∫
B(0,3r¯1)
|DZ˜m|2 dx < +∞ (3.126)
and
lim
j→∞
∫
B(0,3r¯1)
Z2
βj ,x
βj
m
dx =
∫
B(0,3r¯1)
Z˜2m dx < +∞. (3.127)
Therefore, taking also into account (3.92) and (3.117), since τm = 0 for m = i and τi = −γiλi , it
follows from (3.124) that
lim inf
j→∞
[∣∣λiβj ∣∣‖uβj ‖L2(Ω) sup
Ω
|vβj − uβj |
]−1
β
n+1
2
j
[
fβj (vβj )− fβj (uβj )
]
−γi
∫
B(0,r¯1)
U(x)
(
DU(x) · λi)(x · λi)dx > 0. (3.128)
It is clear that we have a contradiction because fβj (vβj )  fβj (uβj ) ∀j ∈ N, since fβj (vβj ) =
μβj (y
βj
1 , . . . , y
βj
k ) and fβj (uβj ) = maxΩkβj μβj .
Thus, we can conclude that uβ is a solution of problem (1.7) for β > 0 large enough. 
4. Proof of the main results
Proof of Theorem 1.1. Taking into account Propositions 2.2 and 2.3, for every positive inte-
ger k and for β > 0 (large enough) such that Ωkβ = ∅, let us consider a point (xβ1 , . . . , xβk ) ∈ Ωkβ
and a function uβ ∈ Sβ
x
β
1 ,...,x
β
k
such that fβ(uβ) = μβ(xβ1 , . . . , xβk ) = maxΩkβ μβ . Then, if we set
uk,β = uβ , all the assertions in Theorem 1.1 follow directly from the propositions proved in
Section 3, as one can easily verify (see, in particular, Propositions 3.2, 3.3 and 3.7). 
Theorem 4.1. Let Ω be a bounded connected domain of Rn with n 3, k ∈N and p, ξ0 ∈ L2(Ω)
such that p > 0 in Ω and infΩ(ξ0/p) > −∞. Then, there exists β¯ (depending on k, p and ξ0)
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properties.
For all β and t , such that β  β¯ and t  t¯ (β), there exists a k-peaks solution uk,β,t of the
problem {
u − λ1u− + βu+ = ξ0 + tp in Ω,
u = 0 on ∂Ω (4.1)
such that, as t → +∞, 1
t
uk,β,t converges in H 10 (Ω) to the solution uk,β of problem (1.7), given
by Theorem 1.1.
For the proof, we have only to describe how the method used to prove Theorem 1.1 can be
adapted to prove Theorem 4.1.
Let us consider (for t > 0) the equivalent problem{
u − λ1u− + βu+ = 1
t
ξ0 + p in Ω,
u = 0 on ∂Ω.
(4.2)
It is clear that a function u ∈ H 10 (Ω) is a solution of problem (4.1) if and only if 1t u solves
problem (4.2).
The solutions of problem (4.2) are the critical points of the functional fβ,t : H 10 (Ω) → R
defined by
fβ,t (u) = fβ(u) + 1
t
∫
Ω
ξ0udx ∀u ∈ H 10 (Ω). (4.3)
Let us consider the set Sβ,tx1,...,xk consisting of all the k-peaks functions, with respect to the balls
B(x1, rβ), . . . ,B(xk, rβ), such that (2.4) holds and f ′β,t (u)[u+i ] = 0 for every i ∈ {1, . . . , k}. No-
tice that, for t > 0 such that infΩ(ξ0/p) > −t , we have 1t ξ0 +p > 0 in Ω and, as a consequence,
u+i (for i = 1, . . . , k) is the unique maximum point for fβ,t in the set {tu+i : t  0}.
Then, arguing as in Section 2, for t > max{− infΩ(ξ0/p),0} one can consider the function
μβ,t : Ωkβ → R defined by
μβ,t (x1, . . . , xk) = min
S
β,t
x1,...,xk
fβ,t ∀(x1, . . . , xk) ∈ Ωkβ (4.4)
and (as in the proof of Proposition 2.3) one can prove that, if Ωkβ = ∅, there exists (xβ,t1 ,
. . . , x
β,t
k ) ∈ Ωkβ such that μβ,t (xβ,t1 , . . . , xβ,tk ) = maxΩkβ μβ,t .
The following proposition describes what happens as t → +∞ (here ξ0 and p satisfy the
same conditions as in Theorem 4.1).
Proposition 4.2. For k and β > 0 such that Ωkβ = ∅ and for t > max{− infΩ(ξ0/p),0}, con-
sider a point (xβ,t1 , . . . , x
β,t
k ) ∈ Ωkβ and a function uβ,t ∈ Sβ,txβ,t1 ,...,xβ,tk such that fβ,t (uβ,t ) =
μβ,t (x
β,t
1 , . . . , x
β,t
k ) = maxΩk μβ,t .β
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β
k ) ∈ Ωkβ and a function uβ ∈ Sβxβ1 ,...,xβk such that fβ(uβ) =
μβ(x
β
1 , . . . , x
β
k ) = maxΩkβ μβ , which (up to a subsequence) satisfy the following properties:
lim
t→+∞x
β,t
i = xβi for i = 1, . . . , k, (4.5)
uβ,t → uβ in H 10 (Ω) as t → +∞ and limt→+∞ fβ,t (uβ,t ) = fβ(uβ).
Proof. Since Ωkβ is compact, there exists (x
β
1 , . . . , x
β
k ) ∈ Ωkβ such that (up to a subse-
quence) (4.5) holds. Arguing by contradiction, assume that μβ(xβ1 , . . . , xβk ) = maxΩkβ μβ , that is
there exists (x˜β1 , . . . , x˜
β
k ) ∈ Ωkβ such that μβ(xβ1 , . . . , xβk ) < μβ(x˜β1 , . . . , x˜βk ). Then, by standard
arguments, one can show that, as t → +∞, uβ,t → uβ in H 10 (Ω) and fβ,t (uβ,t ) → fβ(uβ),
where uβ is a function in Sβ
x
β
1 ,...,x
β
k
such that fβ(uβ) = μβ(xβ1 , . . . , xβk ).
On the other hand, if u˜β,t is a function in Sβ,t
x˜
β
1 ,...,x˜
β
k
such that fβ,t (u˜β,t ) = μβ,t (x˜β1 , . . . , x˜βk ), we
have that, as t → +∞, u˜β,t → u˜β in H 10 (Ω) and fβ,t (u˜β,t ) → fβ(u˜β), where u˜β is a function
in Sβ
x˜
β
1 ,...,x˜
β
k
such that fβ(u˜β) = μβ(x˜β1 , . . . , x˜βk ).
Thus, we have fβ,t (uβ,t ) < fβ,t (u˜β,t ), i.e. μβ,t (xβ,t1 , . . . , x
β,t
k ) < μβ,t (x˜
β
1 , . . . , x˜
β
k ) for t > 0
large enough, in contradiction with the fact that μβ,t (xβ,t1 , . . . , x
β,t
k ) = maxΩkβ μβ,t . 
Proof of Theorem 4.1 (conclusion). Our aim is to prove that uβ,t is a solution of prob-
lem (4.1) for β and t positive and large enough. Notice that, since 1
t
ξ0 + p > 0 in Ω for
t > max{− infΩ(ξ0/p),0}, one can argue as in Section 3 (see Proposition 3.3 and Lemma 3.4)
and exploit the fact that fβ,t (uβ,t ) = μβ,t (xβ,t1 , . . . , xβ,tk ) in order to prove that uβ,t (x) < 0
∀x ∈ Ω \⋃ki=1 B(xβ,ti , 23 rβ), for β and t positive and large enough, and that, for i = 1, . . . , k,
there exists λiβ,t ∈Rn such that
f ′β,t (uβ,t )[ψ] =
∫
Ω
u+β,t,i (x)ψ(x)
[
λiβ,t ·
(
x − xβ,ti
)]
dx ∀ψ ∈ H 10
(
B
(
x
β,t
i , rβ
))
. (4.6)
Then, we have to prove that all the multipliers λiβ,t are zero for β and t positive and large enough.
Indeed, we show that there exist β¯ > 0 and a function t¯ : [β¯,+∞[ →R+ satisfying the following
property: for all β and t such that β  β¯ and t  t¯ (β), all the multipliers λiβ,t are zero for
i = 1, . . . , k.
In fact, arguing by contradiction, assume that for some i ∈ {1, . . . , k} there exists a se-
quence (βj )j such that limj→∞ βj = +∞ and sup{t ∈ R: |λiβj ,t | = 0} = +∞ for all j ∈ N.
It follows that there exists a sequence (tj )j , with limj→∞ tj = +∞, such that λiβj ,tj = 0.
Now, we can proceed as in Section 3 in order to describe the asymptotic behavior of
the function uβj ,tj . In particular, arguing as in Proposition 3.7, we can exploit the fact that
λi = 0 in order to construct a sequence (yβj ,tj , . . . , yβj ,tj )j in (Rn)k and a sequence (vβ ,t )jβj ,tj 1 k j j
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βj ,tj
y
βj ,tj
1 ,...,y
βj ,tj
k
, fβj ,tj (vβj ,tj ) = μβj ,tj (yβj ,tj1 , . . . , y
βj ,tj
k ) and
lim infj→∞ aj [fβj ,tj (vβj ,tj ) − fβj ,tj (uβj ,tj )] > 0 for a suitable sequence (aj )j of positive num-
bers, in contradiction with the fact that fβj ,tj (vβj ,tj )  fβj ,tj (uβj ,tj ) ∀j ∈ N, which holds
because fβj ,tj (vβj ,tj ) = μβj ,tj (yβj ,tj1 , . . . , y
βj ,tj
k ) while fβj ,tj (uβj ,tj ) = maxΩkβj μβj ,tj .
Thus, if we set uk,β,t = tuβ,t , all the assertions of Theorem 4.1 may be easily verified. 
Remark 4.3. Under suitable assumptions, the result presented in Theorem 4.1 may be extended
in order to cover the case of more general nonlinear terms g(s) which behave as −λ1s− + βs+
when s tends to +∞ and to −∞.
5. Existence of lower energy solutions
In this section we describe a simple method to obtain other solutions of problems (1.7)
and (4.1), corresponding to lower critical values of the related energy functionals, which present
a different asymptotic behavior as β and t tend to +∞.
Let us consider the set
Sβ = {u ∈ H 10 (Ω): u+ ≡ 0, f ′β(u)[u+]= 0}. (5.1)
Proposition 5.1. Let Ω be a bounded domain of Rn and p a positive function in L2(Ω). Then,
for all β > λ1, the set Sβ is nonempty, the minimum minSβ fβ is achieved and every minimizing
function u¯β is a solution of problem (1.7).
Proof. It is clear that, since β > λ1 and p > 0 in Ω , τe1 ∈ Sβ for a suitable τ > 0. Therefore
Sβ = ∅. Indeed, one can easily verify that there exist also sign changing functions which belong
to Sβ . Moreover, arguing as in the proof of Lemma 2.1, one can prove that
inf
{∫
Ω
∣∣Du−∣∣2 dx: u ∈ Sβ, ∫
Ω
(
u−
)2
dx = 1
}
> λ1. (5.2)
Let us consider a minimizing sequence (uj )j for fβ on Sβ . The same arguments used in the proof
of Proposition 2.2 show that the sequence (uj )j is bounded in H 10 (Ω) (as a consequence of (5.2))
and that, up to a subsequence, it converges to a function u¯β ∈ Sβ , such that fβ(u¯β) = minSβ fβ .
In order to prove that u¯β is a critical point for fβ (since Sβ is not a smooth manifold) we
exploit the fact that fβ(u¯β + t u¯+β ) < fβ(u¯β) ∀t  −1 such that t = 0. In fact, arguing by con-
tradiction as in the proof of Lemma 3.4, if we assume that f ′β(u¯β) = 0 one can construct by
standard techniques a continuous map η : [−1,1] → H 10 (Ω) satisfying similar properties as the
map η used in the proof of Lemma 3.4 and Proposition 3.3. The existence of such a map η im-
plies the existence of a function u˜β ∈ Sβ such that fβ(u˜β) < fβ(u¯β), in contradiction with the
fact that fβ(u¯β) = minSβ fβ .
Thus, we can conclude that u¯β is a solution of problem (1.7). 
An analogous result holds for problem (4.1). In fact, using the notation introduced in Sec-
tion 4, let us consider the set
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(here we need to require also fβ,t (u+) > 0 because we do not have any information on the sign
of ( 1
t
ξ0 + p)).
Proposition 5.2. Let Ω be a bounded domain of Rn, p ∈ L2(Ω), p > 0 in Ω , ξ0 ∈ L2(Ω). Then,
for all β > λ1, there exists t¯β  0 such that, if β > λ1 and t > t¯β , we have:
(a) Sβ,t = ∅,
(b) the minimum minSβ,t fβ,t is achieved,
(c) if u¯β,t is a minimizing function for fβ,t on Sβ,t , u¯β,t is a critical point of fβ,t .
Moreover, as t → +∞, u¯β,t converges in H 10 (Ω) to a critical point u¯β of fβ , which mini-
mizes fβ on Sβ .
Proof. For all β > λ1, let us consider the set
Hβ =
{
u ∈ H 10 (Ω):
∫
Ω
|Du|2 dx  β,
∫
Ω
u2 dx = 1, u 0 in Ω
}
(5.4)
and notice that the minimum
m(ξ) = min
{∫
Ω
ξu: u ∈ Hβ
}
(5.5)
is achieved for all ξ ∈ L2(Ω). Moreover, since p > 0 in Ω , we have m(p) > 0. Then, if we set
t¯β = max{−m(ξ0)m(p) ,0}, we obtain
m
(
ξ0
t
+ p
)
 1
t
m(ξ0)+ m(p) > 0 ∀t > t¯β . (5.6)
Thus, for t > t¯β , we have f ′β,t (0)[u] > 0 for all u ∈ Hβ . In particular, since e1 ∈ Hβ , we have
f ′β,t (0)[e1] > 0 for all t > t¯β . It follows that, for all β and t such that β > λ1 and t > t¯β , there
exists a unique τ(t)  0 satisfying fβ,t (τ (t)e1) = max{fβ,t (τe1): τ  0}. Moreover τ(t) > 0
and fβ,t (τ (t)e1) > 0. Thus we have τ(t)e1 ∈ Sβ,t , which proves assertion (a).
For the proof of (b), notice that one can argue as in the proof of Proposition 2.2 in order to
show that every minimizing sequence for fβ,t on the set Sβ,t is bounded in H 10 (Ω) and, up to
a subsequence, it converges to a function u¯β,t ∈ Sβ,t such that fβ,t (u¯β,t ) = minSβ,t fβ,t . In fact,
in the proof of Proposition 2.2 the assumption p > 0 in Ω is used only to have f ′β(0)[u] > 0
∀u ∈ Hβ (see (5.4)). Analogously, here we need only that f ′β,t (0)[u] > 0 ∀u ∈ Hβ , which holds
for all t > t¯β (even if nothing can be said about the sign of ( 1t ξ0 + p)).
For the proof of assertion (c), one can exploit the fact that u¯β,t is the unique maximum point
for fβ,t in the set {u¯β,t + t u¯+β,t : t −1} and, as in the proof of Proposition 5.1, apply the tech-
nique already used in the proof of Lemma 3.4 and of Proposition 3.3. Finally, standard methods
may be applied in order to study the asymptotic behavior of the solution u¯β,t as t → +∞. 
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solutions obtained before, which (even in the case k = 1) correspond to higher critical values of
the functionals fβ and fβ,t .
It is clear that, for all (x1, . . . , xk) ∈ Ωkβ , Sβx1,...,xk ⊆ Sβ so we have minSβ fβ minSβx1,...,xk fβ ,
which implies fβ(u¯β)  fβ(uk,β). Moreover, we have also Sβ,tx1,...,xk ⊆ Sβ,t , which implies an
analogous inequality for the solutions obtained for problem (4.1). The asymptotic behavior of
the solutions as β and t tend to +∞ shows that, indeed, the strict inequality holds. Let us verify
this fact, for example, for the solutions uk,β and u¯β given by Theorem 1.1 and Proposition 5.1 re-
spectively (similar arguments hold for the solutions of problem (4.1)). In fact, by Proposition 3.2,
we have
lim
β→+∞β
2−n
2 fβ(uk,β) = −
[
2k cap(r¯1)
(
max
Ω
e1
)2]−1(∫
Ω
pe1 dx
)2
(5.7)
while, for the solution u¯β , we can prove that
lim
β→+∞β
2−n
2 fβ(u¯β) = −∞. (5.8)
It follows that, for β > 0 large enough, we have fβ(u¯β) < fβ(uk,β).
In order to prove (5.8), notice that for all x¯ ∈ Ω we have fβ(u¯β)minSβx¯ fβ for β > 0 large
enough (because x¯ ∈ Ω1β for β large enough). Moreover, arguing as in the proof of Proposi-
tion 3.2, one can verify that
lim
β→+∞β
2−n
2 min
S
β
x¯
fβ = −
[
2 cap(r¯1)
(
e1(x¯)
)2]−1(∫
Ω
pe1 dx
)2
∀x¯ ∈ Ω. (5.9)
Thus, if we let x¯ approach the boundary of Ω , we obtain (5.8). Actually, the solution u¯β presents
one peak which, as β → +∞, concentrates near a point of ∂Ω (see [36]).
The asymptotic behavior of the solutions u¯β and u¯β,t , as β and t tend to +∞, suggests the
natural problem of the existence of k-peaks solutions (for all k ∈ N) having the peaks localized
near the boundary of Ω . Indeed, using a different mini–max method, one can prove that for
all k ∈ N there exist k-peaks solutions of this type and that their number may be related to the
geometrical properties of ∂Ω (see [36]).
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