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Abstract
The aim of this paper is to present an algorithm the complexity of which is polynomial to compute
the semi-simplified modulo p of a semi-stable Qp-representation of the absolute Galois group of a p-adic
field (i.e. a finite extension of Qp). In order to do so, we use abundantly the p-adic Hodge theory and, in
particular, the Breuil-Kisin modules theory.
Re´sume´
Le but de cet article est de pre´senter un algorithme de complexite´ polynoˆmiale pour calculer la semi-
simplifie´e modulo p d’uneQp-repre´sentation semi-stable du groupe de Galois absolu d’un corps p-adique
(i.e. une extension finie de Qp). Pour ce faire, nous utilisons abondamment la the´orie de Hodge p-adique
et, en particulier, la the´orie des modules de Breuil-Kisin.
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Soient p un nombre premier et k un corps fini de caracte´ristique p. SoientOK0 l’anneau des vecteurs de
Witt a` coefficients dans k et K0 son corps des fractions ; c’est une extension finie non ramifie´e de Qp. On
appelle σ l’endomorphisme de Frobenius agissant surK0. SoitK une extension totalement ramifie´e deK0.
Les corpsK0 etK sont munis d’une valuation discre`te que l’on note val et que l’on suppose normalise´e par
val(p) = 1. Soient enfin K¯ une cloˆture alge´brique de K et GK = Gal (K¯/K) le groupe de Galois absolu
deK . La valuation val s’e´tend de fac¸on unique a` K¯ et on note encore val ce prolongement.
Dans de nombreux proble`mes, les repre´sentations p-adiques du groupeGK jouent un roˆle essentiel et il
paraıˆt, de nos jours, de plus en plus important de mettre au point des outils efficaces pour les manipuler sur
ordinateur. En effet, la complexite´ des objets est telle qu’il n’y a gue`re qu’en dimension 2 que l’on arrive a`
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mener a` terme des calculs explicites sur ces repre´sentations. Or, le besoin se fait de plus en plus sentir de
travailler avec des repre´sentations de plus grande dimension pour lesquelles, au vu de ce qui se passe de´ja`
en dimension 2, il semble quasiment impossible d’e´viter d’avoir recours a` une aide informatique.
Dans cet article, nous nous inte´ressons au calcul de la semi-simplifie´e modulo p d’uneQp-repre´sentation
de GK . Rappelons brie`vement qu’une telle repre´sentation V admet toujours un Zp-re´seau stable T par
l’action de GK et que la semi-simplifie´e (c’est-a`-dire la somme directe des constituants simples de Jordan-
Ho¨lder) du quotient T/pT ne de´pend pas, a` isomorphisme pre`s, du choix de T ; c’est cette repre´sentation
semi-stable que l’on appelle la semi-simplifie´e modulo p de V . Le re´sultat principal de cet article s’e´nonce
comme suit.
The´ore`me 1. Il existe un algorithme de complexite´ polynoˆmiale qui calcule la semi-simplifie´e modulo p
d’une repre´sentation semi-stable.
La formulation pre´ce´dente est volontairement impre´cise : par exemple, elle ne stipule pas comment sont
repre´sente´es les entre´es et les sorties de l’algorithme, ni en quels parame`tres la complexite´ est polynoˆmiale.
Pour des comple´ments, on renvoie au corps du texte et notamment au de´but du §2, ainsi qu’au §2.5 pour ce
qui concerne la complexite´.
La de´monstration du the´ore`me 1 repose de fac¸on essentielle sur la the´orie de Hodge p-adique et, plus
pre´cise´ment, sur la the´orie des modules de Breuil-Kisin pressentie par Breuil dans [2] puis de´veloppe´e par
Kisin dans [12]. Rappelons brie`vement dans cette introduction que les modules de Breuil-Kisin sont des
objets d’alge`bre line´aire d’apparence simple — a` savoir des modules libres sur l’anneau S = OK0 [[u]]
munis d’un ope´rateur φ satisfaisant a` un certain nombre de conditions— qui classifient les re´seaux (stables
par un certain sous-groupe G∞ de GK) a` l’inte´rieur d’une repre´sentation semi-stable. En utilisant cette
correspondance, on rame`ne le calcul que l’on souhaite mener (1) au calcul d’un re´seau stable par l’ope´rateur
φ a` l’inte´rieur d’un certain φ-module libre surS[1/p] puis (2) au calcul de la semi-simplifie´e de la re´duction
modulo p de celui-ci. Graˆce aux travaux de Le Borgne [13], des algorithmes efficaces ont de´ja` e´te´ mis au
point pour le calcul de la semi-simplifie´e. Le calcul du re´seau, quant a` lui, est fonde´ sur une ide´e simple :
on part d’un re´seau quelconque et on ite`re l’ope´rateur φ jusqu’a` obtenir un module stable.
Malheureusement, derrie`re ces apparences simples, se cachent un certain nombre de complications tech-
niques dues, pour l’essentiel, au fait qu’il est impossible de repre´senter sur machine un e´le´ment de S
dans son inte´gralite´ (il y a une infinite´ de coefficients a` donner et, pour chaque coefficient, une infinite´ de
≪ chiffres≫) ; a` cause de cela, calculer avec des S-modules n’est pas anodin d’un point de vue algorith-
mique ! Toutefois, nous avons montre´ dans un travail ante´rieur [8], que ces proble`mes peuvent eˆtre re´solus
(dans une certaine mesure) en introduisant de nouveaux anneauxSν (pour un parame`tre ν variant dansQ
+)
de´finis ainsi :
Sν =
{ ∑
i∈N
aiu
i
∣∣ ai ∈ K0 et val(ai) + νi > 0, ∀i > 0}
et en e´tendant les scalaires a` un nouvel Sν (pour un ν de plus en plus grand) apre`s chaque ope´ration
e´le´mentaire. Ceci nous conduit a` de´velopper une the´orie de Breuil-Kisin sur les anneaux Sν qui viennent
d’eˆtre introduits. Notre re´sultat principal, a` ce sujet, est le the´ore`me 2 ci-apre`s qui dit informellement que,
tant que ν reste suffisamment petit, remplacer l’anneauS parSν ne porte pas a` conse´quence.
The´ore`me 2 (Surconvergence des modules de Breuil-Kisin). On se donne r > 0 un entier, ainsi que ν un
nombre rationnel ve´rifiant 0 6 ν < p−1per . Alors le foncteur{
Modules de Breuil-Kisin sur S
de hauteur 6 r
}
−→
{
Modules de Breuil-Kisin sur Sν
de hauteur 6 r
}
M 7→ Sν ⊗S M
est une e´quialence de cate´gories.
Le the´ore`me pre´ce´dent a fait apparaıˆtre la notion de hauteur d’unmodule de Breuil-Kisin. Nous renvoyons le
lecteur au §1.1.2 pour la de´finition de cette notion ; pour cette introduction, on pourra se contenter de retenir
que les modules de Breuil-Kisin de hauteur6 r sont exactement ceux qui correspondent aux repre´sentations
semi-stables V dont les poids de Hodge-Tate sont dans {0, . . . , r}, c’est-a`-dire pour lesquelles le produit
tensorielCp⊗Qp V (ou` Cp est le comple´te´ de K¯) se de´compose comme une somme directe de Cp(hi) pour
des entiers hi ∈ {0, . . . , r}.
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On de´duit du the´ore`me de surconvergence des modules de Breuil-Kisin que, si l’on est capable de
controˆler la croissance du parame`tre ν au fur et a` mesure de l’exe´cution de notre algorithme, la me´thode
esquisse´e pre´ce´demment pour le calcul de la semi-simplifie´e modulo p d’une repre´sentation semi-stable
fonctionne bel et bien. C’est cette voie que nous allons suivre tout au long de cet article.
La premie`re partie de l’article est destine´e a` la mise au point des aspects the´oriques : apre`s quelques
rappels, nous introduisons les modules de Breuil-Kisin sur les anneaux Sν et de´montrons le the´ore`me 2.
Les aspects algorithmiques, quant a` eux, sont discute´s dans la seconde partie de l’article, dont l’objectif est
de pre´senter et d’e´tudier en de´tails (notamment en ce qui concerne les proble`mes de pre´cision) l’algorithme
de calcul de la semi-simplifie´e modulo p d’une repre´sentation semi-stable promis par le the´ore`me 1.
Ce travail a be´ne´ficie´ du soutien de l’Agence Nationale de la Recherche (ANR) par l’interme´diaire du
projet CETHop (Calculs Effectifs en The´orie de Hodge p-adique), re´fe´rence ANR-09-JCJC-0048-01.
1 La the´orie de Breuil-Kisin : rappels et comple´ments
On conserve les notations de l’introduction : la lettre p de´signe un nombre premier, k est un corps parfait
de caracte´ristique p, on pose OK0 = W (k), K0 = FracOK0 = OK0 [1/p], on note σ l’endomorphisme de
Frobenius agissant sur K0 et on conside`reK une extension finie totalement ramifie´e de K0 de degre´ e. On
de´signe par K¯ une cloˆture alge´brique de K et par Cp le comple´te´ p-adique de K¯ . Il s’agit a` nouveau d’un
corps alge´briquement clos. On pose GK = Gal (K¯/K).
On fixe en outre une uniformisante π deK , ainsi qu’une suite compatible (πs)s>0 de racines p
s-ie`mes
de π, c’est-a`-dire telle que l’on ait π0 = π et π
p
s+1 = πs pour tout s > 0. Enfin, on appelle K∞ la plus
petite sous-extension de K¯ contenant tous les πs et on pose G∞ = Gal (K¯/K∞) ⊂ GK .
1.1 Quelques objets de the´orie de Hodge p-adique
On introduit dans ce nume´ro les objets de la the´orie de Hodge p-adique qui seront utilise´s constamment dans
la suite de cet article : ce sont, d’une part, les (φ,N)-modules filtre´s de Fontaine qui permettent de de´crire les
repre´sentations semi-stables et, d’autre part, les modules de Breuil-Kisin qui classifient les re´seaux stables
par G∞ a` l’inte´rieur de celles-ci.
1.1.1 Brefs rappels sur les (φ,N)-modules filtre´s
Un the´ore`me ce´le`bre de Colmez et Fontaine [9] affirme qu’il existe une e´quivalence de cate´gories note´e tra-
ditionnellementDst ouDst,⋆, entre la cate´gorie des repre´sentations semi-stables
1 et la cate´gorie des (φ,N)-
modules admissibles dont voici la de´finition :
De´finition 1.1 (Fontaine). Un (φ,N)-module filtre´ sur K est la donne´e de
• unK0-espace vectorielD de dimension finie,
• un ope´rateur σ-semi-line´aire (appele´ Frobenius) φ : D → D bijectif,
• un ope´rateur line´aire (appele´ ope´rateur de monodromie)N : D → D ve´rifiantNφ = pφN et
• une filtration de´croissante (FilhDK)h∈Z deDK = D⊗K0 K telle que Fil−rDK = DK et FilrDK =
0 pour r suffisamment grand.
Si D est un (φ,N)-module filtre´, on appelle
• nombre de Newton deD, note´ tN (D), la valuation p-adique du de´terminant de φ2 et
• nombre de Hodge deD, note´ tH(D), la somme des dimensions de FilhDK pour h variant dans N.
Un (φ,N)-module filtre´D est dit admissible si tH(D) = tN (D) et si, pour toutD
′ ⊂ D stable par φ et N
et muni de la filtration induite, on a tH(D
′) 6 tN (D
′).
1On renvoie a` [10] pour la de´finition des repre´sentations semi-stables.
2Le de´terminant de φ de´pend du choix d’une base mais sa valuation, elle, n’en de´pend pas.
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Dans la suite de cet article, nous travaillerons non pas avec Dst mais avec une version contravariante
D⋆st de ce foncteur de´finie par D
⋆
st(V ) = Dst(V
∨) ou` V ∨ de´signe la repre´sentation contragre´diente de
V . Le foncteur re´ciproque de D⋆st est note´ V
⋆
st ; il associe une repre´sentation galoisienne semi-stable a` un
(φ,N)-module filtre´ admissible.
Avec notre convention, si D est un (φ,N)-module filtre´ admissible, les sauts de la filtration FilhDK —
c’est-a`-dire les entiers h tels que Filh+1DK ( Fil
hDK compte´es avec multiplicite´ dimK
FilhDK
Filh+1DK
— sont
exactement les poids de Hodge-Tate de la repre´sentation V ⋆st (D)
3. En particulier, les poids de Hodge-Tate
de V ⋆st (D) sont positifs ou nuls si, et seulement si Fil
0DK = DK ; on dit dans ce cas queD est effectif.
1.1.2 Les modules de Breuil-Kisin
Apre`s avoir classifie´ les repre´sentations semi-stables a` l’aide de des (φ,N)-modules filtre´s, il est naturel,
pour le proble`me que l’on a en vue, de chercher a` de´crire les re´seaux a` l’inte´rieur de ces repre´sentations a`
l’aide d’objets de meˆme type. La the´orie de Breuil-Kisin, initie´e par Breuil dans [1, 2], puis comple´te´e par
Kisin dans [12], donne une re´ponse partielle — mais suffisante pour les applications qui nous inte´ressent
— a` cette question. Plus pre´cise´ment, elle permet de de´crire, a` l’aide de φ-modules de´finis sur l’anneau
S = OK0 [[u]], les Zp-re´seaux vivant a` l’inte´rieur d’une repre´sentation semi-stables stables par l’action de
G∞ (et non celle de GK )
4.
Pour de´crire cette the´orie, on a besoin de deux notations supple´mentaires. Primo, on note E(u) le
polynoˆme minimal de π sur K0 ; du fait que π est une uniformisante de K , on de´duit que E(u) est un
polynoˆme d’Eisenstein a` coefficients dansOK0 . Secundo, on poseS = OK0 [[u]] et on munit cet anneau de
l’ope´rateur φ :
∑
i∈N aiu
i 7→∑i∈N σ(ai)upi.
De´finition 1.2 (Breuil). Soit r un nombre entier positif. Un module de Breuil-Kisin sur S de hauteur 6 r
est la donne´e d’unS-module libreM de rang fini muni d’une application φ : M→M telle que :
1. pour tout s ∈ S et tout x ∈ M, on a φ(sx) = φ(s)φ(x) ;
2. le sous-S-module engendre´ par l’image de φ contient E(u)rM.
On dispose en outre d’un foncteur contravariant T ⋆st qui, a` un module de Breuil-Kisin de hauteur 6 r,
associe une Zp-repre´sentation libre de G∞. Ce foncteur a d’importantes proprie´te´s qui ont e´te´, pour la
plupart, conjecture´es par Breuil puis de´montre´es par Kisin dans [12]. Le the´ore`me ci-apre`s en donne deux
qui nous seront particulie`rement utiles dans la suite.
The´ore`me 1.3. Soit V une repre´sentation semi-stable a` poids dans {0, . . . , r}. Alors :
(1) il existe un module de Breuil-Kisin M0 de hauteur 6 r tel que Qp ⊗Zp T ⋆st (M0) soit isomorphe a` V
comme G∞-repre´sentation
(2) le foncteur T ⋆st induit une bijection de´croissante entre l’ensemble des modules de Breuil-Kisin M ⊂
M0[1/p] tels queM[1/p] = M0[1/p] et l’ensemble des Zp-re´seaux de V stables par G∞.
Notons pour terminer ce nume´ro, qu’en plus de cela, si M est un module de Kisin et si T = T ⋆st (M),
alors la repre´sentation quotient T/pT peut se retrouver a` partir du quotient M/pM graˆce a` une recette
explicite que nous ne de´taillons par davantage ici car elle ne nous sera pas utile.
1.2 Des (φ,N)-modules filtre´s aux modules de Breuil-Kisin
D’apre`s les rappels que nous venons de faire, a` une repre´sentation semi-stable V a` poids de Hodge-Tate
dans {0, . . . , r} sont canoniquement associe´s deux objets, a` savoir :
• le (φ,N)-module filtre´ admissible effectifD⋆st(V ) ;
• l’espace D(V ) = M0[1/p] (muni de son action de φ) si M0 est un module de Breuil-Kisin tel que
Qp ⊗Zp T ⋆st (M0) soit isomorphe a` V commeG∞-repre´sentation.
3C’est-a`-dire les entiers hi tels que Cp ⊗Qp V
⋆
st (D) ≃
⊕dimV
i=1 Cp(hi).
4Notez que ceci sera suffisant pour le calcul de la semi-simplifie´e modulo p qui nous inte´resse car les Fp-repre´sentations semi-
simples deG∞ se trouvent eˆtre en bijection avec les Fp-repre´sentations semi-simples deGK . On renvoie au §2.4 pour plus de de´tails
a` ce sujet.
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E´tant donne´ que D⋆st(V ) de´termine V , il de´termine aussi D(V ). Le but de ce nume´ro est d’expliquer com-
ment il est possible d’obtenir D(V ) (ou, du moins, une certaine approximation de celui-ci) directement a`
partir de D⋆st(V ). Nous suivrons pour cela les travaux de Ge´nestier et Lafforgue expose´s dans [11]. Les
anneaux Sν , qui sont de´ja` apparus dans l’introduction, intervenant de fac¸on cruciale dans la recette de
Ge´nestier et Lafforgue, nous consacrons le nume´ro suivant a` rappeler quelques unes de leurs proprie´te´s
essentielles.
1.2.1 Ge´ne´ralite´s sur les anneauxSν
Soit ν un nombre rationnel positif ou nul. On rappelle, tout d’abord, queSν est de´fini comme suit :
Sν =
{ ∑
i∈N
aiu
i
∣∣ ai ∈ K0 et val(ai) + νi > 0, ∀i > 0}.
Clairement, pour ν = 0, on a Sν = S et, si ν
′ > ν, on a une inclusion Sν ⊂ Sν′ . En particulier, on
a toujours S ⊂ Sν ou, autrement dit, Sν est naturellement une S-alge`bre. D’un point de vue analytique,
l’anneauSν apparaıˆt comme l’anneau des fonctions analytiques convergentes et borne´es par 1 sur le disque
Dν de centre 0 et de rayon |p|ν . L’anneau Sν [1/p] jouera un roˆle particulier dans la suite ; on le note E+ν
et, lorsque ν = 0, on s’affranchira de l’indice et notera simplement E+. D’un point de vue analytique, E+ν
s’identifie a` l’anneau des fonctions analytiques convergentes borne´es surDν .
Le Frobenius φ de´fini par φ(
∑
aiu
i) =
∑
σ(ai)u
pi induit des morphismes d’anneaux φ : Sν → Sν/p
et φ : E+ν → E+ν/p et donc, en particulier, puisque ν > 0, il induit des endomorphismes deSν et E+ν .
On introduit la valuation de Gauss vν de´finie par :
vν(f) = inf
i∈N
(val(ai) + iν)
pour une se´rie f =
∑
i∈N aiu
i ∈ E+ν . On ve´rifie sans difficulte´ que vν ve´rifie les proprie´te´s suivantes :
pour tous f, g ∈ Eν , on a vν(fg) = vν(f) + vν(g) et vν(f + g) > min(vν(f), vν(g)). De plus, une
se´rie f comme pre´ce´demment est dansSν si, et seulement si vν(f) > 0. Comme ν est suppose´ rationnel, la
quantite´ val(ai)+iν varie dans le sous-groupe discret Z+νZ deR. Il en re´sulte que vν prend e´galement ses
valeurs dans ce sous-groupe discret, et est donc une valuation discre`te. Concre`tement, si ab est une e´criture
de ν sous forme irre´ductible, alors Z + νZ = 1bZ et, si s et t de´signent deux entiers tels que as − bt = 1,
l’e´lement u
s
pt a pour valuation
1
b . On de´finit le degre´ de Weierstrass degν(f) d’une se´rie f ∈ E+ν non nulle
comme le plus petit entier i tel que vν(f) = val(ai) + iν. On ve´rifie que, pour f, g ∈ E+ν tous les deux non
nuls, on a degν(fg) = degν(f) + degν(g). On a alors la proposition suivante qui implique, en particulier,
que E+ν est un anneau euclidien (pour le stathme degν ), ce qui s’ave`rera fort utile au §2 pour les applications
algorithmiques.
Proposition 1.4 (Division euclidienne). Soient f et g deux e´le´ments de Sν avec vν(g) > vν(f). Alors, il
existe un unique couple (q, r) ∈ S2ν tel que (1) r est un polynoˆme de degre´< degν(f) et (2) on a la relation
g = fq + r.
Comme corollaire de cette proposition, on de´montre le the´ore`me de pre´paration de Weierstrass qui
affirme que tout e´le´ment f ∈ E+ν s’e´crit comme un produit f1f2 ou` f1 est un polynoˆme et f2 un e´le´ment
inversible de E+ν . Si, en outre, f est pris dansSν , alors on peut choisir f1 et f2 de sorte qu’ils appartiennent
eux aussi a` Sν et, de surcroıˆt, que f2 soit inversible dans cet anneau (et pas uniquement dans E+ν ).
On rappelle enfin qu’a` chaque e´le´ment f =
∑
aiu
i ∈ E+ν , on peut associer un polygone de Newton
F de´fini comme l’enveloppe convexe des points de coordonne´es (i, val(ai)) et d’un point a` l’infini de
coordonne´es (0,∞) ; il s’agit donc d’un sous-ensemble convexe de R2. Le fait que f ∈ E+ν entraıˆne que les
pentes de ce polygone qui sont strictement infe´rieures a` −ν, compte´es avec multiplicite´5, sont en nombre
fini. De surcroıˆt, elles correspondent aux valuations des racines de f (vue comme fonction analytique) dans
le disqueDν , compte´es e´galement avec multiplicite´.
On en de´duit que les pentes < −ν du produit fg sont exactement les re´union des pentes < −ν de f et
de g, compte´es avec multiplicite´. Attention, ceci n’est plus vrai pour les pentes > −ν. Un contre-exemple
5La multiplicite´ d’une pente est, par de´finition, sa longueur sur l’axe des abscisses.
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tre`s simple avec ν = 0 est donne´ par f = 1 − u et g = 11−u = 1 + u + u2 + · · · . En effet, f a alors
une unique pente 0 de multiplicite´ 1, g a une unique pente 0 de multiplicite´ +∞, mais pourtant le produit
fg = 1 n’a aucune pente. On a toutefois le lemme suivant qui nous sera utile dans la suite.
Lemme 1.5. Soient f et g deux e´le´ments de E+ν . Soit µ un nombre rationnel. On note mf (resp. mg) la
multiplicite´ (e´ventuellement nulle) de la pente µ dans le polygone de Newton de f (resp. de g). On suppose
que l’on est dans un des deux cas suivants (non exclusifs) :
(i) les deux multiplicite´smf etmg sont finies ;
(ii) l’une des multiplicite´s parmimf etmg est nulle.
Alors la multiplicite´ de la pente µ dans le polygone de Newton de fg estmf +mg.
De´monstration. Quitte a` remplacer, dans la de´finition deSν , le corps des coefficientsK0 par une extension
finie totalement ramifie´e, puis a` effectuer un changement de variables et a` multiplier f et g par des puis-
sances ade´quates de l’uniformisante deK0, on peut supposer que µ = 0, que f et g sont a` coefficients dans
S et que v0(f) = v0(g) = 0. Soient f¯ et g¯ les re´ductions respectives de f et g modulo l’ide´al maximal de
OK0 ; ce sont a priori des e´le´ments de l’anneau k[[u]] des se´ries formelles a` coefficients dans k, qui ne sont
pas nuls d’apre`s la condition sur v0 qui a e´te´ suppose´e. Soit vf (resp. vg) la valuation de f¯ (resp. g¯).
Dans le cas (i), les se´ries f¯ et g¯ sont des polynoˆmes et on a deg(f¯) = vf +mf et deg(g¯) = vg +mg.
Ainsi deg(f¯ g¯) = (vf + vg) + (mf + mg). E´tant donne´ que vf + vg est la valuation du produit f¯ g¯, on
en de´duit que la multiplicite´ de la pente µ = 0 dans le polygone de Newton de fg est mf +mg , comme
souhaite´.
Passons maintenant au cas (ii). On suppose mf = 0 pour fixer les ide´es. On peut supposer de surcroıˆt
quemg = +∞ car sinon la situation rele`ve du cas pre´ce´dent. La se´rie f¯ est alors un monoˆme, tandis que g¯
n’est pas un polynoˆme. On en de´duit que f¯ g¯ n’est pas non plus un polynoˆme et donc que la multiplicite´ de
la pente µ = 0 dans le polygone de Newton de fg est infinie. C’est bien ce que l’on voulait de´montrer.
1.2.2 La me´thode de Ge´nestier et Lafforgue
SoitD un (φ,N)-module filtre´ effectif admissible dont la repre´sentation galoisienne semi-stable correspon-
dante est note´e V . Le premier aline´a du the´ore`me 1.3 affirme qu’il existe un module de Breuil-KisinM0 tel
que T ⋆st (M0) soit un re´seau pour G∞ a` l’inte´rieur de V , tandis que le second aline´a de ce meˆme the´ore`me
montre que D = M0[1/p] ne de´pend pas du choix de M0. Ainsi, l’espace D muni de l’action de φ est
canoniquement associe´ a` D. Le but de ce nume´ro est d’expliquer, en suivant [11], comment construire D
directement a` partir deD, sans passer par les repre´sentations galoisiennes.
En suivant la terminologie de Ge´nestier et Lafforgue, la premie`re e´tape consiste a` associer a`D une struc-
ture de Hodge-Pink. Soit Sˆ le comple´te´ de E+ pour la topologie E(u)-adique (i.e. celle relative a` l’ide´al
principal engendre´ par E(u)). La fle`che u 7→ π + uπ de´finit un isomorphisme canonique E+/E(u)n →
K[uπ]/u
n
π pour tout entier n et donc, par passage a` la limite, un isomorphisme canonique entre Sˆ et l’anneau
K[[uπ]] des se´ries formelles a` coefficients dansK . En particulier, cette identification permet de de´finir une
structure canonique deK-alge`bre sur Sˆ. D’autre part, on remarque que l’ide´al principal (E(u)) correspond,
dans K[[uπ]], a` l’ide´al maximal uπ K[[uπ]]. Ainsi l’identification Sˆ ≃ K[[uπ]] se prolonge en un isomor-
phisme canonique Sˆ[ 1E(u) ] ≃ K((uπ)). La de´rivation u ddu envoie E(u)h sur un multiple de E(u)h−1
pour tout h et de´finit de ce fait un endomorphisme K0-line´aire de Sˆ ; on le note Nˆ . Via l’identification
Sˆ ≃ K[[uπ]], on a Nˆ = (uπ + π) dduπ . Ceci montre en particulier que Nˆ est K-line´aire (et pas seulement
K0-line´aire). Bien suˆr, on dispose e´galement de la formule de Leibniz habituelle Nˆ(ab) = aNˆ(b) + bNˆ(a)
pour tous a, b ∈ Sˆ.
E´tant donne´ un (φ,N)-module filtre´ D, on s’inte´resse a` l’espace Dˆ = Sˆ[ 1E(u) ] ⊗φ,K0 D ou` le φ
en indice dans le produit tensoriel signifie que S[ 1E(u) ] est vu comme une K0-alge`bre via le Frobenius
φ : K0 → K0 → S[ 1E(u) ] ou` la premie`re fle`che est le Frobenius σ et la seconde est l’inclusion canonique.
En ≪ de´veloppant≫ le produit tensoriel, on obtient une identification canonique Dˆ ≃ Sˆ[ 1E(u) ]⊗KDφK avec
DφK = K ⊗φ,K0 D. Le Frobenius φ de´finit un isomorphismeK0-line´aireK0⊗φ,K0 D qui s’e´tend de fac¸on
unique en un isomorphismeK-line´aire φK : D
φ
K → DK . L’ope´rateur de monodromieN s’e´tend lui aussi
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par line´arite´ en un endomorphismeNK deDK . On appelle e´galementN
φ
K l’endomorphisme de D
φ
K de´fini
par NφK = p ⊗ N . La relation Nφ = pφN se re´e´crit alors NKφK = φKNφK . On de´finit, a` pre´sent, un
ope´rateur diffe´rentiel Nˆ agissant sur Dˆ ≃ Sˆ[ 1E(u) ]⊗K DφK par la formule
Nˆ = Nˆ ⊗ id+ id⊗NφK .
La relation de Leibniz est a` nouveau ve´rifie´e pour ce dernier Nˆ : pour tout s ∈ Sˆ et tout x ∈ Dˆ, on a
Nˆ(sx) = Nˆ(s) x+ s Nˆ(x).
On est enfin preˆt a` introduire les structures de Hodge-Pink de Ge´nestier et Lafforgue :
De´finition 1.6 (Ge´nestier-Lafforgue). SoitD un (φ,N)-module filtre´. Une structure de Hodge-Pink VD sur
D est un Sˆ-module libre de rang d inclus dans Sˆ[ 1E(u) ]⊗φ,K0 D.
On dit que VD satisfait a` la transversalite´ de Griffiths si Nˆ(VD) ⊂ 1E(u)VD.
Une structure de Hodge-Pink sur D de´finit une filtration FilhHPDK indexe´e par Z sur l’espace DK =
K ⊗K0 D de´termine´e par la relation :
φ−1K (Fil
h
HPDK) = image de E(u)
hVD ∩ (Sˆ⊗K0 D) dansS/E(u)S⊗K0 D
ce dernier espace s’identifiant a` DφK par l’interme´diaire de l’isomorphisme canonique S/E(u)S → K ,
u 7→ π. Le fait que FilhHPDK = DK pour tout h 6 0 est e´quivalent a` Sˆ ⊗K0 D ⊂ VD . De meˆme
Filr+1HP DK = 0 si, et seulement si VD ⊂ E(u)−rSˆ⊗K0 D.
Lemme 1.7. Soit D un (φ,N)-module filtre´. Alors, il existe une unique structure de Hodge-Pink VD sur
D satisfaisant a` la transversalite´ de Griffiths et dont la filtration associe´e s’identifie a` la filtration FilhDK
donne´e.
De´monstration. Voir lemme 1.3 de [11].
Pour pouvoir continuer a` appliquer la me´thode de Ge´nestier et Lafforgue, on a besoin d’une structure
de Hodge-Pink incluse dans Sˆ⊗φ,K0 D. Or cela n’est manifestement pas le cas de VD . Pour se ramener au
cas ou` cette hypothe`se est satisfaite, on fixe un entier r supe´rieur ou e´gal a` tous les poids de Hodge-Tate de
la repre´sentation associe´e au (φ,N)-module filtre´D et on twiste D comme ceci : on poseD′ = D que l’on
munit de φ′ = φpr et de la filtration de´cale´e de´finie par Fil
hD′ = Filh+rD pour tout h ∈ Z. Le structure de
Hodge-Pink associe´e a`D′ est alors VD′ = E(u)
rVD et elle satisfait a` l’hypothe`se de Ge´nestier et Lafforgue.
Toujours suivant ces deux auteurs, e´tant donne´ L un sous-OK0-module deD, on de´finit a` pre´sent une suite
(βn(L))n>0 de sous-S-modules de E+ ⊗K0 D′ = E+ ⊗K0 D par la formule re´currente suivante :
β0(L) = S⊗OK0 L,
βn+1(L) = φ
′
(
(S⊗φ,S βn(L)) ∩ VD′
)
=
φ
pr
(
(S⊗φ,S βn(L)) ∩ E(u)rVD
)
. (1)
La formule que l’on vient d’e´crire pre´sente deux petites subtilite´s : primo, l’intersection (S⊗φ,S βn(L))∩
E(u)rVD est calcule´e dans l’espace Sˆ[
1
E(u) ] ⊗φ,K0 D et secundo, la lettre φ (resp. φ′) de´signe ici l’ap-
plication line´aire E+ ⊗φ,K0 D → E+ ⊗ D de´duite du Frobenius φ (resp. φ′ = φpr ) agissant sur D. On
prendra garde au fait que l’on ne peut pas de´finir un Frobenius sur Sˆ[ 1E(u) ] e´tant donne´ qu’aucune puis-
sance de φ(E(u)) n’est divisible par E(u) ; ainsi on ne peut pas non plus de´finir de Frobenius sur le gros
espace Sˆ[ 1E(u) ]⊗φ,K0 D ; toutefois, cela n’est aucunement ne´cessaire car l’intersection que l’on conside`re
est incluse dans l’espace E+ ⊗φ,K0 D sur lequel les ope´rateurs φ et φ′ sont bien de´finis.
Lorsque L = D, on note simplement βn a` la place de βn(D). Les βn sont des sous-E+-modules libres
de E+ ⊗φ,K0 D et on de´montre sans difficulte´, par re´currence sur n, que E+ ⊗S βn(L) = βn pour tout
entier n et tout sous-OK0-module L de D. Graˆce a` cette remarque, le the´ore`me suivant re´sulte des travaux
de Ge´nestier et Lafforgue.
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The´ore`me 1.8 (Ge´nestier-Lafforgue). Pour tout entier n, l’espace E+1/(epn) ⊗E+ βn ⊂ E+1/(epn) ⊗K0 D est
stable par l’ope´rateur (E(u)E(0) )
rφ ⊗ φ. De plus, on a un isomorphisme canonique ξn : E+1/(epn) ⊗E+ βn →
E+1/(epn) ⊗E+ D rendant le diagramme suivant commutatif :
E+1/(epn) ⊗E+ βn
∼
ξn
//
(E(u)
E(0)
)rφ⊗φ

E+1/(epn) ⊗E+ D
φ⊗φ

E+1/(epn) ⊗E+ βn
∼
ξn
// E+1/(epn) ⊗E+ D
ou` la fle`che de droite provient du Frobenius φ agissant sur D donne´ par la the´orie de Breuil-Kisin.
Remarque 1.9. Il suit du re´sultat de Ge´nestier et Lafforgue que l’on vient d’e´noncer que si L est un OK0 -
re´seau deD, il existe une constante C et un module de Breuil-KisinM1/(epn) tels que :
Sν ⊗S βn(L) ⊂M1/(epn) ⊂ p−C · (Sν ⊗S βn(L)).
En re´alite´, en examinant de pre`s la de´monstration de Ge´nestier et Lafforgue, on se rend compte que la
constante C ci-dessus de´pend de fac¸on explicite et polynoˆmiale6 de la dimension d, de l’entier n et du plus
petit entier v tel que pvφ(L) ⊂ L.
1.3 Surconvergence des modules de Breuil-Kisin
Dans le §1.2.2, nous avons e´te´ amene´ a` conside´rer l’extension des scalaires a` certains anneaux Sν de
modules de Breuil-Kisin. L’objectif de cette partie est de montrer que ce foncteur d’extension des scalaires
posse`de d’excellentes proprie´te´s lorsque ν reste petit.
On introduit pour cela la de´finition suivante, copie conforme de la de´finition des modules de Breuil-
Kisin usuels.
De´finition 1.10. Soient ν un nombre rationnel positif ou nul et r un nombre entier strictement positif. Un
module de Breuil-Kisin sur Sν de hauteur 6 r est la donne´e d’un Sν-module libre Mν de rang fini muni
d’une application φ : Mν → Mν telle que :
1. pour tout s ∈ Sν et tout x ∈Mν , on a φ(sx) = φ(s)φ(x) ;
2. le sous-Sν-module engendre´ par l’image de φ contient E(u)
rMν .
Pour un nombre rationnel ν > 0, on note Modr,φ/Sν la cate´gorie des modules de Kisin de hauteur6 r sur
Sν et, si 0 6 ν 6 ν
′, on note Fν→ν′ : Mod
r,φ
/Sν
→ Modr,φ/Sν′ le foncteur d’extension des scalaires de Sν a`
Sν′ .
The´ore`me 1.11. Le foncteur F0→ν est une e´quivalence de cate´gories de`s que ν <
p−1
per .
La de´monstration de ce the´ore`me va occuper toute la fin de cette partie. Elle repose sur les deux lemmes
suivants que nous de´montrerons respectivement dans le §1.3.1 et le §1.3.2.
Lemme 1.12. Si ν et ν′ sont des nombres rationnels positifs ou nuls ve´rifiant ν′ 6 ν < p−1er et ν
′ < p−1per ,
alors le foncteur Fν′→ν est pleinement fide`le.
Lemme 1.13. Pour tout ν < p−1per et tout objet Mν de Mod
r,φ
/Sν
, il existe un objet M ∈ Modr,φ/S et un
isomorphisme F0→ν′(M) → Fν→ν′(Mν) dans la cate´gorie Modr,φ/Sν′ ou` ν
′ est de´fini comme le rationnel
solution de l’e´quation 1ν′ =
1
ν − er.
6Cela sera tre`s important dans la suite lorsque l’on e´tudiera la complexite´ de l’algorithme du calcul de la semi-simplifie´e modulo
p.
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Expliquons a` pre´sent comment le the´ore`me 1.11 se de´duit des deux lemmes pre´ce´dents. Clairement
la pleine fide´lite´ de F0→ν suit du lemme 1.12 en prenant ν
′ = 0. Il ne reste donc plus qu’a` de´montrer
l’essentielle surjectivite´. Pour cela, on remarque qu’en termes plus concis mais plus abstraits, le lemme
1.13 affirme que, si ν < p−1per et si ν
′ est de´fini par l’e´galite´ 1ν′ =
1
ν − er alors, dans le diagramme suivant :
Mod
r,φ
/S
F0→ν
||yy
yy
y F0→ν′
""E
EE
EE
Mod
r,φ
/Sν Fν→ν′
// Mod
r,φ
/Sν′
les foncteurs F0→ν′ et Fν→ν′ ont meˆme image essentielle. L’essentielle surjectivite´ de F0→ν suit alors
directement de la pleine fide´lite´ des F0→ν′ et Fν→ν′ , re´sultats que l’on connaıˆt graˆce au lemme 1.12.
1.3.1 De´monstration du lemme 1.12
Soient ν et ν′ deux nombres rationnels tels que 0 6 ν′ 6 ν < p−1er et ν
′ < p−1per . On se donneMν′ et M
′
ν′
deux modules de Breuil-Kisin sur Sν′ , ainsi qu’un morphisme f : Sν ⊗Sν′ Mν′ → Sν ⊗Sν′ M′ν′ dans
la cate´gorie Mod
r,φ
/Sν
. On souhaite de´montrer que f envoieMν′ surM
′
ν′ . L’argument de base se de´veloppe
comme suit. Si on sait que f(Mν′) ⊂ A⊗Sν′ M′ν′ , pour un certainSν′-module A ⊂ Sν , alors
E(u)rf(Mν′) = f(E(u)
rMν′) ⊂ f(〈φ(Mν′ )〉Sν′ ) = 〈f ◦ φ(Mν′)〉Sν′
= 〈φ ◦ f(Mν′)〉Sν′ ⊂
〈
φ(A⊗Sν′ M′ν′)
〉
Sν′
⊂ 〈φ(A)〉
Sν′
⊗Sν′ M′ν′ .
Ainsi, si l’on note φE(u)r (A) le sous-Sν′-module de Sν forme´ des x tels que E(u)
rx ∈ 〈φ(A)〉
Sν′
, on a
de´montre´ que f(Mν′) ⊂ φE(u)r (A)⊗Sν′M′ν′ . En appliquant le meˆme argument avec φE(u)r (A) a` la place de
A, on obtient alors f(Mν′) ⊂ ( φE(u)r )2(A)⊗Sν′ M′ν′ et, ainsi de suite, f(Mν′) ⊂ ( φE(u)r )n(A)⊗Sν′ M′ν′
pour tout entier n. Pour conclure, il reste donc a` montrer que :⋂
n>0
( φ
E(u)r
)n
(Sν) = Sν′ . (2)
Lemme 1.14. Pour tout re´el µ ∈ [0, p−1er [ on a φE(u)r (S1/µ) ⊂ S1/µ′ avec µ′ = min
(
1
ν′ , pµ− er
)
.
De´monstration. Il suffit de montrer que si f est un e´le´ment de Sν′ tel que E(u)
rf ∈ φ(S1/µ), alors
f ∈ S1/µ′ . Supposons donc qu’il existe g ∈ S1/µ tel que E(u)rf = φ(g). Soit F (resp.G) le polygone du
Newton de f (resp. de g). Si on appelleΦ la fonction de R2 dansR2 qui a` (x, y) associe (px, y), l’e´pigraphe
du polygone de Newton de φ(g) est Φ(G). On note encore E l’e´pigraphe du polygone de Newton de E(u).
Comme ν′ < p−1per , la pente − 1e ne peut avoir une multiplicite´ infinie dans le polygone F . On de´duit alors
du lemme 1.5 et de l’e´galite´ E(u)rf = φ(g), que E + F = Φ(G).
Or, par de´finition, G est inclus dans le demi-espace de´fini par l’ine´galite´ y + xµ > 0. Ainsi les couples
(x, y) dans Φ(G) ve´rifie y + xpµ > 0. Si maintenant (x, y) ∈ F , on de´duit de l’e´galite´ E + F = Φ(G)
que (x + er, y) ∈ Φ(G) et donc que y + x+erpµ > 0. En d’autres termes, si on e´crit f =
∑
i∈N aiu
i,
on vient de de´montrer que val(ai) > − i+erpµ pour tout i. Comme val(ai) est un entier, on en de´duit que
val(ai) > ⌈− i+erpµ ⌉ pour tout i (ou` ⌈x⌉ de´note la partie entie`re supe´rieure du re´el x). En particulier, si
i < pµ− er, on obtient val(ai) > 0. Si, au contraire, i > pµ− er, on peut e´crire :
val(ai) > − i+ er
pµ
> − i
pµ− er > −
i
µ′
l’ine´galite´ du milieu re´sultant de l’hypothe`se faite sur µ. Ainsi, dans tous les cas (i.e. quelle que soit la
valeur de i), on a val(ai) +
i
µ′ > 0 pour tout i. Cela signifie que f ∈ S1/µ′ comme souhaite´.
Il suit du lemme 1.14 que ( φE(u)r )
n(Sν) ⊂ S1/µn ou` la suite (µn)n>0 est de´finie par re´currence par
µ0 =
1
ν et µn+1 = min
(
1
ν′ , pµn − er
)
pour tout entier n > 0. Puisque ν < p−1er , on a µ0 >
er
p−1 et il suit
de la` que la suite des µn converge vers
1
ν′ (s’il n’y avait pas le min, elle tendrait par +∞). On en de´duit
l’e´galite´ (2) de laquelle re´sulte, comme cela a de´ja` e´te´ explique´, la pleine fide´lite´ du foncteur Fν′→ν .
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1.3.2 De´monstration du lemme 1.13
On en vient maintenant a` la de´monstration du lemme 1.13. On se donne pour cela ν et Mν comme dans
l’e´nonce´. On fixe une Sν-base de Mν et on note G0 la matrice du Frobenius φ dans cette base. Par hy-
pothe`se, il existe une matriceH0 telle queH0G0 = E(u)
r.
Lemme 1.15. Tout e´le´ment g ∈ Sν se de´compose sous la formeE(u)rx+y avec x =
∑
i>1/ν′ xiu
i ∈ Sν′
et y ∈ S.
De´monstration. Comme E(u) est un polynoˆme d’Eisenstein de degre´ e, on peut de´composer E(u)r sous
la formeE(u)r = uer − pF (u) ou` F (u) est un polynoˆme a` coefficients dansOK0 . Soit g =
∑
i∈N aiu
i un
e´le´ment deSν . Il se de´compose sous la forme g = E(u)
rx1 + y1 + g1 avec
x1 =
∑
i>1/ν
aiu
i−er =
∑
i>1/ν′
ai+eru
i ; y1 =
∑
06i<1/ν
aiu
i ; g1 = pF (u) · x1.
Un calcul facile montre, d’une part, que x1 ∈ Sν′ , y1 ∈ S et g1 ∈ Sν et, d’autre part, que vν′(x1) >
vν(g1), vν(y1) > vν(g1) et vν(g1) > vν(x1) + (1 − erν) > vν(x1) + 1p−1 . Re´pe´tant maintenant la
construction pre´ce´dente a` partir de g1, puis ite´rant le proce´de´, on obtient des suites (xn), (yn) et (gn) prenant
leurs valeurs respectivement dans Sν′ , S et Sν telles que, pour tout entier n, on ait g = E(u)
r(x1 + x2 +
· · ·+ xn) + (y1 + y2 + · · ·+ yn) + gn. On dispose en outre des estimations suivantes sur les valuations :
vν′(xn) > vν(g1) +
n− 1
p− 1 ; vν(yn) > vν(g1) +
n− 1
p− 1 ; vν(gn) > vν(g1) +
n
p− 1
valables pour tout entier n > 1. Il en re´sulte que les suites (xn), (yn) et (gn) tendent toutes les trois vers
0. On peut donc de´finir x =
∑
n∈N xn ∈ Sν′ et y =
∑
n∈N yn ∈ S. Ces e´le´ments ve´rifient l’e´galite´
g = E(u)rx+ y ; on a donc bien e´tabli la de´composition annonce´e.
Par le lemme, la matriceG0 se de´compose sous la formeG0 = Y0 −E(u)rX0 ou`X0 est une matrice a`
coefficients dans Sν′ ≪ multiple de u
1/ν′
≫ et Y0 est a` coefficients dans S. On pose P0 = I + X0H0,
ou` I de´signe la matrice identite´ (de taille ade´quate). Manifestement, P0 est a` coefficients dans Sν′ et
la condition sur X0 entraıˆne qu’elle est inversible. En outre, la matrice produit G1 = P0G0φ(P0)
−1 =
(G0 + E(u)
rX0)φ(P0)
−1 = Y0φ(P0)
−1 est, elle, a` coefficients dans Sν′/p puisque le premier facteur est
a` coefficients dansS et que le second est a` coefficients dansSν′/p.
Comme la matrice P0G0 = Y0 est a` coefficients dans S, son de´terminant δ appartient aussi a` S. Par
ailleurs, celui-ci s’e´crit comme le produit de detP0, qui est un e´le´ment inversible dans Sν′ , et de detG0
qui s’e´crit, a` son tour, comme le produit d’une certaine puissance E(u)N de E(u) et d’une unite´ de Sν .
Ainsi δ = aE(u)N ou` a est un e´le´ment inversible de Sν′ . En particulier, le coefficient constant de a est
inversible dans OK0 . Graˆce au lemme 1.5, on en de´duit que le polygone de Newton de δ passe par le point
de coordonne´es (0, N) et contient un segment de pente − 1e qui a une longueur eN sur l’axe des abscisses.
Comme ce polygone est entie`rement situe´ au-dessus de l’axe des abscisses (puisque δ ∈ S), tous ses autres
segments ont ne´cessairement une pente> 0. Comme ces autres segments sont exactement ceux qui forment
le polygone de Newton de a, il s’ensuit que a est en fait e´le´ment de S et, mieux encore, qu’il est inversible
dans cet anneau.
Les diviseurs e´le´mentaires de la matrice P0G0 vue commematrice a` coefficients dans l’anneau principal
E+ = S[1/p] sont donc tous (a` multiplication par des unite´s pre`s) des puissances de E(u), qui est premier
dans cet anneau. Lorsque l’on e´tend les scalaires a` E+ν′ , ces diviseurs e´le´mentaires restent les meˆmes et sont
e´galement ceux deG0 puisque P0G0 s’obtient manifestement a` partir deG0 en multipliant a` gauche par une
matrice inversible a` coefficients dans Sν′ , et donc a fortioti dans E+ν′ . Ceci entraıˆne que les exposants sur
ces diviseurs e´le´mentaires sont tous6 r et donc qu’il existe une matriceH ′ a` coefficients dans E+ ve´rifiant
H ′P0G0 = E(u)
r. Par ailleurs, vue la forme de δ, il existe e´galement une matrice H ′′ a` coefficients dans
S telle queH ′′P0G0 = E(u)
N pour un entier N que l’on peut bien suˆr choisir supe´rieur a` r. On en de´duit
que E(u)N−rH ′ = H ′′ et donc que E(u)N−rH ′ est a` coefficients dans S. De v0(E(u)) = 0, on de´duit
queH ′ est e´galement a` coefficients dansS. La matrice produitH1 = φ(P0)H
′ est alors a` coefficients dans
Sν′/p et ve´rifie H1G1 = φ(P0)H
′P0G0φ(P0)
−1 = E(u)r. On en de´duit que la matrice G1 de´finit un
module de Breuil-Kisin Mν′/p sur Sν′/p qui est isomorphe a` Mν apre`s extension des scalaires a` Sν′ . Or
un calcul imme´diat montre que ν
′
p =
ν
p−perν et donc, par l’hypothe`se faite sur ν, que
ν′
p < ν.
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On ite`re maintenant le processus pre´ce´dent. On construit comme ceci des matrices Gn a` coefficients
dansMνn de´finissant des modules de Breuil-Kisin sur ces anneaux qui deviennent isomorphes a` Mν apre`s
extension des scalaires a` Sν′ . Ici, la suite re´elle (νn)n>0 est de´finie re´cursivement par ν0 = ν et νn+1 =
νn
p−perνn
. De la de´croissance de la suite des νn (de´ja` mentionne´e pre´ce´demment), on de´duit que νn 6 ν ·
(p−perν)−n. Comme le facteur e´leve´e a` la puissance (−n) dans l’expression pre´ce´dente est par hypothe`se
> 1, on obtient la convergence vers 0 de la suite des νn. Il en re´sulte que, si ν
′
n est le re´el associe´ a` νn,
la suite des ν′n tend aussi vers 0 quand n tend vers l’infini. La condition de ≪ divisibilite´ par u
1/ν′
≫ qui
apparaıˆt dans le lemme 1.15 assure ainsi que le produit infini
∏
n>0(I + XnHn) converge dans Sν′ vers
une limite P∞. La matrice G∞ = P∞G0φ(P∞)
−1 est alors la limite des Gn, et elle est donc a` coefficients
dans S. Comme pre´ce´demment, on montre qu’il existe H∞ tel que H∞G∞ = E(u)
r, et donc que G∞
de´finit un module de Breuil-Kisin sur S. Enfin, l’e´galite´ G∞ = P∞G0φ(P∞)
−1 montre que celui-ci est
isomorphe a` Mν apre`s extension des scalaires a`Sν′ .
2 L’algorithme de calcul de la semi-simplifie´e modulo p
Le but de cette seconde partie est de de´crire un algorithme qui prend en entre´e une repre´sentation semi-stable
V — donne´e par l’interme´diaire de son (φ,N)-module filtre´ admissibleD — et renvoie sa semi-simplifie´e
modulo p note´e V¯ ss. Quitte a` twister par une puissance du caracte`re cyclotomique, on peut toujours supposer
que tous les poids de Hodge-Tate de V sont positifs ou nuls ; du point de vue des (φ,N)-modules filtre´s,
cela revient a` supposer queD est effectif. Cette hypothe`se permet de simplifier l’exposition ; nous la ferons
syste´matiquement dans la suite.
De fac¸on tre`s sche´matique, l’algorithme que nous voulons de´crire se de´compose en trois e´tapes que
voici :
E´tape 1 : Calcul du moduleD associe´ a` D (voir §1.2.2 pour la de´finition deD)
E´tape 2 : Calcul d’un module de Breuil-KisinM a` l’inte´rieur de D
E´tape 3 : Calcul de la repre´sentation V¯ ss a` partir de M/pM
Chacune de ces trois e´tapes fait l’objet d’une sous-partie de ce nume´ro : l’e´tape 1 est traite´e au §2.2, l’e´tape 2
au §2.3 et l’e´tape 3 au §2.4. Le §2.1 regroupe un certain nombre de pre´liminaires algorithmiques concernant
la repre´sentation des objets sur machine ; ces pre´cisions aboutiront notamment a` une explication pre´cise et ri-
goureuse des spe´cifications de l’algorithme que l’on cherche a` e´crire, ainsi que quelques hypothe`ses simples
sur le mode`le de calcul que l’on conside`re. Enfin, au §2.5, on de´termine la complexite´ de l’algorithme.
2.1 Repre´sentation des objets sur machine
Avant toute chose, il est important d’expliquer comment les diffe´rents objets que nous serons amene´s a`
manipuler, a` savoir :
• les e´le´ments des diffe´rents anneaux de nombres p-adiques : OK0 ,K0, OK etK ,
• les e´le´ments des anneaux de se´ries Sν et E+ν ,
• les (φ,N)-modules filtre´s (c’est l’entre´e de notre algorithme !),
• les Fp-repre´sentations semi-simples de GK (c’est la sortie des notre algorithme !), et
• les modules de Breuil-Kisin sur S et Sν ,
peuvent se repre´senter sur machine. C’est l’objet de ce nume´ro.
Les corps p-adiques et leurs e´le´ments
Par de´finition, un e´le´ment x ∈ OK0 = W (k) est une suite infinie x = (x1, x2, . . .) de composantes
appartenant a` k. Or, stocker — et a fortiori manipuler — une telle suite sur machine est tout simplement
impossible, la me´moire d’un ordinateur n’e´tant certainement pas infinie.
Traditionnellement (comme c’est d’ailleurs le cas pour les nombres re´els), on re´sout ce proble`me en
travaillant avec des approximations. Concre`tement, un e´le´ment x ∈ OK0 sera repre´sente´ en machine par
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un couple (n, x˜) ou` n est un entier positif — la pre´cision — et x˜ est une approximation de x vivant dans
un anneau exact et ve´rifiant x ≡ x˜ (mod pn). Si OK0 = Zp[X ]/F (X) pour un certain polynoˆme P a`
coefficients entiers, l’anneau exact dont il vient d’eˆtre question peut, par exemple, eˆtre Z[X ]/F (X) et, bien
suˆr, au lieu de conside´rer x˜ lui-meˆme, on peut se contenter de travailler avec x˜ mod pn, ce qui revient a` dire
que l’on peut conside´rer que x˜ est e´le´ment de Z[X ]/(pn, P (X)) ≃ Zq/pn (mais le modulo pn de´pend alors
de l’e´le´ment x conside´re´).
Pareillement, on repre´sente les e´le´ments deK0 par une donne´e de pre´cision et une approximation qui vit
dans l’anneau exactZ[1/p][X ]/P (X). En ce qui concerneOK etK , on proce`de de meˆme en conside´rant un
nouveau polynoˆme de´finissant l’extensionK/K0, qui peut par exemple eˆtre le polynoˆmeE(u). A` l’instar de
ce qui se passe avec les nombres re´els, cette repre´sentation n’empeˆche nullement d’effectuer des ope´rations ;
par exemple, si x et y sont connus a` pre´cision pn, alors on peut calculer x+y et xy a` pre´cision pn e´galement,
simplement en effectuant ces ope´rations modulo pn.
Les anneaux de se´ries Sν et leurs e´le´ments
Attardons-nous a` pre´sent sur les anneaux Sν et Sν [1/p]. Comme pre´ce´demment, on est contraint de
repre´senter leurs e´le´ments par une approximation comple´te´e par des donne´es supple´mentaires de´crivant
la nature de cette approximation. Au vu des re´sultats de [8] (voir en particulier §4), nous choisissons de
repre´senter en machine une se´rie f =
∑
aiu
i ∈ Sν [1/p] par les trois donne´es suivantes :
• la pre´cision : un entier strictement positif N et un N -uplet d’entiers relatifs (N0, . . . , NN−1)
• l’approximation : pour i ∈ {0, . . . , N−1}, des e´le´ments a˜i (vivant dans un anneau exact approximant
K0) tels que a˜i ≡ ai (mod pNi).
• la garantie : un nombre rationnel g tel que vp(ai) > g − νi pour tout i > N .
Dans la suite, on appellera repre´sentation PAG (pour Pre´cision-Approximation-Garantie) la repre´sentation
ci-dessus. Effectuer les ope´rations arithme´tiques e´le´mentaires (addition, soustraction, multiplication) sur la
repre´sentation PAG ne pose pas de proble`me. Il en va pareillement de la division euclidienne dansSν [1/p],
comme cela est explique´ dans [8], §4.3.
Les (φ,N)-modules filtre´s
Revenant a` la de´finition, on voit qu’un (φ,N)-module filtre´ admissible est la donne´e de :
• unK0-espace vectoriel de dimension finie D ;
• un ope´rateur semi-line´aire φ : D → D ;
• un ope´rateur line´aire N : D → D ;
• une filtration (FilhDK)h∈Z sur l’espaceDK = K ⊗K0 D.
Les trois premie`res donne´es ne sont pas difficiles a` repre´senter : en effet, se donnerD revient a` s’en donner
une base et les ope´rateurs φ etN sont alors donne´s par leur matrice dans la base retenue. En ce qui concerne
la filtration, une possibilite´ pour la de´crire est la suivante : on se donne les sauts de la filtrations h1 > h2 >
· · · > hd (ou` d est la dimension deD) ainsi que des vecteurs f1, . . . , fd tels que, pour tout entier h, le cran
FilhDK soit engendre´ sur K par les vecteurs fi tels que hi > h.
En re´sume´, un (φ,N)-module filtre´ D peut se de´crire par la donne´e d’un quadruplet (Phi,N,H,F) ou`
l’on a fixe´ une base deD et
• Phi est la matrice de φ dans cette base ;
• N est la matrice de N dans cette base ;
• H est le d-uplet d’entiers h1 > h2 > · · · > hd donnant les sauts de la filtration ;
• F est une matrice a` coefficients dansK dont les vecteurs colonne sont les vecteurs f1, . . . , fd de´finis
pre´ce´demment (chaque vecteur e´tant exprime´ par ses coordonne´es dans la base qui a e´te´ fixe´e).
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Dans la suite, nous utiliserons cette e´criture pour repre´senter les (φ,N)-modules filtre´s sur machine. Toute-
fois, conforme´ment a` ce qui a e´te´ explique´ pre´ce´demment, tous les coefficients des matrices Phi, N et F ne
sont pas connus exactement mais a` une certaine pre´cision pn (ou πn dans le dernier cas) qu’il nous faudra
pre´ciser.
Les repre´sentations semi-simples modulo p
La repre´sentation sur machine des Fp-repre´sentations semi-simples de GK passe par un the´ore`me de clas-
sification. Soit I le sous-groupe d’inertie ; on rappelle qu’il s’agit du sous-groupe distingue´ de GK forme´
des e´le´ments qui agissent trivialement sur le corps re´siduel. Le quotientGK/I s’identifie canoniquement au
groupe de Galois absolu du corps re´siduel k qui, on le rappelle, est suppose´ fini. Si q de´signe le cardinal de
k, le groupeGK/I est un procyclique et engendre´ par le Frobenius Frobq : x 7→ xq . On rappelle aussi que
I admet un unique pro-p-Sylow, classiquement note´ Ip et appele´ sous-groupe d’inertie sauvage. Le quotient
I/Ip = It est appele´ le groupe d’inertie mode´re´e ; il est isomorphe a` lim←−n µpn−1(k¯) ou` µpn−1(k¯) de´signe
le sous-groupe de k¯⋆ des racines (pn− 1)-ie`mes de l’unite´ et s’identifie donc a` F⋆pn si Fpn de´signe l’unique
sous-corps de cardinal pn de k¯. On de´duit, en particulier, de cet isomorphisme que It est procyclique, c’est-
a`-dire topologiquement engendre´ par un unique ge´ne´rateur. Enfin, le quotientGK/Ip s’identifie au produit
semi-direct It ⋊ Gal (k¯/k) ou` le ge´ne´rateur Frobq ∈ Gal (k¯/k) agit sur It par e´le´vation a` la puissance
q. Le corps de´coupe´ par les sous-groupe distingue´ I et Ip est l’extension maximale non ramifie´e (resp.
mode´re´ment ramifie´e) de K et sera note´e Knr (resp. Kmr). On a bien suˆr K ⊂ Knr ⊂ Kmr ⊂ K¯ ; de plus,
le corpsKmr s’obtient a` partir deKnr en ajoutant les racines (pn − 1)-ie`mes de π.
Si maintenant V est une Fp-repre´sentation deGK , un lemme classique sur les actions de groupes assure
que l’ensemble V Ip , constitue´ des e´le´ments x ∈ V tel que gx = x pour tout g ∈ Ip, n’est pas re´duit a`
0. Par ailleurs, du fait Ip est un distingue´ dans GK , on de´duit que V
Ip est stable par l’action de GK tout
entier. Ainsi, si l’on suppose en outre que V est irre´ductible, on a ne´cessairement V Ip = V ; autrement
dit, le sous-groupe Ip agit trivialement sur V , ce qui signifie encore que l’action de GK se factorise par
GK/Ip ≃ It ⋊ Gal (k¯/k). Ainsi, pour de´crire comple`tement une Fp-repre´sentation de GK , il suffit de se
donner :
• la matrice (a` coefficients dans Fp) donnant l’action d’un ge´ne´rateur topologique de It, et
• la matrice (a` coefficients dans Fp) donnant l’action de Frobq .
A` vrai dire, on peut encore simplifier cette repre´sentation car, e´tant donne´ sa forme particulie`rement simple,
on dispose d’une classification tre`s concre`te des repre´sentations irre´ductibles de It. Pre´cise´ment, en notant
̟n une racine (p
n− 1)-ie`me de π, on dispose du caracte`re fondamental de Serre de niveau n de´fini comme
suit :
ωn : It → µpn−1(K¯) ≃ µpn−1(k¯) = F⋆pn
g 7→ g(̟n)
̟n
.
Ce caracte`re de´finit bien suˆr une Fpn -repre´sentation de dimension 1 de It mais, en conside´rant Fpn comme
un Fp-espace vectoriel de dimension n, on s’aperc¸oit qu’il de´finit aussi une Fp-repre´sentation de It de
dimension n qui sera note´e dans la suite Fpn(ω). E´videmment, il est possible de faire la meˆme construction
a` partir des puissances ωs du caracte`re ω. On obtient, ce faisant, des Fp-repre´sentations de dimension n que
l’on note Fpn(ω
s). On montre que ces repre´sentations sont irre´ductibles de`s que la fraction spn−1 ne peut
s’e´crire sous la forme s
′
pn′−1
pour un entier n′ < n. Mieux encore, toute repre´sentation irre´ductible de It
est de cette forme et on sait que deux repre´sentations Fpn(ω
s) et Fpm(ω
t) sont isomorphes si, et seulement
si n = m et il existe un entier a tel que s ≡ pat (mod pn − 1).
Pour e´tendre cette classification aux repre´sentations de It⋊Gal(k¯/k), on introduit la de´finition classique
suivante.
De´finition 2.1. Soit F un corps de caracte´ristique p. Un φ-module sur (F, Frobq) est un F -espace vectoriel
D de dimension finie muni d’une application additive φ : D → D ve´rifiant φ(ax) = aqφ(x) pour tout
a ∈ F et tout x ∈ D.
Le φ-moduleD est dit e´tale si φ est bijectif. Il est dit simple s’il n’admet aucun sous-F -espace vectoriel
strict stable par φ.
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On se donne, a` pre´sent, des entiers s et n comme pre´ce´demment ainsi qu’unφ-moduleD sur (Fpn , Frobq)
qui soit e´tale et simple. On pose V = D et on munit cet espace de l’action Fp-line´aire de It ⋊Gal (k¯/k) en
faisant agir It par multiplication par ω
s
n et Frobq via l’endomorphismeφ. (La relation Frobq ·g ·Frob−1q = gq
valable pour g ∈ It montre que cette de´finition a bien un sens.) En oubliant maintenant la structure de Fpn -
espace vectoriel sur V (pour ne retenir que celle de Fp-espace vectoriel), on fait de V une Fp-repre´sentation
de It ⋊ Gal (k¯/k). On note cette repre´sentation V (ω
s
n, D).
Proposition 2.2. Les repre´sentations V (ωsn, D) de´finies ci-dessus sont irre´ductibles et, re´ciproquement,
toute Fp-repre´sentation irre´ductible de It ⋊ Gal (k¯/k) est de la forme V (ω
s
n, D) pour certains parame`tres
n, s etD.
Par ailleurs, V (ωsn, D) ≃ V (ωtm, E) si, et seulement si n = m et il existe un entier a tel que
l’on ait simultane´ment s′ ≡ pat (mod pn − 1) et l’existence d’un isomorphisme de φ-modules E ≃
Fpn ⊗x 7→xpa ,Fpn D.
De´monstration. Exercice.
On de´duit de la proposition que, pour repre´senter une Fp-repre´sentation simple V de It ⋊ Gal (k¯/k), il
suffit de se donner les parame`tres s, n et D tels que V = V (ωsn, D). En vertu de la premie`re re´duction que
l’on a explique´e, ceci s’applique e´galement aux Fp-repre´sentation simples de GK . Ainsi, pour de´crire une
repre´sentation semi-simple de ce groupe, il suffit de se donner une liste de parame`tres (s, n,D), chacun de
ces triplets correspondant a` un facteur simple de la repre´sentation.
Il reste a` expliquer comment on peut repre´senter concre`tement un φ-module D sur (F, Frobq) ou` F
est un corps fini de caracte´ristique p. Une possibilite´ est de se donner la matrice de l’ope´rateur φ dans
une certaine base de D. Une autre solution consiste a` introduite l’anneau F [X, Frobq] des polynoˆmes tor-
dus7 et a` se rappeler que la donne´e d’un φ-module e´tale simple sur (F, Frobq) e´quivaut a` la donne´e d’une
classe de similarite´8 de polynoˆmes tordus irre´ductibles dans F [X, Frobq] (voir par exemple [13], §I). Ainsi,
il est e´galement possible de repre´senter le φ-module par un repre´sentant de la classe de similarite´ dans
F [X, Frobq] ; on obtient, comme ceci, une repre´sentation compacte et e´galement plus agre´able a` manipuler.
Les modules de Breuil-Kisin
Soit ν un nombre rationnel positif ou nul. Par de´finition, un module de Breuil-Kisin sur l’anneauSν est un
Sν-module libreM muni d’un endomorphisme semi-line´aire φ dont le conoyau du line´arise´ est annule´ par
une puissance de E(u).
On peut ainsi raisonner comme dans le cas des (φ,N)-modules filtre´s et repre´senter un module de
Breuil-Kisin sur Sν par la matrice PhiBK (BK pour Breuil-Kisin) de l’ope´rateur φ dans une certaine base
deM fixe´e a` l’avance. Cette matrice est a` coefficients dansSν et la condition sur le conoyau de φ se traduit
par l’existence d’une autre matrice PhiBK′ a` coefficients dansSν telle que
PhiSK′ · PhiSK = E(u)r
pour un certain entier r.
2.2 E´tape 1 : Des (φ,N)-modules filtre´s aux modules de Breuil-Kisin
On se donne, dans ce nume´ro, un (φ,N)-module filtre´ effectif admissible D que l’on repre´sente par un
quadruplet (Phi,N,H,F) comme explique´ au §2.1. Ceci sous-entend en particulier que l’on a fixe´ une base
de D, que l’on notera parfois (e1, . . . , ed) avec d = dimK0 D. Dans la suite, on utilisera constamment de
fac¸on implicite cette base pour identifier D a` Kd0 . On note L ⊂ D le re´seau ≪ standard≫, c’est-a`-dire le
sous-OK0-module de D engendre´ par les ei. Pour des questions de pre´cision, on suppose, en outre, que la
matrice F est a` coefficients dans l’anneau des entiers OK et, de plus, qu’elle appartient GL d(OK). Il est
facile de ve´rifier qu’unematrice F satisfaisant a` cette hypothe`se supple´mentaire existe toujours ; de plus, s’il
nous est donne´e une matrice F ne ve´rifiant pas cette hypothe`se, il n’est pas difficile de la transformer — a`
7Les e´le´ments de F [X, Frobq] sont les polynoˆmes a` coefficients dans F , l’addition sur F [X,Frobq] est e´galement l’addition
usuelle sur les polynoˆmes, tandis que la multiplication de´coule la re`gle X · a = aq · X . En particulier, l’anneau F [X, Frobq ] n’est
pas commutatif.
8Deux polynoˆmes tordus P et Q dans K[X,Frobq ] sont dit similaires s’il existe U et V dansK[X,Frobq] tels que P et V soient
premiers entre eux a` droite, Q et U soient premiers entre eux a` gauche et UP = QV .
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l’aide d’un algorithme de type ≪ pivot de Gauss≫, voir lemme 2.5, page 17— en une matrice F convenable.
Notons cependant que cette ope´ration peut entraıˆner des pertes de pre´cision p-adique.
On conside`re un nombre entier r tel que Filr+1DK = 0 ; par exemple, r peut eˆtre pris e´gal au plus
grand poids de Hodge-Tate de V . Par ailleurs, pour ne pas alourdir les notations lors de l’e´tude de la perte
de pre´cision, nous faisons e´galement les deux hypothe`ses simplificatrices suivantes : primo, le polynoˆme
E(u) est connu exactement et secundo, les matrices Phi, N et F sont a` coefficients entiers.
Notre objectif est de calculer le module de Breuil-KisinD—ou plutoˆtDν = Sν⊗SD pour ν > 0—et
nous suivons pour cela la me´thode de Ge´nestier et Lafforgue rappele´e au §1.2.2. Nous reprenons e´galement
les notations de ce nume´ro : on conside`re l’anneau Sˆ = lim←−nS/E(u)
n, on pose Dˆ = Sˆ[ 1E(u) ] ⊗φ,K0 D
et on note VD l’unique structure de Hodge-Pink satisfaisant a` la transversalite´ de Griffiths qui correspond
a` la filtration FilhDK sur le (φ,N)-module filtre´ D (voir lemme 1.7). D’apre`s les hypothe`ses que l’on a
faites, on a Fil0DK = DK et Fil
r+1DK = 0, ce qui se traduit par les inclusions Sˆ ⊗K0 D ⊂ VD ⊂
E(u)−rSˆ⊗K0 D. On poseWD = E(u)rVD ; on a alors E(u)rSˆ⊗K0 D ⊂WD ⊂ Sˆ⊗K0 D.
2.2.1 Le calcul de VD
La premie`re e´tape consiste a` calculer une famille explicite de ge´ne´rateurs de VD. Pour ce faire, le lemme
suivant nous sera fort utile.
Lemme 2.3. Le morphisme de re´duction modulo E(u) induit un isomorphisme :
(Sˆ⊗φ,K0 D)Nˆ=0 → DφK .
De´monstration. Il s’agit de montrer que tout w ∈ DφK se rele`ve de manie`re unique en un e´le´ment wˆ ∈
Sˆ ⊗φ,K0 D ve´rifiant Nˆ(wˆ) = 0. On raisonne par approximations successives : on va de´montrer par
re´currence que, pour tout entier i > 0, il existe wˆ(i) ∈ Sˆ ⊗φ,K0 D tel que wˆi ≡ w (mod E(u)) et
Nˆ(wˆ(i)) ≡ 0 (mod E(u)i) et, de plus, deux wˆ(i) solutions de deux congruences pre´ce´dentes sont congrus
entre eux modulo E(u)i. L’assertion est clairement vraie pour i = 1. On la suppose a` pre´sent pour un
certain i et on cherche a` la de´montrer pour i + 1. Cherchant wˆ(i+1) sous la forme wˆ(i) + E(u)ix, on est
amene´ a` re´soudre la congruence
Nˆ(wˆ(i)) + iuE(u)i−1
dE(u)
du
· x ≡ 0 (mod E(u)i).
Or, on sait, par hypothe`se de re´currence, que Nˆ(wˆ(i)) est multiple de E(u)i−1. On peut donc e´crire
Nˆ(wˆ(i)) = E(u)i−1y et la congruence que l’on cherche a` re´soudre se re´duit alors a` :
iu
dE(u)
du
· x+ y ≡ 0 (mod E(u)).
E´tant donne´ que Sˆ/E(u)Sˆ ≃ K est un corps dans lequel le produit iu dE(u)du est non nul, la congruence
ci-dessus admet une solution modulo E(u). Ceci termine la re´currence et de´montre le lemme.
Il est a` noter que la de´monstration que l’on vient de donner est entie`rement constructive (bien suˆr, si
l’on se limite a` calculer les wˆ(i) pour un entier i fini) et peut-eˆtre transforme´e aise´ment en algorithme (voir
algorithme 1). Il est, en outre, possible d’estimer les pertes de pre´cision engendre´es par cet algorithme.
Lemme 2.4. On suppose que le polynoˆme E(u) est connu a` pre´cision arbitrairement grande. Si le vecteur
w est a` coefficients dans OK et que w ainsi que N sont connus a` pre´cision O(pN ), alors l’algorithme 1
appele´ sur l’entre´e (w,N, i) renvoie un vecteur wˆ connu a` pre´cision O(pN−ρ1 ) avec
ρ1 = (i− 2) ·
⌈
1
e
+ val(dK/K0 )
⌉
+
i− 1
p− 1
ou` dK/K0 de´signe la diffe´rente deK/K0 et ⌈x⌉ de´signe la partie entie`re supe´rieure du re´el x.
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Algorithme 1 : RELEVEHP(w,N, i)
Entre´e : un vecteur w ∈ DφK
Sortie : l’unique vecteur wˆ ∈ (Sˆ⊗φ,K0 D)Nˆ=0 relevant w calcule´ modulo E(u)i
1 A← u dE(u)du , ;
2 B ← inverse de A modulo E(u);
3 wˆ← releve´ de w dansK0[u];
4 y← pN · wˆ + u dwˆdu ;
5 pour j allant de 1 a` i− 1 faire
6 x←−j−1 B · y mod E(u);
7 wˆ← wˆ + E(u)i x;
8 y← pN · x+ u dxdu + Y+jAxE(u) ;
9 retourner wˆ;
De´monstration. D’apre`s l’hypothe`se sur E(u), il est possible de calculer les polynoˆmes A et B avec une
pre´cision arbitrairement grande. Comme, en outre, A est a` coefficients dansOK0 , les multiplications par A
n’engendrent pas de perte de pre´cision. De la meˆme fac¸on, e´tant donne´ que E(u) est unitaire, la division
par E(u) n’entraıˆne pas non plus de perte de pre´cision. Le polynoˆme B, quant a` lui, n’a pas de raison
d’eˆtre a` coefficients dansOK0 ; cependant, on connait la valuation de son image dansK : c’est l’oppose´ de
1
e + val(dK/K0 ). Ainsi, si l’on note δ la partie entie`re supe´rieure de
1
e + val(dK/K0 ), on peut choisir B de
fac¸on a` ce que v0(B) > −δ. Ainsi les multiplications par B font chuter la pre´cision de pδ.
Lors de l’exe´cution de l’algorithme 1, les seules pertes de pre´cision interviennent :
• a` la ligne 6 lors de la multiplication par j−1,
• a` la ligne 8 lors de la multiplication parX et de la multiplication par B.
Ainsi, si l’on note vx,j , vy,j et vwˆ,j (resp. px,j , py,j et pwˆ,j) les valuations respectives (resp. les exposants
des pre´cisions respectives) des variables x, y et wˆ a` la sortie de la j-ie`me ite´ration de la boucle, on a les
formules re´currentes suivantes :
vx,j > vy,j−1 − val(j) (3)
vy,j > min(vy,j−1, vx,j , vx,j + δ + val(j)) (4)
vwˆ,j > min(vwˆ,j−1, vx,j) (5)
px,j > py,j−1 − val(j) (6)
py,j > min(py,j−1, N + vx,j , px,j, px,j + δ + val(B)) (7)
pwˆ,j > min(pwˆ,j−1, px,j). (8)
Par ailleurs, a` la ligne 3, il est certainement possible de choisir un releve´ wˆ connu a` pre´cision O(pN )
(simplement en e´crivant w comme un polynoˆme en π). Ainsi, si l’on convient que vwˆ,0 et pwˆ,0 de´signent
la valuation et la pre´cision de wˆ avant l’entre´e dans la boucle, on obtient les conditions initiales vwˆ,0 > 0,
pwˆ,0 > N . De meˆme, on a vy,1 > 0 et py,1 > N . En remplac¸ant dans l’ine´galite´ (4), la quantite´ vx,j par le
minorant donne´ par 3, on obtient la formule de re´currence :
vy,j > min(vy,j−1 − val(j), vy,j−1 − δ) > vy,j−1 − val(j)− δ
qui entraıˆne imme´diatement la formule close vy,j > −j · δ − val(j!) > −j · δ − jp−1 . On en de´duit que
vx,j > −(j − 1) · δ − jp−1 et, par suite, que le meˆme minorant vaut pour vwˆ,j . De la meˆme fac¸on, en
combinant (6) et (7), on obtient py,j > N − jδ− jp−1 , px,j > N − jδ− jp−1 et pwˆ,j > N − (j− 1)δ− jp−1 .
Comme la boucle est exe´cute´e j − 1 fois, on a bien le re´sultat souhaite´.
On revient a` pre´sent au proble`me de calculer la structure de Hodge-PinkWD a` partir de la donne´e du
quadruplet (Phi,N,H,F). On poseW = Phi−1 · F. Les vecteurs colonne de W vus comme e´le´ments de
K ⊗φ,K0 D (et exprime´es dans la base (1⊗ e1, . . . , 1⊗ ed)) sont alors e´gaux aux φ−1K (fi) ou` les fi sont les
vecteurs colonnes de F. On rappelle le lemme classique suivant :
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Lemme 2.5. Toute matrice M ∈ Md(K) se de´compose sous la forme M = M ′U avecM ′ ∈ GL d(OK)
et U triangulaire supe´rieure.
De´monstration. Il s’agit de de´montrer qu’en effectuant des ope´rations e´le´mentaires inversibles dans OK
sur les lignes deM , on peut obtenir une matrice triangulaire supe´rieure. Voici comment on peut proce´der :
(1) on se´lectionne un e´le´ment de valuation minimale sur la premie`re colonne, (2) on de´place cet e´le´ment
sur la premie`re ligne en permutant les lignes correspondantes, (3) on utilise cet e´le´ment comme pivot pour
annuler, a` l’aide d’ope´rations e´le´mentaires sur les lignes de M , tous les autres coefficients de la premie`re
colonne deM , (4) on recommence tout le processus pre´ce´dent a` partir de la sous-matrice deM obtenue en
retirant la premie`re ligne et la premie`re colonne.
SoitW = W ′U une de´composition satisfaisant aux conditions du lemme pre´ce´dent. Sachant que U est
triangulaire supe´rieure et que les hi sont range´s par ordre croissant, on de´duit qu’en notant (w
′
1, . . . , w
′
d) les
vecteurs colonne deW ′ conside´re´s comme e´le´ments deK⊗φ,K0D, pour tout h > 0, l’espace φ−1K (FilhDK)
est engendre´ par les vecteursw′i pour les indices i tels que hi > h. Pour tout i, on note wˆ
′
i l’unique e´le´ment
de (Sˆ⊗φ,K0 D)Nˆ=0 relevant w′i (voir lemme 2.3 ci-dessus).
Proposition 2.6. Avec les notations pre´ce´dentes, VD est engendre´ comme Sˆ-module par les vecteurs
E(u)−hiwˆ′i (1 6 i 6 d).
De´monstration. Si l’on note V ′D la structure de Hodge-Pink engendre´e par les vecteursE(u)
−hiwˆ′i, il suffit
de ve´rifier que :
(i) V ′D ve´rifie la transversalite´ de Griffiths, et
(ii) la filtration deDK associe´e a` V
′
D s’identifie a` la filtration Fil
hDK du (φ,N)-module filtre´ D.
Le premier point de´coule directement de la condition Nˆ(wˆ′i) = 0 tandis que le second est une conse´quence
imme´diate des congruences wˆ′i ≡ w′i = φ−1K (vi) (mod E(u)).
E´tant donne´ que l’on sait par avance que Sˆ⊗φ,K0 D ⊂ VD, la proposition 2.6 ci-dessus vaut encore si,
pour chaque i, on remplace wˆi par un e´le´ment qui lui est congru modulo E(u)
hi . Ainsi, en reprenant les
notations de la de´monstration du lemme 2.3, les E(u)−hiwˆ
(hi)
i forment aussi une famille de ge´ne´rateurs de
VD. Or, ces wˆ
(hi)
i ont l’e´norme avantage de pouvoir eˆtre calcule´ efficacement par l’algorithme 1. En plus de
cela, les vecteursE(u)r−hiwˆ
(hi)
i —qui engendrent doncWD = E(u)
rVD —posse`dent le second avantage
d’eˆtre e´le´ments de E+ ⊗φ,K0 D. Ainsi, non seulement ils forment une Sˆ base deWD mais e´galement une
E+-base de l’intersectionWD ∩ (E+ ⊗φ,K0 D).
L’algorithme 2 re´capitule la construction d’une famille ge´ne´ratrice de VD que nous venons de pre´senter.
Au niveau de la pre´cision, l’admissibilite´ de D, combine´e au fait que tous les hi sont dans {0, . . . , r},
Algorithme 2 : HODGEPINK(Phi,N,H,F)
Entre´e :Un (φ,N)-module filtre´ D
Sortie :Une matrice Wˆ ′ telle que les vecteurs colonne de Wˆ ′ · Diag(E(u)−h1 , . . . , E(u)−hd)
engendrent VD
1 W ← Phi−1 · F;
2 e´crireW = W ′U (cf lemme 2.5);
3 pour i allant de 1 a` d faire wˆ′i ← RELEVEHP(W ′[·, i],N,H[i]);
4 ;
5 retourner la matrice dont les vecteurs colonne sont wˆ′1, . . . , wˆ
′
d;
implique que tous les diviseurs e´le´mentaires de Phi divisent pr. A` partir de la`, un examen de la me´thode
de calcul de la matrice W ′ (voir de´monstration du lemme 2.5) montre que les pertes de pre´cision pour le
calcul deW ′ sont majore´es par pdr ; autrement dit, siW est connu a` pre´cisionO(pN ), la matriceW ′ est au
pire connue avec une pre´cisionO(pN−dr). En combinant ceci avec le re´sultat du lemme 2.5, on obtient une
formule explicite pour les pertes de pre´cision totales de l’algorithme 2.
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2.2.2 Le calcul de βn
On rappelle que l’on a de´fini au §1.2.2 une suite βn de sous-E+-modules de E+ ⊗K0 D (voir formule 1) et
que ceux-ci sont relie´s au module de Breuil-KisinDν que l’on souhaite calculer graˆce au the´ore`me 1.8 : on
a un isomorphisme canonique
D1/(epn) ≃ E+1/(epn) ⊗E+ βn
et l’action de φ sur D1/(epn) correspond via cette identification a` l’action de (
E(u)
E(0) )
rφ ⊗ φ sur le membre
de droite. Dans ce paragraphe, nous expliquons comment calculer des ge´ne´rateurs de βn pour un entier n
que l’on se donne.
On remarque pour commencer que les βn ne sont pas modifie´s si, dans la formule (1), on replaceWD
par son intersection avec E+ ⊗φ,K0 D. Or, d’apre`s les re´sultats du §2.2.1, une base de cette intersection est
donne´e par les vecteurs colonne de la matrice produit Wˆ ′∆1 ou` Wˆ
′ est la matrice calcule´e par l’algorithme
2 et ∆1 est la matrice diagonale suivante :
∆1 =


λr−h11
. . .
λr−hd1

 avec λ1 = E(u)
E(0)
.
A` partir de la`, on s’aperc¸oit qu’il est possible de calculer les βn en calculant des intersections de E+-
modules comple`tement explicites. Comme E+ est un anneau euclidien, cela est possible en utilisant les
algorithmes standard de manipulation de modules sur les anneaux euclidiens (qui reposent essentiellement
sur l’existence d’une forme normale d’Hermite). Toutefois, ces me´thodes peuvent s’ave´rer lentes et tre`s
instables. Dans la suite, nous allons pre´senter une autre approche qui repose sur l’e´criture d’une formule
quasiment explicite pour βn.
Pour tout entier m > 1, on pose λm = λ1φ(λ1) · · ·φm−1(λ1) et, de meˆme que l’on a de´fini ∆1, on
note ∆m la matrice diagonale dont les termes diagonaux sont λ
r−h1
m , . . . , λ
r−hd
m . On convient e´galement
que λ0 = 1 et que∆0 est la matrice identite´ de taille d.
Lemme 2.7. Soit Wˆ ′ la matrice calcule´e par l’algorithme 2. Soient n un entier strictement positif etX une
matrice a` coefficients dans E+ telle que pour tout entierm ∈ {0, . . . , n− 1} :
X ≡ Phi · φ(Phi) · · ·φm(Phi) · φm(Wˆ ′∆1) · Pm (mod φm(E(u)r))
pour une certaine matrice Pm a` coefficients dans E+, inversible modulo φm(E(u)). Alors βn est engendre´
par les vecteurs λrnei (1 6 i 6 d) et les vecteurs colonne de la matrice X .
De´monstration. Pour simplifier les e´critures, on pose M = Wˆ ′∆1. On raisonne par re´currence sur n.
Lorsque n = 1, l’espace β1 est, par de´finition, e´gal a`
φ
pr (WD) et est donc engendre´ par les vecteurs colonne
de la matrice produit Phi ·M . Par ailleurs, la matrice P0 e´tant inversible modulo E(u), elle l’est aussi
modulo E(u)r. On conclut la de´monstration dans le cas n = 1 en remarquant que multiplier a` droite par
unematrice inversible revient a` faire une combinaison line´aire≪ inversible≫ des colonnes et donc ne change
pas l’espace engendre´ par les colonnes.
On suppose maintenant que le lemme est vrai pour l’entier n. Du fait que E(u)rE+ ⊗φ,K0 D ⊂ WD ,
on de´duit aise´ment que λrn+1E+ ⊗K0 D ⊂ βn+1. Ainsi, il suffit de de´montrer que les colonnes de la
matrice X du lemme engendrent l’image de βn+1 dans le quotient (E+/λrn+1E+) ⊗K0 D. Par le lemme
chinois, ce dernier est isomorphe a` la somme directe (A0 ⊗K0 D)⊕ · · · ⊕ (An⊗K0 D) ou` on a note´Am =
E+
φm(E(u)r)E+ . Or, d’apre`s l’hypothe`se de re´currence, si 0 6 m < n, l’image de βn dans Am ⊗K0 D est
engendre´e par les vecteurs colonne de Phi ·φ(Phi) · · ·φm(Phi) ·φm(M) (on peut a` nouveau supprimer la
multiplication par Pm, cela ne modifie pas l’espace engendre´). Ainsi, apre`s un twist, l’image de E+⊗φ,E+βn
dansAm+1⊗K0D est engendre´e par les vecteurs colonne de la matrice φ(Phi) · · ·φm+1(Phi)·φm+1(M).
Il en est, en re´alite´, de meˆme de l’image de l’intersection E+ ⊗φ,E+ βn ∩WD e´tant donne´ que E(u)r est
inversible dans Am+1 (puisquem+ 1 > 0). Par ailleurs, l’image de cette intersection dans A0 ⊗K0 D est
engendre´e par les vecteurs colonne deM puisque E+ ⊗φ,E+ βn contient φ(λn)E+ ⊗φ,K0 D et que φ(λn)
est inversible dans A0. Il re´sulte de cela que, pour toutm ∈ {0, . . . , n}, l’image de βn+1 dans Am ⊗K0 D
est engendre´e par les vecteurs colonne de Phi · φ(Phi) · · ·φm(Phi) · φm(M). L’assertion du lemme au
rang n+ 1 en de´coule.
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A` partir de maintenant, on fixe l’entier n. Si l’on se donne n’importe quelle famille de matrices Pm, il est
possible de calculer une matriceX ve´rifiant les conditions du meˆme lemme par des applications successives
du lemme chinois. E´tant donne´ que E+ est un anneau euclidien, calculer une base de βn peut alors se faire
en re´duisant sous forme d’Hermite la matrice par blocs (Xn λ
r
nI). Toutefois, le fait de pouvoir choisir
librement les Pm permet de limiter les calculs, comme on se propose de l’expliquer maintenant.
Pour tout entier m, on conside`re l’application φ
(m)
K : K ⊗φm,K0 D → K ⊗K0 D = DK obtenue en
line´arisant φm ; c’est une applicationK-line´aire bijective. En de´signant par f1, . . . , fd les vecteurs colonne
de F, on appelle Wm la matrice dont la i-ie`me colonne est l’unique ante´ce´dent de fi par φ
(m)
K . Un calcul
simple montre que l’on a l’expression suivante :
Wm = φ
m−1(Phi−1) · · ·φ(Phi−1) · Phi−1 · F. (9)
On de´compose, a` pre´sent,Wm sous la formeWm = W
′
mUm ou` W
′
m ∈ GL d(OK) et Um est triangulaire
supe´rieure (voir lemme 2.5). Pour tout j 6 d, les j premiers vecteurs colonne deW ′m forment une base de
l’image re´ciproque par φ
(m)
K de Fil
hDK lorsque hj > h > hj+1.
On conside`re l’espace Sˆ ⊗φm,K0 D. Comme pre´ce´demment, on dispose d’une application φˆ(m) :
Sˆ ⊗φm,K0 D → Sˆ ⊗K0 D obtenue en line´arisant φm. D’autre part, Sˆ ⊗φm,K0 D est e´galement muni
de la de´rivation Nˆm = p
m⊗N +u ddu ⊗ id. De la relationNφ = pφN , on de´duit φˆ(m) ◦ Nˆm = Nˆ0 ◦ φˆ(m).
Par ailleurs, en copiant la de´monstration du lemme 2.3, on montre que le morphisme de re´duction modulo
E(u) induit une bijection :
(Sˆ⊗φm,K0 D)Nˆm=0 ∼−→ K ⊗φm,K0 D. (10)
En outre, l’algorithme 1 s’adapte sans difficulte´ a` cette nouvelle situation. Ainsi, on sait calculer une
matrice a` coefficients dans K0[u] dont le i-ie`me vecteur colonne est congru modulo E(u)
hi a` l’unique
ante´ce´dent dans (Sˆ⊗φm,K0D)Nˆm=0 du i-ie`me vecteur colonne deW ′m. On note Wˆ ′m cette matrice. Comme
pre´ce´demment, on poseW ′ = W ′1, U = U1 et Wˆ
′ = Wˆ ′1.
Lemme 2.8. On a la congruence :
Wˆ ′ ·∆1 ≡ φ(Phi) · · ·φm−1(Phi) · Wˆ ′m · Um · U−1 ·∆1 (mod E(u)r).
De´monstration. On note Wˆm (resp. Wˆ ) la matrice a` coefficients dans S dont les colonnes rele`vent les
colonnes deWm (resp. deW ) par la bijection (10) (resp. avecm = 1). On conside`re la compose´e suivante :
(Sˆ⊗φm,K0 D)Nˆm=0 f−→ (Sˆ⊗φ,K0 D)Nˆ=0 ∼−→ DφK = K ⊗φ,K0 D
ou` la premie`re fle`che, note´e f , est l’application φˆ(m−1) twiste´e par φ. La matrice de f dans les bases
canoniques est φ(Phi) · · ·φm−1(Phi). Soit wi l’image re´ciproque de fi ∈ DK dans DφK . Les vecteurs
colonne de Wˆm (resp. Wˆ ) correspondent alors aux e´le´ments de (Sˆ ⊗φm,K0 D)Nˆm=0 (resp. (Sˆ ⊗φ,K0
D)Nˆ=0) qui ont pour image dansDK les vecteurswi. On en de´duit que Wˆ = φ(Phi) · · ·φm−1(Phi) ·Wˆm.
D’autre part, comme la bijection (10) est K-line´aire, on a Wˆm · ∆1 ≡ Wˆ ′m · Um · ∆1 (mod E(u)r) et,
pareillement, Wˆ ·∆1 ≡ Wˆ ′ · U ·∆1 (mod E(u)r). Des congruences et e´galite´ pre´ce´dentes, on de´duit :
Wˆ ′ · U ·∆1 ≡ φ(Phi) · · ·φm−1(Phi) · Wˆ ′m · Um ·∆1 (mod E(u)r).
On conclut en multipliant a` droite la congruence pre´ce´dente par ∆−11 U
−1∆1, apre`s avoir remarque´ que
cette matrice produit est a` coefficients dans S parce qu’elle s’obtient a` partir de U−1 qui est triangulaire
supe´rieure en multipliant le coefficient en position (i, j) par λ
hi−hj
1 et que l’on a bien hi > hj de`s que
i 6 j.
The´ore`me 2.9 (De´compositions PLU simultane´es). On conside`re un entier v > logp(2nd). Alors, une
matrice ale´atoire ω a` coefficients dans Zp ve´rifie les conditions suivantes avec probabilite´>
1
2 :
(i) conside´re´e commematrice a` coefficients dansQp, la matriceω est inversible et on a ω
−1 ∈ p−vMd(Zp).
(ii) pour tout entier m ∈ {1, . . . , n}, il existe des matrices Lm et Vm (uniquement de´termine´es modulo
E(u)r) qui sont respectivement triangulaire infe´rieure unipotente et triangulaire supe´rieure et qui
ve´rifient la congruence :
ω · Wˆ ′m ≡ LmVm (mod E(u)r) (11)
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de plus, les matrices Lm et Vm sont uniquement de´termine´es si on impose de plus que tous leurs
coefficients sont des polynoˆmes de degre´< er.
(iii) pour toutm, l’image deLm dansMd(S/E(u)
r) ≃Md(K[uπ]/urπ) appartient a` π−eρ2Md(OK [uπ]/urπ)
avec
ρ2 = r(
1
e + v + val(dK/K0)).
(iv) si les Wˆ ′m sont connus a` pre´cisionO(p
N ), alors on peut calculer les images deLm dansMd(K[uπ]/u
r
π)
a` pre´cision O(pN−2⌈ρ2⌉).
De´monstration. Pour r = 1, il s’agit du the´ore`me 2.12 de [6] e´tant donne´ que, par construction, l’image de
Wˆ ′m dansMd(S/E(u)) ≃Md(K) est inversible dans l’anneauMd(OK).
Pour r > 1, on montre, en reprenant la de´monstration du lemme 2.4, que, pour tout j < r, l’image de
Wˆ ′m dansMd(K[uπ]/u
j
π) appartient a` π
−jw ·Md(OK [uπ]/ujπ) avecw = 1e+val(dK/K0). Ainsi l’image de
Wˆ ′m dansMd(K[uπ]/u
r
π) appartient a` Md(OK [X ]/Xr) ou` X = uππw . Donc les re´ductions modulo E(u)r
de tous les mineurs de ω · Wˆ ′m sont dansOK [X ]/Xr. Or, par ailleurs, on sait que :
(1) les coefficients de Lm s’obtiennent comme quotient de deux tels mineurs, le de´nominateur e´tant tou-
jours un mineur principal (voir par exemple §1.1.1 de [6]) ;
(2) qu’avec probabilite´ > 12 , on a ω
−1 ∈ p−vMd(Zp) et les images dans S/E(u) ≃ K des mineurs
principaux de ωWˆ ′m est divisible par π
v (cela re´sulte de la de´monstration du the´ore`me 2.12 de [6]).
On conclut en remarquant qu’un e´le´ment de OK [X ]/Xr dont le terme constant est divisible par πv a pour
inverse un e´le´ment de π−vOK [Y ]/Y r avec Y = Xπv .
Remarque 2.10. En utilisant non pas une de´composition LU mais une de´composition LU par blocs (en
regroupant entre eux les hi qui sont e´gaux), on peut remplacer la borne logq(2nd) qui apparait dans le
the´ore`me 2.9 par logq(2nrCard) ou` rCard est le cardinal de l’ensemble {h1, . . . , hd} (c’est-a`-dire le nombre
de poids de Hodge-Tate de la repre´sentation semi-stable V , compte´s sans multiplicite´). On a e´videmment
rCard 6 min(r, d). On renvoie au the´ore`me 2.12 de [6] pour plus de pre´cisions a` ce sujet.
A` partir de maintenant, on fixe des matrices ω, Lm et Vm ve´rifiant les conditions du the´ore`me pre´ce´dent.
On note t0 = 1 et pour toutm > 1, on pose tm = tm−1 · φm(λr1) ·
(
φm(λr1)
−1 mod E(u)r
)
ou`, si s ∈ E+,
la notation s−1 mod E(u)r de´signe un inverse de s modulo E(u)r. Pour tout indice m > 0, on a alors
tm ≡ 1 (mod E(u)r) et tm ≡ 0 (mod φm′(E(u)r)) si 1 6 m′ 6 m. On de´finit une suite de matrices
(Ym)16m6n par
Y1 = L1 et Ym+1 = tmLm+1 + (1− tm)φ(Ym) (12)
pourm ∈ {1, . . . , n− 1}. On pose enfin :
Xn = Phi · φ(Phi) · · ·φn−1(Phi) · ω−1 · Yn ·∆n (13)
ou` on rappelle que∆n est la matrice diagonale dont le i-ie`me coefficient diagonal est λ
r−hi
n .
Proposition 2.11. Avec les notations pre´ce´dentes, les vecteurs colonne deXn forment une base de βn.
De´monstration. Il est facile de montrer par re´currence sur s que si 0 6 m < s 6 n, la matrice Ys
est triangulaire infe´rieure unipotente et congrue a` φm(Ls−m) modulo φ
m(E(u)r). Par ailleurs, il suit de
l’e´galite´ (11) que la matrice Vm est inversible modulo E(u)
r : il existe une matrice V ′m a` coefficients dans
E+ telle que VmV ′m ≡ I (mod E(u)r). Comme, en outre, Vm est triangulaire supe´rieure, on peut supposer
que V ′m l’est e´galement. Il suit alors des congruences Yn ≡ φm(Ln−m) (mod φm(E(u)r)) (0 6 m < n)
et du fait que ω−1 soit a` coefficients dans Qp (et donc fixe par φ) que :
Xn ≡ Phi · φ(Phi) · · ·φn−1(Phi) · φm(Wˆ ′n−m∆1)
φm(∆−11 V
′
n−m∆1) · (φm(∆1)−1∆n) (mod φm(E(u)r))
On remarque que, bien que ∆1 ne soit pas inversible, l’e´criture pre´ce´dente a bien un sens et de´finit une
matrice a` coefficients dans E+. En effet, primo, le fait que φm(λ1) divise λn (car m < n) permet de
donner un sens au second facteur φm(∆1)
−1∆n (il s’agit de la matrice diagonale dont le i-ie`me coefficient
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diagonal est ( λnφm(λ1) )
r−hi) et secundo, le fait que Vn−m soit triangulaire supe´rieure permet de de´finir le
produit∆−11 Vn−m∆1 comme la matrice triangulaire supe´rieure dont le coefficient a` la position (i, j) (avec
i 6 j) est obtenu en multipliant le coefficient (i, j) de Vn−m par λ
hi−hj
1 (ce qui a bien un sens car hi > hj
e´tant donne´ que i 6 j). En utilisant a` pre´sent le lemme 2.8, on obtient :
Xn ≡ Phi · φ(Phi) · · ·φm(Phi) · φm(Wˆ ′∆1) · Pm (mod φm(E(u)r)).
avec
Pm = φ
m(∆−11 Um∆1) · φm(∆−11 V ′n−m∆1) · (φm(∆1)−1∆n).
Comme pre´ce´demment, le fait queUm soit triangulaire supe´rieuremontre que le facteur∆
−1
1 Um∆1 est bien
de´fini. De plus, on ve´rifie sans mal que la matrice Pm est inversible modulo φ
m(E(u)r). On est ainsi dans
les conditions d’application du lemme 2.7 duquel on de´duit que la famille forme´e des vecteurs colonne de
Xn et des λ
r
nei (1 6 i 6 d) engendre βn. Par ailleurs, on sait que la matrice Yn est triangulaire infe´rieure
unipotente ; elle est donc inversible. Ceci implique, en revenant a` la de´finition de Xn (voir formule 13),
que tous les λrnei (1 6 i 6 d) sont dans l’espace engendre´ par les vecteurs colonne de Xn. Le lemme en
de´coule.
2.2.3 La matrice de φ sur le module de Breuil-Kisin
Nous venons de de´terminer une E+-base de βn ce qui correspond d’apre`s le the´ore`me 1.8 de Ge´nestier et
Lafforgue a` une Sν-base du module de Breuil-Kisin Dν de`s que ν 6
1
epn . Dans cette base, la matrice de
l’ope´rateur φ est donne´e par la formule λr1 ·X−1n · Phi · φ(Xn) et vaut donc :
PhiBK = λr1 ·∆−1n · Y −1n · ω · φn(Phi) · φ(Yn) · ω−1 · φ(∆n) (14)
(on rappelle que ω−1 est a` coefficients dans Qp et donc fixe par φ). On pourra noter que, dans le produit
ci-dessus, rien n’est ve´ritablement difficile a` calculer. En effet, clairement de´ja`, appliquer le Frobenius et
multiplier des matrices ne pose aucun proble`me particulier au niveau calculatoire et, en particulier, n’en-
traıˆne aucune perte de pre´cision. L’inversion de P n’est pas non plus tre`s de´licate, e´tant donne´ qu’il s’agit
d’une matrice a` coefficients dans K0 et que, par ailleurs, on dispose d’un controˆle sur les de´nominateurs
qui peuvent apparaıˆtre (voir the´ore`me 2.9). Enfin, les matrices ∆n et Yn sont respectivement diagonale et
triangulaire supe´rieure unipotente et s’inversent donc aise´ment. On notera toutefois que∆n n’est, en re´alite´,
pas inversible comme matrice a` coefficients dans E+. Toutefois on sait, par avance, que la matrice PhiBK
de´finie comme le produit (14) est a` coefficients dans E+1/(epn). On a donc la garantie a priori que∆n divise
λr1 · Y −1n · ω · φn(Phi) · φ(Yn) · ω−1 · φ(∆n). Ainsi, pour faire le calcul, il suffit de prendre le quotient de
la division euclidienne de chaque entre´e (i, j) de la matrice produit pre´ce´dente par λr−hin .
L’objectif de la suite de ce nume´ro est d’obtenir une minoration de la valuation vν de la matrice PhiBK.
Si A est une matrice a` coefficients dans E+ν , on note vν(A) la plus petite valuation d’un coefficient de A.
E´tant donne´ que P et Phi sont a` coefficients dansOK0 , la relation (14) implique
vν(∆n · PhiBK) > vν(λr1) + vν(ω−1) + vν(Y −1n ) + vν(φ(Yn)) + vν(φ(∆n)).
Or, du fait que E(u) est un polynoˆme a` coefficients dans OK0 , on de´duit que vν(φm(E(u))) > 0 pour
tout m. Ainsi, on trouve vν(λ1) > −1 et vν(φ(∆n)) > −nr (puisque les hi sont tous compris entre 0
et r). Par ailleurs, on ve´rifie directement que vν(φ(x)) > vν(x) pour tout x ∈ E+ν , d’ou` on de´duit que
vν(φ(Yn)) > vν(Yn). D’autre part, en utilisant le fait que Yn est triangulaire infe´rieure unipotente, on
montre facilement en exprimant son inverse que vν(Y
−1
n ) > (d − 1)vν(Yn). De plus, on rappelle que l’on
a suppose´ que ω ve´rifiait les conditions du the´ore`me 2.9 ; ainsi, en particulier, on a vν(ω
−1) > −v ou` on
rappelle que v est un entier > logp(2nrCard) (voir remarque 2.10). On remarque enfin que pourm 6 n, on
a vν(φ
m(E(u))) = νepn 6 1. Ainsi vν(λn) 6 0 et, comme le produit∆n ·PhiBK s’obtient en multipliant
la i-ie`me ligne de PhiBK par λr−hin , on a vν(∆n · PhiBK) 6 vν(PhiBK). En mettant ensemble tout ce
qui pre´ce`de, on trouve :
vν(PhiBK) > d · vν(Yn)− v − r(n + 1). (15)
Il ne reste donc plus qu’a` obtenir une borne infe´rieure pour vν(Yn). Or, en revenant aux de´finitions, on
obtient facilement que :
vν(Yn) > min
06m6n
vν(Lm) + cm + · · ·+ cn (16)
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ou` on a pose´ ci = min(vν(ti), 0). On rappelle que les ti sont de´finis par re´currence par les formules t0 = 1
et ti = ti−1 · φi(λr1) · t′i ou` t′i ∈ E+ν de´signe un inverse de φi(λr1) modulo E(u)r. Ainsi de´fini, t′i est
uniquement de´termine´ modulo E(u)r. A` partir de maintenant, pour fixer les ide´es, on supposera que c’est
un polynoˆme a` coefficients dansK0 de degre´< er ; il est ainsi uniquement de´termine´.
Pour minorer la valuation de Yn, on doit minorer celle de Lm, celles des φ
i(λr1) ainsi que celles des t
′
i.
En ce qui concerne φi(λr1), on a de´ja` dit que vν(φ
i(λ1)) > −1, ce qui donne directement vν(φi(λr1)) > −r.
Pour les deux autres, on conside`re l’isomorphismeK0-line´aire :
T : K<er0 [u] → K[uπ]/urπ
f 7→ T (f) =
r−1∑
s=0
1
s!
· d
sf
dus
(π) · usπ.
ou` la notation K<er0 [u] de´signe l’ensemble des polynoˆmes a` coefficients dans K0 de degre´ < er. D’apre`s
la de´monstration du lemme 2.4.4 de [7], on a
T−1(OK [uπ]/urπ) ⊂ p−r⌈val(dK/K0 )⌉ OK0 [u].
De la condition (iii) du the´ore`me 2.9, on de´duit ainsi que, si parmi toutes les matrices Lm possibles, on
choisit celle a` coefficients a` K<er0 [u], alors on aura v0(Lm) > −r · ⌈ 1e + v + 2 val(dK/K0 )⌉ et donc a
fortiori
vν(Lm) > r ·
⌈
1
e
+ v + 2 · val(dK/K0)
⌉
. (17)
De meˆme, pour minorer vν(ti), il suffit de minorer la valuation de T (t
′
i). C’est l’objet du lemme suivant.
Lemme 2.12. Pour tout entier i, on a T (t′i) ∈ p−mi OK [uπ]/urπ ou`mi est la partie entie`re de re(pi−1) .
De´monstration. On pose f = φi(λ1) de sorte que T (t
′
i) = T (f)
−r. Par ailleurs, comme E(u) est un
polynoˆme d’Eisenstein de degre´ e, l’e´le´ment f s’e´crit sous la forme u
epi
p +
∑e−1
j=0 aju
jpi pour certains
aj ∈ OK0 avec a0 = 1. Les coefficients bs de T (f) sont alors donne´s par :
bs =
1
s!
· d
sf
dus
(π) =
1
p
(
epi
s
)
πep
i−s +
e−1∑
j=0
(
jpi
s
)
ajπ
jpi−s.
En examinant cette formule, on remarque que tous les bs sont dans p
−1OK et, mieux encore, que bs ∈ OK
pour s 6 e(pi − 1). Quant a` b0, il est congru a` 1 modulo π et donc, en particulier, inversible dans OK . On
en de´duit que T (f) est inversible dans K[uπ]/u
r
π et que son inverse appartient a` l’image de l’application
OK [uπ, u
e(pi−1)
π
p ] → K[uπ]/urπ. L’inverse de T (f r) = T (f)r appartient donc e´galement a` cette image et,
a` plus forte raison, a` p−mi OK [uπ]/urπ.
On de´duit du lemme 2.12 que vν(t
′
i) > −r( 1e(pi−1) + ⌈val(dK/K0 )⌉). En revenant aux de´finitions, cela
implique ci > −ri(2 + ⌈val(dK/K0 )⌉), ce qui donne, pour finir, en combinant avec (15), (16) et (17),
vν(PhiBK) > −dr
(
n(n+ 1)
2
· (2 + ⌈val(dK/K0 )⌉) +
⌈
1
e
+ v + 2 · val(dK/K0 )
⌉)
−v−r(n+1). (18)
La formule pre´ce´dente n’est pas tre`s ragoutante, mais on peut ne´anmoins estimer simplement son ordre de
grandeur en fonction uniquement de r, d, ν et des constantes lie´es au corps K . En effet, si l’on souhaite
uniquement calculer l’action de φ sur Dν , on peut choisir pour n n’importe quel entier > − logp(eν). De
la meˆme fac¸on, la seule contrainte portant sur v, hormis le fait qu’il soit entier, est v > logp(2nrCard) ou`
on rappelle que rCard est un entier infe´rieur ou e´gal a` min(r, d). Ainsi, en prenant pour n et v les entiers les
plus proches des bornes pre´ce´dentes, on obtient l’estimation :
vν(PhiBK) > O(dr · log2p( 1ν ) + dr · logp(rCard))
ou` la constante (ne´gative) cache´e dans le O ne de´pend que du corpsK . Par ailleurs, afin de pouvoir utiliser
le the´ore`me 1.11, nous allons devoir choisir un parame`tre ν < perp−1 . Sous cette hypothe`se, on voit que le
terme dr logp(rCard) qui apparaıˆt dans le O devient ne´gligeable devant son compagnon. On obtient ainsi
simplement vν(PhiBK) > O(dr · log2p( 1ν )).
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2.2.4 L’algorithme sous forme synthe´tique
Rappelons pour commencer que l’objectif de cette premie`re e´tape est, e´tant donne´
• un (φ,N)-module filtre´ admissible effectifD donne´ par le quadruplet (Phi,N,H,F) (voir §2.1),
• un nombre rationnel ν > 0 et
• un nombre entier N
de calculer le module de Breuil-Kisin Dν sur Sν [1/p] avec pre´cision O(u
N ). Comme Dν est un Sν [1/p]-
module libre de rang d = dimK0 D, se donner Dν revient a` se donner la matrice PhiBK donnant l’action
de φ sur Dν dans une certaine base. En mettant ensemble tout ce qui a e´te´ dit dans les §§2.2.1, 2.2.2, 2.2.3,
on obtient l’algorithme suivant pour calculer PhiBK.
(1) De´terminer un entier n tel que 1epn 6 ν
(2) Calculer les matricesWm (0 6 m < n) donne´es par la formule (9)
(3) E´crireWm sous la formeWm = W
′
m · Um avecW ′m ∈ GL d(OK) et Um triangulaire supe´rieure (voir
lemme 2.5)
(4) Calculer les matrices Wˆ ′m (0 6 m < n) par une variante de l’algorithme 1
(5) Tirer ale´atoirement une matrice ω ∈Md(Zp)
(6) Calculer la de´composition LU des matrices ω · Wˆ ′m mod E(u)r (0 6 m < n) :
ω · Wˆ ′m ≡ LmVm (mod E(u)r).
Si l’une des matrices ω · Wˆ ′m n’est pas connue avec suffisamment de pre´cision pour pouvoir de´terminer
sa de´composition LU, revenir en (5)
(7) Calculer les matrices Y1, . . . , Yn modulo u
N par la formule de re´currence (12)
(8) Calculer et retourner la matrice PhiBK donne´e par la formule (14)
La correction de l’algorithme ci-dessus est une conse´quence de la discussion mene´e dans les §§2.2.1,
2.2.2, 2.2.3. De plus, si tous les coefficients des matrices Phi, N et F sont connus avec pre´cision O(pM ),
en suivant les pertes de pre´cision au fil des calculs, on trouve successivement que :
• les coefficients des matricesWm sont connus avec pre´cision au moinsO(pM−mr) ;
• les coefficients des matricesW ′m sont connus avec pre´cision au moinsO(pM−mr−dr) ;
• par le lemme 2.4, les coefficients de la matrice Wˆ ′m sont connus avec pre´cision au moinsO(pM−mr−dr−ρ1)
ou` ρ1 est la constante de´finie dans ce lemme ou` on a pris i = r ;
• par l’aline´a (iii) du the´ore`me 2.9, avec probabilite´ > 12 , le calcul de l’e´tape (6) n’e´choue pas et les
coefficients de la matrice Lm sont connus avec pre´cision au moins O(p
M−mr−dr−ρ1−2⌈ρ2⌉) ou` ρ2
est la constante de´finie dans ce the´ore`me ;
• d’apre`s l’estimation vν(t′i) > −r( 1e(pi−1) + ⌈val(dK/K0)⌉) qui se de´duit du lemme 2.12, les coef-
ficients des matrices Ym puis de la matrice PhiBK que l’on renvoie sont connus avec pre´cision au
moins O(pM−M0 ) ou`M0 est une constante que l’on peut exprimer explicitement.
De meˆme qu’a` la fin du §2.2.3, on peut de´duire de l’expression explicite de M0 que, sous l’hypothe`se
supple´mentaire ν < perp−1 , on a :
M0 = O(dr · log2p( 1ν )). (19)
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2.3 E´tape 2 : Calcul d’un re´seau dans un module de Breuil-Kisin
Maintenant que nous avons calcule´Dν , l’e´tape suivante consiste a` de´terminer unSν-re´seauMν a` l’inte´rieur
deDν qui soit un module de Kisin de hauteur6 r. Remarquons que l’on connaıˆt de´ja` un re´seau a` l’inte´rieur
de Dν : c’est celui donne´ par les vecteurs d’une base de la matrice PhiBK que l’on a calcule´e lors de la
premie`re e´tape et que l’on notera a` partir de maintenantMG-Lν . En outre, de meˆme que pre´ce´demment on a
obtenu une estimation de la constanteM0, on peut de´terminer, par des arguments analogues, une constante
C′ qui de´pend de fac¸on polynoˆmiale de d, r et logp(
1
ν ) et qui ve´rifie :
pC
′
M
G-L
ν ⊂ Sν ⊗S βn(L) ⊂ p−C
′
M
G-L
ν
ou` L ⊂ D est le OK0-re´seau standard engendre´ par les vecteurs de la base de D qui a e´te´ fixe´e au de´part9.
Par ailleurs, d’apre`s la remarque 1.9, il existe une constante C qui s’exprime de fac¸on polynoˆmiale en d, r
et − logp(ν) et un module de Breuil-KisinMν surSν tels que
p−C
′
Sν ⊗S βn(L) ⊂Mν ⊂ pC
′−C · (Sν ⊗S βn(L)).
En posant cν = C +2C
′, on obtient pcν ·MG-Lν ⊂Mν ⊂MG-Lν . De plus, par les re´sultats du §2.2.3, on sait
calculer une constante explicite c telle que φ(MG-Lν ) ⊂ p−c ·MG-Lν . On a en outre c = O(dr · log2p( 1ν )) ou` la
constante dans le O(·) de´pend du corps K et, a` vrai dire, plus pre´cise´ment, de la valuation de la diffe´rente
de K a` K0. De plus, en revenant au calcul de §2.2.3, on se rend compte que cette de´pendance est, au pire,
polynoˆmiale.
Dans cette partie, nous expliquons comment de´terminerMν —ou plutoˆt unMν convenable— connais-
sant MG-Lν et c0. Le §2.3.1 est consacre´ a` quelques rappels, extraits de [8], concernant la manipulation
algorithmique desSν-modules. On entre dans le cœur du sujet avec les nume´ros suivants. Dans les §§2.3.2
et 2.3.3, on montre comment, en ite´rant le Frobenius, on parvient a` construire un module de Breuil-Kisin
Mν,D de´fini non pas sur Sν mais sur un anneau de se´ries formelles a` coefficients dans K0[ D
√
p] (pour un
certain entierD bien choisi). Dans le §2.3.4, on explique comment, quitte a` faire quelques petites modifica-
tions, on peut redescendreMν,D en un authentique module de Breuil-Kisin de´fini (et libre) surSν et, enfin,
dans le §2.3.5, on pre´sente l’algorithme obtenu sous forme synthe´tique.
2.3.1 L’algorithmique des Sν-modules : rappels et comple´ments
On rappelle dans ce nume´ro quelques algorithmes tire´s de [8] pour la manipulation desSν-modules. Ceux-
ci seront constamment utilise´s dans la suite.
D’un point de vue algorithmique, le fait que S ne soit pas un anneau principal est un souci majeur. En
effet, sur un anneau A non principal, il existe par de´finition des sous-modules de Ad qui ne sont pas libres,
et travailler sur machine avec des modules non libres est nettement plus difficile. Par chance, la structure de
S est suffisamment simple (il s’agit d’un anneau local re´gulier de dimension 2) pour que l’on puisse quand
meˆme syste´matiquement se ramener a` des modules libres quitte a` ajouter de temps en temps un morceau
fini. Plus pre´cise´ment, si M est un sous-S-module de type fini de (E+)d, on de´finit
Max(M) =
{
x ∈ (E+)d
∣∣ ∃n ∈ N, pnx ∈M et unx ∈M}.
Il est clair que le quotient Max(M)/M est annule´, a` la fois, par une puissance de p et une puissance de u.
Comme M est finiment engendre´, ceci implique que Max(M)/M est de longueur fini comme S-module.
En particulier, c’est un ensemble fini si le corps re´siduel k est lui-meˆme fini. Il fait ainsi sens de dire que
l’on passe deM a` Max(M) en ≪ ajoutant un morceau fini≫.
The´ore`me 2.13 (Iwasawa). Pour tout S-module de type fini M ⊂ (E+)d, le module Max(M) est le plus
petit sous-module libre de (E+)d qui contientM.
Si l’on suppose que l’on sait manipuler dans leur inte´gralite´ les e´le´ments deS, le Max que l’on a de´fini
ci-dessus a, de surcroıˆt, la proprie´te´ inte´ressante de pouvoir eˆtre calcule´ explicitement ; un ≪ algorithme≫,
pour ce faire, est de´crit dans le §3.3.1 de [8]. Pour le propos de cet article, on aura besoin de l’appliquer
9Il s’agit de la base deD dans lesquelles les matrices Phi, N et F ont e´te´ e´crites.
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uniquement dans un cas particulier plus simple qui est celui du calcul de Max(M + xS) ou` M est un
sous-module libre de (E+)d de rang maximal donne´ par l’interme´diaire d’une base et x est un vecteur de
Sd. Dans ce cas, si on note v0 (resp. deg0) la valuation de Gauss (resp. le degre´ de Weierstrass) sur S,
l’algorithme fonctionne comme suit :
Algorithme 3 : AJOUTVECTEUR(M, x)
Entre´e : une base (e1, . . . , ed) deM ⊂ (E+)d et un vecteurX ∈ (E+)d
Sortie : une base de Max(M+XS)
1 (x1, . . . , xd)← coordonne´es de x sur la base (e1, . . . , ed);
2 tant que l’un des xi n’est pas dansS faire
3 i← indice tel que v0(xi) est minimal;
4 j ← indice distinct de i tel que v0(xj) est minimal;
5 δ ← min(0, v0(xj))− v0(xi); xi ← pδxi; ei ← p−δei;
6 si v0(xj) < 0 alors
7 si deg0(xi) < deg0(xj) alors e´changer i et j;
8 ;
9 (q, r) ← quotient et reste de la division euclidienne de xi par xj ;
10 xi ← r; ei ← ei + qej ;
11 retourner (e1, . . . , ed);
La de´monstration de la correction de l’algorithme pre´ce´dent n’est pas tre`s difficile. On commence par
remarquer qu’apre`s chaque ite´ration, la famille des ei reste toujours libre, que l’espace qu’elle engendre est
inclus dans Max(M + xS) et, finalement, que la relation x = x1e1 + · · · + xded continue d’eˆtre ve´rifie´e.
Ainsi, lorsque l’on quitte la boucle, x s’e´crit comme combinaison line´aire a` coefficients dans S des ei ;
autrement dit, si on appelle M′ l’espace engendre´ par ces ei, on a x ∈ M′ et donc M + xS ⊂ M′. Par
ailleurs, comme les ei forment une famille libre, le module M
′ est libre et l’inclusion pre´ce´dente donne
alors Max(M + xS) ⊂ M′. L’e´galite´ en re´sulte puisque l’on a de´ja` dit que l’inclusion pre´ce´dente e´tait
vraie.
Dans la suite, on aura besoin de travailler non seulement avec des S-modules, mais aussi avec Sν -
modules. Or, malheureusement, le the´ore`me 2.13 ne vaut plus lorsque l’on remplace S par Sν . Pour
re´soudre ce proble`me, on suppose que ν est un nombre rationnel s’e´crivant sous la forme ν = ab , on
fixe un e´le´ment̟b ∈ K¯ tel que̟bb = p et on introduit l’anneau
Sν,b =
{∑
i∈N
aiu
i
∣∣∣ ai ∈ K0[̟b]
val(ai) + νi > 0, ∀i
}
.
Celui-ci s’identifie a` l’anneau des se´ries formelles a` coefficients dans OK0 [̟b] — qui est l’anneau des
entiers deK0[̟b]— en la variable
u
̟ab
, d’ou` on de´duit que le the´ore`me d’Iwasawa s’applique a` cet anneau.
Pour e´viter les confusions, on notera Maxν,b le foncteur Max correspondant ; en posant E+ν,b = Sν,b[1/p],
on a donc
Maxν,b(Mν,b) =
{
x ∈ (E+ν,b)d
∣∣ ∃n ∈ N, pnx ∈Mν,b et ( u̟ab )nx ∈ Mν,b
}
pour un Sν,b-module de type fini Mν,b ⊂ (E+ν,b)d. Lorsqu’en outre Mν,b est de´fini sur Sν , on peut
de´montrer (voir proposition 3.9 et lemme 3.18 de [8]) que Maxν,b(Mν,b) admet une base forme´e des vec-
teurs de la forme ei = ̟
−bi
b Bi avec bi ∈ N et Bi ∈ (E+ν )d. Mieux encore, si l’on applique l’algorithme 3
avec pour entre´e des vecteurs ei et x prenant la forme pre´ce´dente, alors la sortie a e´galement cette forme
10.
Enfin, dans le §3.3.4 de [8], il est pre´sente´ un algorithme qui, e´tant donne´ un Sν,b-module libre Mν,b
engendre´ par des vecteurs ei = ̟
−bi
b Bi avec bi ∈ N et Bi ∈ (E+ν )d, calcule l’intersection Mν,b ∩ (E+ν )b.
Dans le cas ge´ne´ral, la description de cet algorithme n’est pas triviale11 mais elle prend une forme parti-
culie`rement simple lorsque ν = 1b ; en effet, dans ce cas, on montre que, si qi et ri de´signent respectivement
10On peut utiliser cette remarque pour de´montrer que Maxν,b(Mν,b) prend la forme annonce´e lorsque Mν,b est de´fini sur Sν ; il
s’agit d’ailleurs de l’approche qui est suivie dans [8].
11Elle fait appel a` la the´orie des fractions continues, au moins si l’on souhaite une version efficace.
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le quotient et le reste de la division euclidienne de −bi par b, l’intersectionMν,b ∩ (E+ν )b est engendre´e par
les vecteurs
pqi+1Bi et p
qiuriBi
pour i variant de 1 a` d.
Tel qu’il est e´crit, l’algorithme 3 souffre d’un de´faut majeur lie´ a` la pre´cision : lorsqu’un e´le´ment x ∈ E+
n’est connu qu’a` pre´cision u-adique fini, il n’est pas possible de calculer v0(x) ! En effet, si x =
∑
i∈N aiu
i
(avec ai ∈ K0) et si l’on ne connaıˆt que les ai pour i < N , il est impossible de dire avec certitude quel est
le minimum des val(ai). Or, manifestement, savoir calculer les valuations d’e´le´ments de E+ est essentiel au
bon de´roulement de l’algorithme 3.
Re´soudre ce proble`me sans hypothe`se supple´mentaire paraıˆt tre`s de´licat. Il est toutefois possible d’y
apporter une re´ponse satisfaisante si l’on suppose en outre queX ∈ p−cM pour un certain entier c connu, ce
qui revient encore a` dire que tous les xi sont dans p
−cS. Or, si on travaille sur machine avec la repre´sentation
PAG des e´le´ments deS (voir §2.1), un entier c ve´rifiant la condition pre´ce´dente est facile a` obtenir : c’est le
minimum des garanties des e´le´ments xi. Toutefois, dans un souci de simplification, plutoˆt que de recourir
aux informations contenues dans les repre´sentations PAG, nous supposons simplement par la suite qu’un
entier c convenable est passe´ en argument a` l’algorithme 3. Ceci ne portera pas a` pre´judice car, dans la
situation qui nous occupe, un tel entier c sera connu a priori graˆce au calcul du §2.2.3.
Expliquons a` pre´sent comment utiliser cette hypothe`se supple´mentaire que nous venons de formuler.
Cela ne coule pas de source car elle n’est, de fait, pas suffisante pour garantir que l’on puisse calculer les
v0(xi). Cependant, si les calculs se font a` la pre´cision u-adiqueO(u
N ), elle assure que l’on peut de´terminer
sans ambiguı¨te´ les vc/N (xi) au moins si ceux-ci sont ne´gatifs ou nuls : si un e´le´ment x =
∑
i∈N aiu
i est
dans p−c S, tous les coefficients ai ont une valuation > −c, d’ou` on tire que val(ai) + cN i > 0 de`s que
i > N . Or, un examen rapide de l’algorithme 3 montre que son comportement n’est pas modifie´ si l’on
commet une erreur sur le calcul d’une valuation positive (dans la mesure, bien suˆr, ou` l’on obtient quand
meˆme un re´sultat positif). Ainsi, sous l’hypothe`se supple´mentaire que l’on a faite, afin de faire fonctionner
l’algorithme 3 avec des calculs a` pre´cision finie uN , il suffit de remplacer partout v0 par vc/N et E+ par
E+ν,N . Le re´sultat renvoye´ est une base de Max2c/N,N(S2c/N,N ⊗Sν M + x S2c/N,N) si l’on souhaite
un re´sultat exact. Si l’on peut se contenter d’un re´sultat approche´ a` uN , l’algorithme renvoie une base de
Maxc/N,N(Sc/N,N ⊗Sν M + xSc/N,N) avec cN a` la place de 2cN ; exactement, cela signifie que, quitte a`
ajouter des multiples de uN aux vecteurs renvoye´s par l’algorithme, ceux-ci forment une base du dernier
espace que l’on a e´crit. Tout ceci s’e´tend au cas ou` l’on part d’un module M et d’un vecteur x de´finis sur
Sν,b et que l’on prend pourN un multiple de b.
Utilisation de l’algorithme 3 pour la suite Dans la suite de cet article, on manipulera essentiellement
des modules sur les anneauxSν,b munis d’un ope´rateur semi-line´aire φ et, plutoˆt que de calculer une base
d’un tel module, il sera souvent plus inte´ressant, pour ce que l’on souhaite faire, de calculer l’action de φ
sur ce module. Ainsi, plutoˆt qu’un algorithme qui prend en entre´e un moduleM, un vecteur x et renvoie le
Max du module engendre´ parM et x (apre`s une extension e´ventuelle des scalaires), on utilisera avec plaisir
un algorithme qui prend en entre´e une matrice PhiBK donnant l’action d’un ope´rateur φ agissant sur un
module M et un vecteur x et qui renvoie une nouvelle matrice PhiBK donnant cette fois-ci l’action de φ
sur le Max du module engendre´ parM et x (encore une fois, e´ventuellement, apre`s extension des scalaires).
C’est exactement ce que fait l’algorithme 4, pre´sente´ page 27. En plus de cela, il prend en compte toutes
les remarques et ame´liorations qui ont e´te´ mises en lumie`re pre´ce´demment et met a` profit la remarque sur la
forme particulie`re̟−biN Bi que prennent les vecteurs de base que l’on calcule pour faire en sorte de toujours
travailler uniquement sur les anneaux E+ν , et non sur les E+ν,b.
2.3.2 Une ide´e simple
On revient a` pre´sent a` la situation du de´but du §2.3. Cependant, dans cette partie introductive destine´e
simplement a` pre´senter les ide´es sous-jacente a` l’algorithme, on suppose pour simplifier que ν = 0. On
suppose donc donne´s un S-moduleMG-L, ainsi que des entiers c et c0 ve´rifiant φ(M
G-L) ⊂ p−c ·MG-L et
pc0 ·MG-L ⊂M ⊂MG-L pour un certain module de Breuil-KisinM.
PuisqueM doit eˆtre un module de Breuil-Kisin, il est particulier stable par φ et donc, s’il contientMG-L,
il contient ne´cessairement aussi φ(MG-L) et donc par suite la somme MG-L +
〈
φ(MG-L)
〉
S
. Comme en
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Algorithme 4 : CHANGEBASE(b,PhiBK, a,X, c,N, ν) Hypothe`se : Nν est entier
Notation : :Si V est un vecteur, on de´signe par V [i] sa i-ie`me composante
:Si A est une matrice, on de´signe par :
: A[i, j] son coefficient en i-ie`me ligne et j-colonne
: A[i, ·] sa i-ie`me ligne
: A[·, j] sa j-ie`me colonne
NB : :Tous les calculs dans cet algorithme sont effectue´s a` pre´cision uN
Entre´e : :⋆ un vecteur b = (b1 . . . bd) d’entiers relatifs
:⋆ une matrice PhiBK ∈Md(E+ν ) donnant l’action, dans la base canonique (ei)16i6d,
: d’un ope´ration semi-line´aire φ : (E+ν,N )d → (E+ν,N )d
:⋆ un vecteur x ∈ (E+ν,N )d donne´ sous la forme x = ̟−aN X
: ou` a est un entier et X un vecteur colonne a` coefficients dans E+ν
:⋆ les parame`tres habituels c, N et ν
Sortie : :⋆ un vecteur b′ = (b′1 . . . b
′
d) d’entiers relatifs
:⋆ la matrice PhiBK′ de φ e´crite dans la base des e′i ou` les ̟
−b′i
N e
′
i
: forment une base de Maxν+c/N,N
(〈
x, ̟−biN ei (1 6 i 6 d)
〉)
1 ν′ ← ν + cN ;
2 tant que il existe i tel que vν′(X [i]) + bi < a faire
3 i← indice tel que vν′(X [i]) + bi est minimal; vi ← vν′(X [i]) + bi;
4 j ← indice distinct de i tel que vν′(X [j]) + bj est minimal; vj ← vν′(X [j]) + bj;
5 δ ← min(a, vj)− vi; bi ← bi + δ;
6 si vj < a alors
7 si degν′(X [i]) < degν′(X [j]) alors e´changer i et j;
8 ;
9 (q, r) ← quotient et reste de la division euclidienne (dans E+ν ) deX [i] parX [j];
10 X [i]← r;
11 PhiBK[·, i]← PhiBK[·, i] + φ(q) · PhiBK[·, j];
12 PhiBK[i, ·]← PhiBK[i, ·]− q · PhiBK[j, ·];
13 retourner b,PhiBK;
outre M est libre, il contient ne´cessairement le Max de cette somme d’apre`s le the´ore`me 2.13. En re´pe´tant
l’argument, on trouve que M contient tous les sous-modulesM(s) ⊂ E+ ⊗S MG-L de´finis par re´currence
par :
M
(1) = MG-L ; M(s+1) = Max
(
M
(s) +
〈
φ(M(s))
〉
S
)
. (20)
Comme tous lesM(s) sont inclus dans p−c0MG-L qui est libre de rang fini sur l’anneauS qui est noethe´rien,
la suite desM(s), qui est manifestement croissante, est stationnaire. SoitM(∞) sa limite ; a` l’e´vidence, c’est
un sous-S-module libre de D qui est stable par φ. La proposition suivante montre que cela suffit a` en faire
un module de Breuil-Kisin.
Proposition 2.14. SoientM un module de Breuil-Kisin de hauteur 6 r sur S et D = E+ ⊗S M. Soit M′
un sous-S-module de D libre de rang fini, stable par φ tel que D = E+ ⊗S M′. Alors M′ est un module
de Breuil-Kisin de hauteur6 r.
De´monstration. On suppose pour commencer que M est de rang 1 ; il en est alors de meˆme de M′. On
note x (resp. x′) une base de M (resp. de M′) sur S et on note s (resp. s′) l’unique e´le´ment de S tel que
φ(x) = sx (resp. φ(x′) = s′x′). On introduit e´galement l’e´le´ment a ∈ E+ de´fini par l’e´galite´ x′ = ax.
Il est inversible dans E+ (puisque E+ ⊗S M = E+ ⊗S M′ = D) et s’e´crit donc sous la forme a = pnb
avec n ∈ Z et b inversible dans S. Par ailleurs, de φ(x′) = φ(ax) = φ(a)φ(x) = φ(a)sx, on de´duit la
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relation s′ = φ(a)a s =
φ(b)
b s. Or, commeM est un module de Breuil-Kisin de hauteur 6 r, il est clair que
s divise E(u)r. Ainsi s′ divise lui aussi E(u)r, ce qui implique re´ciproquement que M′ est un module de
Breuil-Kisin de hauteur6 r.
Si maintenantD est de rang d, on conside`re sa d-ie`me puissance exte´rieureΛdD. A` l’inte´rieur de ce E+-
module de rang 1 vivent les re´seaux ΛdM et ΛdM′. Le premier est un module de Breuil-Kisin de hauteur
6 dr, d’ou` il re´sulte, via le premier point, qu’il en est de meˆme du second. Cela implique facilement que
M
′, lui-meˆme, est un module de Breuil-Kisin de hauteur 6 dr. Il faut a` pre´sent montrer qu’il est en fait de
hauteur6 r. Pour cela, on fixe uneS-base (e′1, . . . , e
′
d) deM
′ et on conside`re un e´le´ment x ∈M′. Puisque
M est de hauteur 6 r et que les e′i forment une E+-base deD = M[1/p], on peut e´crire le produit E(u)rx
sous la forme :
E(u)rx = a1φ(e
′
1) + a2φ(e
′
2) + · · ·+ adφ(e′d)
pour des e´le´ments ai ∈ E+. Pour conclure, il suffit de de´montrer que tous les ai sont dans S. Or, puisque
l’on a prouve´ que M′ est de hauteur 6 dr, on sait que E(u)rdx appartient au S-module engendre´ par les
φ(e′1), ce qui revient a` dire que tous lesE(u)
r(d−1)ai appartiennent a`S. En prenant les valuations de Gauss,
on trouve r(d − 1)v0(E(u)) + v0(ai) > 0, soit encore v0(ai) > 0 car v0(E(u)) = 0. Ainsi ai ∈ S pour
tout i et on a bien de´montre´ ce qui avait e´te´ annonce´.
A` ce stade, on a compris ce que l’on a a` faire pour calculer un module de Breuil-Kisin M a` l’inte´rieur
de D : on calcule les M(n) de´finis par la formule re´currence (20) jusqu’a` ce que celle-ci stationne et, a` ce
moment, le moduleM(∞) obtenu est un module de Breuil-Kisin comme souhaite´. On peut en outre borner
explicitement le rang a` partir duquel la suite desM(n) stationne, comme le pre´cise le lemme suivant.
Lemme 2.15. Sous les hypothe`ses pre´ce´dentes, on aM(∞) = M(d).
De´monstration. Soit OE le comple´te´ p-adique de S[1/u]. La valuation de Gauss v0 s’e´tend a` OE et fait de
ce dernier un anneau de valuation discre`te complet de corps re´siduel k((u)). De meˆme, il est clair que le
Frobenius φ se prolonge en un endomorphisme de OE . Par ailleurs, il suit du the´ore`me 3.12 (applique´ avec
ν = 0) de [8] qu’en posant M (n) = OE ⊗S M(n), on a les deux proprie´te´s suivantes valables pour tout
n > 0 :
(i) l’e´galite´M(n) = M(n+1) est e´quivalente a`M (n) = M (n+1) ;
(ii) M(n+1) = M(n) + (φ⊗ φ)(M(n)).
Pour tout entier n, notons fn :
M(n)
p M(n)
→ M(∞)
p M(∞)
l’application de´duite de l’inclusion M (n) ⊂ M (∞) ; il
s’agit d’une application k((u))-line´aire entre k((u))-espaces vectoriels de dimension d. De la suite d’inclu-
sionsM (n) ⊂ M (n+1) ⊂ M (∞), on de´duit que fn se factorise par fn+1 et, par suite, que l’image de fn+1
contient celle de fn. On a ainsi la suite d’inclusions :
im f0 ⊂ im f1 ⊂ · · · ⊂ im fd+1.
Comme tous les espaces ci-dessus sont des sous-k((u)-espaces vectoriels de M
(∞)
p M(∞)
qui est de dimension
d, il existe ne´cessairement un entier ℓ 6 d tel que im fℓ = im fℓ+1. En revenant aux de´finitions, cela
signifie que, pour cet entier ℓ, on aM (ℓ+1) ⊂ M (ℓ) + pM (∞). En appliquant φ ⊗ φ a` cette e´galite´ puis en
sommant, on obtientM (ℓ+2) ⊂M (ℓ+1)+pM (∞) ⊂M (ℓ)+pM (∞). En re´pe´tant l’argument, on de´montre
par re´currence que, pour tout entier n, l’inclusionM (ℓ+n) ⊂ M (ℓ) + pM (∞) est ve´rifie´e. En passant a` la
limite, on en de´duit que M (∞) ⊂ M (ℓ) + pM (∞). Ceci implique que M (∞) ⊂ M (ℓ) puis que ces deux
espaces coı¨ncident e´tant donne´ que l’inclusion re´ciproque est vraie par construction. Comme ℓ 6 d, on en
de´duit l’e´nonce´ du lemme.
Remarque 2.16. Plutoˆt que de calculer les M(n) un par un a` l’aide de la formule ite´rative (20), il est bien
plus efficace de proce´der comme suit. On pose φ0 = φ, M(0) = M
G-L et on de´finit par re´currence :
φm+1 = φm ◦ φm ; M(m+1) = Max
(
M(m) +
〈
φm(M(m))
〉
S
)
. (21)
Il est facile de montrer queM(m) = M
(2m) pour tout entier i > 0. Ainsi comme on sait par le lemme 2.15
que la suite des M(n) stationne au plus apre`s d e´tapes, la limite sera atteinte au bout de log2 d e´tapes pour
la suite desM(m). Ceci constitue un gain important pour la complexite´.
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Les complications Les principales complications viennent du fait que, malheureusement, on ne peut pas
faire comme si tout se passait surS. En effet,
(i) on ne dispose en ge´ne´ral pas du module MG-L — qui, rappelons-le, sert de point de de´part pour les
ite´rations que l’on souhaite faire — mais uniquement d’unMG-Lν pour un certain ν > 0 (que l’on peut,
certes, choisir), et
(ii) comme cela a e´te´ explique´ au §2.3.1, on ne peut pas calculer un Max en restant a` ν constant a` cause
des proble`mes de pre´cision.
On est ainsi amene´ a` reprendre tout ce qui pre´ce`de en essayant de remplacer partour S par Sν . Or, de´ja`
sans aller tre`s loin, on voit apparaıˆtre de nombreux proble`mes ; en vrac
• la notion de Max n’a pas e´te´ de´finie sur les anneauxSν : il va donc falloir, comme cela est explique´
au §2.3.1 travailler sur des extensionsSν,b puis redescendre a` Sν en prenant des intersections ;
• il n’est pas vrai, en ge´ne´ral, que l’intersection de Dν avec un Sν,b-module libre est libre sur Sν ; il
faudra donc travailler davantage pour obtenir un module de Breuil-Kisin ;
• afin de pouvoir appliquer le the´ore`me 1.11, il faut que la pente a` laquelle on aboutit finalement reste
< p−1per ; comme la pente est modifie´e apre`s chaque calcul de Max, il faudra faire attention a` controˆler
le nombre de ces calculs.
Ces proble`mes sont re´solus dans les nume´ros suivants. Pre´cise´ment, dans le §2.3.3 ci-apre`s, on explique
comment a` partir de la donne´e de MG-Lν (pour un ν > 0) et de l’entier cν correspondant, on peut construire,
en ite´rant le Frobenius, un Sν′,b-module libre Mν′,b stable par φ (pour un certain b et un certain ν
′ > ν).
L’intersection Sν′,b ∩ (E+ν′ ⊗Sν MG-Lν ) — que l’on sait calculer (voir §2.3.1) — apparaıˆt alors comme un
candidat raisonnable pour eˆtre un module de Breuil-Kisin Mν′ . He´las, en ge´ne´ral, cela ne fonctionne pas
tel quel car rien n’assure qu’elle est libre sur Sν′ . Nous re´solvons ce proble`me, ainsi que quelques autres,
dans le §2.3.4.
2.3.3 Ite´ration du Frobenius
A` partir de maintenant, on oublie le cas d’e´cole ≪ ν = 0≫ et on se place a` nouveau dans le cas ≪ ν > 0 ≫ :
pre´cise´ment, on suppose donne´s un Sν-module M
G-L
ν muni d’une application semi-line´aire φ : M
G-L
ν →
p−c · MG-Lν pour un certain entier c = O(dr · log2p( 1ν )) connu. On suppose en outre que l’on connaıˆt
un entier cν pour lequel on a la garantie qu’il existe un module de Breuil-Kisin de hauteur 6 r compris
entre p−cν MG-Lν et M
G-L
ν . On rappelle que l’application φ dont il a e´te´ question ci-dessus est donne´e par
l’interme´diaire de sa matrice (dans une certaine base) note´e PhiBK et que celle-ci est connue modulo uN
pour un certain entier N que l’on peut choisir comme on le souhaite.
A` partir de maintenant, on notera cG-L a` la place de cν ; cela permettra, malgre´ les apparences, d’e´viter
quelques confusions : en effet, dans la suite, on sera amene´ a` conside´rer de multiples autres pentes que ν,
alors que la constance cG-L, elle, sera toujours la meˆme.
La suite des M(n) revisite´e Pour pouvoir appliquer les algorithmes rappele´s au §2.3.1 a` la situation
pre´sente, on introduit deux nouveaux parame`tres entiersD etN , que l’on choisira judicieusement plus tard.
Conforme´ment aux notations du §2.3.1, l’entier N de´signera la pre´cision u-adique a` laquelle les calculs
seront effectue´s. Pour le moment, on conserve une certaine liberte´ sur le choix de D et N et on impose
seulement que N soit un de´nominateur de ν (i.e. que Nν soit entier), que D soit un de´nominateur de ν′ et
queD divise N . On va adapter la de´finition de la suite desM(n) afin que l’action du Frobenius sur ceux-ci
puisse eˆtre calcule´e a` l’aide de l’algorithme 4. En fait, plutoˆt qu’une seule suite, on va en de´finir trois :
(M
(n)
νn,N
) avec νn = ν +
2nc
N , (M
(n)
νn,D
) et (M
(n)
ν′,D). Dans l’e´criture pre´ce´dente, l’exposant (n) correspond,
bien entendu, au rang dans la suite tandis que les indices indiquent sur quel anneau le module correspondant
est de´fini. On notera en particulier que N est un de´nominateur commun a` tous les νn ; les anneaux Sνn,N
sont donc des anneaux de se´ries formelles en une variable, au meˆme titre d’ailleurs que l’anneau Sν′,D
d’apre`s l’hypothe`se faite surD. Pour l’initialisation, on pose :
M
(0)
ν,N = Sν,N ⊗Sν MG-Lν ; M(0)ν,D = Sν,D ⊗Sν MG-Lν ; M(0)ν′,D = Sν′,D ⊗Sν MG-Lν .
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Si on suppose maintenant que les suites pre´ce´dentes sont construites jusqu’au rang n, on distingue les deux
cas suivants :
• soit le moduleM(n)ν′,D est stable par φ et, a` ce moment, on arreˆte le processus,
• soit il existe un vecteur xn ∈ φ(M(n)νn,D), xn 6∈ M
(n)
ν′,D et on de´finit alors
M
(n+1)
νn+1,N
= Maxνn+1,N
(
Sνn+1,N ⊗Sνn,N M
(n)
νn,N
+ xn Sνn+1,N
)
M
(n+1)
νn+1,D
= M
(n+1)
νn+1,N
∩ (E+νn+1,D ⊗Sν MG-Lν )
M
(n+1)
ν′,D =
(
Sν′,N ⊗Sνn+1,N M
(n+1)
νn+1,N
) ∩ (E+ν′,D ⊗Sν MG-Lν ).
On remarquera que, dans ce qui pre´ce`de, on a fait l’hypothe`se implicite que νn+1 6 ν
′ ; en effet, dans
le cas contraire, les produits tensoriels que l’on a e´crits n’ont aucun sens. Dans la suite, on choisira les
parame`tres D et N de sorte que le processus s’arreˆte toujours avant que cette ine´galite´ ne soit viole´e. On
notera e´galement qu’il n’est a priori pas e´vident que les deux cas que l’on a se´pare´s recouvrent tous les
possibles ; en effet, il se pourrait tre`s bien, a` premie`re vue, que φ(M
(n)
νn,D
) soit inclus dansM
(n)
ν′,D sans pour
autant que φ(M
(n)
ν′,D) le soit. Toutefois, d’apre`s le lemme 2.17 ci-apre`s, cela ne peut se produire.
Avec ce qui a e´te´ rappele´ au §2.3.1, une re´currence imme´diate montre que, tant qu’il est bien de´fini, le
moduleM
(n)
νn,N
admet une base sur Sνn,N compose´e de vecteurs de la forme ̟
−b
(n)
i
N B
(n)
i ou` les b
(n)
i sont
des entiers, les B
(n)
i appartiennent a` E+νn ⊗Sν MG-Lν et ou` on rappelle que̟N ∈ K¯ est un e´le´ment ve´rifiant
̟NN = p.
Lemme 2.17. On conserve les notations pre´ce´dentes. Soit n est un entier pour lequel M
(n)
νn,N
est de´fini.
Alors le module M
(n)
ν′,D est libre sur Sν′,D et admet pour base la famille des ̟
−a
(n)
i
D B
(n)
i (1 6 i 6 d) ou`
a
(n)
i de´signe la partie entie`re de
D
N b
(n)
i .
En particulier,M
(n)
νn,D
engendreM
(n)
ν′,D commeSν′,D-module.
De´monstration. Pour la premie`re assertion, il s’agit de montrer que si b est un entier, alors ̟−bN Sν′,N ∩
E+ν′,D = ̟−aD Sν′,D ou` a est la partie entie`re de bDN . Or, si un e´le´ment x =
∑
i∈N aiu
i appartient a` cette
intersection, on doit avoir val(ai) ∈ 1DZ et val(ai) > ν′i− bN pour tout i. Le produitD · val(ai) doit alors
eˆtre un entier > Dν′i− bDN . Comme on a suppose´ queD est un de´nominateur de ν′, on en de´duit queDν′i
est entier, puis queD · val(ai) > Dν′i− a. Cela signifie exactement que x ∈ ̟−aD Sν′,D.
La seconde assertion est maintenant claire puisque, d’une part, M
(n)
νn,D
⊂ M(n)ν′,D et, d’autre part, tous
les ̟
b
(n)
i
D B
(n)
i sont e´le´ments deM
(n)
νn,D
.
Lemme 2.18. Le processus ite´ratif que l’on a de´fini pre´ce´demment prend fin au plus au bout de cG-L · dD
e´tapes.
Remarque 2.19. La borne ci-dessus peut paraıˆtre bien paˆle par rapport a` ce que nous avions prouve´ dans
le cas d’e´cole ≪ ν = 0≫ (voir lemme 2.15). Toutefois, nous n’avons pas re´ussi a` adapter la de´monstration
de ce lemme a` cette nouvelle situation ; de nombreux proble`mes se posent et, en particulier, celui de la
non-stabilite´ de Sν′,D[(
u
̟Dν
′
D
)−1] par φ. Pire encore, des simulations nume´riques montrent qu’il n’est pas
vrai que, dans le cas ν > 0, le processus prend ne´cessairement fin en moins de d e´tapes ; toutefois, la borne
donne´e par le lemme 2.18 ne nous paraıˆt pas optimale.
De´monstration. Soit ℓ le plus grand entier tel queM
(ℓ)
ν′,D soit de´fini. On veut de´montrer que ℓ 6 cG-L · dD.
Pour cela, on va mettre a` profit la suite d’inclusions suivante :
M
(0)
ν′,D (M
(1)
ν′,D (M
(2)
ν′,D ( · · · ( · · · (M(ℓ)ν′,D ⊂ p−cG-L M(0)ν′,D
qui, apre`s passage au de´terminant, donne une suite d’inclusions analogue sur les Λd M
(n)
ν′,D sauf que le
coefficient p−cG-L est remplace´ par p−dcG-L dans le dernier module. Soit x une base de p−dcG-L Λd M
(0)
ν′,D
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sur Sν′,D, et soient s1, . . . , sℓ des e´le´ments de Sν′,D tels que snx soit une base de Λ
d
M
(n)
ν′ . On a alors
s0 = p
cG-L·d = ̟cG-L·dDD et sn+1 divise sn pour tout n ∈ {0, . . . , ℓ − 1}. Or ̟D engendre un ide´al
premier dansSν′,D. Il en re´sulte qu’a` multiplication par des e´le´ments inversibles pre`s, tous les sn sont des
puissances de ̟D. Les exposants qui apparaissent forment une suite d’entiers strictement de´croissante qui
commence a` cG-L · dD et se termine a` 0. Clairement, sa longueur est donc majore´e par cG-L · dD + 1.
Ainsi, si l’on choisitN supe´rieur ou e´gal a` 2c cG-L·dDν′−ν , on a νn 6 ν
′ pour tout n 6 cG-L ·dD, et le lemme
ci-dessus implique que le processus ite´ratif que l’on a de´fini pre´ce´demment ne peut s’arreˆter en raison d’une
violation de l’ine´galite´ νn 6 ν
′. Autrement dit, il s’arreˆte ne´cessairement lorsque l’on a trouve´ un M
(n)
ν′,D
stable par φ.
L’algorithme proprement dit Le proce´de´ ite´ratif pre´ce´dent peut, sans proble`me, eˆtre transforme´ en un
ve´ritable algorithme qui calcule la matrice donnant l’action de φ sur M
(n)
νn,N
et s’arreˆte lorsque M
(n)
ν′,D est
stable par φ. En effet, du fait queM
(0)
ν,N est stable par p
−c ·φ, on de´duit que l’on peut utiliser l’algorithme 4
pour calculer l’action de φ surM
(1)
ν1,N
et, en examinant cet algorithme, on montre queM
(1)
ν1,N
est, lui aussi,
stable par p−c · φ. On peut ainsi ite´rer le proce´de´ et calculer, comme annonce´, l’action de φ sur chacun des
M
(n)
νn,D
. Comme en outre, le processus pre´ce´dent prend fin au bout d’au plus cG-L · dD e´tapes (par le lemme
2.18), la pente ν se de´passe jamais la valeur critique ν′.
Par ailleurs, pour tester la stabilite´ de M
(n)
ν′,D, on peut proce´der comme suit : (1) a` partir du lemme 2.17
et la matrice donnant l’action de φ sur M
(n)
νn,N
calcule´e pre´cedemment, on de´termine la matrice de l’action
de φ sur M
(n)
ν′,D et (2) on ve´rifie que cette matrice est a` coefficients dans Sν′ ce qu’il est possible de tester
en ne regardant que les termes en ui pour i < N e´tant donne´ que ν′ > νn +
c
N
12,
L’algorithme 5 re´sume, de fac¸on concise ce que l’on vient de dire.
Algorithme 5 : ITERATIONFROBENIUS(ν, ν′,PhiBK, c)
Entre´e : :⋆ des nombres rationnels 0 < ν < ν′
:⋆ une matrice PhiBK ∈Md(E+ν )
: donnant l’action, dans la base canonique, d’un ope´rateur φ-semi-line´aire φ sur (E+ν )d
:⋆ une constante c > 0 telle que pc · PhiBK ∈Md(Sν)
:⋆ une constante cG-L > 0 telle qu’il existe
: un module de Breuil-KisinMν compris entre p
−c (E+ν )d et (E+ν )d
Sortie : :⋆ la matrice de φ agissant sur un module de Breuil-KisinMν′ surSν′
: tel que p−c Sdν′ ⊂Mν′ ⊂ Sdν′
1 D ← un de´nominateur de ν′;
2 N ← plus petit multiple deD supe´rieur ou e´gal a` cG-L·dDν′−ν ;
3 a← (0, . . . , 0); b← (0, . . . , 0);
4 tant que il existe (i, j) tel queD · vν(PhiBK[i, j]) < a[j]− a[i] faire
5 (i, j)← un tel couple;
6 b,PhiBK← CHANGEBASE(b,PhiBK, ND a[j],PhiBK[·, j], c, N, ν);
7 pour i allant de 1 a` d faire a[i]← Floor( b[i]DN );
8 ;
9 ν ← ν + cN ;
10 retourner a,PhiBK;
12Cela pourrait e´ventuellement ne pas se produire si n = cG-L ·dD. Mais, dans ce cas
13 , la borne du lemme 2.18 apporte la garantie
queM
(n)
ν′,D
est automatiquement stable par φ et on peut donc se dispenser de faire le test.
13En fait, ce cas ne se produit jamais. En effet, toujours d’apre`s le lemme 2.18, si l’on arrive a` calculer M
(n)
ν′,D
pour n = cdD,
ne´cessairement M
(n)
ν′
= p−c M
(0)
ν′,D
et celui-ci est stable par φ. Ainsi M
(0)
ν,D′
serait lui aussi stable par φ et on n’aurait duˆ s’arreˆter
avant meˆme la premie`re ite´ration.
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Remarque 2.20. Dans la remarque 2.16, nous avions pre´sente´ une ide´e permettant, semble-t-il, d’aboutir a`
une convergence beaucoup plus rapide vers la solution et consistant a` ite´rer non pas l’ope´rateur φ lui-meˆme
mais ses puissances. Toutefois, lorsque l’on essaie de l’appliquer a` notre situation pre´cise, on se heurte a` un
certain nombre de difficulte´s que les auteurs de l’article n’ont pas re´ussi a` surmonter. Le souci majeur est
que la ≪ construction Max≫ ne commute pas avec les sommes lorsque les pentes changent.
2.3.4 La liberte´ rendue
A` ce niveau, on a re´ussi a` calculer un d-uplet d’entiers a = (a1, . . . , ad) et une matrice PhiBK a` coefficients
dans Sν pour lesquels on est assure´ qu’il existe une E+ν′ -base (e1, . . . , ed) de Dν′ = E+ν′ ⊗E+ D (ou` on
rappelle queD de´signe le module de Breuil-Kisin sur E+ associe´ au (φ,N)-module filtre´D avec lequel on
est parti) telle que PhiBK soit la matrice de φ dans la base (̟−a1D e1, . . . , ̟
−ad
D ed). En particulier, l’espace
Mν′,D = Sν′,D̟
−a1
D e1 ⊕ · · · ⊕Sν′,D̟−adD ed
est stable par φ. Toutefois, pour obtenir un module de Breuil-Kisin, on ne souhaite pas un espace de´fini sur
Sν′,D mais, bel et bien, un module libre de´fini sur Sν′ . Il reste donc encore a` redescendre Mν′,D en un
Sν′-module et, pour cela, il est naturel de conside´rer l’intersectionMν′ = Mν′,D ∩D qui est a` l’e´vidence,
elle aussi, stable par φ. Par contre, a priori, rien n’indique qu’elle est libre. Toutefois si ν′ = 1D — ce
que l’on supposera a` partir de maintenant — on sait (voir les rappels du §2.3.1) que cette intersection est
engendre´e par les vecteurs pqi+1ei et p
qiuriei (1 6 i 6 d) ou` qi et ri de´signent respectivement le quotient
et le reste de la division euclidienne de −ai parD. Or, on peut manifestement e´crire :
pqiuri = pqi+1 · u
ri
p
∈ pqi+1S1/ri
ce qui prouve que si ν′′ est supe´rieur ou e´gal a` ν′ et a` tous les 1ri de`s que ri 6= 0, alors le module Mν′′ =
Sν′′ ⊗Sν′ Mν′ est libre surSν′′ et admet pour base la famille des uqi+εiei ou` εi vaut 0 si ri = 0 et 1 sinon.
Toutefois, cela n’est pas encore satisfaisant car si l’un des ri vaut 1, l’argument pre´ce´dent nous oblige a`
choisir un ν′′ > 1 et l’on ne peut alors plus appliquer le the´ore`me de surconvergence des modules de Breuil-
Kisin. Il faudrait donc pouvoir re´ussir a` s’assurer que tous les restes ri non nuls sont suffisamment grands ;
c’est, en quelque sorte, le contenu du lemme suivant.
Lemme 2.21. Il existe un entier t tel que, pour tout i ∈ {1, . . . , d}, le reste de la division euclidienne de
−(t+ ai) parD soit e´gal a` 0 ou > Dd .
De´monstration. On note ρ1 < · · · < ρd les restes des divisions euclidiennes des −ai par D range´s par
ordre croissant et on pose ρd+1 = ρ1+D. Il est alors clair qu’il existe un i tel que ρi+1 > ρi+
D
d et l’entier
t = ρi ve´rifie la proprie´te´ du lemme.
Soit t un entier satisfaisant la condition du lemme. Si on remplace le d-uplet a par t+a = (t+a1, . . . , t+
ad), le module Mν′,D est remplace´ par ̟
−t
D Mν′,D et reste donc stable par φ. Il en va donc de meˆme de
Mν′ et de Mν′′ et, comme pre´ce´demment, ce dernier est libre sur Sν′′ . La diffe´rence est que, maintenant,
graˆce a` la modification que l’on a faite, on peut choisir ν′′ = dν′.
Pour conclure, il reste encore a` ve´rifier que Mν′′ est bien un module de Breuil-Kisin, c’est-a`-dire qu’il
est bien de hauteur finie. Cela se fait simplement en reprenant la premie`re partie de la de´monstration de
la proposition 2.14 : on obtient14, ce faisant, que Mν′′ est de hauteur 6 dr. Ainsi si ν
′′ est strictement
infe´rieur a` p−1perd , le the´ore`me de surconvergence des modules de Breuil-Kisin s’applique et affirme que le
Mν′′ que l’on vient de calculer provient par extension des scalaires d’un module de Breuil-Kisin M sur S.
En particulier,Mν′′ correspond bien a` un re´seau stable parG∞ dans la repre´sentation semi-stable associe´e
a` au (φ,N)-module filtre´D duquel on est parti !
2.3.5 L’algorithme sous forme synthe´tique
On rappelle qu’a` l’issue de l’e´tape 1 (cf §2.2), on a calcule´ :
14Nous n’avons pas re´ussi a` adapter la deuxie`me partie de la preuve ; nous ne savons donc pas siMν′′ est ne´cessairement de hauteur
6 r. Pouvoir montrer cela ame´liorerait la complexite´ finale de l’algorithme.
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(i) une matrice PhiBK connue a` pre´cision u-adique uN donnant l’action du Frobenius φ sur le module
de Breuil-KisinDν ;
(ii) une constante c tel que pc · PhiBK soit a` coefficients dansSν ;
(iii) une constante cν = cG-L pour laquelle on a la garantie qu’il existe un module de Breuil-Kisin Mν de
hauteur 6 r compris entre MG-Lν et p
−c ·MG-Lν sachant que MG-Lν de´signe le Sν -module ayant pour
base celle dans laquelle est e´crite la matrice PhiBK.
Les parame`tres N et ν qui sont apparus ci-dessus sont respectivement un entier strictement positif et
un nombre rationnel strictement positif qui peuvent eˆtre choisis comme on le souhaite. Dans la suite,
conforme´ment aux contraintes qui ont e´te´ de´gage´es pre´ce´demment, on choisira un entier D strictement
supe´rieur a` perd
2
p−1 et on prendra :
N = 4c cG-L ·D2 et ν = 1
2D
. (22)
On posera e´galement ν′ = 1D = 2ν. Dans les nume´ros pre´ce´dents, nous avons pre´sente´ une me´thode
algorithmique pour calculer la matrice donnant l’action de φ sur un module de Breuil-KisinMν satisfaisant
a` la condition de l’aline´a (iii) ci-dessus, qui peut se re´sumer ainsi :
(1) Appliquer l’algorithme 5 avec les parame`tres pre´ce´dents et noter a,PhiBK le couple renvoye´
(2) Appliquer l’algorithme 6 ci-apre`s.
Algorithme 6 : LIBERTE(a,PhiBK)
1 // On calcule un entier t ve´rifiant la condition du lemme 2.21
2 (ρ1, . . . , ρd)← restes des divisions euclidiennes de −ai parD trie´s par ordre croissant;
3 pour i allant de 1 a` d− 1 faire
4 si ρi+1 > ρi +
D
d alors t← ρi; break;
5 ;
6 // On calcule la matrice PhiBK de φ agissant surMν′′
7 pour i allant de 1 a` d faire
8 (qi, ri)← quotient et reste de la division euclidienne de −(ai + t) parD;
9 si ri > 0 alors qi ← qi + 1;
10 ;
11 D← la matrice diagonale dont les e´le´ments diagonaux sont pq1 , . . . , pqd ;
12 PhiBK← D · PhiBK ·D−1;
13 retourner PhiBK
La matrice PhiBK renvoye´e par l’algorithme 6 est la matrice de l’action de φ sur un module de Breuil-
Kisin Mdν′ de hauteur 6 rd. Comme en outre, par notre choix de ν
′, on a dν′ < p−1perd , le the´ore`me de
surconvergence des modules de Kisin s’applique.
E´tant donne´ que l’algorithme 4 n’effectue des divisions euclidiennes qu’entre e´le´ments de E+ν (pour
diffe´rents ν) qui sont des polynoˆmes, il est en outre facile d’analyser les pertes de pre´cision p-adiques
engendre´es par la me´thode ci-dessus : on trouve que si les coefficients de la matrice PhiBK initiale sont
connus modulo (pM Sν + u
N Sν), alors ceux de la matrice PhiBK calcule´e sont connus au pire modulo
(pM−2 Sν′′ +u
N Sν′′). En effet, on remarque dans un premier temps que l’algorithme 4 n’entraıˆne aucune
perte de pre´cision, dans le sens ou` si les coefficients de
̟−aN X et ∆(b,N)
−1 · PhiBK ·∆(b,N) avec ∆(b,N) = Diag(̟b1N , . . . , ̟bdN )
calcule´es a` partir des entre´es sont connus modulo (pM Sν + u
N Sν), alors ceux de la matrice∆(b,N)
−1 ·
PhiBK · ∆(b,N) calcule´e a` partir de la sortie sont connus modulo (pM Sν′ + uN Sν′) ou`, dans cette
phrase et dans cette phrase uniquement, ν et ν′ de´signent les rationnels pris en entre´e par l’algorithme 4. Il
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re´sulte de ceci que les coefficients de la matrice∆(a,D)−1 · PhiBK ·∆(a,D) calcule´e a` partir de la sortie
de l’algorithme 5 sont connus modulo (pM Sν′ + u
N
Sν′) avec, cette fois-ci, a` nouveau, ν
′ = 1D . On en
de´duit enfin la proprie´te´ annonce´e en remarquant que les qi calcule´s dans l’algorithme 6 diffe`rent d’au plus
1 des −aiD .
2.4 E´tape 3 : Re´duction modulo p et semi-simplification
A` l’issue de l’e´tape pre´ce´dente, nous avons calcule´ Mν′′ = Sν′′ ⊗S M pour un certain nombre rationnel
ν′′ < perdp−1 . Le the´ore`me de surconvergence des modules des modules de Breuil-Kisin nous assure que cela
est suffisant pour retrouverM. Toutefois, bien que la de´monstration de ce the´ore`me soit assez constructive,
il n’est pas aise´, dans la pratique, de calculerM a` partir deMν′′ . Par chance, nous n’en avons pas besoin ! En
effet, en se rappelant de surcroıˆt que ν′′ = 1dD est l’inverse d’un nombre entier, l’e´galite´Mν′′ = Sν′′⊗SM
montre que la connaissance deMν′′ suffit a` de´terminer le quotient
M/(pM+ u1/ν
′′
M) ≃Mν′′/(pMν′′ + u1/ν
′′
Mν′′).
Or, e´tant donne´ que 1ν′′ = dD >
perd
p−1 , il est facile de de´montrer par ailleurs (voir par exemple lemme
5 de [4]) que deux modules de Breuil-Kisin de hauteur 6 rd sur S/pS ≃ k[[u]] qui deviennent e´gaux
apre`s re´duction modulo u1/ν
′′
sont isomorphes. Ainsi, en pratique, connaissantMν′′ , il suffit de re´duire ce
module modulo (p, u1/ν
′′
) puis de le relever n’importe comment sur k[[u]].
A` partir de la`, calculer la semi-simplifie´e de la repre´sentation associe´e fait l’objet du chapitre 3 de la
the`se de Le Borgne [13]. Nous ne nous attarderons donc pas davantage sur ce point et nous contentons de
renvoyer le lecteur a` cette re´fe´rence.
2.5 E´tude de la complexite´
Nous terminons cette section par une e´tude sommaire de la complexite´ de l’algorithme que nous venons
de pre´senter. Nous nous proposons, plus pre´cise´ment, de montrer que celle-ci est polynoˆmiale en tous les
parame`tres pertinents du proble`me, qui sont :
• l’entier e qui est l’indice de ramification absolue deK ;
• l’entier f qui est le degre´ de k (que l’on suppose fini, on rappelle) sur son sous-corps premier Fp ;
• la valuation p-adique de la diffe´rente deK/K0, note´e δ ;
• l’entier r qui correspond (quitte a` twister correctement V ) a` la diffe´rence entre les deux poids de
Hodge-Tate extre`mes de V .
Avant de poursuivre, remarquons que, d’apre`s les pre´cisions qui ont e´te´ faites au §2.1 sur la repre´sentation
des e´le´ments, la complexite´ des ope´rations arithme´tiques e´le´mentaires— a` savoir l’addition, la soustraction
et la multiplication — dans les anneaux OK0 ≃ Zq , OK , K0 ≃ Qq, K , Sν et E+ν est polynoˆmiale en la
taille de l’entre´e, et meˆme quasi-line´aire15 si on utilise des algorithmes base´es sur la transforme´e de Fourier
rapide. Ceci vaut e´galement pour la division euclidienne dansSν ; on renvoie le lecteur aux §§2.3 et 4.2 de
[8] a` ce propos.
2.5.1 Couˆt de l’algorithme CHANGEBASE
L’algorithme CHANGEBASE (algorithme 4, page 27) joue un roˆle essentiel dans la deuxie`me e´tape de
notre algorithme. Dans cette partie, nous e´tudions sa complexite´. On noteM un entier pour lequel tous les
coefficients des matrices
̟−aN X et ∆(b,N)
−1 · PhiBK ·∆(b,N) avec ∆(b,N) = Diag(̟b1N , . . . , ̟bdN )
sont connusmodulo pM ·Sν ou, ce qui revient au meˆme, un entier qui majore tous lesNi de la repre´sentation
PAG (voir §2.1) des coefficients des matrices ci-dessus.
15Au moins, dans la cas des e´le´ments deSν et E
+
ν , si l’on suppose que les coeffcients des se´ries a` multiplier sont tous connus avec
a` peu pre`s la meˆme pre´cision.
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Le calcul de la division euclidienne de la ligne 9 se fait en temps polynoˆmial en N(M + c) ; en effet,
la repre´sentation PAG des e´le´ments X [i] et X [j] que l’on divise entre eux ont une taille qui ne de´passe pas
O(N(M + c)). Il est alors clair que chaque exe´cution de la boucle tant que (lignes 3 a` 12) prend aussi un
temps polynoˆmial en N(M + c).
Il ne reste donc plus qu’a` majorer le nombre d’exe´cutions de cette boucle. Pour cela, on conside`re le
triplet (−v, δ, n) ou` :
• v de´signe le minimum des vν′(X [i]) + bi pour i variant dans {1, . . . , d},
• δ de´signe le maximum des degν′(X [i]) pour i parcourant les indices tels que vν′(X [i]) + bi = v,
• n de´signe le nombre d’indices i tels que v = vν′(X [i]) + bi et d = degν′(X [i])
et on remarque qu’a` chaque ite´ration de la boucle, celui-ci diminue strictement pour l’ordre lexicographique
donnant le poids le plus fort a` la premie`re coordonne´e. En effet, on constate tout d’abord que v ne peut
qu’augmenter, et donc −v ne peut que diminuer. De plus, en reprenant les notations de l’algorithme, on
s’aperc¸oit que si le minimum des vν′(X [i]) + bi est atteint pour un unique indice i, alors bi augmente stric-
tement a` la ligne 5 et, par suite, que v augmente strictement dans ce cas. Si le minimum des vν′(X [i]) + bi
est atteint pour au moins deux indices i et j, c’est-a`-dire si vi = vj , on s’arrange a` la ligne 7 pour que
degν′(X [i]) > degν′(X [j]) puis on remplace a` la ligne 10 le coefficient X [i] par le reste de sa division
euclidienne parX [j], faisant ainsi chuter son degre´ de Weierstrass a` un entier< degν′(X [j]). Ainsi, en sup-
posant que v n’augmente pas, si X [i] et X [j] avait meˆme degre´ de Weierstrass, le nombre δ reste inchange´
alors que n diminue tandis que si on avait degν′(X [i]) > degν′(X [j]), le nombre δ diminue. Dans tous les
cas, le triplet (−v, d, n) diminue donc strictement pour l’ordre lexicographique.
Pour conclure, il suffit de majorer le nombre de valeurs distinctes que peut prendre le triplet (−v, d, n).
La coordonne´e d (resp. n) est un entier qui varie entre 0 etN − 1 (resp. entre 1 et d) ; elle peut donc prendre
N (resp. d) valeurs. Le nombre v, quant a` lui, est un rationnel dont le de´nominateur est divisible par le
de´nominateur de ν, a` savoirN . Par ailleurs, il ne peut descendre en dessous de−a (c’est la condition d’arreˆt
de l’algorithme) et, par de´finition de l’entier c, il ne peut exce´der c− a. Ainsi, il varie dans un ensemble de
cardinal cN . En mettant tout ensemble, on en de´duit que le triplet (−v, d, n) prend au maximum N2 · cd
valeurs et, par suite, que la boucle tant que de l’algorithme 4 est exe´cute´e au maximumN2 · cd.
Il re´sulte de ce qui pre´ce`de que la complexite´ de l’algorithme 4 est polynoˆmiale en les parame`tres N ,
M , c, d et, e´galement, e et f qui controˆlent la ≪ taille≫ deK .
2.5.2 Examen de la pre´cision p-adique
Avant de pouvoir conclure, il nous reste a` estimer la pre´cision p-adique avec laquelle l’entre´e de notre
algorithme — c’est-a`-dire le (φ,N)-module filtre´ D de de´part donne´, on le rappelle, par le quadruplet
(Phi,N,H,F) — doit eˆtre connue pour que tout le calcul puisse fonctionner correctement.
A` cet effet, on remarque qu’a` l’entre´e de la troisie`me e´tape, le moduleMν′′ que l’on a calcule´ est re´duit
modulo (pMν′′ + u
1/ν′′ Mν′′). Ainsi, il suffit de connaıˆtre les coordonne´es de la matrice PhiBK donnant
l’action de φ sur Mν′′ modulo (p Sν′′ + u
N Sν′′) car N >
1
ν′′ . Ainsi, l’entier M du §2.3.5 peut eˆtre
choisi e´gal a` 3 e´tant donne´ que l’on a vu que le re´sultat calcule´ a` l’issue de l’e´tape 2 est connu modulo
(pM−2Sν′′ +u
N
Sν′′). On en de´duit que l’entierM du §2.2.4, c’est-a`-dire la pre´cision de l’entre´e que l’on
cherche a` e´valuer, peut eˆtre choisi e´galM0+3 ou`M0 est le nombre qui a e´te´ de´fini au §2.2.4. En particulier,
il re´sulte de la formule (19) queM0 de´pend de fac¸on polynoˆmiale des parame`tres d, r et logp(
1
ν ). En outre,
d’apre`s la formule (22), la quantite´ 1ν est controˆle´e polynomialement par les parame`tres c, cG-L, e, r et d. Or,
dans l’introduction du §2.3, on a vu que c et cG-L sont eux-meˆmes controle´s polynomialement par e, r, d et
δ (qui de´signe, on rappelle, la valuation p-adique de la diffe´rente de K a` K0). On trouve ainsi que M0, et
donc e´galementM0 + 3, est infe´rieur a` un certain polynoˆme de´pendant des variables e, r, d et δ.
2.5.3 Un algorithme de complexite´ polynoˆmiale
A` la lumie`re de ce qui pre´ce`de, il n’est pas difficile de conclure que l’algorithme de calcul de la semi-
simplifie´e modulo p que nous avons pre´sente´ dans cet article a une complexite´ polynoˆmiale en e, f , r, d et
δ. En effet, revenant a` la synthe`se du §2.2.4, on de´montre imme´diatement que l’e´tape 1 de notre algorithme
a une complexite´ polynoˆmiale en e, f , r, d,N , n ≈ logp( 1ν ) etM0 et donc, d’apre`s les de´pendances qui ont
e´te´ explicite´es ci-dessus, a e´galement une complexite´ polynoˆmiale en e, f , r, d et δ. De manie`re similaire,
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en e´tudiant la synthe`se du §2.3.5, on obtient une complexite´ polynoˆmiale en e, f , r, d et δ pour l’e´tape 2
de notre algorithme. Enfin, les re´sultats de §III.2.5.2 de [13] montrent que l’e´tape 3 de notre algorithme a
e´galement une complexite´ polynoˆmiale en e, f , r et d. Mettant tout ensemble, on conclut.
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