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D~li~ ~ E. Corominas 
The notion of deviation of an ordered set has been introduced by Gabriel as a tool to classify 
rings. It measures how far a given ordered set P deviates from ordered sets satisfying the 
descending chain condition. We consider here a more general notion and, according to Robson, 
we define the Krull dimension of P as the deviation of the collection F(P) of its final segments 
ordered by inclusion. Using a generalization of the partition theorem of Erd6s, Dushnik and 
Miller, due to Milner and Pouzet, we show that the Krull dimension of P is the maximum of the 
Krull dimension of its linear extensions. 
When P is partially well ordered (and the deviations i  the usual one) this fact is an easy 
consequence of a result of de Jongh and Parikh asserting that P has a linear extension of 
maximum type (in fact it is an equivalent statement). Added to another result of these authors, 
it gives directly the value of the Krull dimension of a product of two partially well ordered sets, 
value previously computed by Robson. 
I .  Introduction 
La notion de d6viation d'un ensemble ordonn6 a 6t~ introduite par Gabriel 
[4, 5] et utilis~e comme moyen de classement des anneaux. Quelques r6sultats de 
nature ordinale ont 6t6 publi~s r6cemment par Robson [12]. Le but de cet article 
est de prolonger la voie ouverte par cet auteur. 
La d~uiation d'un ensemble ordonn~ P est un ordinal qui mesure de combien P 
d6vie des ensembles ordonn~ satisfaissant la condition de cha~ne descendante 
(ensembles que nous appelons bien-fond~s, et dans lesquels n'existe pas de suite 
infinie strictement d6croissante a0> al >""  > a, > . . - ) .  Elle est d~fmie par in- 
duction comme suit: 
Si P satisfait la condition de chaine descendante alors sa d~viation est nulle et 
on note dev P = 0. 
Les ensembles ordonn~s ayant une d~viation moindre que l'ordinal a &ant 
d6finis, la d6viation de P est a, et on note dev P = a, si: 
(1) P n'a pas une dc~viation moindre que a, ce que l'on note dev P~a. 
(2) Pour toute suite strictement d~croissante a0> al >" • • > a,  >-  • • d'~16ments 
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de Calgary et Montreal. Le premier auteur emercie les membres de ces institutions put leur hospitafit6 
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de P, les intervalles [a~+l, an] ont une d4viation pour tout n assez grand, et 
celle-ci est moindre que a. 
Avec cette d6finition dev¢=0.  On pourrait tout aussi bien convenir que 
dev ¢ = -1  ou comme le fait Robson que dev ~ = -oo. On ne rentrera pas ici dans 
une discussion sur les divers avantages ou inconv6nients de ce choix. 
I1 est facile de voir que l 'ensemble ordonn6 P a une d6viation si et seulement si
il est dispersd (c'est-h-dire, ne contient aucune partie isomorphe h la chaine des 
rationnels). Sa valeur est facile h calculer si Pes t  anti-bien ordonn6 (c'est-h-dire, 
si P a pour type d'ordre le dual d'un ordinal); en effet, avec des notations 
classiques pour les ordinaux et leurs duals (par exemple, to est le type d'ordre de 
la chaine des entiers, to* son dual) nous avons dev to*= 1, dev(to*+to*)= 1 et 
dev((to2) *  = 2. Plus g6n6ralement soit/3* le dual d'un ordinal/3. Si/3 est non-nul, 
son 6criture sous la forme normale de Cantor est /3 = to'~'nl+""" +to~nk avec 
a l  > a2>" • "> etk et n l , . . . ,  nk entiers ¢ 0; une induction imm6diate montre que 
dev/3* = t~l. En d'autres termes la d~viation d'une chafne anti-bien ordonn~e C est 
le plus grand ordinal ot tel que C contienne une pattie isornorphe /~ (to~)*. Lorsque P 
n'est plus n6cessairement une cha~ne mais satisfait la condition de chalne ascen- 
dante (c'est-~t-dire, ne contient pas de suite infmie strictement croissante) on peut 
le partager en une suite (P~)~ d'ensembles index6s par les ordinaux dans laquelle 
P0 est l 'ensemble des 616ments maximaux de P, et P~ est l 'ensemble des 616ments 
maximaux de P\Uo<,~Po. Le plus petit ordinal a pour lequel P est vide est la 
cohauteur de P, que nous notons ch(P) (c'est la hauteur de P* telle qu'usuellement 
d4finie); par exemple, si ctest le dual d'un ordinal alors ch(a*) = ~t. I1 est facile de 
voir que dev P~<dev(ch(P)*). Puisque dev Q ~<dev P pour toute partie Q de P, 
l'6galit6 a lieu d~s que P contient une chaine C ayant m6me cohauteur que P. 
Dans ce cas la d6viation de P, se r6duisant h la d6viation de C, est 6gale au plus 
grand ordinal pour lequel (too) * est isomorphe h une sous-chaine de P. 
Par exemple consid6rons l 'ensemble F(P), ordonn6 par inclusion, form6 des 
sections finales d'un ensemble ordonn6 P (parties A de P telles que x ~ Aet  x ~< y 
impliquent y ~ A). Les ensembles P pour lesquels F(P) satisfait la condition de 
chalne ascendante ont fait depuis Higman [6] (voir aussi [8]) l 'objet d'une 6rude 
intensive; appel6s ensembles belordonn~s (partially well-ordered set ou well- 
quasi-ordered set chez les auteurs sus-mentionn6s) ce sont les ensembles P
satisfaisant la condition de chalne descendante et n'ayant pas d'antichaine infinie, 
ou de fa~on 4quivalente les ensembles dont toutes les extensions lin6aires sont 
bien ordonn6es. On sait depuis de Jongh et Parikh [2] que parmi leurs extensions 
lin6aires l 'une d'eUe/5 a un type d'ordre maximum ~(P). Pour une telle extension 
lin6aire /5, on peut voir facilement que F(/5) est une chaine maximale de F(P) 
avec la m6me cohauteur que F(P). Done si en accord avec Robson [12] on d6firtit 
la dimension de Krull d'tm ensemble belordonn6 P, soit Kdim P, comme la 
d6viation de F(P) on obtient le 
Tl~&~rbme 1.1. Si Pest  belordonn~, alors Kdim P = Kdim •(P) = Max{/3 I (to~)* ~< 
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F(P)}. En particulier, la dimension de KruU de P est le maximum des dimensions 
de KruU de ses extensions lin~.aire. 
Nous verrons que, r6ciproquement, de ce fa i t -  que nous allons obtenir dans un 
cadre bien plus g6n6ral-r6sulte l th6or~me de de Jongh-Parikh. 
La formule Kd im(PxQ)=KdimP~KdimQ (dans laquelle ~ d6signe la 
somme Hessenbergienne d s ordinaux) obtenue par Robson r6sulte du Th6or~me 
1.1 et de la formule 0 (Px  Q)= ¢~(p)®~(Q) (dans laquelle ® d6signe le produit 
Hessenbergien) obtenue par de Jongh et Parikh. 
Dans le cas g6n6ral, la dimension de Kntll d'un ensemble ordonn6 P peut 6tre 
d6finie de la m6me facxm pour autant que F(P) ait une d6viation, c'est-h-dire soit 
dispers6. D'apr~s un r6sultat de Bonnet et Pouzet [1] ceci 6quivaut au fait que P 
est dispers6 et n'a pas d'antichaine infinie. Dans ce cas il n'est pas vrai clue P ait 
une extension lin6aire de type maximum. N6ammoins nous avons pu prouver qu'il 
a une extension lin6aire /3 de dimension de Kntll maximum, 6gale en fait ~t la 
dimension de Kntll de P. 
L'analyse de notre preuve nous a conduit hun  concept plus g6n6ral de 
d6viation pour lequel e r6sultat reste encore valable. Au lieu de mesurer combien 
un ensemble ordonn6 P d6vie de la classe des ensembles bien fond6s, on mesure 
combien il d6vie de la classe des ensembles ordonn6s qui ne contiennent aucun 
type d'ordre d'une famille F de types d'ordre de chaines. On le mesure encore 
par un ordinal, que l'on appelle d6viation par rapport h F ou F-d6viation, et clue 
l'on note dev P. La d6finition est, comme pr6c6demment, inductive t, lorsque F 
6gale {to*}, redonne naturellement la d6viation usuelle. La F-dimension de Krull, 
d'un ensemble ordonn6 P, Kdimr P, est alors d6finie comme la F-d6viation de 
l'ensemble F(P) des sections finales de P. 
Le r6sultat principal de cet article est le suivant: 
Th6or~me 1.2. Etant donn~s une famille F de types d'ordre impartibles 
d~.nombrables t un ensemble ordonn~ P, la F-dimension de KruU de Pest  le 
maximum des F-dimensions de Krull des extensions lin~aires de P. 
Un type d'ordre a est dit impartible, si pour tout partage de en aa et  a2, on a 
ct ~<al ou a ~<a2. Le type d'ordre to* 6tant impartible, ce th6or~me nglobe bien 
le r6sultat sus-mentionn6. 
La preuve de ce th6or~me utilise une g6n6ralisation d'un th60r~me de partition 
de Erd6s-Dushnik-MiUer dfie ~ Milner et Pouzet [10]. A part le cas F={to*} un 
cas particuli~rement i 6ressant est F = {to, to*}. La {to, to*}-d6viafion d'une cha~me 
dispers6e compte en effet le nombre de lois o~ l'on peut it6rer l'6quivalence finie, 
et mesure un rang topologique: l 'ensemble I(P) des sections initiales d'un 
ensemble ordonn6 P a une {to, to*}-d6viation si et seulement si fl est dispers6, or 
ceci 6quivaut ~t dire que I(P) consid6r6 comme espace topologique (I(P) est en 
tant que pattie de 2 P un espace compact) est clairsem6 (Pouzet, voir aussi [11]) 
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c'est-/l-dire que chacune de ses parties a un point isol6. On peut donc lui 
appliquer le proc&i6 de r6duction de Cantor-Bendixon: on d6finit pour chaque 
ordinal c~, l'espace d6riv6 (I(P)) (~, et on d6fmit le range de I(P), soit rg I(P), 
comme le plus petit ordinal a, tel que: (I(P))~'°=(I(P))(~'+I~; l 'espace 6tant 
clairsem6 cet ,virtue d6dv6 est vide. Lorsque Pest  une chalne on obtient 
devto,,,o.~/(C) =rg  I (C ) -1 .  Lorsque P n'est pas n6cessairement une chaine, notre 
th6or~me a pour cons6quence l r6sultat suivant: 
Th6org~ae 1.3. Si l'ensemble I(P) des sections initiales d'un ensemble ordonn~ P
est clairsem~., alors parmi les chafnes maximales de I(P) l'une d'elles a un rang 
topologique maximum. 
Les notions et r6sultats que nous venons de pr6senter sont d6velopp6s darts les 
quatre sections uivantes. La notion g6n6rale de d6viation est expos6e n Section 
2, celle de dimension de Krull dans la Section 3. La preuve du Th6or~me 1.2 
occupe la Section 4. L'6tude de la d6viation et dimension de Krull classiques, avec 
le Th6or~me 1.1, et de la {to, to*}-d6viation, avec le Th6or~me 1.3, figurent en 
Section 5. 
Notre terminologie t nos notations ont 'standard' et s'accordent avec celles de 
Jech [7]. Nous utilisons des lettres greeques pour d6signer les types d'ordres des 
cha~nes et particuli~rement les ordinaux. Nous utilisons la lettre ~/pour d6signer 
un type d'ordre (de chalne) arbitraire, et d6signons par ~/* son dual (i.e., type de 
l'ordre oppos6); nous uti l i~ns de pr6f6rence aet /3  pour d6signer des nombres 
ordinaux arbitraires. La lettre to d6signe le type d'ordre des entiers naturels et ~! 
le type d'ordre de la chaine des nombres rationnels. Etant donn6s deux ensembles 
ordonn6s Pet  Q (ou m6me des types d'ordre) nous disons, en accord avec Fraisse 
que P s'abrite clans Q et nous notons P~< Q, lorsque Pest  isomorphe h une partie 
de Q munie de l'ordre induit; nous notons P~Q le fait contraire. Lorsque ~I~P 
nous disons que P est disperse.. Toutes les autres notions seront rappel6es au 
moment voulu. 
2. Devialion par rapport ~ nne famle  F de types d'ordre 
Soit F une famille de types d'ordre; on se propose de mesurer h l 'aide d'un 
ordinal, combien un ensemble ordonn6 P peut d6vier de la classe des ensembles 
ordonn6s qui n'abritent aucun de ces types d'ordre. On va uti l i~r une notion 
semblable ~t celle de l'introduction. On 6crira devr P = a lorsque P est dans la 
classe des ensembles ordonn6s qui ont pour d6viation a par rapport h F. (Donc 
devr P~ a ne signifie pas forc6ment que P a une d6viation.) 
IM~i l ion 2.1. On d6finit la r-d~iation de P par induction comme suit: 
(1) devrP=0 si aucun type ~/de la farnille F ne s'abrite dans P. 
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(2) Supposons d6fmis les ensembles ordonn6s de F-d6viation inf6rieure h a, 
alors devr P = ct si: 
(a) devr P~ct,  
(b) pour tout 3/de F et pour toute application croissante f de 3/dans P, il existe 
a, b ~ 3/tels que a < b et devr[f(a),  jf(b)] < t~. 
Avant de prouver que pour F={to*} on retrouve la d6viation classique, 
commen~ons par caract6dser les ensembles ordonn6s qui ont une F-d6viation. on  
supposera que les types d'ordre de Font  tous au moins 3 ~.ldments (sinon ¢ et 1 
sont les seuls ensembles pour lesquels la d6viation peut 6tre d6fmie). 
Proposition 2.2. Soit F une famille de types d'ordre. Si Pest  dispers~ alors P a une 
F-dFoiation. La r~.ciproque st vraie d~s que F contient un type d'ordre d~nombrable. 
Pour la preuve on utilise le fait suivant: 
Lemme 2.3. Soient Pet  Q deux ensembles ordonn~.s. Si P a une F-dZ, viation et Q 
est isomorphe ~ une pattie de P ou image de P par une surjection croissante, alors Q 
a aussi une F-d~oiation et devr Q ~<devr P. 
La preuve est imm6diate par induction sur devr P. On revient ~ la preuve de la 
proposition: 
Vreuve de la l~'oposition 2.2. Soit Pun  ensemble ordorm6, supposons que, pour 
tout 3/~ F, et toute application croissante f:3/--~ P, il existe a, b dans tels que 
a < b et If(a), f(b)] ait une F-d6viation. 
Soit t~- -sup{devr [x ,y ] lx<y dans P et Ix, y] a une F-d6viation}. 
N6cessairement P a une F-d6viation et devr P~<a + 1. 
On en d6duit que si P n'a pas de F-d6viation alors il existe 3/ dans F et une 
application croissante f :  3/--~ P teUe que pour tout a < b dans P, If(a), f(b)] n'a 
pas de F-d6viation. D'apr~s le lemme ci-dessus [/(a), --~) et (<--, f(b)] n'ont pas de 
F-d6viation. Or [3/I ~>3, donc il existe un 616ment de P, soit xl/2, tel que (~-xl/2] et 
[xx/2-~) n'ont pas de F-d6viation. 
Soit P~/4 = (~--x~/2] et Ps/4 = [xl/2---~). Pour la m~me raison il existe des 616ments 
xx/4 dans P3/4 et xa/4 dans P314 tels que les ensembles (~--- xv4] et [x~/4---~) de P~/4 et 
les ensembles (~---xa/4] et [x3/4---~) de Pa/4, n'ont pas de d6viation. De cette fa~x~n, 
on construit une cha~ne dense dans P. 
Pour la r6ciproque, supposons que F contienne tm type d'ordre d6nombrable. 
Si P n'est pas di.~pers~ alors pour voir qu'il n'y a pas de d6viation il sttffit, d'apr~s 
le Lemme 2.3, de prouver qu'un ensemble isomorphe ou une de ses parties, par 
exemple une partie isomorphe h ~1, n'en a pas. 
Supposons que 71 ait une d6viation. Soit devr rl = a, et soit 3/e F avec [3/[ ~<Ro. 
Comme 3/~< rl on devrait avoir a > 0. Pour route injection croissante f de 3/darts 
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rl il devrait exister a < b dans 3, tels que dev[f(a),  f(b)] < a, or 71 ~< [f(a) ,  f(b)] et 
donc d'apr~s le Lemme 2.3 on aurait dev ~ <a.  Contradiction. []  
Cette notion est bien une g6n6ralisation de la d6viation classique, en effet: 
Proposition 9..4. Soit ~t un ordinal; pour tout ensemble ordonn~ P, on a: dev{o,.}P = 
o~ si et seulement si dev P = et. 
Preuve. On la fait par induction sur a. 
Si a = 0 c'est la m6me d6finition. 
Supposons la propri6t6 vraie pour tout /3 <a et consid6rons un ensemble 
ordonn6 P. 
Supposons dev P = a. D'apr~s l'hypoth~se d'induction on a devt=.iP-/zct. 
Soit f :  to* --> P une application croissante. Les images par f des 616ments de to* 
constituent une suite d6croissante a0 I--- a l  ~>" • • >I an >~. • •, or dev P = et, donc il 
existe un entier n, tel que dev[a,+t, an] < or, d'oh d'apr~s l'hypothbse d'induction, 
dev{=.~[a~+t, a , ]<a .  Ce qui nous donne dev{o,.rP = ct. 
R6ciproquement, supposons dev{o,.rP = a. D'aprbs l'hypoth~se inductive on a 
dev P,/: a. 
Prenons une suite a0> at >""  strictement d6croissante. 
Soit I={ i  Idev[a~+t, a~]~a}. Ies t  n6cessairement fini et doric devP=a.  En 
effet si I es t  infini, soit q~ :1~ ~ I la bijection naturene. Consid6rons la suite 
(a~,)),<o,; puisque dev{=.rP=a, il existe deux entiers m, n tels que dev{=.}x 
[a~,),  a,~o,)]<a. D'apr~s l'hypoth~se d'induction, on a dev[a~,),  a~, j<a ,  donc 
dev[a~m)+t, a~m)]<a,  ce qui est contradictoire avec le fait que ~p(m)eI. [] 
Remarqnes 2.5. La F-d6viation est toujours d6fmie pour les ensembles ordonn~s 
qui ne contiennent pas de sous-chalne isomorphe ~ un type d'ordre de F, et leur 
d6viation est nulle. Elle peut n'6tre d6fmie que pour ceux-l~t. Par exemple, si 
F ={rl} les ensembles dispers6s ont une d6viation 6gale h 0 et les autres n'en 
poss~dent pas. On a la m6me propri6t6 d~s que l'on remplace ~! Par une chaine 3" 
qui s'envoie dans chacune de ses sections moyennes [x, y] avec x < y. 
La relation entre les d6viations associ6es h diff6rentes familles de types d'ordre 
est donn6e par la proposition suivante: 
]Proposition 2.6. Soient F et F' deux [amilles de types d'ordre. Les deux conditions 
suivantes ont &luivalentes: 
(i) V3, ~ F, il existe 3'' ~ F' tel que 3'' <~ 3"; 
(ii) pour tout ensemble ordonn~ P, si devr, P existe, alors devrP  existe et 
devr P <~devr, P. 
l~euve. ( i ) :~ (ii). On la fait par induction sur devr, P. 
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Si devr, P = 0 alors P n'abrite aucun ~/' ~ / " ,  et donc afort ior i  aucun ~/~ F d'o~ 
devr P = 0. 
Supposons que devr, P -- a. Soient ~/~ F et f :  ~/---> P une application croissante; 
or il existe ~/' ~ F' et une injection croissante g:~/---> ~/. 
L'application f o g : ~/' --. p est croissante t, puisque devr, P = a, il existe a < b 
dans ~/' tel que devr, [ f  o g(a), f o g (b ) ]<a.  D'apr~s l'hypoth~se d'induction 
devr[f  o g(a), f o g (b ) ]<a,  d'o~ devrP~a.  
(ii) ~ (i). Soit ~/e F; si pour tout ~/' ~ F'  on a ~/' ~< % alors devr, ~/= 0. I1 s'ensuit 
que devr(~/)= 0, ce qui est faux. []  
Corolhire 2.7. Deux familles de types d" ordre F et F' d~finissent la m~me notion de 
d~viation si et seulement si elles engendrent la m~me section finale darts la classe 
des chafnes pr~ordonn~es par abritement. 
Cons6qluence importante. D'apr~s un th6or6me de Laver [9] la classe des cha~nes 
d~nombrables est belordonn6e, ce qui veut dire que toute section finale est 
engendr6e par un nombre fini de types d'ordre. 
En cons6quence si on ne consid6re que les d6viations associ6es ~t des families de 
types d'ordre d6nombrables on se limite ~ deux cas: 
(a) F = {71} et 1~ seuls les ensembles dispers6s ont une d6viation, et celle-ci est 
nulle. 
(b) r contient un nombre fini de types d'ordre dispers6s, incomparables deux 
deux pour l'abritement. 
Le premier cas ne pr6sente aucun int6r6t. Les exemples les plus simples du 
second cas sont r = {n}, 3 <~ n < to, r = {to*}, r = {to} (exemples correspondant 
respectivement/l la notion usuelle et la notion duale de d6viation), F = {to*, to}; ce 
demier exemple sera trait6 en Section 5.2. 
3. F-dimension de Kndl 
Soit F une famille de types d'ordre (on rappelle qu'ils ont tous au moins 3 
616ments). Etant donn6 un ensemble ordonn6 P, la F-dimension de KrulI de P, 
not6e KdimrP,  est la d6viation de l 'ensemble F(P) des sections finales de P, 
ordonn6e par inclusion. 
Pour F={to*}, on retrouve la notion de dimension de Krull d6ja introduite 
(Proposition 2.4). 
Tout comme la F-d6viation, la F-dimension de KruU n'est pas d6finie pour tous 
les ensembles ordonn6s. 
Th6orCeme 3.1. Soit Pun  ensemble ordonn~. Si Pes t  disperse, sans antichafne 
infinie, alors P a une F-dimension de Krull. 
La r~.ciproque est vraie d~s que r contient un type d'ordre d~nombrable. 
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Prcnve. Ce r6sultat est une cons6quence imm6diate de la Proposition 2.2 et du 
r6sultat suivant. [] 
Th6or~me 3.2 (Bonnet et Pouzet [1]). Soit Pun  ensemble ordonn~. Les conditions 
suivantes ont ~quivalentes: 
(i) Pes t  dispers~ sans antichaine infinie, 
(ii) route extension lin~aire ~i de Pest  dispers~e, 
(hi) F(P) est disperse. 
Corollaire 3.3. Un ensemble ordonn~ a une dimension de Krull si et seulement sii l  
est disperse, sans antichafne in~inie. 
4. Le r6snitat principal 
4.1. Enonc~; preuve du Tl~ori~me 1.2 
Consid6rons une farnille F de types d'ordre et un ensemble ordonn6 P 
poss6dant une F-dimension de Krull. Si Q est une image surjective de P alors, 
comme toute surjection croissante de P sur Q induit un isomorphisme de F(Q) 
dans F(P), l 'ensemble Q a une F-dimension de Krull et Kdimr Q---<KdimrP. 
Ceci s'applique n particulier lorsque Q est une extension lin6aire de P. Et donc 
on a l'in6galit6: sup{Kdimr 1~ ofa 1 ~ est une extension lin6aire de P}~<KdimrP. 
Nous ignorons si l 'on a l'6galit6 pour une famille F arbitraire, toutefois notre 
principal r6sultat affmne que: 
Proposition 4.1. L'~galit~ a lieu, et plus fortement le supremum est atteint, dks que 
chaque type d'ordre 3' de F est impartible t disperse., et Pest lui-m~me dispers~ sans 
antichafne inlinie. 
La preuve sera donn6e en Section 4.3. La prineipale eons&luenee st le 
Th6orSme 1.2. 
Preuve din Th6orC-me 1.2. Supposons que F contienne un type 6quimorphe a 71. 
Darts ce eas Kdimr Pest  d6finie si et settlement si Pes t  dispers6 sans antichaine 
infinie, auquel cas Kdimr P = 0. Le th6or~me st une reformulation du Th6or~me 
3.2. 
Dans le cas contraire les 616ments de F sont disperses. Comme ils sont 
d6nombrables, P a une F-dimension de Krull si et seulement si fl est dispers6 
sans antiehalne infinie et (moyennant le Th6or~me 3.2) si et settlement si ses 
extensions lin6aires ont dispers&~s, c'est-h-dire ont une F-dimension de KruU. Le 
r6sultat mentionn6 ci-dessus donne l'6galit6. [] 
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4.2. IngrEdients 
La preuve de la Proposition 4.1 utilise les faits suivants: 
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Lemme 4.2. Soit Fun  ensemble de types d' ordre et soit Pun  ensemble ordonn~." Si 
devr P = a et /3 ~ a alors il existe x, y dans P tels que devr[x, y] =/3. 
Preuve. Par induction sur a :  
Si a = 0 den ~ d6montrer. Si a~ 0 alors ~ chaque application croissante 
[ :  ~ --~ P, ~/~ F, on associe 
devr f=  Nfin{devr[[(a),/(b)] [ a <b}+ 1. 
On a n6cessairement: devrP  = sup{devrf oh f parcourt les applications crois- 
sautes de ~/dans Pet  ~/les 616ments de F}. 
Si a est isol6, a = a '+ 1, alors fl existe f tel que devr f = a ' ,  donc fl existe a, b 
tel que devr[ f (a) , f (b)]=a' .  Dans ce cas si /3 - -a '  alors x =f (a )  et y =/ (b )  
conviennent; si/3 <a '  appliquer l'induction ~ [ f (a) ,  f(b)]. 
Si a est limite, alors comme /3 <a,  fl existe f telle que /3 <devr f<a et on 
applique l'induction ~ [ f (a ) , / (b ) ]  dont la d6viation est devrf .  [] 
Remm~lue. L'analyse de cette preuve montre que la d6viation peut se d6finir d'un 
fa~n analogue ~ la hauteur. 
I.,e~me 4.3. Soit F une famiUe de types d'ordre impartibles. Si P1 et P2 sont deux 
ensembles ordonn~s non-rides alors 
devr P1 x/>2 = Max{devr/>1, devr P2} 
d~s que l'un des deux termes est d~fini. 
lh'euve. Puisque P1 et P2 sont isomorphes ~ des sous-ensembles de/>1 x/>2 on a 
Max{devr P1, devr P2} ~<devr/:'1 × P2- 
Pour l'in6galit6 r6ciproque on montre par induction sur l'ordinal a que si 
devr/:'1 ~< aet  devr/:'2 <~ a alors devr P1 x/>2 ~< a. On suppose donc la propri6t6 
vraie pour tout eL', a '<a.  Soit ~/e F et [ :  ~/--, P I  x P2 une application croissante. 
On doit prouver l'existence de deux 616merits a, b de ~/ tels que a <b et 
devr[f(a), f (b) ]<a.  
Pour i = 1, 2 soit f~ l'application croissante Pi ° f :  ~ /~ Px x/>2-~ P~, et soit - i  la 
relation d'6quivalence dgfinie sur V comme suit. Pour deux 616ments a, b de ~/ 
avec par exemple a <~ b, on pose a -~b s'il existe une suite finie a = a0 ~<.-- ~< 
a~ = b teUe que 
devr~(ak) ,  f i (ak+l) )<a pour tout k = 0 , . . . ,  n -  1. 
Les --~-dasses ont des intervalles. On va montrer qu'il en existe au moins deux 
associ6es respectivement ~ --~ et ~2 dont l'intersection a au moins deux 616merits. 
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Pour cela on remarque d'abord que route pattie A de % isomorphe h % contient 
n6cessairement deux 616merits distincts 6quivalents modulo - i  (en effet si l 'on 
consid~re l'application ~1,~ :A--~ Pi alors, puisque devr P~ ~<a, on est stir qu'il 
existe aet  b clans A tels que a <bet  devr[~(a),~(b)]<a, et doric a- ib) .  
Pour chaque entier p soit BI' la r6union de toutes les - i -c lasses qui ont au plus 
p 616ments. On peut 6trite B[' comme une r6union de p ensembles C~ 'p, chacun 
contenant au plus un 616ment de chaque ~-classe. D'apr~s la remarque que l'on 
vient de faire, ~/ ne peut 6tre isomorphe ~ une partie d'un C~ "p. Comme il est 
impartible il ne peut 6tre isomorphe ~ une partie de B['. 
Soit 3" =~/ \  B~. Puisque 3" est impartible t 3"~ B~ on a donc ~/<~ 3". 
Le m6me raisonnement appliqu6 ~ ~/' montre d'abord que V' ~B~ p o~ B~ e est 
la r6union des ~2-classes, d6fmies ur ~/', qui ont au plus p 616merits. n montre 
ensuite que ~'~< v" ot~ ~/'= 3"\B~ 2. En particulier, une ~2-dasse de ~/' a au moins 
3 616ments. Cette classe est contenue dans la r6union des -x-classes de ~/ayant au 
moins 3 616merits, et elle contient donc deux 616ments a, b avec a < b, a ~ b, 
a ~2b. 
I1 existe donc deux suites finies a0 = a < a~ <.  • • < a,  = bet  a~ = a < a[ <.  • • < 
a"  = b telles que devr(fx(ak), ft(ak+~))<a et devr(fE(a~), fE(a~+x))< a, pour tout 
k = 0 , . . . ,  n - 1. Si l 'on pose C = rain(a1, a~), on obtient devr[fx(a), fx(c)]e, < a et 
devr[f2(a), f2c(c)]e~ < a, d'oO, d'apr~s l'hypoth~se d'induction, devr[f(a), f(c)] < 
ct. [] 
En faisant a =0 on trouve la propri6t6 suivante: soit "~ un type d'ordre 
impartible, alors pour toute paire d' ensembles ordonr~s P1, P2, 3" ~< Px × P2 ~quivaut 
?t V<--.Px ou ~/<~P2. 
Lemme 4.4. Soit F une famille de types d'ordre impartibles, et soit P un ensemble 
ordonn~, r~.union de deux sous-ensembles Px et P2 munis de l'ordre induit, alors 
Kdimr P = Max{Kdimr Px; Kdimr Pz}. 
l~uve .  Soit /~. :F(P~)--~F(P) l 'application qui ~t tout F~F(P~) associe &(F)= 
{y ]y ~ Pet  x ~ y, pour un certain x clans F}. 
L'application hi. e.st un isomorphisme de F(P~) sur son image donc Kdimr P~ 
Kdimr P d'o~ il s'ensuit 
Max{Kdimr I°t, Kdimr P2} ~< Kdimr P. 
Soit ~0 la surjection naturelle de la somme directe de P1 l i P2  sur P. On 
consid~re l'application duale F,  :F(P)--* F(P111 P2), qui h une section finale F de 
P, associe la section finale de P1 II P2 engendr6e par t0-1(F). 
F,  est un isomorphisme sur son image, d'o~ devrF(P)~devrF(P lU P2)- Or 
F(PIlIP2) est isomorphe ~ F(P1)xF(P2) donc, d'apr~.s le Lemme 4.3, 
devr F(P) ~ Max{devr F(Px); devr F(P2)} d'o~ 
Kdimr P = Max{Kdimr P1; Kdimr P2}. I-1 
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Un id~.al I d'un ensemble ordonn6 P est une section initiale, filtrante 
suptrieurement (i.e., pour tout x, y ~ I il existe z ~ I tels que x, y <~ z). La notion 
de filtre est dtfmie dualement. 
Rappelons un rtsultat classique: 
Lemme 4.5. Soit Pun  ensemble ordonn~; P n 'a pas d'antichafne in]inie si et 
seulement si route section initiale est r6union finie d' idtaux.  
Preuve. La condition est suffmante puisqu'une section initiale engendrte par une 
antichaine infirde ne peut 6tre rtunion fmie d'idtaux. 
Rtciproquement, supposons d'abord que P est aussi bien fond6 (i.e. 
belordonnt). Alors I (P)  est bien fond6 et un raisonnement inductif immtdiat 
donne le rtsultat. Dans le cas gtntra l  on utilise le fait que tout ensemble ordonn6 
contient une partie cofinale bien fondte:-Soit June  section initiale de P et Pj 
une partie cofinale de J bien fondt. Puisque Pj est en fait belordonnt, Pj = 
P1 U. • • U P, oE les P/ sont des idtaux de Pi. Les (<--P~] sont des idtaux dont la 
rtunion est P = (<--Pj]. [ ]  
L 'tnonc6 est encore valable en remplagant section initiale par section finale et 
idtal par filtre. 
Lemme 4.6. Soit F une famille de types d'ordre impartibles et soit P un ensemble 
ordonn~ sans antichafne inJinie. Si Ktfirnr P = a alors il existe un ideal I et un J~ltre 
F dans P tels que Kdimr I fq F = a. 
Preuve. On sait que P = Ix U I2U"""  LI I ,  ofa les /~ sont des idtaux. D'apr~s le 
Lemme 4.4, Kdimr P = MaXi=l ..... ,{Kdim r/~}, donc Kdimr P = Kdimr Ik, pour un 
certain k. De m~me Ik est rtunion fmie de filtres, soit Ik = Ul~i~,~ Fj, donc 
Kdimr Ik = Kdimr Fl pour un certain I. 
On prend alors I = Ik et F = [~-->). []  
Ce lemme nous permettra, dans la preuve du rtsultat principal de faire 
correspondre h chaque section initiale K et section finale L un idtal I _  K et un 
filtre F ~_ L tels que Kdimr K f3 L = Kdimr I t3 F. 
Lemme 4.7 (Milner et Pouzet [4]). Soient Pun  ensemble disperse, sans anticha~ne 
inIinie et • un cardinal r~.guli~ non-d~.nombrable. Toute x-suite d' id~aux contient 
une K-sous-suite croissante ou d~croissante. 
Ce rtsultat a une preuve difficile que nous ne reproduirons pas. Nous l'utilise- 
rons uniquement dans le cas o/1 la F-dimension de KruU a une cofinalit6 
non-dtnombrable. 
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4.3. Preuve de la Proposition 4.1 
Soit r une farnille de types d'ordre impartibles dispers6s et soit Pun  ensemble 
ordonn6 dispers6 sans antiehalne infinie. Cet ensemble ordonn6 P a une F-  
dimension de Krull; montrer qu'il a une extension lin6aire P de m~me F- 
dimension de Krull 6quivaut ~ montrer que F(P)  contient une ehaine C teUe que 
devr C = devr F(P),  En effet on sait, d'aprbs un r6sultat de Bonnet et Pouzet qu'il 
y a correspondance biunivoque entre extensions lin6aires /5 de Pet  ehalnes 
maximales de F(P)  (ceUe-ei 6tant de la forme F(P)) [1]. 
On montre par induction sur l'ordinal a que, pour tout ensemble ordonn6 P 
dispers6 sans antichalne infmie, si devr F(P) = a alors F(P) contient une chalne C 
telle que devr C = a. 
Pour a = 0 le r6sultat est 6vident, n'importe queUe ehaine convient. 
Pour a > 0 on distingue deux cas: 
Cas 1. a est un ordinal isol6, i.e. a =/3 + 1. 
Puisque Kd imrP=/3+l ,  il existe ~/eF  et f :~/ - ->F(P)  telle que 
devr[ f (a) ,  f(b)]>~/3 dbs que a < b dans v. D'aprbs le Lernme 4.2, l'intervalle 
[[(a),  f(b)] contient un sous-intervalle [X~ Y] de F-d6viation /3, or un tel inter- 
vaUe [X, Y] &ant isomorphe h F (X \  Y) on peut lui appliquer l'hypoth~se 
d'induction. Il existe done une ehaine C ~ [f(a),  f(b)] de F-d6viation au moins/3. 
Pour tout a e ~/, qui admet un successeur a',  soit Ca uric chaine d'extr6mit6s 
f (a ) , f (b )  telle que devrCa >I/3. Si a n'a pas de sucoesseur soit Ca ={/(a)}. 
L'ensemble C = da~ Ca est nne chaine ineluse dans F(P)  et contenant l'image de 
f. La chaine ~/ 6~ant dispers6e alors, pour tout a, b • ~/ avec a < b, il existe au 
moins deux 616ments cons6cutifs a',  b' • ~/ tels que a <~ a'  < b' ~< b. Or Ca, = 
[.f(a'), f(b')]c d'oh devr~(a) , / (a ' ) ,  f(b')]c l> /3 et done devr~f(a), f(b)]c>~/3 . 
Conclusion devr C = a. 
Cas 2. a est un ordinal limite. Soient Iz =of(a)  et (o~)i<~ telle que a = 
Supi<~ ai. 
Sous-cas 2.1. ~ = to. 
Soit ,,¢ = {I I I • I(P) et Kdimr I < a}, o~ estun ideal de I(P). En effet, si I • ~ et 
J~ I  alors Kd imr J<~Kdimr I  d'ofi J •~.  De plus d'aprbs le Lemme 4.4, on a 
Kdimr l U J = Max{Kdimr I, Kd imr J}<a d'ofi I U J • ~. 
Soit a~ = sup{Kdimr I I I •,,¢}. 
Si a~ = a alors il exist• une suite Io, I~ , . . . ,  I , , . . .  tell• que Kdimr I~ I> a~. Avec 
le Lemme 4.4 on peut construire une suite strictement croissante 
J0 ~ J~ ~" • • ~ J~ ~ Jr/÷~ ~" "" telle que 
a>Kd imr J~+l>Kd imr J~>o~ pour tout  i<to. 
On a ~+i = (~+~/J~)U~ done, d'apr~s le Lemme 4.4, a >Kdimr(J~+tlJ~)>oq. 
D'apr~ l'hypoth~sc d'induction l'ensemble (~+x/~) admet une extension lin6aire 
soit ~ tell• que Kdimr ~ >o~. L =~i<~ •st alors uric extension iinb.,aire de 
/=d i<, J i+ l /~ ,  ave• Kd imrL  =a.  N'importe qu'elle extension lin6aire P de P 
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prolongeant L a une F-dimension de Krull 6gale h a. La chaine correspondante 
de IF(P) a une F-d6viation a. 
Si a¢ < tx soit alors i0 le plus petit entier tel que a~ < etC. Puisque Kdim r P = tx il 
existe, d'aprbs le Lemme 4.2 deux sections finales/70,/71 telles que devr[F0,/71] =
a~. Or [Fo,/71] est isomorphe h F(FI\Fo) donc KfflmrFl\Fo = oq o. Soit I0 = 
P \ Fo, puisque cet ensemble contient/71 \ F0 on a 0% = Kdimr/71 \ Fo ~< Kdimr I0. 
Done I0 E o~, i.e. Kdimr Io = a. Soit 11 = P \F1 ,  on a Io = 110 (FI\Fo) donc, d'aprbs 
le Lemme 4.4, Kdimr/1 = a. En continuant cette construction on obtient une 
suite strictement d6croissante de sections initiales Io ~ Ix 7" • "~ I .  ,~- • • telle que 
KdimrI,+l\ I ,  = trio+,. D'apr~s l'hypoth~se d'induction on a pour chaque n une 
extension L,  de I,+x \ I ,  teUe que Kdimr L ,  = o%+,. 
-~,<,o/ -~ est une extension lin6aire de Io\f-),<o,I, telle que I1 s'ensuit que L -  * 
Kdimr L = a. Son prolongement en une extension l in6aire/3 de P tout entier a 
une F-dimension de Krull 6gale h a. 
Sous-cas 2.2. g > to. 
D'apr~s le Lemme 4.2 et 4.6 on peut pour chaque i < g trouver un id6al/~ et 
un filtre ~ tels que Kdimr/~ f'l ~ = oq. En appliquant deux lois le Lemme 4.7 on 
peut trouver une partie M G t~, IM[ = tL telle que les sous-suites (Ji)i~M et (~)~M 
soient monotones. 
Ces deux suites ne peuvent 6tre toutes les deux d6croissantes. Supposons par 
exemple que (/i)i~M est d6croissante, (Fi)i~M est croissante. On a F~+I fq/ i+a- 
(F~+I/F~) U (Fr N/~), d'ott Kdimr (F~+I/F~) O (F~ n/~) >~ o~+1 et puisque 
Kdimr(Fi tq/~)= o~, on a alors Kdimr F~+I/Fi >~o~+~. Soit L(F~+a/F~) une extension 
lin6aire de F~+I/F~, teUe que Kdimr L (F~+I /F~)~+x (une teUe extension lin6aire 
existe d'aprbs le Lemme 4.2 et l'hypoth~se inductive). 
Alors L=~i~L(F~+x/F~) est une extension lin6aire de U/~F~+I/F~, avec 
Kdimr L = ace  qui donne le r6sultat. 
Le cas sym6trique se traite de m~.me. 
Supposons maintenant que (1~)~ et (F~)~ sont, toutes les deux, des suites 
croissantcs. Dans cccas,  
= u (Z+, u 
Puisque o~+l>al on a, d'aprbs le Lemme 
Kdimr (~+1//i) = o~+1. 
/x 6tant impartible, i l existe N cM,  tel que 
Kdimr(/i-+i//~) = oq+1 pour tout i E N. 
4.4, Kd imr~+1\F i  = 0~+i ou 
INI=/~ et par exemple, 
F~ Jri+l 
"Z iFig. 1. 
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Pour tout i ~ N, soit ~ une extension lin6aire de/~+1//~ telle que Kdimr ~ = o~+1. 
L = Y.i~s~ est une extension lin6aire de [_J~r~/i+l]/i, avec Kdimr L = ct. Voir Fig. 
1. Ceci donne le r~sultat. [] 
5. Applications 
5.1. Dimension de Krull usuelle 
Lorsque F est 6gal h {to*} et Pes t  belordorm6, le th6or~me redonne facilement 
deux r6sultats connus: le th6or~me de de Jongh et Parikh, d6jh cit6, et la valeur 
de la dimension de Krull d'un produit de deux ensembles belordonn6s, obtenus 
par Robson [12]. 
Pour le voir rappelons d'abord la notion de hauteur et celle de somme 
Hessenbergienne. 
Etant donn6 un ensemble bien fond6 P, la fonction hauteur associe a tout 
616ment x de Pun  ordinal h(x, P) d6fmi par induction comme suit: h(x, P)= 
sup{h(y,P)+l ly<x dans P}. Par exemple, h(x,P)=O si et settlement x est 
minimal. Cette fonction partitionne l'ensemble Pen  parties disjointes P~, oh 
P~ = h-X(t~, P), les niveaux de hauteur. Ainsi P0 est l 'ensemble des 616ments 
minimaux de P, et plus g6n6ralement Pest  l 'ensemble des 616ments minimaux de 
P\[.J~,<~ P~,. La hauteur de P, que l'on note h(P), est le plus petit ordinal t~ tel 
que P~ = ~1. 
L'unicit6 de la forme normale d'un ordinal t~ permet d'6crire celui-ci sous la 
forme d'une s6de infinie: ~t -  ~o  to ~ dans laqueUe les n v sont presque tous 
nuls et la sommation (de droite ~t gauche) porte sur tous les  ordinaux. Etant 
• v leur somme Hessenbergienne donn6s deux ordinaux a = Y,~o to~rtv et/3 = ~o to~ 
est l'ordinal ~t ~/3 = Y,~o tov(~ + m~). 
Ainsi (to42 + to2+ to)~(to3 + to3 + 4) = to42 + to3 + to2 + to4+ 4 tandis que 
(to42 + to2 + to) +. (to3 + to3 + 4) = to42 + to3+ to3+4. 
Lemme 5.1. Soient Pun ensemble belordonn~, etA, B deux sections initiales de P, 
alors: 
h(A, I(e)) + h(B \ A, I(P \ A )) <~ h(A t.J B, l (e))  
<- h(A, I(P))~ h(B \ A, I(P \ A )). 
Preuve. Pour la premiere in6galit6 raisonner par induction sur B \ A (en suppos- 
ant que l'in6galit6 a lieu pour toutes les sections initiales B', B 'c  B telles que 
B' \ACB\A) .  
Pour la seconde, consid6rer l'application q~ :I(P) ---> I(P) x I (P \A)  d6finie par 
~0(J)= ( JNA,  J \A ) ,  et appliquer le fait suivant: si Pet  O sont deux ensembles 
bien fond6s, alors h((x, y), Px  Q)= h(x, P )~h(y ,  Q) pour tout (x, y )~Px  O. [] 
5.2. Soit Pun ensemble belordonn~. Si h(P, I(P)) = to~ alors Kclim P = ~. 
Dimension de Krull des ensembles ordonni.s 187 
preuve. On raisonne par induction surct. 
Soit /3=KdimP.  L'in6galit6 devQ<~devh(O*)  * entraine /3<---~t. Supposons 
/3 <a.  Soit Io une section initiale telle que h(Io, I(P))= too; posons Fo = P\Io. 
D'apr~s le lemme pr6c6dent h(Fo, l(Fo)) = to ~. Soit alors June  section initiale de 
F0 telle que h( J, l(Fo))= too; posons F1 = Fo\ J .  En continuant la proc6dure on 
obtient une suite strictement d6croissante de sections finales Fo ~F1 ~- - -  
F , " "  telle que f(F, \F,+I, I(F,))= to o pour tout n. D'apr~s l'hypoth~se induc- 
tive Kdim F , \F ,+ I  =/3, c'est-~t-dire que devF(F,\F,+l)=/3. Or F(F,\F,+I) est 
isomorphe h l'intervalle [F,+I,/7.] de F(P). On a donc une suite d6croissante 
(F,), telle que tous ies intervalles successifs aient une d6viation/3. I1 s'ensuit que 
dev F(P) >/3, contradiction. [] 
l~n~ol~me 5.3. Soit P un ensemble belordonn~.; I(P) confient une chaine de type 
~gal a h(l(P)). 
Preuve. On raisonne pax induction sur a = h(P, I(P)). 
Ecrivons a = to ~1 +. • • + to~ avec a l  ~> az I>" • • ~> ak >I 0. Si k >I 2, soit I une 
section initiale telle que h(I,l(P))=to~'~+ .. .+to~-l. D'apr~s le Lemme 5.1, 
h(P\I, I (P \ I ) )=~o~.  Donc d'apr~s l'hypoth~se d'induction l(I) contient une 
chaine de type oJa~+ -- -+to~- l+ l  et I (P \ I )  une chaine de type to°~ +1. Donc 
I(P) contient une chalne de type a + 1. Si k = 1 alors h(P, I (P) )= to~. Dans ce 
cas, et d'apr~s le Lemme 5.2, Kdim P = al .  D'apr~s le Th6or~me 1.2 il existe une 
extension lin6aire 15 de P telle que Kdim P = al ,  c'est-~-dire t lle clue dev F(15) = 
al. Or F(P) est une chalne anti-bien ordonn~e doric (to~0*---<F(15). n en r6sulte 
co% <<-I(P). Et donc I(P) contient une chaine de type a + 1. [] 
C'est la version 6quivalente du th6or~me de de Jongh et Paxikh. 
Pour le second r6sultat rappelons d'abord la d6finition du produit Hessenber- 
gien d'ordinaux. Celui-ci est d~firti ainsi: on 6crit les ordinaux comme des 
polyn6mes en les toa et on fait leur produit comme le produit de polyn6mes 
usuels. Pour cela il suflit de d6finir le produit Hessenbergien des to~. On pose tout 
simplement to ~ ® to o = to~O. 
Formellement soient a,/3 deux ordinaux s'6crivant sous forme normale 
comme suit: 
a=~*to~ et /3=~*to~mv. 
-y ,v 
Le produit Hessenbergien a ® /3: vaut: 
Y. 
Exemple. (to~'~+ oJ3)®~" = to"~-" +~"+13. 
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Rappelons un rtsultat de de Jongh et Parikh [2] que nous formulons en termes 
de hauteur. 
Th6or~me 5.4. Soient Pet  Q deux ensembles belordonn/.s. 
h(Px Q, I(P× O))= h(P, I(P))(~ h(O, l(O)). 
Voici le r6sultat de Robson: 
Thtor~eme 5.$. Soient P et Q deux ensembles belordonn~s. 
Kdirn(e x Q)= Kdim P~Kdim Q. 
Preuve. Soient a = h(P, I(P)) et /3 = h(Q, l (O)) avee a =to~l+ -. .+to~ et /3 = 
toa,+- . .  +toa'. On a done Kd imP= a l  et Kdim Q =/3~. Or h(PxQ, I(P×Q))= 
a ®/3 et, lorsque l'on effectue le produit a @/3, le terme de plus haut 'degrt'  est 
a1~/31, done KdimPx Q=a1~/31. [] 
5.2. Rang topologique t {to, to *}-d~viation 
Un deuxibme as de F-dtviation est particuli~rement i 6ressant, celui de la 
{to, to*}-dtviation. 
Pour les ensembles ordonn6s sans suites strictement erissantes, la {to, to*}- 
dtviation coincide avee la dtviation usuelle, ce qui n'est pas le c.as pour d'autre,, 
ensembles ordonnts, comme par exemple les ensembles ans suite strietemen 
dtcroissante o~ la dtviation usuelle vaut 0 et la {to, to*}-d~viation co'incide avec ls 
{to}-d~viafion. 
La {to, to*}-dtviation des ehalnes est particuli~rement simple ~ ealeuler: le.. 
ehalnes qui ont une {to, to*}-dtviation 6gale ~ ztro sont les ehalnes fmies. Le~ 
ehaines (to*+to); ( to*+to) -2 , . . . , ( to*+to) .  n , . . .  et leurs sous-eha~nes infinie,~ 
sont ceUes de {to, to*}-dtviation 1. 
Ceei suggbre un rapport entre la notion de {to, to*}-dtviation et une autre notioz 
connue: ' l 'tquivalence fmie'. 
Soit C tree ehaine. Pour ehaque ordinal a on dtfinit, par induction sur a, 1; 
relation d'&lUValence --=~, sur C comme ci-dessous et on note C.. le quotient C / . .  
(a) -0  e.st l'tgalit6 sur C. 
(b) supposons que -=a est dtfinie pour tout/3 <a.  
Si a est limite, on pose x --~ y si et settlement s ix  -=a Y pour un certain/3 < a. 
Si a = a '  + 1, on pose x --~ y si et seulement si l'intervalle [£, y] est fini clans C~ 
et y 6tant les images respectives de x et y dam C~, par la surjeetion canoniqu 
de C sur C~,. Par exemple ---1 est la 'relation d'&tuivalence finie'. Ses elasse 
d'tquivalence sont des intervalles de C dont les types d'ordre sont n, to, oJ* o 
to*+ to. D'une fa~n g~ntrale les classes d'&luivalence de --~ sont des intervalk 
de C, et done C peut s '~ ' i re  comme somme lexicographique indexte par C~ d 
ses classes d'&luivalence modulo =--a. Ces relations d'&luivalence soi 
fr&tuemment utilistes pour l ' t tude des ehaines et prteistment des elaaine 
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dispers6es. En effet une chafne C est dispers~e si et seulement si C~ est fini pour un 
certain ordinal et. D'apr~s ce que nous avons vu (Th6or~me 3.1) ceci 6quivaut 
encore h dire que la {to, to*}-d6viation est d6finie. 
La relation entre ces notions est la suivante: 
p ro l~ i t ion  5.6. La {to, to*}-d~viation d'une chafne C est le plus petit ordinal et tel 
que C,, est fini. 
lhr~ve. On montre par induction sur l'ordinal ct que dev~o,,o,.rC = a si et seule- 
ment si a est le plus petit ordinal pour lequel C~ est firfi. 
Pour a = 0 c'est clair: C est une chaine finie. 
Soit a > 0. Supposons que devt~,o,.}C = a. Si C~ est infini, alors n6cessairement 
C contient to ou to*. Supposons par exemple que to ~< C=. Soit alors ao<al  < 
• . -<  an <""  une suite croissante d'616ments de  C dont les images respectives 
dans C~ sont distinctes. Puisque dev~,~.}C=a il existe n,m tel que 
dev~,~.~[a,, , , ]<a .  D'ofi, d'apr~s l'hypoth~se d'induction, il existe /3 <a pour 
lequel [a~, am] 0 est fmi. On a donc a,  ----o+xa,, e ta  fortiori an --~a~. Contradic- 
tion. 
R6ciproquement supposons que C,, est finie et C o infinie pour tout/3 < t~. 
Consid6rons par exemple une suite d6croissante d'616ments de C. 
Soit ao> a~>- - .  > an >. - - .  Puisque C= est fini, une infmit6 d'616ments de 
cette suite est darts la m~me classe modulo --~. Soient a~, a~ avec a~ < o~ deux tels 
616ments. 
Si a est limite, alors a~--oa~ pour un certain /3 <a. Done [a~, aj] 0 a un seul 
616ment, d'ofJ, d'apr~s l'hypoth~se d'induction, dev{~.,o,~[a~, ]---</3 <a.  
Si a est isol~, i.e. a = ct'+ 1, [a~, a~]=, est lini d'oCa, de m6me, devt~. ~}[a~, a~]~ < 
a '<a.  I1 s'ensuit que devt,o.~}C~<a. Conclusion: devto,,~.}C=a. [] 
Le proc~d~ de r&tuction de Cantor-Bendixon. Soit X un espace topologique. Le 
proc6d6 de r6duetion de Cantor-Bendixon consiste ~ associer ~ chaque ordinal a 
le ct i~me d~r/t~ de X, d6fini par induction comme suit: 
X X, 
X ~) = x(a)\{points isol6s darts X (B)} si a =/3 + 1, 
No< . x<a) si a est limite. 
Le rang de Cantor-Bendixon de X, not6 rg X, est le plus petit ordinal tx tel que 
X a) = X<*+l). 
L'espace X est dit cla.irsem~ ou topologique dispers~ si X (a) = ~ pour un certain 
ordinal et. Ceci 6quivaut ~ dire que toute partie F contient au moins un point isol6 
pour la topologie induite. Si en plus X est compact alors son rang est un ordinal 
isol6. 
Consid6rons maintenant une chaine K que l'on munit de la topologie des 
intervalles (i.e., une base d'ouverts est constitu6e par les sections moyennes 
ouvertes ]a, b[ o~ a et b parcourent K). 
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Le premiere relation entre ordre et topologie est doe ~ Hausdortt: La chaine r 
est compacte si et seulement si eUe est compl&e pour l'ordre. 
Une chalne dispers6e (pour l'ordre) est clairsem6e; la r6ciproque est fausse 
(consid6rer n'importe quelle cha~ne discrbte, par exemple (to*+to). *l). Par 
contre: 
]Proportion 5."1. Pour une chMne complete K les conditions 
&tuivalentes: 
(i) K est clairsem(., 
(ii) K est disperse, 
(iii) K est isomorphe ~t I(C) oi~ C est une chafne dispers~e. 
Ceci est bien classique, donnons-en 6amoins une preuve: 
suivantes sont 
l~reuve. ('tii)=~ (ii). Supposons I(C) non-dispers6, i.e. rl <~I(C). Puisque 271 <~ 
on peut construire une chaSne (Ir,~)r~,~fZ,2 de sections initiales ordonn6es uivant 
l'ordre lexicographique des indices. A chaque r~,  on associe un 616ment rv de 
L,2\I~.1- L'ensemble des rv est une sous-chaine de C de type rl. 
(ii) ==> (i). Une chaine est dispers6e si et seulement si toute sous-chalne d'au 
moins deux 616ments, contient deux 616ments cons6cutifs, i.e., deux 61ements 
distincts a et b tels que ]a, b[= ~. Une telle condition implique facilement que 
chaque partie ayant plus de trois 616ments, contient trois 616ments cons6cutifs 
a <b<c.  L'616ment m&lian b est isol6. 
(i)==~ (iii). Un 616ment x est dit sup-complbtement irr6ductible (ou v- 
irr6ductible) si pour toute partie X, x = sup X implique x ~ X. 
Soit C l'ensemble des 616ments v-irr6ductibles de K et soit q~ l'application de 
I (C) dans K d6finie par q~(J)= vJ. Cette application est injective et croissante. Si 
elle n'est pas surjective il existe x tel que y = V {z I z ~ C et z <x} # x. Si ]y, x[ est 
vide, alors x est irr&luctible; sinon, comme K est dispers6 ]y, x[ contient deux 
616ments u~essifs, doric un irr6ductible. Contradiction. 
Supposant que C contienne une sous-chaine D isomorphe h ~1 on considbre 
l'ensemble ~ des sections initiales I de C telles que pour tout x dam C\L  il 
existe y ~ (C \ / )  ND, avec y <x.  L'ensemble ~ est non-vide et sans point isol6. Ce 
qui contredit le fait que K ~-I(C) est dairsem6. [] 
Dans le cas des chaSnes on a la relation suivante ntre {to, to*}-d6viation et rang 
topologique. 
Propos i~n 5.8. Soit Cune  chaine dispers~.e. 
dev~,,~.~C = dev~,o.,o.r/(C) = rang I (C ) -  1. 
Preuve. (1). devc~.,o.~C=devt~o,.r/(C). 
Dimension de Krull des ensembles ordonr~ 191 
Puisque C est isomorphe h une partie de I(C), il est clair que devto,.o,.}C~< 
dev~* l / (C) .  
Pour l'in6galit6 r6ciproque, on prouve par induction sur a que si dev{,o,,o.}C <~ a
alors dev{,o.,~*r/(C) ~<a. 
Si a = 0 le r6sultat est 6vident puisque si C est finie alors I(C) l'est aussi. 
Si a >0,  on consid~re une suite strictement c roissante I0, I1 , . . . ,  In , . . .  de 
sections initiales. Pour chaque entier n, on choisit x ,~I2,+l \ I2n.  Puisque 
dev{o,,,o.}C<~a il existe deux entiers net  m tels que n < met  dev{,o,~.}[x~, ]<a,  
done dev{.,,o,*}I2,. \12.+1 < a. 
D'apr~s l'hypoth~se d'induction, dev{o,,~*l/(I2m \ I2. +1) < a. Comme I ( I2,.] I2,, +1) 
est isomorphe ~ l'intervaUe [I2n+1, I2m], il s'ensuit dev{,o,,o*}[I2m, I2.+1]<a. Le 
m~me argument s'applique h une suite d4croissante de sections initiales. Par 
eons6quent dev{,o,o,.}/(C) ~< a. 
(2). dev{~,o,.}C = rg I (C ) -  1. 
D'apr~s la Proposition 5.6 il suflit de prouver que rg I (C ) -1  est 6gal au plus 
petit ordinal a, tel que C~ est fini. C'est une cons6quence imm6diate du fait 
suivant: soit q~ la surjection canonique de C sur C~, = C/__ et soit I~ :I(C~) ~ I(C) 
l'application duale (d6finie par l~(J) = ~- l ( j ) ,  pour toute section initiale J de C~). 
Alors I~ est un isomorphisme de I(C,~) darts (I(C))(~)U{0, C}. Celui-ci s'obtient 
directement par induction sur a. Le cas a = 0 est 6vident. Pour le cas a = 1, soit I 
une section initiale limite diff6rente de ~ et de C. N6cessairement, pour tout x ~ I 
et y ~ C/I, la section moyenne [x, y] est infinie. Done (I(C)) (x) t.I {0, C} est exacte- 
ment l 'ensemble des sections initiales, unions de --1 classes de C. 
Pour a > 1, on se famine au cas t~ = 1 en observant que C~ est obtenue en 
it&ant a lois, l'6quivalence -1  (Par exemple C2 = C1/,.~). [] 
Preuve du Th6or~me 1.3. Puisque I(P) est dairsem6 ses chaines et done ses 
chaines maximales sont clairsem6es. Comme celles-ci sont de la forme I(P), oh/5 
est une extension lin6aire de P, cUes sont dispers6es (Proposition 5.8) et done I(P) 
est dispers& (En fait la r6ciproque est vraie, el. [5].) ]1 a done une {to*, oJ}- 
d6viation. Or d'apr~s le Th&3r~me 1.2 il existe une ehaine maximale 
n6cessairement de la forme I(P), de {~o*, co}-d6viation maximum. Son rang est 
done maximum. 
Remarque finale. Le rang maximum peut ~tre diff6rent du rang de I(P). 
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