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N Menge der nat

urlichen Zahlen
R Menge der reellen Zahlen
jaj Betrag einer reellen Zahl a
C Menge der komplexen Zahlen
jj Betrag einer komplexen Zahl 
R
n
Menge der reellen n-dimensionalen Vektoren
w
T












Inverse Matrix von A
A
T
Transponierte Matrix von A
IR Menge der reellen Intervalle
IR
n
Menge der reellen n-dimensionalen Intervallvektoren
IR
mn
Menge der reellen m n Intervallmatrizen




urlichen Zahlen von i = m bis i = n
i.a. im allgemeinen
Vektoren und reelle Zahlen werden mit kleinen, Matrizen mit groen lateini-
schen Buchstaben bezeichnet. Intervalle, Intervallvektoren und Intervallma-
trizen werden zus

atzlich mit eckigen Klammern versehen, also z.B. [A].
Die Komponenten von (Intervall-) Vektoren und Matrizen indizieren wir







Iterationsindizes werden hochgestellt: x
k
.
Die Arbeit ist unterteilt in Kapitel und diese wiederum in Abschnitte und Un-
terabschnitte. S

atze, Lemmata und Beispiele werden jeweils innerhalb eines
Kapitels getrennt voneinander durchnumeriert und mit einer nachgestellten
Kennung versehen, die aus zwei Zahlen besteht. Die erste Zahl bezeichnet
das Kapitel, die zweite Zahl die Nummer des Satzes bzw. des Lemmas bzw.
des Beispiels in diesem Kapitel. So bedeuten Satz 2.1 Satz 1 in Kapitel 2 und





uchern [10] und [28], aber auch schon im letzten Kapitel des Buches
[6] widmet man sich dem linearen Komplementarit

atsproblem,welches wir im
folgenden stets mit LCP abk

urzen werden. Darunter versteht man folgende
Problemstellung:
Gegeben sind eine MatrixM 2 R
nn
und ein Vektor q 2 R
n
, und
gesucht sind Vektoren w; z 2 R
n
(oder gesucht ist ein Beweis zur
Nichtexistenz von Vektoren w; z 2 R
n
) mit













Es ist also w
i
= 0 oder z
i






Gegeben sind eine Matrix M 2 R
nn
und ein Vektor q 2 R
n
,
und gesucht ist ein Vektor z 2 R
n
(oder gesucht ist ein Beweis
zur Nichtexistenz eines Vektors z 2 R
n
) mit















Aquivalenz zwischen (1) und (2):














osung von (2), so sind die Vektoren
w; z 2 R
n
mit





(1) hat zwar doppelt soviele Unbekannte wie (2). Daf

ur hat aber (2) mit
(q + Mz)
T








ur ein LCP zwei Formulierungen einzuf

uhren, liegt aber nicht
so sehr darin, die jeweiligen Vorteile auszunutzen. Er liegt vielmehr in der
Natur der Sache.
Einige Anwendungen (z.B. lineare und quadratische Programmierung, Zwei-
personenspiele, siehe [10], [28]) f

uhren auf ein LCP der Art (1), andere An-
wendungen (z.B. freie Randwertprobleme, konvexe H

ullenbestimmung von
Punkten in der Ebene, siehe [10]) f

uhren auf ein LCP der Art (2).
Weiteres Auftreten und weitere Anwendungen eines LCPs ndet man im Ar-
tikel [16].
Die Frage nach der L

osbarkeit eines LCPs ist schon hinl

anglich beantwortet,
und bereits in den sechziger Jahren hat man Algorithmen entwickelt, die eine
L

osung eines LCPs bestimmen. Die beiden Hauptalgorithmen gehen dabei
auf R. W. Cottle und G. B. Dantzig [9] und auf C. E. Lemke [23] zur

uck.
Anfang der siebziger Jahre hat C. W. Cryer [13] das S.O.R.-Verfahren auf das
LCP

ubertragen und gezeigt, da es konvergiert, falls M eine symmetrische
positiv denite Matrix ist.
Viele weitere Verfahren wurden entwickelt (siehe etwa [10] und [28]). In die-
sen Arbeiten wird folgende Problematik aber nicht ber

ucksichtigt:
Welche Aussagen kann man noch treen, wenn man die dem LCP
zugrunde liegende Matrix M und/oder den dem LCP zugrunde
liegenden Vektor q explizit gar nicht kennt ?
Was kann man noch aussagen, wenn man lediglich untere und
obere Schranken f

ur M und/oder q kennt ?
Eine analoge Fragestellung hat schon in vielen anderen Bereichen der Ma-
thematik zur

Ubertragung von klassischen Algorithmen auf Algorithmen, die
auf der Intervallrechnung basieren, gef

uhrt. Man denke z.B. an den Intervall-
Gau-Algorithmus (siehe z.B. [2]).
Somit ist der Punkt, an dem diese Arbeit ein- bzw. ansetzt, folgende Proble-
matik:
Gegeben sind eine quadratische n n Intervallmatrix [M ], d.h. eine Matrix,
6
deren Elemente reelle Intervalle sind, und ein n-dimensionaler Intervallvektor
[q], d.h. ein Vektor, dessen Elemente reelle Intervalle sind. Dann betrachten
wir die Menge von linearen Komplementarit

atsproblemen:












M 2 [M ]; q 2 [q]; (3)
bzw.












M 2 [M ]; q 2 [q]: (4)
Es entstehen nun folgende Fragen:
 Kann man die Gesamtheit aller L





at sich die Gesamtheit aller L





 Wie schnell ist ein solcher Algorithmus ?
 Gibt es Anwendungen dazu ?
 K

onnen aufgrund der Intervallrechnung Aussagen getroen werden, die
durch die klassische LCP - Betrachtung nicht abgedeckt werden ?
Das Ziel dieser Arbeit ist es, all diese Fragen positiv zu beantworten. Dazu
gehen wir wie folgt vor:
In Kapitel 1 werden wir die wesentlichenHilfsmittel aus der Intervallrechnung
bereitstellen und einige Aussagen aus der Numerischen Linearen Algebra zu-
rechtlegen.




ur das LCP mit Intervallein-
tr

agen all die Argumente bereit, die schon bei linearen Intervallgleichungs-
systemen zum Ziel gef

uhrt haben. Auch der oben schon erw

ahnte Intervall-
Gau-Algorithmus wird tiefgehend behandelt, da er im dritten Kapitel ent-
scheidend mitwirkt.
7







, die die Gesamtheit aller L

osungen von (3) und von
(4) beschreiben, werden eingef

uhrt, und einige L

osungsmengen werden wir
geometrisch darstellen. Danach wird eine Klasse von Intervallmatrizen vorge-
stellt, f

ur die wir einen Algorithmus angeben k











In einem weiteren Abschnitt wird das LCP als Nullstellenproblem formu-
liert, und durch Vorgehensweisen zur Nullstelleneinschlieung werden wir
dann L











ohnlichen freien Randwertproblems zeigen wir dann in Ka-
pitel 4 eine Anwendung. Die Ideen aus Kapitel 3 liefern dabei zwei Algorith-
men, die Aussagen liefern, die ein klassischer Algorithmus f








Wir wollen in den ersten beiden Abschnitten kurz die wesentlichen Deni-
tionen und Eigenschaften der Intervallrechnung zusammenfassen. Dabei ori-
entieren wir uns an [3]. Im dritten Abschnitt sind dann einige Resultate aus
der Numerischen Linearen Algebra zusammengestellt.
1.1 Reelle Intervallrechnung und Eigenschaf-
ten




[a] := [a; a] = fx 2 R : a  x  ag:
Die Gesamtheit dieser Intervalle bezeichnen wir mit IR. Reelle Zahlen a sind




Bezeichnet  eine der vier Verkn

upfungen +; ;; = f

ur reelle Zahlen, so de-
niert man f

ur zwei Elemente [a] und [b] in IR die entsprechenden Operationen
durch
[a]  [b] := fa  b : a 2 [a]; b 2 [b]g:
9
Bei der Division ist dabei 0 62 [b] vorauszusetzen. Da die Funktion f(a; b) =
a  b; a 2 [a]; b 2 [b];  2 f+; ;; =g stetig ist, ist [a]  [b] wieder ein
Element von IR.

Ublicherweise wird das -Zeichen durch einen Punkt ersetzt
und dieser gew

ohnlich weggelassen. Eine elementare Diskussion ergibt die
folgenden Rechenregeln (siehe etwa [2]):
[a] + [b] = [a+ b; a+ b];
[a]  [b] = [a  b; a  b];
[a] [b] = [minfab; ab; ab; abg;maxfab; ab; ab; abg];







Eine grundlegende Eigenschaft ist die sogenannte Inklusionsmonotonie, d.h.:
[a]  [~a]; [b]  [
~
b]) [a]  [b]  [~a]  [
~
b];  2 f+; ;; =g:
Neben diesen vier elementaren Verkn

upfungen denieren wir f

ur Funktionen
r(), die in R (oder auf einer Teilmenge von R) deniert sind,
r([a]) := fr(a) : a 2 [a]g;
wobei [a] im Denitionsbereich von r liegt. Z.B. ist
abs([a]) := [minfjaj : a 2 [a]g;maxfjaj : a 2 [a]g]
die intervallm

aige Betragsfunktion. Weitere wichtige Denitionen sind der
Durchmesser d([a]) mit
d([a]) := a  a;





der Betrag j[a]j mit
j[a]j := maxfjaj : a 2 [a]g
und der Ostrowski-Operator h[a]i mit
h[a]i := minfjaj : a 2 [a]g:
10





0 falls 0 2 [a];
minfjaj; jajg sonst:
Speziell hat man
abs([a]) = [h[a]i; j[a]j]:
Nachfolgend ndet man einige Rechenregeln f

ur Durchmesser und Betrag:
d(a) = 0 f

ur a 2 R;
d([a] [b]) = d([a]) + d([b]);
d(a[b]) = jajd([b]); a 2 R;
d([a] \ [b])  d([a]) ; d([b]);
d([a] b) = d([a]); b 2 R:
Der Abstand zweier Intervalle [a] und [b] wird deniert als
q([a]; [b]) := maxfja  bj; ja  bjg:
Es gelten
q([a] + [b]; [a] + [c]) = q([b]; [c]);
q(a[b]; a[c]) = jajq([b]; [c]); a 2 R;
q([a][b]; [a][c])  j[a]jq([b]; [c]):




uchern zur Intervallrechnung (z.B.
[2], [29]). Eine weitere Eigenschaft wollen wir aber speziell festhalten als
Lemma 1.1 Es seien [x]; [y] 2 IR. Dann gilt
q(abs([x]); abs([y])) q([x]; [y]):
Einen Beweis ndet man in [29].
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1.2 Matrizenintervallrechnung
Mit einer Intervallmatrix [A] bezeichnen wir eine Matrix, deren Elemente In-
tervalle [a
ij
] 2 IR sind. Wir schreiben daf

ur [A] = ([a
ij
]). Hat eine Intervall-

















ur auch einfach A und nennen A eine Punktmatrix. Entspre-





upfungen sind wie f

ur reelle Matrizen und/oder Vektoren deniert:



































Der Durchschnitt zweier Intervallmatrizen und die Teilmengenbeziehung
zweier Intervallmatrizen sind

uber die Elemente bzw. Komponenten deniert:



















[A]([B] + [C])  [A][B] + [A][C]:
F

ur die Multiplikation von Intervallmatrizen (und/oder Intervallvektoren)
gilt i.a. nicht das Assoziativgesetz. Ein Gegenbeispiel ndet man z.B. in [2].
Es gilt jedoch das folgende
Lemma 1.2 Sei e
i
der i-te Einheitsvektor. Dann gilt f









Einen Beweis ndet man in [3].
Durchmesser, Mittelpunkt, Betrag und Abstand bei Intervallmatrizen und
Intervallvektoren sind ebenfalls

















Durchmesser, Betrag und Abstand von Intervallmatrizen sind also reelle Ma-
trizen. Die entsprechenden Begrie f

ur Intervallvektoren sind reelle Vektoren.
Ungleichungen zwischen reellen Matrizen bzw. reellen Vektoren sind element-
weise bzw. komponentenweise zu verstehen. F

ur zwei reelle n-dimensionale
Vektoren x = (x
i
) und y = (y
i
) gilt also




; i = 1(1)n:
Wie im eindimensionalen Fall gelten folgende Regeln:
q([A] + [C]; [B] + [C]) = q([A]; [B]); (1.1)
q([A][B]; [A][C])  j[A]jq([B]; [C]) (1.2)
und
d(A[B]) = jAjd([B]); (1.3)
d([A] C) = d([A]); (1.4)
d([A] \ [B])  d([A]) ; d([B]): (1.5)
Die Beweise ndet man in [2].
Als n

achstes denieren wir den Ostrowski-Operator f

ur quadratische Inter-
vallmatrizen. Sei dazu [A] 2 IR
nn





























wird auch oft Vergleichsmatrix von [A] genannt. Sie wird bei den so-
genannten H-Matrizen wichtig werden.
13
1.3 Hilfsmittel aus der Numerischen Line-
aren Algebra
Es sei C die Menge der komplexen Zahlen, und es sei A eine komplexe nn









ur i; j = 1(1)n. Wir nennen  2 C einen Eigen-





x wird ein Eigenvektor von A genannt. Die Menge
(A) :=
n
 2 C :  ist ein Eigenwert von A
o
nennt man das Spektrum von A. Der betragsgr

ote Eigenwert der Matrix A
heit Spektralradius und wird mit (A) bezeichnet. Es gilt der folgende
Satz 1.1 Es sei A 2 C
nn
. Dann gelten foldgende Aussagen:
1. Es gilt:






konvergiert gegen die Nullmatrix.












Dabei bezeichnet I die n  n Einheitsmatrix und
A
i






Den Beweis zu Teil 1 ndet man in [38] auf Seite 13 und den zweiten Teil



























b lediglich untere und obere Schran-
ken kennt.





, und wir betrachten eine Menge von linearen Gleichungssystemen
Ax = b; A 2 [A]; b 2 [b]: (2.2)
Die Gleichungen (2.2) werden als ein lineares Intervallgleichungssystem be-
zeichnet. Was uns jetzt interessiert, ist das AuÆnden eines Intervallvektors
[x] 2 IR
n
, der die Menge
 := ([A]; [b]) := fx 2 R
n
: Ax = b; A 2 [A]; b 2 [b]g
einschliet, falls  beschr

ankt ist. Denn dann k

onnen wir schlieen:
Ist ~x eine L

osung von (2.1), so gilt
~x 2 ([A]; [b]) [x]:
Zur Warnung sei bemerkt, da ein Intervallvektor [x], der der Gleichung
[A][x] = [b] gen

ugt, ([A]; [b]) i.a. nicht einschliet. Dies zeigt das einfache
15






















ullt dann zwar [x] = [1;
5
4






von (2.3) liegt nicht in [x].








Satz 2.1 Es seien [A] 2 IR
mn
und [b] 2 IR
m












c) [A]x\ [b] 6= ;.
Die

Aquivalenz a), b) ist der Satz von Oettli-Prager [31], und die

Aquiva-
lenz a), c) geht zur

uck auf den Satz von Beeck [5].
Einen Beweis insbesondere f

ur den Fall m 6= n ndet man in [29] auf den
Seiten 95/96. Dort wird die

Aquivalenz a), c) als Satz formuliert, die

Aqui-
valenz a), b) allerdings lediglich als Korollar.
Das l

at vermuten, da der Satz von Beeck einen h

oheren Stellenwert hat als
der Satz von Oettli-Prager. Tats

achlich wird auch der folgende Satz mit der

Aquivalenz a), c) von Satz 2.1 bewiesen.
Satz 2.2 Es sei [A] eine regul

are Intervallmatrix, d.h. [A] 2 IR
nn
und jedes
A 2 [A] sei invertierbar. Dann gelten folgende Aussagen:
1. Die Menge ([A]; [b]) ist kompakt, zusammenh

angend, aber i.a. nicht
konvex.
2. Die Menge ([A]; [b]) ist die Vereinigung von endlich vielen konvexen
Polytopen.
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3. Ist O ein festgew

ahlter Orthant des R
n
und die Menge ([A]; [b])\ O




Den Beweis ndet man in [4].
Eine Aussage, wann genau ([A]; [b]) konvex ist, ndet man in [33].
Eine Art, wie man eine intervallm







2.1 Der Intervall-Gau-Algorithmus I.G.A.
Unter dem Intervall-Gau-Algorithmus (I.G.A.) versteht man die direkte

Ubertragung des in der Linearen Algebra wohlbekannten Gau-Algorithmus
auf die Intervallrechnung. Es seien also [A] 2 IR
nn
; [b] 2 IR
n
.
Ist 0 2 [a
11
], so sucht man eine Komponente [a
ij
] mit 0 62 [a
ij
]. Diesen Vor-
gang nennt man wie im Reellen Pivotsuche.
Falls kein solches Element in der Intervallmatrix vorhanden ist, so ist der
I.G.A. nicht durchf

uhrbar. Falls doch, so vertauscht man die erste Zeile mit
der i -ten Zeile und die erste Spalte mit der j-ten Spalte. [a
ij
] nennt man das
Pivotelement.
Das Pivotelement ist i.a. nicht eindeutig. Das Auswahlkriterium zur Bestim-
mung des Pivotelements nennt man Strategie der Pivotsuche.
Gilt also nach eventueller Vertauschung von Spalten und/oder Zeilen 0 62
[a
11


































] := 0; i = 2(1)n:
Besitzt die Matrix ([a
0
ij
]), 2  i; j  n; mindestens einen KoeÆzienten,
der die 0 nicht enth

alt, so ist nach eventueller Vertauschung von Spalten
und/oder Zeilen ein weiterer Intervall-Gau-Schritt anwendbar.
Der I.G.A. ist genau dann durchf





uhrbar sind und 0 62 [a
0
nn
] gilt. Insbesondere folgt, da die Durchf

uhr-
barkeit nicht von der rechten Seite [b] abh

angt.











]; 1  i  n, fol-
gendermaen implementieren:
for k := 1 to n  1 do
begin
for i := k + 1 to n do
begin








































for l := 1 to k do
begin






















































Dabei bezeichnen wir dann IGA([A]; [b]) := [x].
Aus dem Reellen wissen wir, da durch den Gauschen Algorithmus an-
gewandt auf A eine Dreieckszerlegung generiert wird, d.h. man erh

alt eine
linke untere Dreiecksmatrix L und eine rechte obere Dreiecksmatrix R mit








achst Ly = b (Vorw







Der Vorteil der Dreieckszerlegung ist oensichtlich. Hat man einmal die Drei-
eckszerlegung durchgef

uhrt und ist z.B.

ofters ein lineares Intervallgleichungs-
system mit derselben Intervallmatrix aber mit verschiedenen rechten Seiten
zu l
























Dreieckszerlegung auf Intervallmatrizen auf eine linke untere Intervalldrei-
ecksmatrix [L] und auf eine rechte obere Intervalldreiecksmatrix [R] mit













1 0    0
[l
21




    








































]    [r
2n
]
 0  
   
  

















alt den I.G.A. mit Dreieckszerlegung:
fDreieckszerlegungg
for k := 1 to n  1 do
begin



















































































ur alle i = 1(1)n






































































](   [C
(1)
][b])   ):
Diese Darstellung wurde von H. Schwandt [35] angegeben. Dabei d

urfen auf-
grund der nicht gegebenen Assoziativit

at der Intervallmatrizenmultiplikation
die Klammern nicht weggelassen werden.
Es gilt der grundlegende
Satz 2.3 Es seien [A] 2 IR
nn
und [b] 2 IR
n





ur [A], so gilt
([A]; [b])  IGA([A]; [b]):
Den Beweis ndet man in [2].
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](   [C
(1)
])   ):
Es gilt das
Lemma 2.1 Es sei [A] 2 IR
nn
, und es sei e
i






; 1  i  n:





fort aus Lemma 1.2.







] nicht explizit auszurechnen. Man erh

alt











uhrbarkeit des I.G.A. geben. Zum jetzi-
gen Zeitpunkt ist es noch nicht gelungen, ein notwendiges und hinreichendes
Kriterium daf

ur zu nden. Man kann aber Klassen von Intervallmatrizen an-
geben, f

ur die der I.G.A. durchf

uhrbar ist.
Aus der Linearen Algebra wei man, da der Gau-Algorithmus (eventuell
mit Pivotsuche) f





uhrbar ist, wenn detA 6= 0
gilt. F

ur [A] 2 IR
nn




















ur jede Intervallmatrix [C]  [A]. (L

at man Pivotsuche zu,
21
dann gilt die Bemerkung i.a. nur bei der gleichen Strategie der Pivotsuche.)
Man bekommt mit der Denition
det[A] := fdetA : A 2 [A]g





0 62 det[A]; (2.5)
denn w

are 0 2 det[A], so g

abe es ein A 2 [A], f

ur welches der reelle Gau-


















































Wir geben nun einige Klassen von Intervallmatrizen an, f













andig beantwortet. Es gilt n

amlich der folgende
Satz 2.4 Es sei [A] eine n  n Intervalltridiagonalmatrix. Dann ist der








































































]; k = 1(1)n:
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Den Beweis ndet man in [32].
Bemerkung: In [25] ndet man f

ur Satz 2.4 eine andere Formulierung:
Satz 2.4' Der I.G.A. ohne Pivotsuche ist f

ur eine Intervalltridiagonalmatrix
[A] genau dann durchf

uhrbar, wenn der reelle Gau-Algorithmus ohne Pivot-
suche f

ur jedes A 2 [A] durchf

uhrbar ist.
2.2.2 M- und H-Matrizen
Wir beginnen mit einigen
Denitionen.
1. Die Menge Z
nn












ur i 6= j:











3. Eine Intervallmatrix [A] heit M-Matrix, wenn jede reelle Punktmatrix
A 2 [A] eine M-Matrix ist.





Auch hier ist die Frage nach der Durchf

uhrbarkeit des I.G.A. bereits beant-
wortet. Es gilt der folgende
Satz 2.5 Es sei [A] 2 IR
nn




Einen Beweis ndet man in [2]. Als wesentliches Hilfsmittel wird dabei fol-
gendes Lemma benutzt.
Lemma 2.2 (Fan'sches Lemma) Es sei A 2 Z
nn










2. Es existiert ein Vektor u 2 R
n
, u > 0, mit Au > 0.
Einen Beweis ndet man in [15]. Aus dem Fan'schen Lemma ergeben sich
zwei einfache
Folgerungen:
1. Die Diagonalelemente einer M-Matrix sind positiv.
2. Ist A eine M-Matrix und B 2 Z
nn
mit A  B, dann ist auch B eine





Lemma 2.3 Es sei [A] 2 IR
nn
. Dann gelten folgende Aussagen:


















]j; i = 1(1)n;
dann ist [A] eine H-Matrix.
Die Beweise ndet man z.B. in [25], wo noch mehr Klassen von Matrizen als
H-Matrizen erkannt werden, die uns aber hier nicht weiter interessieren.
Wir wollen im Hinblick auf das n

achste Lemma Satz 2.5 noch etwas weiter
fassen.




at man keine Pivotsuche zu,









; k = 2(1)n;





























; k = 2(1)n;
sind also wiederum H-Matrizen.
Beweis: Ist A
(1)
:= A 2 R
nn










wieder eine M-Matrix. Den Beweis ndet man in [39].
Den Beweis f

ur die Beziehung (2.6) ndet man in Proposition 6 in [30]. Der
Beweis an sich folgt dann durch Induktion. 2
Zum Schlu dieses Abschnitts kommen wir zu einem Lemma, welches im
n

achsten Kapitel bei der Beweisf

uhrung eine groe Rolle spielen wird. Die
erste Aussage des Lemmas ist dabei ein Spezialfall von Lemma 2c in [24] und
wird auch in [18] als Lemma 1 angegeben. Die zweite Aussage ist neu.
Lemma 2.4 Es sei [A] 2 IR
nn
eine H-Matrix. Dann gelten f
















































](   [C
(1)







































































](   [C
(1)













](   [C
(1)
][y])   )

:
Mit (1.2) erhalten wir dann sukzessiv
q














































Dann ist der erste Teil des Lemmas vollst

andig bewiesen.
Es seien dazu i 2 f1; :::; ng und e
i
der i-te Einheitsvektor. Dann gilt aufgrund































































































falls i = j = k;
0 sonst.


















































































































ur k = 1(1)n, woraus dann (2.7) folgt.







und es gilt mit der Darstellung von H. Schwandt [35]





















































































[x])   )

:




































; k = 1(1)n   1;
so erh

alt man mit (2.7) die Behauptung. 2
2.2.3 Intervallpfeilmatrizen










































































]; i = 1(1)n   1; (2.8)
und
0 62 det[A]: (2.9)
28
Beweis: (2.8) ist gleichbedeutend damit, da die ersten n  1 Intervall-Gau-
Schritte durchf






























































































]) genau einmal vorkommt.
Nach [27] ist [~a
n
































































urde aber heien, da es in [A] eine reelle Punktmatrix A gibt, die sich





urde, was nach Voraussetzung ausgeschlossen ist. 2





[1; 2] 0 2
0 2 3


























Es ist also 0 62 [~a
3






























































weitere Ergebnisse verweisen wir auf die B

ucher [10] und [28].





atsproblem (LCP) kann man auf zwei Arten
formulieren:
Mathematische Formulierung A: Gegeben sind eine Matrix M 2 R
nn
und ein Vektor q 2 R
n
, und gesucht sind Vektoren w; z 2 R
n
(oder gesucht
ist ein Beweis zur Nichtexistenz von Vektoren w; z 2 R
n
) mit













Es ist also w
i
= 0 oder z
i
= 0, i = 1(1)n. Daher der Name komplement

ar.
Mathematische Formulierung B: Gegeben sind eine Matrix M 2 R
nn
31
und ein Vektor q 2 R
n
, und gesucht ist ein Vektor z 2 R
n
(oder gesucht ist
ein Beweis zur Nichtexistenz eines Vektors z 2 R
n
) mit













Lemma 3.1 Gegeben seien eine Matrix M 2 R
nn
und ein Vektor q 2 R
n
.
Dann gelten folgende Aussagen:
1. L

osen die Vektoren w; z 2 R
n
das Problem (3.1), so l





ost der Vektor z 2 R
n
das Problem (3.2), so l

osen die Vektoren w; z
mit w := q +Mz das Problem (3.1).




osung von (3.1). Dann
gilt:




w  0 und z  0:
Insbesondere gilt dann:









ost z das Problem (3.2).




osung von (3.2). Dann gilt:






Es gilt dann mit w := q +Mz:
w  Mz = q;
w
T
z = (q +Mz)
T
z = 0;
w = q +Mz  0 und z  0:
Somit l

osen die Vektoren w; z das Problem (3.1). 2
Ob ein LCP l





angt davon ab, zu welcher
Klasse von Matrizen die Matrix M geh

ort. Daher beginnen wir mit einigen
Denitionen.
1. Eine MatrixM 2 R
nn
heit positiv denit, falls f








2. Es sei J  f1; :::; ng. Dann bezeichnen wir mit M(J) die Matrix, die
aus M durch Streichen der j-ten Zeile und der j-ten Spalte hervorgeht
f

ur alle j 2 J .
3. Unter einem Hauptminor verstehen wir detM(J) mit J  f1; :::; ng.
Den f

uhrenden Hauptminoren entsprechen die Indexmengen J =
fi; :::; ng; i= 2(1)n und J = ;.
4. Eine Matrix M 2 R
nn
heit P-Matrix, wenn alle Hauptminoren posi-
tiv sind.








uhrenden Hauptminoren det 2 = 2 und detM = 1. Es gilt jedoch
detM(f1g) =  1. M ist also keine P-Matrix.
Satz 3.1 Gegeben sei M 2 R
nn
. Dann gelten folgende Aussagen:
33
1. Ist M eine P-Matrix, so besitzt f

ur jedes q 2 R
n
das zu M und q
geh






ur jedes q 2 R
n
das zu M und q geh

orende LCP genau eine
L

osung, so ist M eine P-Matrix.
Einen Beweis ndet man in [10], Theorem 3.3.7.
Leider ndet man in [10] auch die Aussage:
At present, there is no eÆcient test to determine whether an
arbitrary matrix is a P-matrix.
Daher ist es wichtig zu wissen, ob handhabbarere und bekanntere
1
Klassen
von Matrizen enthalten sind in der Klasse der P-Matrizen. Wichtig ist in
diesem Zusammenhang der folgende
Satz 3.2 Es sei M 2 R
nn
. Dann gelten folgende Aussagen:
1. Ist M eine H-Matrix mit positiven Diagonalelementen, so ist M eine
P-Matrix.
2. Ist M positiv denit, so ist M eine P-Matrix.
Den Beweis zu Teil 1 ndet man in [10], Theorem 3.3.15. Es wird dort so-
gar mehr gezeigt. Zun

achst wird gezeigt, da sogenannte diagonally stable
Matrizen P-Matrizen sind, und in Theorem 3.3.15 wird dann gezeigt, da
H-Matrizen mit positiven Diagonalelementen diagonally stable sind. Auf die
Denition von diagonally stable wollen wir hier nicht eingehen.
Der Beweis von Teil 2 ist eine sehr einfache Folgerung aus
Lemma 3.2 Es sei M 2 R
nn
. Dann ist M genau dann eine P-Matrix,
wenn f










ur alle i ]) [x = 0]:
1
Es soll jetzt aber nicht der Eindruck entstehen, da P-Matrizen lediglich eingef

uhrt
wurden, um theoretisch die Frage nach der eindeutigen L

osbarkeit eines LCPs zu beant-
worten. Tats






 = fx 2 R
n
: p  x  qg ist, injektiv ist, falls die Jacobimatrix f

ur
jedes x 2 
 eine P-Matrix ist.
34
Den Beweis zu Lemma 3.2 ndet man in [19].
Die Umkehrung von Teil 2 von Satz 3.2 ist falsch, wie das abschlieende
Beispiel zeigen wird.






ist oensichtlich eine P-Matrix. W















In diesem Abschnitt sind eine Intervallmatrix [M ] 2 IR
nn
und ein Inter-
vallvektor [q] 2 IR
n
















M 2 [M ]; q 2 [q]; (3.3)
bzw.












M 2 [M ]; q 2 [q]: (3.4)












: Es gibt ein M 2 [M ] und ein q 2 [q] mit
w  0; z  0; w
T


















: Es gibt ein M 2 [M ] und ein q 2 [q] mit










Der Index A bzw. B soll dabei an die zugrunde liegende mathematische
Formulierung A bzw. B erinnern.
Lemma 3.3 Es seien [M ] 2 IR
nn







(3.5) bzw. (3.6) deniert. Dann gilt:
z 2 L
B










Beweis: a) Es sei z 2 L
B
. Nach (3.6) gibt es dann ein M 2 [M ] und ein
q 2 [q] mit z  0; q +Mz  0; (q +Mz)
T
z = 0. Setzen wir nun
w := q +Mz;
so gilt:
Es existieren M 2 [M ]; q 2 [q]
mit w  Mz = q




















. Nach (3.5) gibt es dann ein M 2 [M ] und ein q 2 [q]
mit w  0; z  0; w
T
z = 0; w  Mz = q. Also gilt:
Es existieren M 2 [M ]; q 2 [q]






















onnen, werden wir denselben Weg
w

ahlen wie bei den linearen Intervallgleichungssystemen. Dabei werden wir




Satz 3.3 Es seien [M ] 2 IR
nn



























































\ [q] 6= ; und w
T
z = 0; w  0; z  0.
Dabei setzen wir f

















1 0    0  [b
11

































0    0 1  [b
n1













Beweis: Wir setzen [A] := (I
.
.

























= x 2 ([A]; [q])
und w
T









































































z = 0; w  0; z  0:
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Aquivalenz a), b) von
Satz 2.1. Nun beweisen wir die














= x 2 ([A]; [q])
und w
T
z = 0; w  0; z  0

















\ [q] 6= ;
und w
T
z = 0; w  0; z  0:




Aquivalenz a), c) von
Satz 2.1. 2
Wir wollen jetzt die






zu gewinnen. Dazu bemerken wir, da f

ur Intervalle
[a]; [b] 2 IR gilt:








. Dann gilt mit der



























































; i 2 f1; :::; ng: (3.8)
Wegen der Komplementarit





alle zu untersuchen, die























































































































uhren eingesetzt in (3.9)(I) bzw. (3.9)(III)
zu einem Widerspruch, da w
1
 0 bzw. w
2
 0 vorausgesetzt ist. Es mu
also z
1
> 0 und z
2


















































































































































































alle 2. und 4. beinhalten z
2
= 0. Dann bekommt man aber in (3.9)(III)
einen Widerspruch, da w
2











= 0. Man erh

alt:



























 1 ; (II)   8w
1





























































































otigen wir noch die
Denition: Eine Intervallmatrix [M ] heit P-Matrix, wenn jede Punktma-
trix M 2 [M ] eine P-Matrix ist.
Satz 3.4 Ist [M ] 2 IR
nn
eine P-Matrix, so ist L
A
die endliche Vereinigung
von konvexen, kompakten und zusammenh

angenden Polytopen.




















; falls i 2 ;
I
i





bezeichnen wir dabei die i-te Spalte der n  n Einheitsmatrix, und
mit [M ]
i
bezeichnen wir die i-te Spalte der Intervallmatrix [M ].
Da [M ] eine P-Matrix ist, ist f






eine P-Matrix und somit insbesondere invertierbar. (Dies folgt unmittelbar














falls sie nichtleer ist, kompakt, konvex, zusammenh

angend und ein Polytop.
Wir erweitern nun diese n-dimensionale Menge komplement

ar auf die Dimen-




















; falls i 62 ;
z
i




ur w; z 2 R
n



























ur i = 1(1)n gilt:
w
i
= 0 falls i 2 ; z
i































Anhand von Beispiel 3.3b) sieht man, da L
A





























































































































Wir wollen weiter zeigen, da auch L
B



































achst betrachten wir wieder L
A
mitHilfe von (3.7) und (3.8). Wir erhalten



































































alle 3. und 4. liefern wegen (I) keinen Beitrag zu L
A






























In Fall 2. bekommt man:




























































































































































































aig einschlieen kann, falls
[M ] eine H-Matrix mit m
ii
> 0; i = 1(1)n, ist.
Wir wissen ja bereits, da unter dieser Voraussetzung f

ur [M ] (siehe Satz 3.1
und Satz 3.2) jedes LCP mitM 2 [M ]; q 2 R
n
eine (sogar eindeutige) L

osung




nichtleer. Auerdem wissen wir
aufgrund von Satz 3.2 und Satz 3.4, da L
A
und (wegen Lemma 3.3 dann
auch) L
B



















































































habe die Bauart wie in (3.10).
1. f(x) besitzt eine intervallm

aige Auswertung, wenn f




































2. f(x) wird eine P -Kontraktion genannt, falls f(x) eine intervallm

ai-
ge Auswertung besitzt und eine nichtnegative Matrix P existiert mit











ur alle [x]; [y] 2 IR
n
. P nennen wir Kontraktionsmatrix.
45




atzen 3.7 und 3.8 kommen, zitieren wir
noch zwei S










eine P -Kontraktion. Dann gilt:





























: x = f(x); q 2 [q]; M 2 [M ]g  [x

]:
Den Beweis zu Teil 1 ndet man in [2], Seite 134/Theorem 4 und den Beweis
zu Teil 2 ndet man in [2], Seite 136/Corollary 6.
Satz 3.6 Es seien R;H;N 2 R
nn
mit R = H  N . Weiter seien R und H
invertierbar und H
 1
N  0. Dann gilt:
R
 1
N  0, (H
 1
N) < 1:
Einen Beweis ndet man in [6], Theorem 7.5.2.
Damit kommen wir zum Hauptsatz dieses Abschnitts. Die wesentliche Idee
stammt dabei aus [28], Abschnitt 9.2. Dort betrachtet man das Fixpunkt-
problem










(I  M)jxj   q

unter der Voraussetzung, M 2 R
nn
sei symmetrisch und positiv denit. Es
wird gezeigt, da genau ein Fixvektor x












osung des zu M 2 R
nn







In Satz 3.7 und Satz 3.8 werden wir diesen Sachverhalt auf die Intervallrech-
nung

ubertragen. Dabei werden wir insbesondere zeigen, da Theorem 9.1
aus [28] auch zum Ziel f

uhrt, wenn M eine H-Matrix mit positiven Diagonal-
elementen ist.
Satz 3.7 Es seien [q] 2 IR
n








(V ) [M ] ist eine H-Matrix mit 0 < m
ii
; i = 1(1)n:




ur i = 1(1)n:
Behauptung 1:
























(I  M)jxj   q







I + [M ] ; (I   [M ])abs([x])  [q]

(3.11)
und ist eine P -Kontraktion.
Dabei bezeichnet I die nn Einheitsmatrix, und es ist (siehe Abschnitt 1.1)
abs([x]) = [minfjxj : x 2 [x]g;maxfjxj : x 2 [x]g]:
Gem














































































Beweis zu Behauptung 1: Wir setzen zun

achst [A] := I+[M ]. Dann ist wegen




















[A] somit eine H-Matrix. Es gilt also
D













ur [A]. (3.11) ist somit de-
niert.
Wir zeigen nun, da
f([x]) = IGA

[A] ; (I   [M ])abs([x])  [q]

eine P -Kontraktion ist. Dazu seien [x]; [y] 2 IR
n
. Die Intervallmatrix [A] =
I + [M ] ist eine H-Matrix. Daher erh


































































I + [M ]
E
 1




I + [M ]
E
; N := jI   [M ]j und R := H  N:
Es gilt
D












; i = j;
 j[m
ij
]j; i 6= j;
und








]j; i = j;
j[m
ij
]j; i 6= j:
Man erh






I + [M ]
E









; i = j;
 2j[m
ij

























I + [M ]
E
 1




N  0 und R
 1
N  0:
Mit Satz 3.6 bekommt man schlielich
(P ) = (H
 1
N) < 1:







. Es gibt dann ein M 2 [M ]
und ein q 2 [q] mit




w  0 und z  0:
Also ist
 2w + 2Mz =  2q: (3.14)
Nun gilt
 2w = (z  w)   jz   wj;





denn aufgrund der Komplementarit

at gilt








































Setzt man (3.15) in (3.14) ein, so resultiert
(z   w)  jz   wj+M((z   w) + jz   wj) =  2q
bzw.
(I +M)(z   w) = (I  M)(jz   wj)  2q:















































Da w  0 und z  0 gilt, folgt der a)-Teil von Behauptung 2.
Zu b): Sei z 2 L
B
. Es gibt dann ein M 2 [M ] und ein q 2 [q] mit






w := q +Mz:
Dann kann man wie im Beweis zu a) zu Ende schlieen. 2




ur I+[M ], so ist als intervallm

aige
Auswertung von f(x) auch
f([x]) = IGA









ahlbar. Ist allerdings [M ] eine Intervalltridiagonalmatrix, so kann
IGA

I + [M ]







Wir wollen uns jetzt noch von der Voraussetzung (V 1) in Satz 3.7 befreien.
Satz 3.8 Es seien [q] 2 IR
n








(V ) [M ] ist eine H-Matrix mit 0 < m
ii
















































M ] und ein ~q 2 [~q] mit
w  
~






























M ] und ein ~q 2 [~q] mit
~q +
~

















. Es gibt dann ein M 2 [M ] und ein q 2 [q]
mit


































 q 2 [~q]































Zu b): Sei z 2 L
B
. Es gibt dann ein M 2 [M ] und ein q 2 [q] mit








































3.2.2 Praktische Umsetzung: Monotone Folgen
In diesem Abschnitt sei [q] 2 IR
n






(V ) [M ] ist eine H-Matrix mit 0 < m
ii
; i = 1(1)n.












ucklicherweise sind Satz 3.7 und Satz 3.8 nicht nur reine Existenzs

atze,
sondern auch Lieferanten f

ur eine konkrete Vorgehensweise, wie man schlie-
lich die Einschlieung erh

alt.
Das Herz der Einschlieung ist der Fixintervallvektor von
f([x]) = IGA














































otigen wir den folgenden




eine Abbildung wie in (3.10) beschrieben, und







: f(x) = x;M 2 [M ]; q 2 [q]g  [y
0
]: (3.16)
Auerdem besitze f(x) eine intervallm








]; k = 0; 1; 2; :::; (3.17)
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ur alle k 2 N [ f0g, also insbesondere
fx 2 R
n
: f(x) = x;M 2 [M ]; q 2 [q]g  [y

]:




ur die letzte Aussage seien M 2 [M ], q 2 [q] und
x = f(x): (3.20)














]. Mit Induktion erh





Satz 3.10 Es seien [q] 2 IR
n
und [M ] 2 IR
nn












































































M ]; ~q 2 [~q]g  [y
0
]: (3.21)








ur k = 0; 1; 2; :::, so gilt f

ur alle









































Beweis: 1. Fall: Es sei m = 1. Es gilt also [
~
M ] = [M ] und [~q] = [q]. Die
Intervallmatrix [M ] erf












alt man wie im Beweis zu Behauptung 2a)


























(I  M)jxj   q









]; k = 0; 1; 2::: :













ur jedes k 2 N [ f0g. Wegen w; z  0 folgt dann Behauptung a).
Zu b): Sei z 2 L
B








ur jedes k 2 N [ f0g. Wegen z  0 folgt dann Behauptung b).
2. Fall: Es sei m > 1. Dann erf

ullt die Intervallmatrix [
~
M ] die Voraussetzun-
gen (V ) und (V 1) von Satz 3.7. Die Behauptungen a) und b) folgen daher
mit dem 1. Fall und Satz 3.8. 2


















]); k = 0; 1; 2; ::: :
Lemma 3.4 Gegeben seien eine Funktion f : R ! R der Bauart (3.10)




. Weiter sei f eine P -Kontraktion mit

































: f(x) = x;M 2 [M ]; q 2 [q]g  [y
0
]:
Beweis: Da f eine P -Kontraktion ist, gilt f































ur l > k mit der Dreiecksungleichung, da P  0 und wegen Teil





















































































































Bevor wir nun den Algorithmus angeben, geben wir noch an, wie die explizite
Berechnung von P umgangen werden kann.
Lemma 3.5 Es sei [
~
M ] 2 IR
nn
eine Intervallmatrix, die den Vorausset-
zungen (V ) und (V 1) von Satz 3.7 gen
































































































































f Gegeben seien eine Intervallmatrix [M ] 2 IR
nn
, die der Voraussetzung g
f (V ) gen









if m > 1 then begin [M ] := [M ]=m;
[q] := [q]=m;
end;



















I + [M ]
E
; jI   [M ]j([u] + alpha)=2

;



























































for i := 1 to 2n do if SA
i











for i := 1 to n do if SB
i
< 0 then SB
i
:= 0;
Beispiel 3.5 Wir betrachten Beispiel 3.3a). [M ] und [q] erf

ullen die Voraus-
setzung (V ) wie man einfach sieht, und man erh

alt mit dem Algorithmus A



















ur Beispiel 3.3b) erh




































































auch wegen d([a]  [b]) = d([a]) + d([b]) zu erwarten war.
Interessiert man sich allerdings lediglich f

ur [SB], siehe n

achstes Kapitel, so
braucht man sich um dieses Problem nicht zu k

ummern.
Wir wollen zuvor noch den Spezialfall betrachten, welche Aussagen gelten,
wenn ein LCP betrachtet wird mit einer PunktmatrixM 2 R
nn
und einem
Punktvektor q 2 R
n
, wobei M die Voraussetzung (V ) erf

ullt.
Dazu betrachten wir vorher noch das
Lemma 3.6 Es sei [y] 2 IR. Dann gilt
d(abs([y]))  d([y]):
Beweis: 1. Fall: y > 0. Dann gilt:
abs([y]) = [y]) d(abs([y])) = d([y]):
2. Fall: y < 0. Dann gilt:
abs([y]) = [ y; y]) d(abs([y])) =  y   ( y) = d([y]):
3. Fall: 0 2 [y]. Dann gilt:
abs([y]) = [0;maxf y; yg]) d(abs([y])) = maxf y; yg  y   y = d([y]):
Damit sind alle F

alle abgedeckt. 2
Wir kommen damit zu
61
Satz 3.11 Es seien q 2 R
n
und M 2 R
nn
. Desweiteren sei M eine H-
Matrix mit positiven Diagonalelementen. Dann gilt:
Die in Algorithmus A (angewandt auf die Punktmatrix M und
den Punktvektor q) berechnete monotone Iterationsfolge
: : :  [y
k





























ur A := I +
~















































nach den Folgerungen aus





























































































]); k = 0; 1; 2; ::: :





wegen Teil 1 von Satz 1.1. Somit gilt also (3.22). 2
Satz 3.11 hat nat

urlich lediglich theoretisches Interesse, da in der Praxis, d.h.






nicht exakt darstellbar sind. Daher wird Algorithmus A umgesetzt auf einer
Rechenmaschine auch bei der Eingabe einer Punktmatrix und eines Punkt-
vektors als Ergebnis einen Intervallvektor liefern.







8 1 2 3
0 3 2 0
1 2 4 0






















Die MatrixM ist streng diagonal dominant und daher wegen Teil 2 von Lem-
ma 2.3 eine H-Matrix. Die Diagonalelemente sind positiv. Der Algorithmus














































Denition. Sind x; y 2 R
n
























Beginnen wollen wir diesen Abschnitt dann mit
Satz 3.12 Es seien q 2 R
n
und M 2 R
nn



















Der Beweis ist oensichtlich.




osung eines LCPs zu bestim-
men, indem wir eine Nullstelle einer Funktion bestimmen. Dabei

andert sich
die Nullstelle nicht, wenn man q und M mit einer positiven Zahl durchdivi-
diert. Dies zeigen wir in
Lemma 3.7 Es seien q 2 R
n
, M 2 R
nn
und m > 0. Dann gilt:










Beweis: Mit Satz 3.12 ist













Wegen m > 0 gilt dann
































































In [1] wurde gezeigt, wie man mit dem verallgemeinerten Krawczyk-Operator
von einem Intervallvektor nachpr

ufen kann, ob er eine Nullstelle von H(z)
beinhaltet.
Das Ziel dieses Abschnitts ist es, diese Methode zu verallgemeinern f

ur den
Fall, da die Ausgangsdaten Intervalle sind.
Es seien also [q] 2 IR
n
und [M ] 2 IR
nn
















q 2 [q]; M 2 [M ]: (3.23)
Wir denieren nun im Hinblick auf Satz 3.12 die Funktion
H(z; q;M) := min(q +Mz; z); q 2 [q]; M 2 [M ];
und suchen dazu einen Intervallvektor [z] 2 IR
n






ur jedes q 2 [q] und jedes M 2 [M ]
gibt es ein z 2 [z] mit H(z; q;M) = 0:
(3.24)
Ein [z] 2 IR
n







: Es gibt ein M 2 [M ] und ein q 2 [q] mit


























Ein [z] 2 IR
3
mit der Eigenschaft (3.24) w

are z.B.































































Dieses z liegt aber nicht in [z].
Beispiel 3.7 zeigt, da das zu M und q geh

orende LCP mindestens zwei
L

osungen besitzt. Wenn wir voraussetzen, da [M ] eine P-Matrix ist, so wird




Lemma 3.8 Es sei [q] 2 IR
n













: Es gibt ein M 2 [M ] und ein q 2 [q] mit








ur einen Intervallvektor [z] 2 IR
n










: Es gibt ein M 2 [M ] und ein q 2 [q] mit
H(z; q;M) = min(q +Mz; z) = 0
o
:
Beweis: Zu 1.: Es seien q 2 [q] und M 2 [M ]. Da [M ] eine P-Matrix ist, hat
das zu q und M geh

orende LCP genau eine L






H(z; q;M) = 0:
Zu 2.: Es sei z 2 L
B
. Dann gibt es ein q 2 [q] und ein M 2 [M ] mit
H(z; q;M) = 0:
Da [z] die Eigenschaft (3.24) erf

ullt, gibt es f

ur dasselbe q 2 [q] und dasselbe
M 2 [M ] ein ~z 2 [z] mit
H(~z; q;M) = 0:
M ist als P-Matrix vorausgesetzt. Das zuM und q geh

orende LCP hat daher
eine eindeutige L

osung. Es folgt somit
z = ~z 2 [z]:
2
Um die wesentlichen Ideen aus [1] umsetzen zu k

onnen, beginnen wir mit
Satz 3.13 Gegeben seien [q] 2 IR
n
und [M ] 2 IR
nn
. Damit denieren wir
H(z; [q]; [M ]) 2 IR
n
durch












































Es sei [z] 2 IR
n
ein Intervallvektor, von dem wir zeigen wollen, da er die
Eigenschaft (3.24) erf

ullt bzw. nicht erf

ullen kann. Dazu seien x 2 [z]; q 2 [q]
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und M 2 [M ] beliebig, aber fest gew

ahlt. Wir nehmen an, wir kennen eine
Intervallmatrix


























H(x; q;M) H(y; q;M) = G(x; y; q;M)(x  y)
2 G(x; [z]; [q]; [M ])(x  y) f






Damit denieren wir den Operator
N(x; [z]; [q]; [M ]) := x  IGA

G(x; [z]; [q]; [M ]); H(x; [q]; [M ])

:




ur G(x; [z]; [q]; [M ]) und gilt
N(x; [z]; [q]; [M ]) [z], dann gibt es f

ur jedes q 2 [q] und f

ur jedes M 2 [M ]
ein z 2 N(x; [z]; [q]; [M ]) mit H(z; q;M) = 0.




ur G(x; [z]; [q]; [M ]) und gilt
N(x; [z]; [q]; [M ])\ [z] = ;, dann gilt f

ur jedes q 2 [q], f

ur jedes M 2 [M ] und
f

ur jedes z 2 [z]: H(z; q;M) 6= 0.
Behauptung 3: Gibt es ein z 2 [z], ein q 2 [q] und ein M 2 [M ] mit




ur G(x; [z]; [q]; [M ]), so
gilt
z 2 N(x; [z]; [q]; [M ]):




. Gibt es ein z 2 [z
0
], ein q 2 [q] und ein











]; [q]; [M ])\ [z
k
];




















urG(x; [z]; [q]; [M ]),
existiert die Inverse von G(x; y; q;M) f

ur jedes y 2 [z], q 2 [q] und M 2 [M ].
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Es seien nun q 2 [q] undM 2 [M ] beliebig, aber fest gew

ahlt. Dann denieren





H(y; q;M), y 2 [z]. Es gilt


























G(x; [z]; [q]; [M ]); H(x; [q]; [M ])

























ur jedes y 2 [z]. Die stetige Funktion p() bildet also die nichtleere, konvexe
und kompakte Menge [z] in sich ab. Nach dem Fixpunktsatz von Brouwer
[26] gibt es daher ein z 2 [z] mit






Somit ist H(z; q;M) = 0. Zuletzt gilt wegen (3.27) und (3.26)
z = p(z) 2 N(x; [z]; [q]; [M ]):
Beweis zu Behauptung 2: Wir nehmen an, es g

abe ein q 2 [q], ein M 2 [M ]
und ein z 2 [z] mit H(z; q;M) = 0. Dann gilt


























G(x; [z]; [q]; [M ]); H(x; [q]; [M ])

= N(x; [z]; [q]; [M ]):
Daraus w

urde z 2 N(x; [z]; [q]; [M ]) \ [z] folgen, was nach Voraussetzung
ausgeschlossen war.
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Beweis zu Behauptung 3: Man erh

alt mit H(z; q;M) = 0 und (3.25)
H(x; q;M) = H(x; q;M) H(z; q;M) = G(x; z; q;M)(x  z):




ur G(x; [z]; [q]; [M ]). Daher ist G(x; z; q;M) in-















G(x; [z]; [q]; [M ]); H(x; [q]; [M ])

= N(x; [z]; [q]; [M ]):
Beweis zu Behauptung 4: Es ist z 2 [z
0




























1. Die wesentliche Idee zum Beweis von Satz 3.13 ndet man auch in [3].
2. In [1] wird der Operator L(x;A; [z]; q;M) =
x A
 1
H(x; q;M) + (I  A
 1
G(x; [z]; q;M))([z]  x)




ur den allgemeinen Fall dann
L(x;A; [z]; [q]; [M ]) =
x A
 1
H(x; [q]; [M ])+ (I  A
 1
G(x; [z]; [q]; [M ]))([z]  x)
lauten. Es ist aber i.a. d(H(x; [q]; [M ])) > 0, und es gilt ganz allgemein
f

ur [a]; [b] 2 IR:
d([a] [b]) = d([a]) + d([b]):
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L(x;A; [z]; [q]; [M ]) [z]




N(x; [z]; [q]; [M ]) := x  IGA

G(x; [z]; [q]; [M ]); H(x; [q]; [M ])

entschieden.
3. Behauptung 4 von Satz 3.13 er





Gegeben seien [M ] 2 IR
nn







agen (3.23) und ein [z] 2 IR
n
.







: Es gibt ein M 2 [M ] und ein q 2 [q] mit
H(z; q;M) = min(q +Mz; z) = 0
o
;
von dem wir wissen, da
z 2 [z] (3.28)
















]; k = 0; 1; 2; :::;









]; [q]; [M ]) f

ur k = 0; 1; 2; :::; deniert ist, und es gilt mit der






ur den gesuchten Vektor z 2 L
B
aus 3. kein Intervallvektor [z] 2
IR
n
bekannt mit (3.28), so l

at sich ein solches [z] 2 IR
n
konstruieren,
falls [M ] eine H-Matrix mit 0 < m
ii



















Die zentrale Rolle in Satz 3.13 spielt die Intervallmatrix G(x; [z]; [q]; [M ]),
deren Bestimmung wir jetzt in Angri nehmen.
Gegeben seien [q] 2 IR
n
, [M ] 2 IR
nn
und [z] 2 IR
n
. (Der Fall [q] = q 2 R
n
,
[M ] = M 2 R
nn
wurde bereits in [1] behandelt.) F

ur festes q 2 [q] und f

ur
festes M 2 [M ] denieren wir die Funktion
H(z; q;M) := min(q +Mz; z); z 2 [z]:
Es sei x 2 [z] fest gew

ahlt. Dann ist eine Intervallmatrix






















gesucht, die folgendes erf

ullt:
H(x; q;M) H(y; q;M) = G(x; y; q;M)(x  y)
2 G(x; [z]; [q]; [M ])(x  y) f



















die i-te Komponente von H(; ; ):






































3.3.1 Bestimmung der Intervallmatrix
G(x; [z]; [q]; [M ]) f

ur den Fall: [M ] =M 2 R
nn




Der Spezialfall [M ] = M 2 R
nn
ist deshalb so wichtig, weil er in den
Anwendungen verst

arkt auftritt (siehe Kapitel 4).
Die Konstruktion von G(x; [z]; [q];M) vollzieht sich zeilenweise, und zwar





















Wir erhalten also f


































































































































y; y 2 [z];











































































































































































































































































































































































































































y; y 2 [z];


























































































































































































































































































































































































































































































a dem 1. Unterfall im 2. Fall bzw. gem























































































































































































































a dem 2. Unterfall im 1. Fall bzw. gem
































































































































































































j = 1(1)n: (3.35)
Algorithmus zur Bestimmung von G(x; [z]; [q];M)
Gegeben seien [z]; [q] 2 IR
n
, M 2 R
nn
und x 2 [z]. Wir bestimmen
G(x; [z]; [q];M) zeilenweise.


























































































































































































Gegeben seien [q]; [z] 2 IR
n




ur festes x 2 [z] suchen
wir eine IntervallmatrixG(x; [z]; [q]; [M ]) 2 IR
nn
, die der Bedingung (3.29)
gen

ugt. Wir bestimmen G(x; [z]; [q]; [M ]) zeilenweise.










































































































































































































































































































































































































































































































































Algorithmus zur Bestimmung von G(x; [z]; [q]; [M ])
Gegeben seien [z]; [q] 2 IR
n
, [M ] 2 IR
nn
und x 2 [z]. Wir bestimmen
G(x; [z]; [q]; [M ]) zeilenweise.
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ubersichtlich und sehr einfach zu programmieren.
Auch f

ur den Fall [M ] = M 2 R
nn
liefert er das Gew

unschte. Allerdings




ur die Intervallmatrix G(x; [z]; [q];M) aus
Abschnitt 3.3.1 stets
G(x; [z]; [q];M)  G(x; [z]; [q]; [M ]);
wie man sehr einfach in den Abschnitten 3.3.1 und 3.3.2 erkennen kann.
Beispiel 3.8 Gegeben seien




































































ahlt. Der Algorithmus zur Bestimmung von
G(x; [z]; [q]; [M ]) aus diesem Abschnitt liefert f




















(x; [z]; [q]; [M ]) = e
T
1
= (1 0 0):
F













































gesetzt. Schlielich liefert der Algorithmus f

ur i = 3:
G
3
























; 0] + 0  0
gilt. Insgesamt erh

alt man die Matrix
























Der Algorithmus zur Bestimmung von G(x; [z]; [q];M) aus Abschnitt 3.3.1
berechnet f





































(x; [z]; [q];M) = e
T
1
= (1 0 0):
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F

















































































setzt dann der Algorithmus
G
2

































































ur die dritte Zeile erhalten wir
G
3





































































+ 0 = 0  0:
Insgesamt erh

alt man die Matrix
























Es gilt 2  d(G(x; [z]; [q];M)) = d(G(x; [z]; [q]; [M ])).
Im Hinblick auf die 3. Bemerkung zu Satz 3.13 interessiert uns jetzt die
Frage, ob man unter gewissen Voraussetzungen an [M ] garantieren kann,




ur G(x; [z]; [q]; [M ]). Dazu betrachten wir
den folgenden





1; i = 1(1)n, so ist die Intervallmatrix G(x; [z]; [q]; [M ]) f






ur jedes x 2 [z] ebenfalls eine H-Matrix.
Beweis: Aufgrund der Konstruktion von G(x; [z]; [q]; [M ]) gilt:





















































































G(x; [z]; [q]; [M ])
E
aufgrund der Folgerungen von Lemma 2.2 die Matrix
D
G(x; [z]; [q]; [M ])
E
eine M-Matrix. G(x; [z]; [q]; [M ]) ist daher eine H-Matrix. 2




ur G(x; [z]; [q]; [M ]),
falls [M ] die Voraussetzung von Satz 3.14 erf

ullt, und die Iteration in der 3.












osung eines Randwertproblems versteht man eine Funktion, die
auf einem vorgegebenen Gebiet einer Dierentialgleichung gen

ugt und auf
dem Rand des Gebiets vorgegebene Bedingungen erf

ullt.
Im Unterschied dazu ist bei einem freien Randwertproblem der Rand des




Man denke z.B. an einen schmelzenden Eisw

urfel in einem Glas Wasser. Der
Inhalt des Glases trennt sich in ein 'Wassergebiet' und in ein 'Eisgebiet'. Um
die Temperatur im Wassergebiet als eine Funktion von Raum und Zeit zu
bestimmen, mu man eine parabolische Dierentialgleichung l

osen (siehe et-
wa [7]). Der Rand des Wassergebiets bewegt
1
sich aber mit der Zeit, weil der
Eisw

urfel im Wasser schmilzt, und ist somit nicht im voraus bekannt.
Ein weiteres Beispiel f

ur ein freies Randwertproblem ist das sogenannte
Dammproblem. Wir wollen hier nicht n

aher darauf eingehen, sondern nur
bemerken, da bei dem Dammproblem der freie Rand den Damm in ein von
Wasser getr

anktes und in ein trockenes Gebiet teilt und da in dem vom
1
Freie Randwertprobleme, bei denen sich der freie Rand mit der Zeit

andert/bewegt,









ur Details verweisen wir auf [12].
Als abschlieendes Beispiel betrachten wir ein gew

ohnliches freies Randwert-



























Abbildung 4.1: Freie Randwertaufgabe bei einem Seil
und liege ein St





uhre den Boden mit horizontaler Tangente im Punkt x = c und
im Intervall [0; c] gen












wobei die Stelle c im voraus nicht bekannt ist. Um dieses Problem zu l

osen,





osen. Wir wollen dieses Problemmit 'Seilproblem'
bezeichnen. Dieses Beispiel stammt aus [8].
4.2 Problemstellung, Ziel und Vorgehenswei-
se
In dieser Arbeit betrachten wir ausschlielich gew

ohnliche freie Randwert-
probleme. Die dem freien Randwertproblem zugrunde liegende Dierential-




Es seien also eine auf [0;1) R R denierte Funktion f(x; s; t) und ein
y
0




Finde c 2 R und y() : [0;1)! R mit
y
00




ur x 2 [0; c];
y(x) > 0 f

ur x 2 [0; c);
y(x)  0 f





























aftigen uns in dieser Arbeit nicht mit der Frage nach der Existenz
oder Eindeutigkeit einer L

osung von (4.2). Wir verweisen diesbez

uglich auf
[36] und [37]. Dort werden sogar Systeme von gew

ohnlichen freien Randwert-
problemen betrachtet, nachdem man mit Hilfe der Linienmethode (vgl. [34])
einem parabolischen freien Randwertproblem ein in t-Richtung diskretisier-




Wir gehen in dieser Arbeit davon aus, das Problem (4.2) habe eine L

osung




achsten beiden Abschnitten werden wir zeigen, wie man unter ge-
wissen Voraussetzungen an f(x; s; t) ein Intervall [C] 2 IR angeben kann
mit
~c 2 [C];
und wir werden zeigen, wie man zu jedem ~x 2 [0;1) ein Intervall [Y (~x)] 2 IR
bestimmen kann mit
~y(~x) 2 [Y (~x)];
falls ~c und ~y() eine L

osung von (4.2) bilden.
Die Vorgehensweise ist dabei die folgende:




und man kann zeigen, da ~y() auf [0; ~c] streng monoton fallend sein mu.
Man hat also sofort




ur jedes ~x 2 [0;1): (4.3)







aus dem Intervall (0; a) w


























eines LCPs mit Intervalleintr

agen liegt.
Wir werden dann zwei Algorithmen (Algorithmus B und Algorithmus C)
vorstellen, die jeweils den Vektor ~y in einem Intervallvektor, etwa [L] 2 IR
n
,
einschlieen. Dabei gilt bei beiden Algorithmen L
i
 0, i = 1(1)n.







] := [0; 0]);




schlieen. Wir erhalten dann
~c 2 [x
s
; a] =: [C];
f

ur jedes ~x = x
i
; i 2 f1; :::; ng,
~y(~x) 2 [L
i
] =: [Y (~x)]
und f














] =: [Y (~x)];
da ~y() monoton fallend sein wird.








gesetzt und die ganze Prozedur wird ab (4.3) wiederholt bis a nicht mehr
verbessert werden kann.
Algorithmus B und Algorithmus C unterscheiden sich dabei wie folgt:





































alt somit ~y 2 [z

].










Das Ziel dieses Abschnitts ist es, folgenden Sachverhalt zu beweisen:







































eines LCPs mit Intervalleintr

agen. Diese Aussage
werden wir in Satz 4.1 beweisen. Dabei verbinden wir unter anderem die
92
Ideen aus [11] und [14] mit den Ideen aus [21].
In [11] und [14] wurde bereits gezeigt, wie die Diskretisierung eines freien
Randwertproblems auf ein LCP f

uhrt. Da aber dort bei der zugrunde lie-





ur die exakte L

osung.
In [21] wurde gezeigt, wie man bei der Diskretisierung eines gew

ohnlichen
Randwertproblems (also mit festem, bekanntem Rand) die exakte L

osung
an diskreten Stellen intervallm

aig einschlieen kann, indem man bei der
Taylorentwicklung das Restglied in einem Intervall einschliet und dann ein
lineares Intervallgleichungssystem betrachtet.
Bevor wir aber jetzt stur die Taylorsche Formel auf ~y() : [0;1) ! R an-
wenden, m

ussen wir auf eine typische Eigenschaft von L

osungen eines freien
Randwertproblems hinweisen, aufgrund derer wir im Beweis zu Satz 4.1 eine
umfangreiche Fallunterscheidung betrachten m

ussen. Wir wollen diese Eigen-
schaft vorweg an einem Beispiel erl

autern.
Beispiel 4.1 Es seien ; v
0




Finde c 2 R und y() : [0;1)! R mit
y
00
(x) =  f

ur x 2 [0; c];
y(x) > 0 f

ur x 2 [0; c);
y(x)  0 f
















































; x 2 [0; c
p
);






osung von (4.4) bilden. F

ur x 2 [0;1)  fc
p
g ist v(x) belie-
big oft dierenzierbar. In x = c
p











































(x) demnach eine endliche Sprungstelle. Wir
wollen diese Eigenschaft in einem Lemma pr

azisieren.
Lemma 4.1 Gegeben seien eine auf [0;1) R R stetig dierenzierbare
Funktion f(x; s; t) und ein y
0
> 0. Es seien ~c 2 R und ~y() : [0;1)! R eine
L





osung von (4.2) existiert. Dann gelten folgende Aussagen:
1. Auf [~c;1) ist ~y(x) beliebig oft dierenzierbar und es gilt
~y
(n)
(x)  0 f

ur x 2 [~c;1) und n 2 N:
2. Auf [0;1) ist ~y(x) stetig dierenzierbar.




















x 2 [0; ~c].
4. Die Funktion ~y
00
(x); x 2 [0;1), hat an der Stelle x = ~c genau dann
eine Unstetigkeitsstelle, wenn
f(~c; 0; 0) 6= 0
gilt. Hat ~y
00
(x) an der Stelle x = ~c eine Unstetigkeitsstelle, so ist sie
eine endliche Sprungstelle.
Beweis: Zu 1.: F

ur x 2 [~c;1) ist ~y(x)  0. Eine konstante Funktion ist
beliebig oft dierenzierbar und die Ableitungen sind konstant null.
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Zu 2.: ~y(x) l

ost insbesondere das Problem
y
00


















Mit Teil 1 folgt dann die Behauptung.
Zu 3.: Es sei zun









f(x+ h; ~y(x+ h); ~y
0





Da f(x; s; t) als stetig dierenzierbar vorausgesetzt ist, gilt
lim
h!0
f(x+ h; ~y(x+ h); ~y
0












































ur x = 0 bzw. x = ~c hat man die rechtsseitige bzw. die linksseitige dritte




ollig analog die entsprechenden Er-
gebnisse.
Zu 4.: Da f(x; s; t); ~y(x) und ~y
0











(x)) = f(~c; ~y(~c); ~y
0
(~c)) = f(~c; 0; 0):








An der Stelle x = ~c hat ~y
00
(x) also genau dann eine Unstetigkeitsstelle, wenn
f(~c; 0; 0) 6= 0
gilt. Da f(x; s; t) auf [0;1)RR deniert ist, ist der Wert f(~c; 0; 0) auf
jeden Fall endlich. Daher ist, falls f(~c; 0; 0) 6= 0 gilt, die Unstetigkeitsstelle
an der Stelle x = ~c eine endliche Sprungstelle. 2
Wir kommen nun zu dem angek

undigten
Satz 4.1 Gegeben seien eine auf [0;1)RR stetig dierenzierbare Funk-
tion f(x; s; t) und ein y
0
> 0. Es seien ~c 2 R und ~y() : [0;1) ! R eine
L





osung von (4.2) existiert. Auerdem seien bekannt:
1. Ein a 2 R mit ~c  a.
2. Ein Intervall [F ] = [F;F ] mit


























ur x 2 [0; ~c]:
Es sei weiter n 2 N beliebig gew

ahlt. Aus dem Intervall [0; a] seien dann












mit h = a=(n+ 1).


































: Es existiert ein q 2 [q]mit
(q +Mz)
T























































































































Beweis: Es sei zun


































gilt. Dabei gilt ~y
i
 0 immer wegen (4.2).
Wir setzen
f(x) := f(x; ~y(x); ~y
0

























ur x 2 [0; ~c].













+ h  ~c:
















Zu 1.: Es ist x
i
+ h  ~c.
Mit dem Satz von Taylor bekommt man
~y(x
i





























+ h  ~c und
~y(x
i





























< ~c. Man erh

alt durch Addition der beiden Gleichungen
~y(x
i
+ h) + ~y(x
i






































































































; 1]  h
2
























Zu 2.: Es ist ~c  x
i
  h.
In diesem Falle ist ~y(x
i































Zu 3.: Es ist x
i

































































































































































































































. Addiert man die Gleichungen (4.5)
und (4.6), so ergibt sich
~y(x
i
+ h) + ~y(x
i










































































































































































































































































































Zu 4.: Es ist x
i
  h < ~c < x
i
.
Hier setzen wir h
1
= ~c   (x
i




  ~c, dann erh

alt man mit
denselben Argumenten wie zu 3.
~y(x
i







































































~y(x)  0 f
















































Zu 5.: Es ist ~c = x
i
.
Hier liefert der Satz von Taylor


















mit ~c < 
i1
< ~c+ h und


















mit ~c  h < 
i2
< ~c. Man erh

alt





































) = ~y(~c) = 0.





  h) = y
0
. 2






In Satz 4.1 haben wir bereits den Zusammenhang zwischen einer L

osung
~c 2 R und ~y() : [0;1) ! R eines gew

ohnlichen freien Randwertproblems
der Gestalt (4.2) und einem LCP mit Intervalleintr

agen gezeigt.
In diesemAbschnitt wollen wir Voraussetzungen an f(x; s; t) vorgeben, so da
101
die Voraussetzungen von Satz 4.1 ausgerechnet werden k

onnen. Dies werden
wir in Satz 4.2 tun. Auerdem werden wir zeigen, da man den dem LCP mit
Intervalleintr





achst die iterative Verbesserung von [q] erl

autern. Es seien


































oglichkeit: Die Matrix M aus Satz 4.1 ist eine M-Matrix (siehe z.B. [29],
Seite 105). Mit Teil 1 von Lemma 2.3 ist M eine H-Matrix mit positiven
Diagonaleintr

agen, und wir k

onnen Algorithmus A aus Abschnitt 3.2.2 an-
wenden, um L
B
aus Satz 4.1 intervallm

aig einzuschlieen.




: f(x) = x; q 2 [q]g  [y
k
]; (4.7)















Die Grundidee ist nun die folgende:










] := [0; 0]);




Da ~y(x) > 0 f








































ur i 2 fs; :::; ng bekam man in den F






























































































































Wir nehmen nun an, wir kennen zus

atzlich zu a; F
0
2 R und [F ] 2 IR aus
Satz 4.1 auch noch [F
i
] 2 IR und F
0
i

































], i = 1(1)s   1:




ur x 2 [x
s 1
; a] g  [F
s
























= fz 2 R
n
: Es existiert ein q 2 [~q]mit
(q +Mz)
T


























































































































ur i = s(1)n;




eines neuen LCPs intervallm

aig
einzuschlieen, wobei man als grobe Ersteinschlieung von
fx 2 R
n
: f(x) = x; q 2 [~q]g
[y
k
] verwendet, denn es gilt aufgrund der Punkte 1.-4. und wegen (4.7)
fx 2 R
n
: f(x) = x; q 2 [~q]g  fx 2 R
n





oglichkeit: In Satz 4.1 wurde gezeigt, da es f

ur den Vektor ~y 2 R
n
ein
q 2 [q] gibt mit




































































































galt. Nach Satz 3.12 gilt dann
H(~y; q;M) = min(q +M ~y; ~y) = 0;












In Satz 4.2 werden wir zeigen, da die Funktion ~y() unter gewissen Voraus-


























Wir starten daher gem









































M) eine H-Matrix. Die Iteration (4.9) ist somit wegen






















































gorithmus aus Abschnitt 3.3.1 berechnen.
Nach einer festen Anzahl von Iterationsschritten, etwa k, der Iterationsvor-














] := [0; 0]);
so gilt v

























































































ur i = t(1)n:
Bevor wir einige Voraussetzungen an f(x; s; t) angeben, mit denen wir dann
a; F
0
2 R, [F ] 2 IR, [F
i
] 2 IR und F
0
i
2 R, i = 1(1)s bzw. i = 1(1)t, aus-
rechnen k





Danach werden wir dann die 1. M

oglichkeit in einen Algorithmus B und die
2. M

oglichkeit in einen Algorithmus C umsetzen.
Lemma 4.2 Es seien ~c 2 R und ~y() : [0;1) ! R eine L

osung von (4.2),
wobei an die Funktion f(x; s; t) vorausgesetzt sei:
Es gibt ein  > 0 mit f(x; ~y(x); ~y
0
(x)) > ; f























; x 2 [0; c
p
);











~y(x)  v(x) f







Beweis: Wir zeigen zuerst ~c  c
p




Wir betrachten die Funktion
g(x) := ~y(x)  v(x); x 2 [0; ~c]:











und wegen (4.11) gilt










Es gibt somit ein x
0

















  h)  0 f














































) 2 f0; g: (4.13)






























Mit (4.10) und (4.13) erh





























~y(x)  v(x) f

ur x 2 [0;1):
Dabei folgt aus ~c  c
p
unmittelbar
~y(x)  v(x) f

ur x 2 [~c;1): (4.14)
Nehmen wir nun an, da es ein x
00







onnen wir wieder mit g(x) := ~y(x)   v(x); x 2 [0; ~c], einen Widerspruch








g(~c) = ~y(~c)  v(~c) =  v(~c)  0;










Damit kommen wir zu dem angek

undigten
Satz 4.2 Es seien ~c 2 R und ~y() : [0;1)! R eine L

osung von (4.2), und
die Funktion f(x; s; t) : [0;1)RR! R erf

ulle folgende Voraussetzungen:












[V2] Es gibt ein  > 0 mit f(x; ~y(x); ~y
0
(x)) >  f

ur x 2 (0; ~c).
[V3] Es gibt ein K  0 mit f(x; s; 0)  K f

ur (x; s) 2 [0; ~c] [0; y
0
].
[V4] Es gibt ein L  0 mit jf(x; s; t
1









ur (x; s; t
1
); (x; s; t
2











2. ~y() ist auf [0; ~c] streng monoton fallend.




ur x 2 [0; a] g 
f



























































ur x 2 [0; ~c]:
Weiter seien nun x
i




























]  [F ]; i = 1(1)s   1:




ur x 2 [x
s 1





; a]; [0; SB
s 1








]  [F ]:
7. F




























































































































; a]; [0; SB
s 1












; a]; [0; SB
s 1

















; a]; [0; SB
s 1







































; x 2 [0; c
p
);





osung der freien Randwertaufgabe (4.4), wie wir schon in


















Wiederum mit [V2] erhalten wir, da
~y
00
(x) >  > 0 f

ur x 2 (0; ~c)
gilt. Somit ist ~y
0
(x) auf [0; ~c] streng monoton wachsend. Wegen ~y
0
(~c) = 0 folgt
dann ~y
0
(x) < 0 f

ur x 2 [0; ~c), d.h. ~y(x) ist streng monoton fallend auf [0; ~c].
Wir zeigen jetzt: F

ur jedes i 2 f0; 1; :::; sg gilt:
~y
0











(x)  0 f





















Mit [V4] bekommen wir f






(x))  f(x; ~y(x); 0)  jf(x; ~y(x); ~y
0
(x))  f(x; ~y(x); 0)j
 Lj~y
0













ur x 2 [x
i







































































































f Dieser Algorithmus ist eine modizierte Version von Algorithmus A g
f speziell zur Bearbeitung von freien Randwertproblemen der Art (4.2). g
f Eingabe sind der linke Randwert y
0
g
f und die Anzahl der St

utzstellen n. g
f Es wird vorausgesetzt: g
f 1. Es existiert eine L

osung ~c und ~y(). g
f 2. f(x; s; t) erf

ullt die Voraussetzungen aus Satz 4.2. g
f 3. F

ur [F ] aus Satz 4.2 gilt F  0. g
f Ausgabe sind ein Intervall [C] mit ~c 2 [C] g














; sind dabei wie in Satz 4.1 deniert. g
procedure algB(y
0
2 R;n 2 N;var a 2 R);
var i; stop; zaehler; s 2 N;





[M ] 2 IR
nn
;




h := a=(n+ 1);
[M ] := 0;

















f [M ] ist bereits durch 2 dividiert! g

























[x1] := IGA(I + [M ];  [q]);








I + [M ]
E
; (I   [M ])([u] + alpha)=2

;
[ystart] := [x1  v; x1 + v];
f erste Grobeinschlieung gem

a Algorithmus A g













I + [M ]; (I   [M ])  abs([yalt])  [q]

\ [yalt];
f jetzt kommt die iterative Verbesserung von [q] g
f 10 ist dabei ein default-Wert g
if zaehler mod 10 = 0 then
begin
s := 0;
while (s < n) and (yneu
s+1
> 0) do s := s+ 1;
if s > 1 then
begin

















































until (zaehler = stop) or ([yalt] = [yneu]);
[SB] := (abs([yneu])+ [yneu]);
for i := 1 to n do
if SB
i
< 0 then SB
i
:= 0;
randwert := s  h;
s := n+ 1;
while (s > 1) and (yneu
s 1
= 0) do s := s  1;
if s < n+ 1 then a := s  h;
[C] := [randwert; a];
writeln('Der freie Rand liegt in');
write([C]);
writeln('An den ',n,' diskreten St

utzstellen ergibt sich die Einschlieung:');
write([SB]);
end;
var n 2 N;
y
0





















f Dieser Algorithmus setzt die Behauptung 4 von Satz 3.13 um g
f speziell zur Bearbeitung von freien Randwertproblemen der Art (4.2). g
f Eingabe sind der linke Randwert y
0
g
f und die Anzahl der St

utzstellen n. g
f Es wird vorausgesetzt: g
f 1. Es existiert eine L

osung ~c und ~y(). g
f 2. f(x; s; t) erf

ullt die Voraussetzungen aus Satz 4.2. g
f 3. F

ur [F ] aus Satz 4.2 gilt F  0. g
f Ausgabe sind ein Intervall [C] mit ~c 2 [C] g

















; sind dabei wie in Satz 4.1 deniert. g
procedure algC(y
0
2 R;n 2 N;var a 2 R);
var i; zaehler; t 2 N;











[zneu]; [zalt]; [zstart]; [q]; [z





h := a=(n+ 1);
M := 0;
115

















f M ist bereits durch 2 dividiert! g























for i := 1 to n do
[zstart
i










ahle x aus [zalt];
[G] := G(x; [zalt]; [q];M); f Berechnung gem

a Abschnitt 3.3.1 g








f jetzt kommt die iterative Verbesserung von [q] g
f 10 ist dabei ein default-Wert g
if zaehler mod 10 = 0 then
begin
t := 0;
while (t < n) and (zneu
t+1
> 0) do t := t+ 1;
if t > 1 then
116
begin




















































randwert := t  h;
t := n+ 1;
while (t > 1) and (z

t 1
= 0) do t := t  1;
if t < n+ 1 then a := t  h;
[C] := [randwert; a];
writeln('Der freie Rand liegt in');
write([C]);
writeln('An den ',n,' diskreten St






var n 2 N;
y
0

















until sicherheit = a;
end.
Bemerkungen:




] 2 IR und F
0
i
2 R, i = 1(1)s bzw.
i = 1(1)t, sind mit Satz 4.2 bestimmbar.
2. Algorithmus B und Algorithmus C machen in dieser Form keine Aus-
sage






onnen. Z.B. mu der Ausdruck a=(n+ 1) auf ei-
ner Rechenmaschine nicht exakt darstellbar sein.
Es ist also notwendig auer den Diskretisierungsfehler auch die etwai-
gen Rundungsfehler 'einzufangen'.
Mit der ProgrammiersprachePascal-XSC z.B. bekommtman diese Not-
wendigkeit (siehe etwa [20], [22]) in den Gri. Unter Benutzung von
Pascal-XSC schlagen wir dann folgende spezielle Deklarationen und
Zuweisungen vor:
h; a; randwert; c; y
0




a := sqrt((2  y
0
)=);




randwert := s  h;




Die restlichen Zuweisungen und Deklarationen in Algorithmus B und
C sind dann 1:1



















































































































































































































Es ist nun der betragsgr

ote Eigenwert von P zu bestimmen.
119
Es ist



























streng monoton fallend in i 2 f1; :::; ng. Daher gilt























































































































































































2  1   1









































Damit bekommt man dann f






































































































































oten Eigenwert von P erh

alt man also in (P ) f

ur i = 1. 2
Bemerkung: F


















oeres n mu der Algorithmus B also nicht nur mehr Rechenoperatio-
nen pro Iterationsschritt durchf

uhren, sondern die Konvergenzgeschwindig-
keit an sich wird auch langsamer. Beispiel:
(P ; 50)  0:996213;
(P ; 150)  0:999567;
(P ; 300)  0:999891:
Fazit: Mit dem Abbruchkriterium [yneu] = [yalt] wird man in Algorithmus
B keine schnellen Ergebnisse bekommen.
Die wesentliche Beobachtung ist vielmehr, da der Benutzer selbst durch die
Eingabe von 'stop' die Iterationsschritte und somit die Rechenzeit begrenzen
kann und trotzdem stets verizierte Aussagen bekommt aufgrund von Satz
3.10 und Satz 4.1.

Uber die Konvergenzgeschwindigkeit von Algorithmus C wollen wir keine
theoretische Aussage machen. Die zeitlichen Unterschiede zwischen Algorith-
mus B und Algorithmus C werden wir im n

achsten Abschnitt anhand von
Beispielen demonstrieren.
4.5 Beispiele
In diesem Abschnitt werden wir den Algorithmus B und den Algorithmus
C auf einige Beispiele anwenden. Dabei legen wir unser Augenmerk u.a. auf
zwei Dinge:
 Welcher Algorithmus liefert die besseren Ergebnisse ?
 Welcher Algorithmus liefert die schnelleren Ergebnisse ?
121
Intuitiv haben wir schon in Algorithmus B zwei Abbruchkriterien eingebaut.
Beide werden wir mit Algorithmus C vergleichen. Zu Algorithmus C sei be-
merkt, da wir in den Beispielen hier in der Zeile:
w

ahle x aus [zalt];
stets x := zalt gew

ahlt haben.
Beispiel 4.2 Als erstes Beispiel betrachten wir das Seilproblem, welches wir
bereits in Abschnitt 4.1 vorgestellt haben. Die Stelle c (siehe Abbildung 4.1)
















ur x 2 [0; c];
y(x) > 0 f

ur x 2 [0; c);
y(x)  0 f




























Wir wollen Algorithmus B und Algorithmus C anwenden und pr

ufen daher,
























auf [0; c]. Daher ist y
0
(x); x 2 [0; c], streng monoton wachsend. Wegen y
0
(c) =
0 ist dann y
0











ur x 2 (0; c):
Wir k

onnen demnach  = 1 in [V2] w

ahlen. Weiter ist






[V3] ist also mit K = 1 erf

ullt. Zuletzt seien (x; s; t
1
); (x; s; t
2
) 2 [0; c] 
[0; y
0























































































[V4] ist somit erf










[F ] := f

















Es ist somit F = 1  0. Damit k

onnen wir Algorithmus B und Algorithmus
C anwenden. Dabei kommen wir an den Punkt, an dem wir uns entscheiden
m

ussen, wie wir die Algorithmen anwenden wollen.
1. M

oglichkeit: Wir entscheiden uns f

ur schnelle Resultate und w

ahlen da-




onnen wir Algorithmus B
durch das Abbruchkriterium zaehler = stop oder durch das Abbruchkriteri-
um [yalt] = [yneu] beenden lassen.
In Abbildung 4.2 sieht man in der ersten Spalte das Ergebnis von Algorith-












Die dritte Spalte besitzt die exakten Werte, die man sehr einfach berechnen






















i = 1 [0:08210179; 0:08276674] [0:08207610; 0:08291841] 0:08227326
i = 2 [0:06605772; 0:06717242] [0:06600934; 0:06747573] 0:06633565
i = 3 [0:05182709; 0:05321877] [0:05176104; 0:05367363] 0:05216082
i = 4 [0:03937435; 0:04090745] [0:03929666; 0:04151363] 0:03972534
i = 5 [0:02866892; 0:03023995] [0:02858580; 0:03099719] 0:02900866
i = 6 [0:01968505; 0:02121768] [0:01960226; 0:02212569] 0:01999304
i = 7 [0:01240158; 0:01384193] [0:01232393; 0:01490040] 0:01266360
i = 8 [0:00680169; 0:00811392] [0:00673282; 0:00932256] 0:00700821
i = 9 [0:00287264; 0:00403479] [0:00281489; 0:00539333] 0:00301753
i = 10 [0:00060543; 0:00160561] [0:00057062; 0:00228581] 0:00068496
Zeit: 5 Sekunden 2 Sekunden






cosh(x  c)  1; x 2 [0; c);
0; x 2 [c;1);
die exakte L





= 0:1 ergibt sich
c  0:443568254385:
Sowohl Algorithmus B als auch Algorithmus C oenbaren y(x
10
) > 0. Der
freie Rand liegt also rechts von x
10
= 10  a=(10+1) . Mit (4.16) erhalten wir
dann
c 2 [0:4065578140908707; 0:4472135954999580]:
Wenn wir die Ergebnisse von Algorithmus B mit den Ergebnissen von Al-







) liefert als Algorithmus C.
L

at man den Algorithmus B durch das Abbruchkriterium [yalt] = [yneu]
terminieren, so dauert der Algorithmus B 11 Sekunden, also mehr als f

unf
mal solange wie Algorithmus C.







ahlen eine groe Anzahl von St

utzstellen und lassen so-
lange iterieren bis [yalt] = [yneu] in Algorithmus B gilt bzw. [zalt] = [zneu]
in Algorithmus C.






durch das Abbruchkriterium [yneu] = [yalt] nach 265258 Iterationsschritten,





In Abbildung 4.3 sehen wir das Ergebnis. Da wir nicht alle 300 Komponenten
niederschreiben wollten, haben wir uns bis auf die entscheidenden Kompo-
nenten auf jede 15. Komponente beschr

ankt.
Interessanterweise sind diesmal alle Einschlieungen aus Algorithmus C bes-












2 [0:001485759453488232; 0:001485759453488233] =: [J ]
resultiert aus Algorithmus C
c 2 [t  J; a] = [297  J;
p
2  0:1]  [0:4412705576; 0:4472135955]:
Mit Algorithmus B bekommt man lediglich
c 2 [s  J; a] = [296  J;
p
2  0:1]  [0:4397847982; 0:4472135955]:
Beim zeitlichen Vergleich zwischen Algorithmus B und Algorithmus C spre-
chen 38 Stunden gegen

uber 7 Minuten f

ur sich.












1 [0:09931468; 0:09933677] [0:09931468; 0:09933676] 0:09932035
15 [0:08998325; 0:09028325] [0:08998329; 0:09028298] 0:09005943
30 [0:08052542; 0:08106304] [0:08052550; 0:08106249] 0:08066034
45 [0:07161950; 0:07233938] [0:07161962; 0:07233856] 0:07179794
60 [0:06325894; 0:06411228] [0:06325910; 0:06411118] 0:06346794
75 [0:05543767; 0:05638175] [0:05543788; 0:05638038] 0:05566618
90 [0:04815005; 0:04914780] [0:04815028; 0:04914615] 0:04838876
105 [0:04139089; 0:04241044] [0:04139117; 0:04240851] 0:04163209
120 [0:03515546; 0:03616967] [0:03515577; 0:03616747] 0:03539280
135 [0:02943942; 0:03042551] [0:02943977; 0:03042302] 0:02966779
150 [0:02423888; 0:02517796] [0:02423927; 0:02517521] 0:02445422
165 [0:01955035; 0:02042703] [0:01955077; 0:02042400] 0:01974950
180 [0:01537074; 0:01617272] [0:01537120; 0:01616942] 0:01555130
195 [0:01169733; 0:01241505] [0:01169783; 0:01241148] 0:01185752
210 [0:00852780; 0:00915402] [0:00852834; 0:00915017] 0:00866634
225 [0:00586017; 0:00638964] [0:00586074; 0:00638551] 0:00597616
240 [0:00369280; 0:00412191] [0:00369341; 0:00411751] 0:00378566
255 [0:00202439; 0:00235084] [0:00202503; 0:00234616] 0:00209374
270 [0:00085394; 0:00107643] [0:00085462; 0:00107148] 0:00089957
285 [0:00018076; 0:00029870] [0:00018148; 0:00029347] 0:00020255
295 [0:00000802; 0:00005614] [0:00000876; 0:00005073] 0:00001388
296 [0:00000289; 0:00004402] [0:00000363; 0:00003860] 0:00000715
297 [0 ; 0:00003307] [0:00000071; 0:00002867] 0:00000263
298 [0 ; 0:00002310] [0 ; 0:00001985] 0:00000032
299 [0 ; 0:00001430] [0 ; 0:00001213] 0
300 [0 ; 0:00000660] [0 ; 0:00000552] 0
Zeit: 38:44:07 h 7:32 min
Abbildung 4.3: Vergleich von Algorithmus B mit Algorithmus C
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Algorithmus C scheint immer schneller zum Ziel zu f

uhren als Algorithmus
B. Zudem lieferte Algorithmus C bei der St

utzstellenzahl n = 300 auch die
besseren Ergebnisse. F

ur n = 10 waren die Ergebnisse aus Algorithmus B
besser. Dies inspirierte uns zu folgender
Idee: Zun

achst verwenden wir Algorithmus B mit einer kleinen St

utzstel-
lenanzahl n (z.B. n = 10) und wenig Iterationsschritten (z.B. stop = 200).
F

ur den gesuchten Intervallvektor y 2 R
n
liefert dann Algorithmus B einen








ahlen wir ein neues N 2 N, da wesentlich gr

oer ist als n
und setzen h := a=(N + 1). Da y() monoton fallend ist, erhalten wir sehr









:= i  h; i = 1(1)N:
Damit beginnen wir dann die Iteration aus Algorithmus C. Mit dieser Idee
war es m

oglich, mit n = 10, stop = 200 und N = 300 nach 23 Sekunden auf
c 2 [0:4412705576; 0:4472135955]
zu schlieen. Auf die Details wollen wir nicht eingehen.
In diesem Beispiel war es nie m

oglich, die obere Grenze a f

ur den freien Rand
iterativ zu verbessern. Das ist aber kein groer Nachteil, wie wir kurz an einer
Anwendung des Seilproblems erl

autern wollen.
Wir betrachten den Fall einer Stromleitung, die an der rechten Befestigung
zu reien droht. Nach einem eventuellen Abri haben wir die Situation in
Abbildung 4.1.





Randwert c. Mit y
0
= 0:1 und n = 10 erhalten sie schon nach 200 Iterations-
schritten (das sind auf einer sun-workstation 5 Sekunden) die Aussage, da





sich also z.B. lediglich im Bereich 0  x  0:4 stromleitendes Material, so
br

auchte man mit keiner gr

oeren Katastrophe rechnen...






aften die heruntergesackte Stromleitung nicht mehr unbe-
dingt durch die gleiche Dierentialgleichung beschrieben werden mu. Wie
sich die Dierentialgleichung allerdings

andert, darauf wollen wir hier nicht










ahrend Algorithmus B und Algorithmus C trotzdem verizierte Aus-




Beispiel 4.3 Wir betrachten das gew

ohnliche freie Randwertproblem:
Finde c 2 R und y() : [0;1)! R mit
y
00
(x) = y + arctan(xy
0
) +  f

ur x 2 [0; c];
y(x) > 0 f

ur x 2 [0; c);
y(x)  0 f




























Mit Hilfe von Theorem 3.1 bzw. Corollary 3.3 aus [36] kann man zeigen, da
(4.17) genau eine L





~c und ~y() sind explizit nicht bestimmbar, so da Algorithmus B und Algo-
rithmus C umso wertvoller werden.
In diesem Beispiel wird sich sogar herausstellen, da imGegensatz zu Beispiel
4.2 hier die obere Grenze f

ur ~c iterativ verbessert werden kann. Wir wollen
aber zun

achst die Voraussetzungen von Satz 4.2 und Satz 4.1 ausrechnen.
[V1] ist oensichtlich erf

ullt.
f(x; s; t) = s+ arctan(xt) + 





(x)) = ~y(x) + arctan(x~y
0








Wir setzen somit  :=

2
in [V2] und erhalten mit Lemma 4.2
































ullt. Zuletzt gilt f

ur (x; s; t
1
); (x; s; t
2




















































[V4] ist somit erf

ullt mit L := a.
Es ist





















onnen wir Algorithmus B und Algorithmus C anwenden. Algorithmus
B terminierte bei den Eingabewerten:
n = 300; stop = 500000;
durch das Abbruchkriterium [yneu] = [yalt] nach 158439 Iterationsschritten,








10 [0:0907547020; 0:0908553282] [0:0907547510; 0:0908551426]
20 [0:0819638001; 0:0821628800] [0:0819638980; 0:0821625090]
30 [0:0736260658; 0:0739196490] [0:0736262125; 0:0739190925]
40 [0:0657403340; 0:0661228306] [0:0657405296; 0:0661220886]
50 [0:0583055024; 0:0587698218] [0:0583057467; 0:0587688944]
60 [0:0513205311; 0:0518582199] [0:0513208239; 0:0518571070]
70 [0:0447844421; 0:0453858214] [0:0447847834; 0:0453845232]
80 [0:0386963195; 0:0393506212] [0:0386967089; 0:0393491376]
90 [0:0330553085; 0:0337508109] [0:0330557460; 0:0337491421]
100 [0:0278606157; 0:0285847780] [0:0278611010; 0:0285829240]
110 [0:0231115088; 0:0238511045] [0:0231120416; 0:0238490653]
120 [0:0188073161; 0:0195485656] [0:0188078962; 0:0195463415]
130 [0:0149474266; 0:0156761291] [0:0149480536; 0:0156737200]
140 [0:0115312897; 0:0122329535] [0:0115319633; 0:0122303596]
150 [0:0085584152; 0:0092183880] [0:0085591350; 0:0092156094]
160 [0:0060283732; 0:0066319704] [0:0060291388; 0:0066290073]
170 [0:0039407980; 0:0044734235] [0:0039416090; 0:0044702759]
180 [0:0022953880; 0:0027426534] [0:0022962440; 0:0027393215]
190 [0:0010919021; 0:0014397529] [0:0010928026; 0:0014362369]
200 [0:0003301593; 0:0005650014] [0:0003311038; 0:0005613014]
210 [0:0000100387; 0:0001188639] [0:0000110267; 0:0001149802]
211 [0:0000023130; 0:0000978474] [0:0000033053; 0:0000939453]
212 [0 ; 0:0000789502] [0 ; 0:0000750297]
219 [0 ; 0:0000601021] [0 ; 0:0000019612]
220 [0 ; 0:0000040675] 0
300 [0 ; 0:0000017739] 0
Zeit: 17:08:11 h 6:17 min
Abbildung 4.4: Vergleich von Algorithmus B mit Algorithmus C
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In Abbildung 4.4 sehen wir das Ergebnis.
In der zweiten Spalte sehen wir das Ergebnis aus Algorithmus C nach dem
ersten Aufruf der Prozedur algC f

ur n = 300. Die Rechenzeit betrug bis
dorthin (auf einer sun-workstation) etwa 6 Minuten. Wir haben uns bis auf
die entscheidenden Komponenten auf jede 10. Komponente beschr

ankt.
Die Einschlieungen von Algorithmus C sind besser als die Einschlieungen
von Algorithmus B. Jedoch k









2 [0:001185464529005163; 0:001185464529005164] =: [J ]
auf
~c 2 [211  J; a] =
2
4







schlieen. Die entscheidende Beobachtung in diesem Beispiel ist aber, da
nach dem ersten Aufruf von algC in Algorithmus C f















Dabei konnte sich auch die untere Grenze f

ur ~c verbessern. Insgesamt wurde
die Prozedur algC dreimal aufgerufen bis Algorithmus C dann schlielich
~c 2 [0:2505055169; 0:2564699340]
lieferte. Die Rechenzeit betrug 24 Minuten und 7 Sekunden.
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