Abstract. A compressible FENE-P type model with stress diffusion is derived from an approximate macroscopic closure of a compressible Navier-Stokes-Fokker-Planck system arising in the kinetic theory of dilute polymeric fluids, where polymer chains immersed in a barotropic, compressible, isothermal, viscous Newtonian solvent, are idealised as pairs of massless beads connected with finitely extensible nonlinear elastic (FENE) springs. We develop a priori bounds for the model, including logarithmic bounds, which guarantee the nonnegativity of the conformation tensor and a bound on its trace, and we prove the existence of large-data global-in-time finite-energy weak solutions in two and three space dimensions.
Introduction
In this paper we prove the existence of global-in-time weak solutions to the following compressible FENE-P model, posed in the time-space cylinder (0, T ] × Ω, where Ω is a bounded open domain in R d for d = 2 or 3:
A(T), (1.3) where the pressure p and the density of the solvent are supposed to be related by the typical power law relation:
and the Newtonian stress tensor S(∇ x u) is defined by
with constant shear and bulk viscosity coefficients, respectively, µ S > 0 and µ B ≥ 0. The velocity gradient matrix is defined as (1.6) (∇ x u) 1≤i,j≤d = (∂ xj u i ) 1≤i,j≤d and I ∈ R d×d is the identity matrix. The symmetric matrix function T = (T i,j ), 1 ≤ i, j ≤ d, defined on [0, T ] × Ω, is the conformation tensor and tr(T) denotes its trace. The tensor A(T) is the extra stress tensor and is given by T − a I.
The scalar function Π(T) is the polymeric pressure and is given by up to a constant, in order for the above system to satisfy an energy equality; see Section 3 for details. The constant here has been chosen for the convenience of later developments. The meaning of the parameters appearing in (1.1)-(1.3) will be introduced in the derivation of the model in Section 2. In particular, the parameters ε, a, b, and λ are all positive constants. Of course, it is implicitly assumed, and has to be established, that, subject to a positive definite initial datum T 0 whose trace is less than b, the tensor T remains positive definite with trace less than b for all t ∈ (0, T ], so as to ensure that (1.7) and (1.8) are well-defined. In addition, the external force f is assumed to be an element of the function space L ∞ ((0, T ] × Ω; R d ). Finally, the equations (1.1)-(1.3) are supplemented by initial conditions for , u and T, and the following boundary conditions for u and T: u = 0 on (0, T ] × ∂Ω, (1.9) (ν · ∇ x )T = O on (0, T ] × ∂Ω. (1.10) Here ν is the outer unit normal vector on the boundary ∂Ω and O ∈ R d×d is the zero matrix. In contrast with the compressible FENE-P model considered here, in the case of the incompressible FENE-P model the pressure p no longer satisfies (1.4) and acts as a Lagrange multiplier for the pointwise constraint div x u = 0. Moreover, the term ∇ x Π appearing on the right-hand side of (1.2) is absorbed into the pressure term ∇ x p on the left-hand side of the equation. For data f ≡ 0 and initial data u 0 and T 0 for u and T such that u 0 ∈ L 2 (Ω; R d ) is divergence free, and T 0 , which is symmetric positive definite for a.e. x ∈ Ω, satisfying log(1 − tr(T0) b ) ∈ L 1 (Ω; R d×d ), the existence of a global-in-time weak solution u ∈ L ∞ (0, T ;
(Ω; R d×d )) was proved in Masmoudi [21] for the incompressible FENE-P model with constant density and in the absence of stress diffusion, i.e., ε = 0, for d = 2 and 3. Convergence of a finite element approximation of such an incompressible FENE-P model with stress diffusion, ε > 0, and f ∈ L 2 (0, T ; [H 1 0 (Ω; R d )] ) was proved for d = 2 in Barrett and Boyaval [2] under the slightly stronger assumptions on T 0 : T 0 = T T 0 ≥ τ min I and tr(T 0 ) ≤ b < b a.e. in Ω with τ min > 0. Here T 0 ≥ τ min I means that T 0 − τ min I is nonnegative definite.
Derivation of the compressible FENE-P model
In this section we introduce a compressible Navier-Stokes-Fokker-Planck system, which is slightly different from the model considered in Barrett and Süli [4, 5] . We shall then (formally) derive from it the compressible FENE-P model (1.1)-(1.10) by considering the special case of the compressible FENE dumbbell model and formulating its approximate macroscopic closure.
2.1.
Compressible Navier-Stokes-Fokker-Planck system. The solvent density and the solvent velocity field u are defined on [0, T ] × Ω and [0, T ] × Ω, respectively, with T > 0, and satisfy the compressible Navier-Stokes equations with an elastic extra stress-tensor K:
The pressure p( ) and the Newtonian shear stress tensor S are defined by (1.4) and (1.5). We shall impose a no-slip boundary condition on the velocity field; i.e., In the dumbbell model consisting of two beads coupled with an elastic spring representing a polymer chain, the nonNewtonian elastic extra stress tensor K is based on a version of the Kramers expression (cf. (2.7) below), depending on the probability density function ψ, which, in addition to t and x, also depends on the conformation vector q ∈ R The extra stress tensor K in (2.2) is defined by the formula: (2.6) K(t, x) := k C(ψ)(t, x) − π(t, x) I, where k > 0 is the product of the Boltzmann constant and the absolute temperature, C is given by a form of Kramer's expression Since ψ is a probability density function, it is nonnegative a.e. on [0, T ] × Ω × D and satisfies the following FokkerPlanck equation:
supplemented with the initial condition ψ(0, x, q) = ψ 0 (x, q) ≥ 0 for all (x, q) ∈ Ω × D, and the boundary conditions 1 4λ (∇ q ψ + ψ F (q)) − (∇ x u) q ψ · q = 0 on (0, T ] × Ω × ∂D, (2.10)
where q is normal to ∂D. The constant parameters ε > 0 and λ > 0 are the centre-of-mass diffusion coefficient and the Deborah number, respectively; the latter characterises the elastic relaxation property of the solvent. The centre-of-mass diffusion term ε η ∆ x ψ η in (2.9) and the corresponding boundary term ε η ∇ x ψ η in (2.11) collapse to their standard forms ε ∆ x ψ and ε ∇ x ψ, respectively, if η is independent of x.
Integrating the partial differential equation (2.9) and its initial condition over D, using the boundary condition in (2.10) and noting (2.8), we deduce the following partial differential equation for the function η: We note that in the incompressible case, with η 0 ≡ 1/|Ω|, it follows from (2.12) that η(t, x) = η 0 for all (t, x) ∈ [0, T ]×Ω. Hence, as noted above, the centre-of-mass diffusion term in (2.9) and the corresponding boundary term in (2.11) collapse to their standard forms. In addition, on inserting (2.7) into (2.6) and noting (2.8) the extra stress tensor K collapses to a standard form of Kramer's rule K(t, x) = k |Ω| D ψ(t, x, q) U |q| 2 2T dq − π(t, x). (2.14)
However, in the compressible case η(t, x) is not constant; hence the need for the denominator in the definition of C as stated in (2.7) . Introducing ψ (t, x, q) = ψ(t, x, q) |Ω| η(t, x) for all (t, x, q) ∈ [0, T ] × Ω × D, (2.15) it follows from (2.8), (2.9) and (2.12) that ψ (t, x, q) ≥ 0, D ψ (t, x, q) dq = 1/|Ω| and satisfies (2.16)
supplemented with the initial condition ψ (0, x, q) = ψ0(x,q) |Ω| η0(x) for all (x, q) ∈ Ω × D, and the boundary conditions 1 4λ
(∇ q ψ + ψ F (q)) − (∇ x u) q ψ · q = 0 on (0, T ] × Ω × ∂D, (2.17)
Moreover, we obtain from (2.6), (2.7), (2.15) and (2.8) that (2.19) K(t, x) := k |Ω| D ψ (t, x, q) U |q| 2 2T dq − π(t, x) I.
Finally, we note that in the incompressible case, with η 0 ≡ 1/|Ω|, one has that ψ = ψ. Let F(s) = s (log s − 1) + 1 for s ≥ 0, and suppose that M is the Maxwellian associated with the potential U , (2.4); that is, M (q) = C e model in the case of FENE bead-spring chains, (2.4) . Moreover, −π is the part of the energy that is dependent on ψ . Similarly, it turns out that −Π(T) is the part of the energy that is dependent on T in the energy equality for (1.1)-(1.10); see (3.23) below. The above FENE model is slightly different from the one considered in [4, 5] . There we did not include the denominator in the definition of C, (2.7), leading to (2.14) for K. In addition, we did not include the η factors in (2.9) and (2.11). We proved existence of a global-in-time weak solution to the system (2.1)-(2.4), (2.14) with (2.9)-(2.11) independent of η, supplemented with suitable initial conditions for , u, ψ and the choice π(t, x) = L η(t, x) + z η 2 (t, x) in (2.14), in order for the above system to satisfy an energy equality, with L > 0 and z ≥ 0 for d = 2 in [5] and L ≥ 0 and z > 0 for d = 3 in [4] . Note that, with (2.9)-(2.11) independent of η, one has that the function η, defined by (2.8), appearing in π, satisfies the following modification of (2.12):
It is a simple matter to adapt the proofs in those papers to prove existence of a global-in-time weak solution to the system (2.1)-(2.4), (2.16)-(2.19) supplemented with suitable initial conditions for , u, ψ and the choice π(t,
In fact, the proofs in the above papers are for FENE chains consisting of K + 1 beads and K springs. The dumbell case considered here corresponds to the special case of K = 1.
In the next section we use formal computations to derive an approximate closure of the above compressible NavierStokes-Fokker-Planck FENE model, which leads to the compressible FENE-P model (1.1)-(1.10), whose analysis is thereafter pursued in the rest of the paper.
2.2.
Compressible FENE-P model. This section is devoted to the derivation of the model (1.1)-(1.10) from the Navier-Stokes-Fokker-Planck FENE system stated in Section 2.1, consisting of the equations (2.1), (2.2), (2.16), the definitions (2.19), (2.4) , the boundary conditions (2.3), (2.17), (2.18), suitable initial conditions for , u, ψ and a suitable choice for π in (2.19).
We introduce the symmetric tensor
By noting (2.19), (2.4) and that D ψ dq = 1/|Ω|, we then apply a Peterlin type approximation, see [23, 6, 18] , to K and obtain (2.22)
The continuity equation (1.1) for the solvent density follows directly from (2.1). From (2.2), (2.22) and (1.7) with π(t, x) = Π(T(t, x)), we deduce the balance of momentum equation (1.2) ; the boundary condition for the velocity field u, (1.9), follows from (2.3).
The boundary condition (1.10) for T can be deduced from (2.18) and (2.21) . It remains to derive the evolution equation (1.3) for the conformation tensor T. To this end, we note the definition of T in (2.21), multiply equation (2.16) by the matrix k |Ω|T , and integrate it with respect to q over D. The left-hand side of (2.16) yields that
The right-hand side of (2.16) yields, on integrating by parts and noting the boundary condition (2.10) and (2.4) , that
By recalling (2.21), we have that
By performing the same approximation as used in (2.22) we deduce that
Performing integration by parts and ignoring the boundary term on ∂D yields that (2.27) 3) . Finally, the choice of π(t, x) = Π(T(t, x)) in (1.8) leads to (1.1)-(1.10) satisfying an energy equality; see Section 3 below, and in particular (3.20) , for details. It should be noted that −Π(T) is the part of the energy that is dependent on T; see (3.23) below.
Formally, letting b → ∞ in (1.2), (1.3) and (1.8) one obtains that
This gives rise to a compressible Oldroyd-B model, which is slightly different from the one analysed in Barrett, Lu and Süli [3] . In that paper we considered the formal macroscopic closure of the compressible Hookean system (2.1)-(2.3), (2.14) and (2.9)-(2.11) independent of η, with (2.5) in place of (2.4) . This leads to the b → ∞ limit of (1.1)-(1.10) as above, but with the following modifications: (i) a in (1.3) is replaced with a η, and (ii) (1.8) is replaced with Π(η) = L η + z η 2 for L, z ≥ 0, where η satisfies (2.20) . In [3] we proved existence of a global-in-time weak solution in two space dimensions (d = 2), with at least one of L and z assumed to be nonzero. The proof there is easily adapted to the compressible Oldroyd-B model, which is the direct b → ∞ limit of (1.1)-(1.10).
Having derived our compressible FENE-P model, (1.1)-(1.10), we now focus our attention on its mathematical analysis. We begin by establishing a priori bounds that will form the basis of the weak compactness argument leading to the proof of existence of a global-in-time weak solution to the system under consideration.
A priori bounds
This section is devoted to the derivation of formal a priori bounds for the compressible FENE-P model (1.1)-(1.8) subject to the boundary conditions (1.9), (1.10), and given initial conditions. 3.1. Initial data and a priori bound. We adopt the following hypotheses on the initial data:
in Ω, where τ min ∈ 0,
Here γ denotes the conjugate exponent to γ > d 2 for d ∈ {2, 3}, i.e., 1/γ + 1/γ = 1. Because the density is required to be a nonnegative function, we have assumed that the initial datum 0 is nonnegative. Since the scaled probability density function ψ , (2.15), is nonnegative, then the definition of T stated in (2.21) from the Navier-Stokes-Fokker-Planck system, (2.1)-(2.4), (2.16)-(2.19), automatically implies that T must be a symmetric nonnegative definite matrix a.e. on (0, T ] × Ω. However, this information on T is not a priori encoded in the macroscopic counterpart of this kinetic model, the compressible FENE-P model (1.1)-(1.10). Furthermore, because of the right-hand sides of (1.2), (1.3) and Π(T), see (1.8), we require T > 0, i.e., T is positive definite, and tr(T) < b a.e. in (0, T ] × Ω. We have assumed slightly stronger constraints on the initial datum for T in (3.1); see Remark 6.1 below. For the purposes of the formal energy estimates developed in this section, we will temporarily assume that ( , u, T) is a smooth solution to (1.1)-(1.10), (3.1) with ≥ 0, T > 0 and tr(T) < b in [0, T ] × Ω. We stress that the energy estimates below, and these constraints on and T, will be made rigorous later in the paper.
We deduce from (3.1) 1 and (3.1) 2 by using Hölder's inequality that
For the solvent density , integration of (1.1) over Ω with respect to the spatial variable x, performing partial integration and noting the no-slip boundary condition (1.9) for the velocity field gives
In order to derive a formal energy identity we then take the inner product of the momentum equation (1.2) with the velocity field u, integrate over Ω with respect to the spatial variable x, and perform partial integration noting the no-slip boundary condition (1.9) for u. In order to explain the details of the calculation, we shall perform the computations term by term. We begin by noting that for the first term in (1.2) we have
For the second term in (1.2),
By recalling (1.4), we have for the third term in (1.2) that
Multiplication of (1.1) by γ γ−1 gives
Thus, thanks to the boundary condition (1.9) and our assumption that γ > d 2 with d ∈ {2, 3}, we have that
For the fourth term in (1.2) we have
Recalling our present assumptions on T, we note that (1.7) and (1.8) are well-defined. We then have for the fifth term in (1.2) that
Therefore, combining (1.2) and (3.2)-(3.6), we deduce, by noting (1.1), that
In order to complete the derivation of a (formal) energy identity for the system, we need to deal with the first term on the right-hand side of equation (3.7) . Here, we recall the energy structure for the incompressible FENE-P system in the absence of stress diffusion, see Wapperom and Hulsen [26] and Hu and Lelièvre [17] , and in the presence of stress diffusion, see Barrett and Boyaval [2] . Recalling our present assumptions on T, we will take the inner product of the stress equation (1.3) with
First, we recall the following formula, usually referred to as Jacobi's formula:
where, in the present context, ∂ is a derivative in space or time. Since T is symmetric positive definite, we can define its real logarithm, log T, which is a symmetric matrix via diagonalisation of T. Using the orthogonal d × d matrix Q, we have that
where l κ > 0, κ = 1, . . . , d, are the eigenvalues of T. Since tr(B 1 B 2 ) = tr(B 2 B 1 ) for all B 1 , B 2 ∈ R d×d , we have the following identity: (3.11) tr (log T) = log det T.
By (3.9) and (3.11), we have that
In addition, we note the following lemma.
, m ∈ N, be a symmetric matrix function, which is positive definite, uniformly on Ω, and satisfies (ν · ∇ x )P = O on ∂Ω; then,
Proof. This lemma is stated as Lemma 3.1, and proved in Appendix A, of [3] in the case m = d. The proof given there immediately generalises to m ∈ N.
Below we assume for this formal energy identity that T is sufficiently smooth to satisfy the assumptions of the above Lemma, as well as tr(T) < b a.e. in (0, T ] × Ω. We now take the inner product of (1.3) with (3.8) integrate over Ω with respect to x, perform partial integration and note the boundary conditions (1.9), (1.10). We have for the first term, by noting (3.12) and (1.8) , that (3.14)
Here, and throughout, we recall that
Similarly, for the second term in (1.3) we have that
For the third term in (1.3), we have, by recalling (1.7), that
For the fourth term in (1.3), we have, by noting (3.13), that
For the fifth term in (1.3), we have, by recalling (1.7) and (3.8) , that
Therefore, combining (1.3) and (3.14)-(3.18), we deduce
By adding 1 2 (3.19) to the a priori bound (3.7), we finally obtain the following (formal) energy equality:
This (formal) energy identity will be the starting point for the development of the weak compactness argument leading to the proof of existence of a large-data global-in-time finite-energy weak solution to the compressible FENE-P system under consideration.
To this end, we make some preliminary observations. As log is a concave function on R >0 (whereby − log(1 − y) ≥ y for all y < 1), we deduce from (1.8) that
Let us denote by l κ , κ = 1, . . . , d, the eigenvalues of the symmetric positive definite matrix T. Then, as a > 0, it follows that
Hence, for any a > 0, we have that
Motivated by (3.20) and (3.22) , for t ∈ [0, T ] we consider the following positive energy functional:
As γ > d 2 and d ∈ {2, 3}, Hölder and Young inequalities then give
Thus, integrating (3.20) over the time interval [0, t] with respect to the temporal variable and noting (3.13) implies that (3.25)
By recalling (1.8) and (3.1), the initial positive energy (3.26)
is finite. Thus, Gronwall's inequality implies that (3.27)
Next we recall Korn's inequality (see, for example, [8] ):
Thus we deduce the following (formal) inclusions from the a priori inequality (3.27):
Of course in establishing these bounds we have assumed that T > 0 and tr
3.2. Further bounds on T. In this section we will show that one can establish stronger bounds on T than those stated in (3.29). First, it follows from (1.8), (3.29) 3 and a Poincaré inequality that
where
Next, on assuming that T > 0 and tr(T) < b in [0, T ] × Ω and (3.29) 2 , we have that
By recalling (1.7), we take the inner product of (1.3) with T, integrate over Ω with respect to x and perform partial integration noting the boundary conditions (1.9), (1.10). Direct calculations imply that
where once again we have assumed that T > 0 and tr(T) < b in [0, T ] × Ω for the last inequality. Thus, integrating (3.32) over t ∈ (0, T ) and noting (3.29) 1,2 and (3.31), we can supplement (3.29)-(3.31) with the inclusion:
In the case of the Oldroyd-B model, we are only able to establish (3.33) for d = 2, as there we have to use a GagliardoNirenberg inequality in (3.32), as we do not have that tr(T)
is not guaranteed. This restricts the proof of the existence of a global-in-time weak solution for compressible Oldroyd-B model to the case of d = 2; see [3] for the details. In fact, this is also true in the incompressible case; see [1] .
Motivated by these formal calculations, we shall now embark on a rigorous argument aimed at proving the existence of global-in-time weak solutions to the compressible FENE-P model for d = 2 and d = 3.
Weak solutions, main results and the construction of approximating solutions
The rest of the paper is devoted to the proof of the existence of large-data global-in-time finite-energy weak solutions to the compressible FENE-P model (1.1)-(1.10), (3.1) for d = 2 and 3. 
We say that ( , u, T) is a finite-energy weak solution in (0, T ] × Ω to the system of equations (1.1)-(1.10), supplemented by the initial data (3.1), if:
• For any t ∈ (0, T ] and any test function
where the term involving the notation :: is
• The continuity equation holds in the sense of renormalised solutions:
where m 0 < 1 and m 1 ∈ (−1, ∞); see (6.2.9) and (6.2.10) in [22] .
• For a.e. t ∈ (0, T ] the following energy inequality holds:
where E(t) and E 0 are defined by (3.23) and (3.26). We note that E 0 is finite under the assumptions (3.1) on the initial data.
Remark 4.2. Definition 4.1 is fairly standard. The energy inequality (4.8) identifies an important class of weak solutions, usually termed dissipative or finite-energy weak solutions. We note that, given a smooth solution satisfying ≥ 0, T > 0 and tr(T) < b in [0, T ] × Ω, the energy inequality (4.8) can be derived by integrating the a priori bound (3.20) over [0, t] with respect to the temporal variable, by noting (3.23), (3.26) and using Lemma 3.1, to obtain (3.25) and (3.27).
Remark 4.3. In addition to the energy inequality (4.8), one can derive the following inequality:
We note that, given a smooth solution satisfying ≥ 0, T > 0 and tr(T) < b in [0, T ] × Ω, the energy inequality (4.9) can be derived by integrating the a priori bound (3.32) over [0, t] with respect to the temporal variable, by noting
, which can be derived from (4.8), (3.31) and (3.29) 2 .
We are now ready to state our first main theorem, which asserts the global-in-time existence of large-data finite-energy weak solutions to the compressible FENE-P model. The proof of Theorem 4.4 involves four levels of approximation, which are described in Section 6; the respective passages to the limits with the four levels of approximation are carried out in Sections 7-11. Before embarking on the technical part of the paper, we recall, in Section 5, a number of preliminary results, which will be required in the proofs.
Preliminaries
In this section we recall some technical tools that will be required in the rest of the paper. 5.1. Classical mollifier. This is required to approximate the original initial data, (3.1), with smooth initial data in order to apply classical existence results for parabolic systems. Let ζ ∈ C ∞ (R d ) be a nonnegative, radially symmetric function such that supp ζ ⊂ B(0, 1),
We define the mollification kernel
For any locally integrable function v defined on R d with values in a Banach space X, we define the classical (Friedrichs) mollifier S θ as the following convolution operator:
Some of the key properties of S θ are summarised in the next lemma.
. In addition, the following hold:
The Bogovskiȋ operator.
We recall the Bogovskiȋ operator, which is required to prove higher order integrability of the density. The construction can be found in [7] and in Chapter III of Galdi's book [14] ; see also Lemma 3.17 in [22] .
where ν G is normal to ∂G, then the following inequality holds:
Compactness theorems.
We begin by recalling the following result, usually referred to as the Aubin-LionsSimon compactness theorem (see Simon [24] ).
Lemma 5.3. Let X 0 , X and X 1 be three Banach spaces with X 0 ⊂ X ⊂ X 1 . Suppose that X 0 → → X, i.e., X 0 is compactly embedded in X, and that X → X 1 , i.e., X is continuously embedded in
Then, the following properties hold:
Here and throughout the paper, we use X to denote the dual space of X, and ·, · X to denote the duality pairing between X and X. We recall the following lemma, see Strauss [25] (cf. Lions & Magenes [19] , Lemma 8.1, Ch. 3, Sec. 8.4) for a proof.
Lemma 5.4. Suppose that X and Y are Banach spaces. Assume that the space X is reflexive and is continuously embedded in the space Y ; then,
We recall the following Arzelà-Ascoli type result, and refer to Lemma 6.2 in [22] for its proof.
Lemma 5.5. Let q, s ∈ (1, ∞) and let G be a bounded Lipschitz domain in
Then, there exists a subsequence (not indicated) such that the following hold:
5.5. Regularity of the parabolic Neumann problem. We first introduce fractional-order Sobolev spaces. Let G be the whole space
The following classical results are taken from Section 7.6.1 in [22] . Let G be a bounded domain in R d and consider the parabolic initial-boundary-value problem:
Here ε > 0, ρ 0 and h are known functions, ν G is normal to ∂G and ρ is the unknown solution. The first regularity result of relevance to us here is encapsulated in the following lemma.
. Moreover, we have that
The second result that we state concerns parabolic problems with a divergence-form source term, h = div x g.
Lemma 5.7. Let 0 < β < 1, 1 < q, s < ∞ and suppose that G is a bounded domain in
Moreover, we have that
Effective viscous flux.
A key step in passing to the limit in a sequence of approximations to the compressible Navier-Stokes system is the proof of strong convergence of the approximations to the density, based on weak convergence of the, so called, effective viscous flux. A helpful tool in the proof of this is Lemma 7.36 in [22] . However, due to the presence of the extra stress tensor A(T) and the polymeric pressure Π(T) on the right-hand side of (1.2), we require an extension of this result, see Lemma 5.6 in [4] for d = 3 and Lemma 2.3 in [5] for d = 2. Below, we combine these lemmas to obtain an extension valid for d = 2 and 3. First, though, we introduce the inverse divergence operator A, which is a pseudodifferential operator defined via the Fourier transform F. With
the space of smooth rapidly decreasing (complex-valued) functions, we introduce the Fourier transform F :
, and its inverse
These are extended to
Next we define the inverse divergence operator A :
On noting the Marcinkiewicz theorem about multipliers and Sobolev embedding, the operator A j can be extended to [22] for the details. Finally, we adopt the convention in the lemma below if A is applied to a function defined on Ω ⊂ R d only, then the function is extended by zero from Ω to R d .
In addition, suppose that
where µ 1 , µ 2 are positive constants. It then follows that, for any
Moreover, by noting Corollary 5.1 in [4] for d = 3 and Corollary 2.1 in [5] for d = 2, we have the following corollary.
Corollary 5.9. The results of Lemma 5.8 hold with assumptions (5.7) 6,7 replaced by
Definition of the sequence of approximating solutions
We will prove Theorem 4.4 by means of a four-level approximation, inspired by the construction of approximate solutions in [13, 10, 12] for the study of the compressible Navier-Stokes equations and in [2] for the study of the incompressible FENE-P model. In this section we will describe our four-level approximation scheme. In subsequent sections we will prove the existence of solutions to each of the approximation levels, the convergence of the approximating solution sequence at each level, and hence we will complete the proof of Theorem 4.4.
6.1. Mollification of the initial data. First of all, we consider a mollification of the initial data by using the mollifier introduced in Section 5.1.
Let Ω ⊂ R d be a bounded C 2,β domain, with β ∈ (0, 1), and let the initial data ( 0 , u 0 , T 0 ) be given, as in (3.1). We consider the zero-extension of 0 and u 0 to the whole of R d , still denoted by the same symbols, outside of the domain Ω. We then define, for θ ∈ (0, 1), the following mollified initial data for 0 and u 0 , and thanks to the properties of the classical Friedrichs mollifier listed in Lemma 5.1 and (3.1) 1,2 , we have the following bounds and convergence results, as θ → 0:
where C(θ) signifies a constant depending only on θ, and r is as defined in (3.1). It follows thanks to Sobolev embedding, as γ > 
and we can therefore take C(θ) ≈ θ −2 , as θ → 0, in (6.1) 1 . The regularization of T 0 is slightly different, as in Section 7.3 below we wish to apply Lemma 5.6 to a regularised version of (1.3) satisfying the boundary condition (1.10) and the regularised initial data. Given T 0 satisfying (3.1) 3 , for θ ∈ (0, 1), we choose T 0,θ such that
As Ω ⊂ R d is a bounded C 2,β domain, with β ∈ (0, 1), it follows (cf. Theorem 2.4.2.7 in [16] ) that the unique solution of (6.3) is such that
Hence, T 0,θ , for any θ ∈ (0, 1), satisfies the regularity requirement on the initial datum in the statement of Lemma 5.6. In addition, it is easily deduced from (6.3) that
Furthermore, on noting (3. 
Moreover, it follows from (6.5), (6.6) and the Vitali convergence theorem, on possibly extracting a subsequence, that
Next, it follows from (1.8), (6.6) and (3.11) that
Hence, (1.8), (6.8), (6.7) and the Vitali convergence theorem, by possibly extracting a subsequence, yields that for any s ∈ [1, ∞):
Remark 6.1. We note that our conditions on T 0 , (3.1) 3 , are the same as those in [2] , which are stronger than those in [21] for the incompressible FENE-P model, where
In the compressible case we need to approximate T 0 by T 0,θ so that we can apply Lemma 5.6 to a regularised version of (1.3) satisfying the boundary condition (1.10) and the regularised initial data. This requires the construction stated above in this section. In addition, we need to prove (6.9), which is needed for s = 1 in the proof of Lemma 11.1 below. We require our stronger assumptions on T 0 in order to prove (6.9) even for s = 1. Moreover, we note that in [21] no construction is given for the approximation of the initial data. It is just stated as an assumption at the start of Section 3 that an approximation satisfying the relevant properties exists.
6.2.
First level: artificial pressure approximation. Let σ 1 > 0 be small and Γ > max{γ, 8}. We consider the following system of equations for ( σ1 , u σ1 , T σ1 ), which results from a modification of the pressure in the system (1.1)-(1.3):
We impose the same boundary conditions as in (1.9), (1.10) and we consider the mollified initial data defined in (6.1) and (6.3). Of course, the solution ( σ1 , u σ1 , T σ1 ) also depends on θ through the initial data ( 0,θ , u 0,θ , T 0,θ ), but we suppress this dependence in the notation ( σ1 , u σ1 , T σ1 ) here and below. 6.3. Second level: dissipative approximation. Let σ 2 > 0 be small. We consider the following system of equations for ( σ2 , u σ2 , T σ2 ), where a dissipative term is added to the continuity equation and, in order to maintain an energy bound, a term is added to the momentum equation:
14)
We consider the mollified initial data defined in (6.1) and (6.3). Since the σ 2 -regularised equation (6.13) is now parabolic, in addition to the boundary conditions stated in (1.9), (1.10) we shall also require that
Third level: Galerkin approximation.
By the classical theory of eigenvalue problems for symmetric linear elliptic operators (see, for example, Theorem 1 in Section 6.5 in [9] ), one deduces the existence of a countably infinite sequence of eigenvalues 0 < l 1 ≤ l 2 ≤ · · · with l n → ∞, n → ∞, and an associated orthogonal eigenfunction basis in
since Ω is a C 2,β domain, with β ∈ (0, 1); by a classical Schauder type elliptic regularity estimate and Sobolev embedding, one also has that
n , for n = 1, 2, . . . .
We define the n-dimensional Hilbert space X n , with inner product ·, · , by
We denote by P n the orthogonal projection in L 2 (Ω; R d ) onto the linear subspace X n , and we consider the following problem:
where u 0,θ is the mollified initial datum for u 0 defined in (6.1), and n , T n are determined by the parabolic equations
A(T n ), (6.20) subject to the boundary conditions stated in (1.9), (1.10) and (6.16) , and the mollified initial data defined in (6.1) and (6.3) for n , u n and T n . [2] for a finite element approximation of the incompressible FENE-P model, we will employ a regularisation for T to construct a family of symmetric positive definite approximations of T, which satisfy bounds on their logarithm and inverse similar to the ones in Section 3. This involves introducing an approximation of tr(T) as a new unknown.
We introduce the following generalisation of scalar functions to symmetric matrix functions: let g : R → R be a scalar function and let P ∈ R d×d be a real symmetric matrix; then, one has the following diagonalisation:
where l j , j = 1, . . . , d, are the eigenvalues of P. We define g(P) and g (P) by the following formulae:
With these definitions, we have the following lemma.
Then, the matrix function t ∈ (0, T ) → g(P(t)) ∈ R d×d , defined by (6.22), is differentiable a.e. on (0, T ) and satisfies the identity
a.e. on (0, T ). (6.24)
(ii) Let P ∈ W 1,2 (Ω; R d×d ) be symmetric. Then, the matrix function x ∈ Ω → g(P(x)) ∈ R d×d , defined by (6.22), is weakly differentiable on Ω and satisfies the identity
Proof. Part (i) of this lemma is stated as Lemma 6.1, and proved in Appendix B, of [3] in the case of g being concave or convex. However, the proof there does not generalise to part (ii). So here we give an alternative proof of part (i), which generalises immediately to part (ii), and, in addition, does not require g to be convex or concave.
By a density argument, we can approximate
Clearly, (6.24) holds for P replaced by P δ for all t ∈ [0, T ], which yields that
As g ∈ C 1,β (R), with β ∈ (0, 1], it follows from Theorem 1.1 in [27] that
. Hence, by noting (6.28) and (6.26), we can pass to the limit δ → 0 in (6.27 ) to obtain
and therefore the desired result (6.24) . This proof of part (i) is easily adapted to prove part (ii).
Next, let σ 3 > 0 be small, in the sense that σ 3 < θ < 1, and for fixed L ≥ b, we define
and χ
Similarly to [1] , we introduce the concave logarithmic cut-off function G σ3 : R → R, defined by
−1 for all s ∈ R, we have, for any real symmetric matrix P, that
Similarly to [2] 
u n,σ3 ∈ C([0, T n ], X n ), u n,σ3 (0) = u 0,n = P n u 0,θ ; for any ϕ n ∈ X n :
where u 0,θ is the mollified initial datum for u 0 defined in (6.1), and subject to the boundary condition (1.9) for u n,σ3 . Here
is an approximation of tr(T S n,σ3 ) and Π (1) σ3 is a regularisation of Π, (1.8), based on χ σ3 , (6.30):
b .
Hence, the choice of the arbitrary constant in (1.8). In addition, n,σ3 , T n,σ3 and z n,σ3 are determined by the parabolic equations
The equations (6.36), (6.37) will be considered subject to the boundary conditions in (6.16), (1.10) and the initial data defined in (6.1) and (6.3) for n,σ3 , T n,σ3 . The equation (6.38) will be considered subject to the initial and boundary conditions
Although n,σ3 , u n,σ3 , T n,σ3 and z n,σ3 depend on L, via A L n,σ3 , (6.39), we suppress this dependence in the notation as L ≥ b is fixed.
It follows from (6.37) and (6.38) that (6.41)
Integrating (6.41) over Ω, applying the initial and boundary conditions for (6.40), and the boundary conditions (1.9), (1.10) for u n,σ3 and T n,σ3 we obtain that (6.42)
provided
The fourth level of approximation
For any σ 3 < θ < 1 and any fixed L ≥ b, by recalling (6.30), and any n ∈ N, the problem (6.33) is a system of ordinary differential equations in u n,σ3 with respect to t because X n is a finite-dimensional space; the equations (6.36), (6.37), (6.38) are of parabolic type and are well-posed given any smooth u n,σ3 . The latter easily follows, as for example the boxed nonlinearities in (6.37) are globally Lipschitz. Here we note the Lipschitz continuity of χ σ3 and χ L σ3 , defined over the space of real symmetric matrices, follow from the Lipschitz continuity of χ σ3 and χ L σ3 considered as a mapping from R into R (cf. Theorem 1.1 in [27] ). Thus, locally in time, over a time interval [0, T n,σ3 ], for some T n,σ3 > 0, the existence of a unique solution, denoted by ( n,σ3 , u n,σ3 , T n,σ3 , z n,σ3 ), to the problem at the fourth level of approximation, posed in Section 6.5, is classical, see [20, 13, 11, 22] .
Since u n,σ3 ∈ C([0, T n,σ3 ], X n ), by the definition of X n in Section 6.4, we have
By similar arguments as in Section 2.1 in [13] concerning well-posedness and uniform bounds for parabolic equations, we have, for all t ∈ (0, T n,σ3 ], that
The symmetry of T n,σ3 can be deduced by using the symmetry of equation (6.37), the symmetry of T S n,σ3 , the symmetry of the initial datum T n,σ3 (0) = T 0,θ ≥ τ min I, the symmetry of the T n,σ3 terms appearing on the right-hand side of (6.33), and the uniqueness of the solutions to equations (6.37), (6.38). The bounds on T n,σ3 , z n,σ3 in (7.2) can be derived similarly to those on the scalar function n,σ3 , by observing, for example, that,
In the rest of this section we shall derive uniform bounds on the solution sequence, which guarantee that the existence time T n.σ3 identified above can be extended to T .
Some uniform bounds.
We shall now develop some bounds that are uniform in σ 3 in the limit of σ 3 → 0. First, we require the following generalisation of Lemma 3.1.
, and
Proof. This lemma is stated as Lemma 7.1, and proved in Appendix C, of [3] in the case m = d and for χ σ3 (s) := max{σ 3 , s}, s ∈ R. The proof given there immediately generalises to m ∈ N and the definition of χ σ3 in (6.30).
Next, we note from (3.3) and (6.36) that
Similarly to the a priori bound (3.7), we deduce by taking ϕ n = u n,σ3 in (6.33), combining with (7.5) and the equation (6.36) tested with b 1 ( n,σ3 ), where b 1 (r) = a γ−1 r γ + σ1 Γ−1 r Γ , and noting the boundary condition (6.16) for n,σ3 that
σ3 (T n,σ3 , z n,σ3 ) I : ∇ x u n,σ3 dx + Ω n,σ3 f · u n,σ3 dx, for a.e. t ∈ (0, T n,σ3 ], where we have used that T S n,σ3 = T n,σ3 (cf. the paragraph following eq. (7.2) ). In addition, we note that in deriving (7.6) the right-hand side of (7.5) cancels with the term involving σ 2 on the right-hand side of (6.33).
To mimic the testing procedure of (1.3) with (3.8), we now take the inner product of (6.37) with −a G σ3 (T n,σ3 ) and (6.38) with G σ3 1 − zn,σ 3 b
, respectively, where we recall (6.32). Integrating over Ω, performing partial integration and noting the boundary conditions (1.9), (1.10) for u n,σ3 , T n,σ3 and (6.40) for z n,σ3 we perform the analogue of (3.14)-(3.18). It follows from (7.2) 5,6 that T n,σ3 ∈ W 1,2 (0, T n,σ3 ; L 2 (Ω, R d×d )) and z n,σ3 ∈ W 1,2 (0, T n,σ3 ; L 2 (Ω)). Hence, by Lemma 6.2, we have, as T S n,σ3 = T n,σ3 and G σ3 ∈ C 1,1 (R) is concave, that
where we have recalled (6.43). Similarly, we deduce from (6.30), (6.31) and Lemma 6.2 that
Next, by noting (6.32) and (1.9) for u n,σ3 , we have that
We deduce from (6.32) and Lemma 7.1 that
In addition, it follows from (6.32) and (6.39) that (7.11)
Finally, we have from (6.32) and the boundary condition (1.9) for u n,σ3 that (7.12)
Combining (6.37), (6.38) and (7.7)-(7.12) yields, for a.e. on (0, T n,σ3 ], that (7.13)
σ3 (T n,σ3 , z n,σ3 ) I : ∇ x u n,σ3 dx.
By adding 1 2 (7.13) to (7.6) we then obtain, for a.e. t ∈ (0, T n,σ3 ], that (7.14)
n,σ3
As G σ3 is concave and σ 3 < θ < 1, recall (6.31), it follows from (6.43) and (6.42) that
Given β > 0, and since we can take σ 3 < β < σ −1 3 , it is straightforward to check, by considering the four cases (i)
, and (iv) s ≤ 0, that for any s ∈ R, one has
where [s] − := min{s, 0}. Thus, we obtain by the diagonalisation process (6.21) that
Then, similarly as in (3.23), we define the following positive functional for σ 3 < min{θ, a, a −1 }:
Similarly to (3.25), for σ 3 < min{θ, a, a −1 }, integrating (7.14) over [0, t], for any t ∈ (0, T n,σ3 ], then gives
where the initial positive energy E 0,σ1,θ is defined as
Since we can choose σ , on noting (6.6), that (7.21)
Then, Gronwall's inequality applied to (7.19), for σ 3 < min θ, a, a −1 , τ min , (b ) −1 , implies, for any t ∈ (0, T n,σ3 ], that
where C is a positive constant, independent of t and of the approximation parameters (Γ, σ 1 , σ 2 , σ 3 , θ, L, n) and, for the above constraint on σ 3 , it follows from (7.20), (6.43), (1.8) and (7.21) that (7.23)
Hence, E 0,σ1,θ is finite for any θ ∈ 0, by noting (6.1) 1,2 and (6.2).
Remark 7.2. Instead of (6.37) and (6.38), one could adopt the more straightforward approximation based on just
= ε∆ x T n,σ3 − 1 2λ
Once again it follows that T n,σ3 = T S n,σ3 . To mimic the testing procedure of (1.3) with (3.8), by recalling (6.32) and (6.30), one would test (7.24) with G σ3 1 − tr (Tn,σ 3 ) b
− a G σ3 (T n,σ3 ). In order to achieve the analogue of the (7.14), we would have to replace Π (2) σ3 (T n,σ3 , z n,σ3 ) in (7.14) and Π (1) σ3 (T n,σ3 , z n,σ3 ) in (6.33) by
However, we are not able to prove the analogue of (8.38) 3 below for the polymeric pressure approximation (7.25). Although, one can prove convergence almost everywhere, using the analogues of (8.2) 2 and (8.18) below, we are still unable to prove the analogue of (8.38) 3 below even if "strongly" were replaced by "weakly" and r = 1.
Maximal existence time.
In this section, we shall use the uniform bound (7.22) to show that T n,σ3 , the maximal time of existence for solutions to the fourth level of approximation, is in fact equal to the final time T . By Friedrichs' inequality and Korn's inequality (3.28), a partial result from the bound (7.22) is that (7.26)
By the equivalence of the W 1,2 (Ω) and W 1,∞ (Ω) norms in the finite-dimensional linear space X n (see (6.17) ), and the Cauchy-Schwarz inequality over (0, T n,σ3 ], we then have from (7.26) that (7.27)
Using (7.27) it follows from (7.2) 3 that we have the following lower and upper bounds on n,σ3 in terms of positive constants:
Together with the following partial result from (7.22) and (7.18):
we obtain sup
Again by the properties in (6.17) of functions in X n , we have (7.28) sup
Hence, by a continuity argument, the existence time can exceed T n,σ3 . Since the bound in (7.22) is independent of n, σ 3 , this process can be repeated a finite number of times, as long as the existence time T n,σ3 < T , until the final time T is reached, and therefore the maximal existence time T n,σ3 = T . Moreover, by (7.2) and (7.28), (see also the paragraph after (7.29)), we have the following bounds: (7.29) sup
Here the bound on ∂ t n,σ3 follows from (6.36), (7.29) 1 and the second bound in (7.29) 3 . Similarly, the bounds on ∂ t T n,σ3 and ∂ t z n,σ3 follow from (6.37), (6.38), (7.29) 1 , the second bounds in (7.29) 4,5 and (7.3). Whereas the bounds on u n,σ3 and n,σ3 in (7.29) are independent of σ 3 and L, the bounds on T n,σ3 and z n,σ3 are not, as they depend on (7.3). In the next section we establish analogous bounds on T n,σ3 and z n,σ3 , that are independent of σ 3 . In order to achieve this, we first note from (7.18) and (7.22) , for time T as opposed to T n,σ3 , that the following bounds are also uniform with respect to σ 3 and L:
Similarly to (3.31), as χ L σ3 (T n,σ3 ) is symmetric positive definite, it follows from (6.30) and (7.30) 2 that
7.3. Bounds on T n,σ3 and z n,σ3 independent of σ 3 . Similarly to (3.32), taking the inner product of (6.37) with T n,σ3 , integrating over Ω, performing partial integration and noting the symmetry of T n,σ3 , the boundary conditions (1.9), (1.10) for u n,σ3 and T n,σ3 , (7.29) 1 , (6.30) and (7.31) yield
Rearranging and applying a Gronwall inequality to (7.32) and noting the initial condition (6.3) satisfies (6.6), we obtain the following bound on T n,σ3 , which is uniform in σ 3 :
Obviously, on recalling (6.30), similar bounds hold for χ σ3 (T n,σ3 ). Similarly to (7.32), multiplying (6.38) with z n,σ3 , integrating over Ω, performing partial integration and noting the symmetry of T n,σ3 , the boundary conditions (1.9) for u n,σ3 , (6.40), (7.29) 1 , (6.30), (7.31) and (7.33) yield (7.34) 1 2
Rearranging and applying a Gronwall inequality to (7.34) and noting (6.40) and (6.6), we obtain the following bound on z n,σ3 , which is uniform in σ 3 :
Obviously, on recalling (6.30), similar bounds hold for χ σ3 1 − zn,σ 3 b . It follows from (6.37), (6.38), (7.29) 1 , (7.31), (6.30), (6.34), (7.33) and (7.35) that
By noting (7.36) , the boundary and initial conditions (1.10), (6.3) for T n,σ3 , (6.40) and (6.6), we now apply Lemma 5.6 to both (6.37) and (6.38) to obtain the following bounds, which are uniform in σ 3 :
We deduce from (7.37), by applying Sobolev embedding for d ≤ 3, the following bounds, which are uniform in σ 3 :
It follows from (6.41), (7.29) 1 , (6.30), (6.34) and (7.38) that
By noting (7.39), the boundary conditions (1.10) for T n,σ3 and (6.40), we now apply Lemma 5.6 to (6.41) to obtain that
Next, it follows from (7.16), via the diagonalisation process (6.21), for any β > 0 with 2σ 3 < β < σ −1
3 that (7.41)
Hence, we have from (7.30) 1 , (7.15) and (7.41) that, for σ 3 < min θ,
Similarly, we note from (6.42), as T n,σ3 is symmetric, (7.17) and (6.43) that, for σ 3 < a < σ
Thus we have from (7.30) 1 , (7.43) and a scalar version of (7.41) that, for σ 3 < σ 3,min := min θ,
After these preparatory considerations, we are now ready to pass to the limit σ 3 → 0 in the fourth level of approximation, so as to deduce the existence of solutions to the third level of approximation. This will be the subject of the next section.
The third level of approximation
This section is devoted to studying the limit of the solution sequence ( n,σ3 , u n,σ3 , T n,σ3 , z n,σ3 ) as σ 3 → 0, and to showing that the resulting limit is a solution to the third level of approximation formulated in Section 6.4. We will also derive bounds on this solution limit that are uniform with respect to n, in preparation for passage to the limit n → ∞ in the next section.
8.1. Basic convergence results. The bounds in (7.22 ) and (7.26) with T n,σ3 replaced by T , the definition (7.18) and the bounds (7.29) and (7.37) imply the following weak convergence results for a subsequence, which will not be indicated throughout the paper, as σ 3 → 0:
Using the Aubin-Lions-Simon compactness theorem (cf. Lemma 5.3) we then deduce the following strong convergence results, as σ 3 → 0: In addition, the limit T n is also real symmetric as T σ3,n is real symmetric for all σ 3 ∈ (0, σ 3,min ), recall the line above (7.44), and all n ∈ N. Moreover, we deduce from (8.2) 2,3 , (7.42) and (7.44) that
As χ σ3 , (6.30), is globally Lipschitz with Lipschitz constant 1, it immediately follows from (8.4), (8.2) 2,3 and Lebesgue's dominated convergence theorem that
We deduce from (7.22) with T n,σ3 replaced by T and Sobolev embedding that
and therefore
Hence, by (7.22) again and interpolation between Lebesgue spaces, we deduce that
Together with (8.2) 1 , we obtain, for example, the strong convergence result using the Vitali convergence theorem, as σ 3 → 0:
3 ). Hence, it follows that as σ 3 → 0:
8.2. Bound on the trace and the positivity of the conformation tensor T n . Employing techniques from [1, 2], we will now improve on (8.4), by using the bound (7.30) 2 , to show that T n is, almost everywhere, a real symmetric positive definite matrix with tr (T n ) < b.
Lemma 8.1. We have that z n = tr(T n ) a.e. on (0, T ] × Ω.
Proof. Multiplying (6.41) with any η ∈ C ∞ (Ω), integrating over Ω, performing integration by parts, noting (6.40), and the boundary conditions (1.9), (1.10) for u n,σ3 and T n,σ3 we obtain for a.e. t ∈ (0, T ] that (8.10)
We
holds for a.e. t ∈ (0, T ]. As z n (0, ·) = tr(T n (0, ·)), uniqueness of this parabolic problem (8.11) is easily established by noting the σ 3 -uniform bound (7.29) 1 . Hence, we have that z n = tr(T n ) a.e. on (0, T ] × Ω.
Therefore, it follows from (8.4), (8.2) 2 and Lemma 8.1, as
Similarly to (6.39), we introduce
where we recall that T n,σ3 is symmetric. We note that
Via a diagonalisation process, recall (6.21), we have, by noting (6.30), that
) is symmetric positive definite, we deduce from (8.14), (7.30) 2 and (8.15) that
Hence, similarly to (7.31), we deduce from (8.16) and (6.30) that
In addition, by recalling (1.7), we have the following convergence result for σ 3 → 0:
for any r ∈ [1, 2).
Proof. We know already from (8.
It follows from (8.12) that S 1 → 0 as σ 3 → 0. A simple rearrangement, by recalling (8.13), yields that (8.21)
Next, we observe that for any symmetric P ∈ R d×d one has
It then follows from (8.21), (8.22 ) and (8.17) that
It follows from (8.5) 2 that S 2 → 0 as σ 3 → 0. Hence, we deduce from (8.20) that |D b n | = 0, and so the first desired result in (8.18) holds by recalling Lemma 8.1.
We now establish the second result in (8.18), which improves on the first result (8.4) . If the symmetric matrix function T n were not positive definite a.e. in D
Recalling (8.13), we would have that
As χ L σ3 (T n,σ3 ) is symmetric positive definite, we have from (8.
Combining (8.26) and (8.27) , and noting (8.16), yields that
It follows from (8.12) and (8.25) that S 3 → 0 as σ 3 → 0. Similarly to (8.27), on recalling (8.13) and (8.22), we have that
By recalling (1.7), we will now show that
for any r ∈ [1, 2) as σ 3 → 0, upon possibly extracting a subsequence. It immediately follows from (8. We now prove convergence results that are required in passing to the limit σ 3 → 0 in (6.37), (6.38) and (6.33).
Lemma 8.3. Similarly to (8.19), we have the following convergence results for σ 3 → 0:
for any r ∈ [1, 2); and
for any r ∈ [1,
Proof
We obtain from (6.39) and (8.13) that
Therefore, we deduce from (8.34) and (6.30) that
It follows from interpolation of Lebesgue spaces, Sobolev embedding and (7.38) that
≤ C(L, θ, n, E 0,σ1,θ , T ).
On noting that 
Similarly to (8.30 ) and (8.31), we deduce from (8.37), (8.13), (8.5), (8.18) , (1.7) and the Vitali convergence theorem that (8.33) holds by possibly extracting a subsequence.
We now prove convergence of the polymeric pressure term Π
(1)
Lemma 8.4. We have the following convergence results as σ 3 → 0: As a consequence of (8.39), we have that there exists a σ 3,b < σ 3,min , recall the line above (7.44), such that, for all
We define
and note that we have from (8.40) and (8.41 ) that, for all σ 3 ∈ (0, σ 3,b ],
Using (8.41), we have for all σ 3 ∈ (0, σ 3,b ] that 
It follows from (8.13), (8.22) , (8.37 ) and (8.42 ) that, for all σ 3 ∈ (0, σ 3,b ], (8.45) 
It follows from (6.35), the symmetry of T n,σ3 , (7.22) with T n,σ3 replaced with T , a Poincaré inequality and (8.46) that (8.47)
Similarly to (8.33), we deduce from (8.47), by noting the Vitali convergence theorem, (8.5) and (8.18) , the desired result (8.38) 3 .
8.3.
Convergence of u n,σ3 . Our aim in this section is to show that the function t ∈ (0, T ) → u n,σ3 (·, t) ∈ X n is weakly differentiable with respect to t and that
With the uniform bound (8.48) in hand, the continuous embedding (7.29) , and the Aubin-Lions-Simon compactness theorem, Lemma 5.3, yield, as σ 3 → 0, that:
In order to show (8.48), we fix a function ϕ n ∈ C 1 0 ((0, T ); X n ), with support supp ϕ n ⊆ [t * , t * * ] ⊂ (0, T ), and let ∆t > 0 be such that ∆t < min{t * , T −t * * }. We shall use the following notations for the forward and backward difference quotients of a function v defined on [0, T ], which takes values in a certain linear space:
Clearly,
It remains to bound T 1 and T 2 in order to deduce (8.48) . We begin by considering T 1 . Let
A simple calculation reveals that ψ n (·, T ) = 0, whereby ψ n ∈ C 0,1 0 ([0, T ]; X n ), and ∂ t ψ n (·, t) = δ t ϕ n (·, t) for all t ∈ (−∞, ∞), with both functions understood to be extended from their respective supports, contained in [0, T ], to (−∞, ∞) by 0. Hence, and by partial integration with respect to t,
We then deduce from (6.33), (6.17) , (1.4) and the bounds (7.29) 1,2 , (8.46) and (8.47 ) that
.
Our objective is now to show that ψ n L
, which will then result in our final bound on T 1 . To do so, we note that, for t ≥ ∆t,
where χ ∆t (t) := (·, t) , the middle term, and the convolution (χ ∆t * t ϕ n )(·, t) with respect to the independent variable t, are all equal to 0 for t ≤ ∆t. By Minkowski's integral inequality, therefore,
Hence and noting that χ ∆t L 1 (R) = 1, Young's convolution inequality yields that
Substituting this into (8.51) it follows that
We move on to bound T 2 . Thanks to (7.29) 1 and the Cauchy-Schwarz inequality, we have that
In order to complete the bound on T 2 we will show that δ t n,σ3 L 2 (∆t,T ;L 2 (Ω)) ≤ C(σ 2 , θ, n, E 0,σ1,θ , T ). To this end, integrate (6.36) from 0 to t for t ∈ (0, T ], consider the backward difference quotient of the resulting equality, and take its · L 2 (Ω) norm. Using the triangle inequality and Minkowski's integral inequality then gives, for a.e. t ∈ [∆t, T ],
Thus we deduce that
where in the transition to the penultimate line we have made use of (7.29) 1 , and in the transition to the last line we have used (7.29) 3 . Substitution of (8.55) into (8.54) then yields
Having bounded T 1 and T 2 we return with (8.53) and (8.56) to (8.50 ) and recall that ϕ n ∈ C 1 0 ((0, T ); X n ) with supp ϕ n ⊆ [t * , t * * ] ⊂ (0, T ) and 0 < ∆t < min{t * , T − t * * }; hence,
As the set of all such functions ϕ n contains C ∞ 0 ((t * , t * * ); X n ), which is, in turn, dense in L 8 3 (t * , t * * ; X n ), it follows that (8.57) holds for all ϕ n ∈ L 8 3 (t * , t * * ; X n ) and all ∆t such that 0 < ∆t < min{t * , T − t * * }. In particular, by choosing
≤ C(σ 2 , L, θ, n, E 0,σ1,θ , T ) for all ∆t such that 0 < ∆t < min{t * , T −t * * } and all t * < t * * with t * , t * * ∈ (0, T ). Thus t ∈ (0, T ) → u n,σ3 (·, t) ∈ X n is weakly differentiable and (8.48) holds by a standard characterisation of Sobolev functions by uniformly bounded difference quotients (cf. Lemma 7.24 in [15] ).
8.4.
Convergence to the third level of approximation. Thanks to the convergence results (8.1), (8.2), (8.49), (8.5) , (8.9) , (8.32), (8.33 ) and (8.38) 3 , letting σ 3 → 0 in the fourth level of approximation (6.33)-(6.37), by noting that T S n,σ3 = T n,σ3 and (1.4), implies that the limit ( n , u n , T n ) is a solution to the third level of approximation, (6.18)- (6.20) . The attainment of the boundary conditions in (1.9), (1.10) and (6.16) for ( n , u n , T n ) follows from the attainment of the boundary conditions for ( n,σ3 , u n,σ3 , T n,σ3 ). The initial datum for n in L q (Ω) and T n in L q (Ω; R d×d ) is attained in the sense of (8.2) , with the values of q stated there; whereas the initial datum for u n is attained in the sense of the W 
where C is a positive constant, independent of t and of the approximation parameters (Γ, σ 1 , σ 2 , σ 3 , θ, L, n). Here the positive energy E n is defined by
and the initial positive energy E 0,σ1,θ is the same as in (7.20) and hence is bounded by (7.23).
The second level of approximation
Our objective in this section is to study the limit of the solution sequence ( n , u n , T n ) as n → ∞, in order to deduce the existence of a solution to the second level of approximation, stated in Section 6.3. To this end, we need to derive bounds on ( n , u n , T n ) that are uniform in n.
9.1. Uniform bounds and convergence. We summarise the n-uniform bounds that follow from (8.58) and (8.59) by recalling (8.3), and noting a Friedrichs inequality and Korn's inequality (3.28):
Multiplying (6.19) by n , recall (8.1) 2 , and integrating the result over Ω, performing partial integration and applying the boundary conditions (1.9), (6.16) for u n and n implies that
Combining this with (9.1) 1,3 and recalling from Section 6.2 that Γ > max{γ, 8}, we deduce that
Similarly, we have from (6.19), (9.1) 1,3 , (9.2) and Sobolev embedding that, for any η ∈ L 2 (0, T ; W 1,2 (Ω)),
Hence, we obtain from (9.4) that
We deduce from a Poincaré inequality, (1.8) and (9.1) 5 that (9.6)
Similarly to (3.31), it follows from (9.1) 4 and (8.18) that
Similarly to (3.32), taking the inner product of (6.20) with T n , recall (8.1) 3 , integrating the result over Ω, performing partial integration, applying the boundary conditions (1.9), (1.10) for u n and T n , and noting (8.18), we deduce that
Integrating (9.8) over t ∈ (0, T ) and noting (9.1) 3 , (9.7), (8.18 ) and the initial condition (6.3) satisfying (6.6), we have the following n-uniform bounds on T n :
It follows from (6.20) , the boundary conditions (1.9), (1.10) for u n and T n , (9.9), (9.1) 3 and (9.
Hence, we obtain from (9.10) that
Therefore, (9.1) 1,3 , (9.3), (9.5), (9.9) and (9.11) imply the following weak convergence results, as n → ∞:
(9.12)
The time derivative bounds (9.5) and (9.11) enable us to use the Aubin-Lions-Simon compactness result, Lemma 5.3, to obtain the following strong convergence results, as n → ∞: In addition, it follows from (9.1) 1,3 and Sobolev embedding that
Following the same argument as in (8.6)-(8.9), we obtain at first, using (9.1) 1,2 , that
and hence, by noting (9.13), we deduce that, as n → ∞,
3 ). Thus we deduce from (9.15) 1,2 , (9.17) 1 and (9.12) 1 that, as n → ∞,
It follows from (9.15) 1,2 , as Γ > 8 > 3 ⇒ 6Γ Γ+6 > 2, and function space interpolation that (9.19) n u n L r (0,T ;L r (Ω;R d )) ≤ C(σ 1 , E 0,σ1,θ , T ) for some r > 2. Applying Lemma 5.7 to (6.19), by noting (9.19), yields that
for this r > 2. Hence, it follows from (9.20) and (9.1) 3 that
for some s > 1. From (6.18) , by the same argument as in Section 7.8.2 in [22] , it follows from (9.1) 3 , (9.16), (9.15) 3 , (9.21), (9.6) and (9.7) that
where P n is the orthogonal projection from
On the other hand, since Γ > max{γ, 8}, we deduce from (9.15) 2 that
Thus, Lemma 5.3, the compact embeddings
, and (9.18) yield that
By writing n u n = P n ( n u n ) + (1 − P n )( n u n ) one can deduce that
see Section 7.8.2 in [22] for the details. Now, we observe that (9.12) 1 implies that
. Combining this with (9.22) yields that
On the other hand (9.15) 3 implies that n u n ⊗ u n has a weak limit in
(Ω; R d×d )). We deduce from the above that this limit is σ2 u σ2 ⊗ u σ2 . Thus, we conclude the following convergence result for the convective term:
Finally, we shall study the limit of the term σ 2 ∇ x u n ∇ x n , as n → ∞, on the right-hand side of (6.18). We deduce from (9.2) that, for every t ∈ (0, T ],
Integrating (9.24) over t ∈ (0, T ), and performing integration by parts in time, we deduce that
It follows from (9.12) 2 and (9.18) that σ2 and u σ2 satisfy (6.13) and the boundary conditions (1.9) and (6.16) in the sense that
The initial datum 0,θ , (6.1) 1 , is attained in the sense of C w ([0, T ]; L Γ (Ω)) by noting (9.12) 2 and Lemmas 5.4 and 5.5. Choosing η = χ [0,t] σ2 in (9.26), where χ S denotes the characteristic function of S, yields the analogue of (9.24) with n and u n replaced with σ2 and u σ2 , respectively. Integrating this over t ∈ (0, T ) then yields the analogue of (9.25):
Letting n → ∞ in (9.25), it follows from (9.17) 1 , (9.12) 1 and (9.27), as Γ > max{γ, 8}, that
By applying the elementary identity |q − r| 2 = |q| 2 − |r| 2 − 2(q − r) · r with q = ∇ x n and r = ∇ x σ2 , it follows from (9.28) and (9.12) 2 that (9.29) lim
We deduce from (9.29) that for a subsequence ∇ x n → ∇ x σ2 a.e. in (0, T ]×Ω. Hence, (9.20) and the Vitali convergence theorem yield that
Therefore, by noting (9.21), (9.30) and (9.12) 1 , we have that
where s > 1. We shall combine the convergence results established in this section to show that the limit ( σ2 , u σ2 , T σ2 ) solves the second level of approximation; this will be done in Section 9.3. Before doing so however we need to prove the positive definiteness of the limiting symmetric conformation tensor T σ2 and that tr(T σ2 ) < b.
9.2.
Bounds on the conformation tensor T σ2 . As T n is symmetric positive definite and tr(T n ) < b a.e. in (0, T ]×Ω, recall (8.18), we have from (9.13) 2 that T σ2 is symmetric nonnegative definite and tr(T σ2 ) ≤ b a.e. in (0, T ] × Ω. We now adapt Lemma 8.2 to show that T σ2 is in fact symmetric positive definite and tr(T σ2 ) < b a.e. on (0, T ] × Ω. Lemma 9.1. We have that (9.32) tr(T σ2 ) < b and T σ2 > 0 a.e. in (0, T ] × Ω.
In addition, we have the following convergence result for n → ∞:
Proof. We know already that tr(T σ2 ) ≤ b a.e. in ( It follows from (9.13) 2 that S 1 → 0 as n → ∞. A simple rearrangement, by recalling (1.7), yields that It then follows from (9.35), (8.22 ) and (9.7) that (9.36) S . It follows from (9.13) 2 that S 2 → 0 as n → ∞. Hence, we deduce from (9.34) that |D b σ2 | = 0, and so the first desired result in (9.32) holds.
We now establish the second result in (9.32). We already know that T σ2 ≥ 0 a.e. in (0, T ] × Ω. If the symmetric matrix function T σ2 were not positive definite a.e. in D Combining (9.38) and (9.39), and noting (9.1) 4 , yields that .
It follows from (9.13) 2 and (9.37) that S 3 → 0 as n → ∞. Similarly to (9.39), by recalling (1.7) and (8.22), we have that T n : (T ) dx dt 1 2 .
We will now show that T σ2 a.e. in (0, T ] × Ω, as n → ∞, since we have already established the first result in (9.32). Hence, the desired result (9.33) holds by noting (9.7), (1.7) and the Vitali convergence theorem. Finally, it follows from (9.41), (9.7), (9.42) and (9.37) that S 4 → 0 as n → ∞. Therefore, (9.38) yields the second result in (9.32).
Finally, we prove convergence of the polymeric pressure term Π(T n ) as n → ∞. Lemma 9.2. We have the following convergence results as n → ∞: ∇ x tr (log T n ) → ∇ x tr (log T σ2 ) weakly in L 2 (0, T ; L 2 (Ω)),
43)
Proof. The desired results (9.43) follow from (9.1) 5 , (9.6), (9.13) 2 , (9.32), (1.8) and the Vitali convergence theorem.
9.3. Convergence to the second level of approximation. We have already established that σ2 and u σ2 satisfy (6.13), recall (9.26). Next, we integrate (6.18) in time over [0, t], for t ∈ (0, T ], with ϕ n = P n ϕ, where ϕ ∈ C ∞ ([0, T ]; C ∞ 0 (Ω; R d )), and perform integration by parts in time. It is then straightforward to show by letting n → ∞ in this, by noting the convergence results (9.12) 1 , (9.17), (9.18), (9.23), (9.31), (9.33) and (9. and the initial positive energy E 0,σ1,θ is the same as in (7.20) and hence it is bounded by (7.23).
The first level of approximation
Now we let σ 2 → 0 in the solution sequence ( σ2 , u σ2 , T σ2 ), in order to deduce the existence of a solution to the first level of approximation, formulated in Section 6.2. First, we derive uniform bounds on ( σ2 , u σ2 , T σ2 ) as σ 2 → 0. Similarly to (9.1), it follows directly from (9.46) that ≤ C(E 0,σ1,θ , T ),
≤ C(E 0,σ1,θ , T ).
Next, we have the analogues of (9.3) and (9.5): ≤ C(σ 1 , E 0,σ1,θ , T ).
Next, we deduce from a Poincaré inequality, (1.8), (10.1) 4,5 and (9.32) the analogues of (9.6) and (9.7):
(10.4)
A(T σ2 ) L 2 (0,T ;L 2 (Ω,R d×d )) ≤ C(E 0,σ1,θ , T ). Furthermore, we deduce from (10.1) 3 , (10.4) 2 and (9.32) the analogues of (9.9) and (9.11): 
(10.6) 1 2 (d a log a + b) dx, and the initial positive energy E 0,σ1,θ is the same as in (7.20) and hence is bounded by (7.23).
11. Completion of the proof 11.1. Passage to the limits σ 1 → 0 and θ → 0. We shall simultaneously pass to the limits σ 1 → 0 and θ → 0. We need to show that the limit ( , u, T) of the sequence ( σ1 , u σ1 , T σ1 ), as σ 1 , θ → 0, is a weak solution to (1.1)-(1.10), (3.1) in the sense of Definition 4.1. We first show by choosing a suitable relationship between σ 1 and θ that E 0,σ1,θ → E 0 , recall (7.23) and (3.26), as σ 1 , θ → 0.
Lemma 11.1. By choosing σ 1 = θ s , where s > 2 (Γ − γ) > 0 on recalling that Γ > max{γ, 8}, we have that (11.1) E 0,σ1,θ → E 0 , as σ 1 → 0.
Proof. It follows from (6.1) 1,2 and (6.9) that the first two terms and the fourth term in E 0,σ1,θ , (7.23), converge to the first three terms in E 0 , (3.26), as θ → 0. Therefore, it remains to show that the third term in E 0,σ1,θ converges to 0, as σ 1 → 0. For this, we have, by noting (6.2), (3.1) and (6.1), that
Hence, the desired result (11.1).
We now derive uniform bounds on ( σ1 , u σ1 , T σ1 ), as σ 1 = θ s → 0 with s > 2 (Γ − γ). Similarly to (9.1), it follows directly from (10.15) and (11.1) that (11.3) σ1 L ∞ (0,T ;L γ (Ω)) + σ ≤ C(E 0 , T ),
≤ C(E 0 , T ).
In addition, we have the analogues of (9.15) and (10.3):
We deduce from a Poincaré inequality, (1.8), (11.3) 3,4 and (10.10) the analogues of (9.6) and (9.7), as σ 1 = θ s → 0 with s > 2 (Γ − γ):
