Models based on economic theory have serious problems at forecasting exchange rates better than simple univariate driftless random walk models, especially at short horizons. Multivariate time series models suffer from the same problem. In this paper, we propose to forecast exchange rates with a large Bayesian VAR (BVAR), using a panel of 33 exchange rates vis-a-vis the US Dollar. Since exchange rates tend to co-move, the use of a large set of them can contain useful information for forecasting. In addition, we adopt a driftless random walk prior, so that cross-dynamics matter for forecasting only if there is strong evidence of them in the data. We produce forecasts for all the 33 exchange rates in the panel, and show that our model produces systematically better forecasts than a random walk for most of the countries, and at any forecast horizon, including at 1-step ahead.
Introduction
Is it possible to device a model able to forecast exchange rates better that a simple no-change Random Walk forecast? Generations of economists have struggled with this question, since the seminal work of Meese and Rogoff (1983) , who provided evidence that exchange rate models based on economic theory produce forecasts strikingly outperformed by a simple driftless Random Walk.
Several papers have tried to build and estimate models able to outperform the Random Walk in out of sample forecasting performance, and some papers documented progress in this respect (Mac Donald and Taylor (1994), Chinn and Meese (1995) , Mark (1995) , MacDonald and Marsh (1997) ).
However, typically such evidence of predictability is limited only to very long forecast horizons, and reasonable gains in forecasting performance begins at around 3 years ahead. Chinn and Meese (1995) estimate several structural exchange rate models and their findings confirm that fundamental exchange rate models forecast no better than a random walk model for short-term prediction horizons, but for longer horizons error correction terms can explain exchange rate movements significantly better than a no change forecast. Mark (1995) shows that the deviation of the log exchange rate from its fundamental value contains relevant information for forecasting long-horizon changes in log nominal exchange rates, and the outof-sample point predictions generally outperform the driftless random walk at the longer horizons.
Moreover, several papers have claimed that even the rather limited existing evidence supporting fundamental-based forecasts of the exchange rates is either very weak, not robust to the inference procedures used, or very sensitive to the choice of the sample and the data vintage (see Kilian (1999) , Berben and Van Dijk (1998) , Groen (1999) , Berkowitz and Giorgianni (2001) and Faust, Rogers and Wright (2003) ).
All the papers cited above share one key feature, namely, they try to forecast the exchange rates using economic fundamentals and models based on economic theory. Having a model which is both theory consistent and forecasts well is very appealing, as the economic foundations allow economists to explain the forecasts and a good forecasting performance provides evidence in favour of the theory itself. However, the simple task of forecasting is important in his own rights.
In this paper we take a completely different perspective, and consider the task of forecasting the exchange rates per se, using a purely time series approach that exploits information in a rather large panel of exchange rates. Given that the best forecasts of exchange rates seem to be produced by a driftless Random Walk, it is natural to believe a priori that exchange rates do follow such a process, and to incorporate such information in the forecasting model. This can be done by using a Bayesian Vector Autoregression (BV AR), in which the V AR coefficients are shrunk towards a Random Walk representation.
Besides giving the opportunity of including a-priori information into the picture, the BV AR approach efficiently summarizes the information contained in large datasets, whereas using a simple multivariate linear model would encounter curse of dimensionality problems. Although the good forecasting performance of BV AR has been documented years ago by Litterman (1986) and Doan, Litterman, and Sims (1984), only recently Banbura et al. (2007) have shown that the Bayesian V AR is a natural and effective tool for forecasting and performing structural analysis with a large information set. We propose to forecast exchange rates using a large information set (a panel of 33 exchange rates) and a BV AR with a driftless Random Walk prior. The proposed prior takes a Normal-Inverted Wishart form, and closed form solutions for the posteriors are available. Moreover, the prior features a Kronecker structure, which dramatically reduces the computational costs involved in using a large information set. The overall tightness of the prior is chosen by using a data-driven procedure. We produce forecasts for the whole panel of 33 exchange rates vis-a-vis the US Dollar, and we provide evidence that this strategy may systematically outperform the Random Walk for most of the variables. The forecast gains are on average in the range of 2%-3% but in some relevant cases such as the Euro-Dollar and the GBP-Dollar can go up to 6%-9%. Importantly, the forecast gains arise at any forecast horizons, including the 1-step ahead. Given this, BVAR forecasts might also become the new benchmark for the evaluation of more economic theory based models of the exchange rates. The paper is structured as follows. Section 2 describes the BVAR, with a focus on the specification of the prior distribution for the VAR parameters. Section 3 describes the forecasting exercise and discusses the results. Section 4 summarizes and concludes.
2 The BVAR with the driftless random walk prior A random walk without drift is overall a very competitive model in forecasting exchange rates. Therefore, it is reasonable to build a forecasting model in which exchange rates are a-priori following such a process. However, the model should not completely discard potentially useful information from dynamic comovements in exchange rates. Hence, in this paper we adopt a Bayesian approach, imposing a univariate driftless random walk prior on the parameters of a Vector Autoregression for a large set of exchange rates. Such a prior can be considered as a NormalInverted Wishart version of the traditional Minnesota prior, proposed originally by Doan et al. (1984) and Litterman (1986), which has the advantage of avoiding the inconvenient assumption of fixed and diagonal residual variance matrix. The use of this prior for forecasting has been originally proposed by Kadiyala and Karlsson (1993, 1997) In what follows we denote the exchange rate of currency i vis-a-vis the US Dollar at time t as y i,t , and we collect all the exchange rates in the N -dimensional vector Y t = (y 1,t , y 2,t , ..., y N,t ) ′ . Consider the following Vector Autoregression:
Note that, differently from Kadiyala and Karlsson (1993, 1997) , in the above model Y t is regressed directly onto Y t−h , which means that for each forecast horizon , h, a different model is employed. Such an approach, which is known as "direct" forecasting, focuses on minimizing the relevant loss function for each forecast horizon, i.e. the h-step ahead forecast error, while the traditional powering up strategy implies that the only loss function considered is based on the 1-step ahead forecast error. For a discussion and a comparison of these alternative methods see, e.g., (y 1,t , y 2,t , ..., y N,t ) ′ at time t + h is:
whereΦ 0,h andΦ 1,h are the posterior means of the matrices of coefficients in (1). The shrinkage parameter θ is chosen period by period by using a real time data driven procedure as follows. At each point in time, the BV AR is estimated for a grid of values for θ, and then the h-step ahead forecast is produced with the model based on the value θ * that provided the smallest total squared forecast error (computed over all the variables) in the previous period:
The used grid is θ ∈ 10 −4 * {0.01, 0.1, 0.5, 1, 1.5, 2, 2.5, 5}. Such a grid enforces a tight prior, putting a lot of weight on the a-priori belief that exchange rates follow a driftless random walk. Moreover, small values of the tightness parameter allow to avoid overfitting when the cross sectional dimension of the dataset is large (see Banbura et al (2007) ). Finally, note that this data-driven procedure is not implementable at the beginning of the experiment, until the h-step ahead forecast error of the previous period is observed. Hence, until the forecast error for the desired forecast horizon becomes available, we set θ equal to 10 −4 * 0.01.
We include in the comparison also a simple Auto Regressive Model, where the lag length L * is chosen according to the Bayesian Information Criterion (BIC). The reported results are based on AR(L * ) forecasts of the exchange rate of currency i at time t + h obtained as:ŷ
whereα ih andβ ih (L * ) are the coefficients of a regression of y i,t onto y i,t−h , y i,t−h−1 , ..., y i,t−h−L * . We also considered a more parsimonious AR specification, with a fixed lag length of 1, but the resulting models are outperformed by those based on the BIC lag length selection. These additional results are available upon request. We also report results for V AR based forecasts. As we will see in the next subsection, such forecasts are definitely worse than those of all the other models, but they are of interest as they provide a good illustration of how shrinkage can solve the course of dimensionality problem, even in large datasets. The V AR forecast at time t + h is given by:
where, again,Â h andB h are a vector and a matrix of coefficients of a regression ofŶ t onto Y t−h . Finally, it is interesting to consider an alternative strategy to deal with the "curse of dimensionality" problem, i.e. using a factor model. In particular we consider the following specification:
where F t are the first r principal components of the exchange rates at time t. When r is smaller than the cross sectional dimension, this reduces the number of parameters in the model which might lead to gains in out-of-sample forecast accuracy.
Results
To facilitate the comparison, we provide results in terms of Relative Mean Squared Forecast Error (RMSFE) of a given model against the driftless Random Walk:
An RM SF E below 1 denotes that the model at hand outperforms the RW in out of sample forecast accuracy. Results of the forecasting experiment are summarized in Tables 2, 3 , and 4 for, respectively, the BV AR, the AR(L * ), and the V AR (each against the random walk). Each row of the Tables refers to a different variable (exchange rate of currency i vis-a-vis the US Dollar), and each column to a different forecast horizon, ranging from 1 to 12. The last row in the Tables reports the average RMSF E computed over all the currencies for each forecast horizon.
The main message from Table 2 is that, overall, the BV AR with the random walk prior produces fairly good forecasts. In particular, the average RM SF E across currencies is below 1 for all the forecast horizons, with gains ranging from 2 to 4%. The pattern of the gains has a U-shape, namely there are gains around 2% at very short and very long forecast horizons, and larger gains at intermediate forecast horizons.
These results are confirmed by a more disaggregate investigation, which reveals that the BV AR with the random walk prior outperforms the random walk for most currencies and forecast horizons. In particular, for h = 1 the BVAR outperforms the random walk in 30 cases out of 33 (the three exceptions being Mexico, Uruguay, and Taiwan). For h=3 and 6 the BVAR is better in 24 cases out of 33, and in 23 cases for h = 12.
It is also interesting to focus on the forecasting performance for some prominent currencies, such as the euro, the GB Pound, and the YEN. For the Euro-Dollar and the GBP-Dollar exchange rates, the BV AR outperforms the random walk at all horizons, with gains of respectively 2 and 1.4% for h = 1, 2.7% and 4.8% for h = 3, and up to 6.9% and 9.6% for h = 6. For h = 12, the gain in forecasting the Euro-Dollar rate is 2.4%, 1% for the GBP-Dollar rate. For the Yen-Dollar rate the evidence is more mixed, with the BVAR providing better forecasts only at longer horizons, with smaller gains.
For two major trading partners of the US, Canada and Mexico, the BVAR performs very well for the former country, with gains ranging from 1% for h = 1 to 17% for h = 12, and only slightly worse for the latter country at short horizons, with losses smaller than 4% and gains of about 1.5% for h = 12.
Finally, the stars in the table denote rejection of the null of equal forecast accuracy of the models at 1%, 5%, and 10%, according to the Giacomini and White (2006) statistic. This is a test of equal forecasting method accuracy and as such can handle forecasts based on both nested and non-nested models, regardless from the estimation procedures used in the derivation of the forecasts, including Bayesian methods. As is clear, although the RMSF E across currencies is below spectively Canadian Dollar, Euro, GB Pound, Yen, and Mexican Peso). Each figure plots the forecast errors for the BVAR and the RW, for 3-6-9-and 12-step ahead forecast horizon. Interestingly, the main differences in the errors from BVAR and RW arise at the end of the evaluation sample, i.e. around 2007-2008, which is a period characterized by large swings in the US Dollar exchange rate. As we shall see in the next Subsection, in this period the cross-sectional information plays a relevant role.
Next, we evaluate whether the good performance of the BVAR is robust to a change in the loss function. In Table 3 we report results for the RMAFE, where large forecast errors receive a smaller weight than in the RMSFE. The overall picture is unaffected. From the average across currencies results, the BVAR still outperforms the random walk at each forecast horizons, with gains in the range 1%-3%. From the detailed country by country results, the BVAR remains better for the vast majority of countries and forecast horizons. As for the statistical difference in the forecasts, it is again limited to only a few cases.
Moving now to the forecasting performance of the AR models, Table 4 shows that the average RM SF E is above 1 for all the forecast horizons, signaling that overall the AR model is not able to outperform the random walk. This finding is confirmed by the country by country results, in which the AR outperforms the random walk only in a few cases. However, interestingly, the AR performs well for Taiwan and Japan, with large gains for the Japanese Yen, two exchange rates where the BVAR was not so good. Looking at Figure 1 , the rationale for this result seems to be the large variability in these two exchange rates that likely requires more dynamics in the model, which is allowed in the AR case but not for the BVAR specification where only one lag is included. Table 5 shows that the V AR produces very poor forecasts for all the currencies in the panel. This finding, combined with the good performance of the BV AR, indicates that there is some relevant information in the joint dynamics of the exchange rates under analysis, which is lost in the random walk models but also in the large unconstrained parameterization of the V AR.
As discussed in the previous Section, an alternative way to efficiently summarize the information in a large dataset is to use a factor model. Table 6 reports the results of the Factor model with four factors. 1 As is clear from the table, the Factor model is outperformed by the RW but is systematically (with some noticeable exceptions for some currencies at the 1-step ahead horizon) giving better forecasts than the unrestricted VAR. This confirms that using a factor structure does help in summarizing efficiently the information contained in the dataset, but also that shrinking towards a RW provides better results for the dataset at hand.
Understanding the BVAR results
To provide a better understanding of the BVAR results, we focus on the θ parameter that, as described in Section 2, controls the overall shrinkage of the BVAR parameters towards the random walk prior. As mentioned, empirically the value of θ is chosen period by period by using a real time data driven procedure. At each point in time, the BV AR is estimated for a grid of values for θ, and then the h-step ahead forecast is produced with the model based on the value which provided the smallest total forecast error in the previous period, see eq.13. Therefore, it is worth looking at the time path of the selected θ changes), and switch to alternative models in the remaining periods. This consideration is correct, but it is important to stress that the alternative specifications (based on values of θ = 0) have to be in any case strongly shrunk towards the random walk prior in order for this strategy to produce gains (i.e., θ has to be very small in any case).
To provide further evidence on this point, we have repeated the forecasting exercise for the random walk and the AR(L * ) models only, selecting at each point in time between the two specifications based on their past squared forecast error averaged across all countries, as for the θ selection in the case of the BV AR. In practice, cross-sectional information is excluded a priori, but the persistence is allowed to vary, even more than in the BVAR case. As a result, the AR(L * ) model was never selected, and this strategy simply produces a random walk forecast.
Therefore, the general forecasting advantages from the BVAR are related to the possibility of using cross-sectional information when needed, rather than changing persistence in the exchange rate processes.
The role of emerging countries and trading strategies
This Section considers two issues. First, we explore in more detail the nature of the cross-sectional information picked up by the BVAR, in particular we try to assess whether there is cross-sectional dependence among groups of currencies. Second, we also evaluate the economic value of the BVAR forecasts by implementing a very simple trading strategy based on the BVAR forecasts.
As for the first issue, we split the sample into 'developed' and 'emerging' currencies, and run the forecasting exercise again using two BVARs (one for each group) of smaller dimensions. Such experiment allows us to explore the possibility that cross-sectional information among developed currencies is picked up by the BVAR, or cross-sectional dependence among the emerging currencies, or links from developed to emerging currencies or vice versa.
The results of the experiment are displayed in Table 7 . An interesting pattern emerges. While the developed countries do systematically better when the large BVAR is used (though the results are still better than the RW for the majority of cases), the results are more mixed for emerging countries. In particular, the results of the emerging countries are often similar and in some cases better when the smaller BVAR of emerging countries only is used. This suggests that the information on the emerging countries is critical in improving the forecasting accuracy of the BVAR. Such a result is likely linked to the faster pace of globalization and the larger and larger role that the emerging countries are playing in the world economy, considering that our forecast sample covers the period after 2001 only. We now turn to the second issue, namely considering the gains obtained by using a trading strategy based on the BVAR forecasts. Such exercise is close in spirit to that proposed by De Zwart et al. (2007), although we use a simpler strategy, working as follows. 2 The investor owns a capital in US dollars, and at each point in time takes the decision on whether to invest it in a foreign currency. The investment decision is based on the prediction made by a model (we consider the BVAR and the AR): if the model predicts the foreign currency will appreciate, then the investor will go short in dollars and long in the foreign currency, while if the model predicts a depreciation the investor will hold his position and stay long in dollars. We assume that at each point in time the investor realizes the gain/loss and reinvests the initial capital. Table 8 displays the results of such trading strategy for the BVAR and the AR. For each of the two panels in the table the first column displays the average return, the second the standard deviation, and the third the Sharpe Ratio, which is a quick way of assessing the mean-variance trade-off. The last column in the table contains the difference between the Sharpe Ration obtained by using the BVAR and that obtained by using the AR.
As is clear from the table, overall the strategy based on the BVAR provides positive returns. Moreover, the BVAR strategy performs better than the one based on the AR in terms of both returns and standard deviation, as shown by the Sharpe Ratios, which are higher in 26 cases out of 33. Finally it is worth noting that the BVAR strategy involved systematically fewer transactions with respect to the AR, i.e. the BVAR model induces the investor to change his position less often, which means that the transaction costs associated with such strategy would be smaller.
Summary and Conclusions
Having a forecasting model which is both consistent with economic theory and forecasts well is very appealing, but the simple task of forecasting is important in his own rights. In this paper we focused on the task of forecasting a large panel of exchange rates, using a purely time-series approach.
As the random walk without drift has proven to be a very competitive model in forecasting exchange rates, it is reasonable to build a model in which exchange rates are a-priori following such a process. But the model should also take into account information from the large panel of exchange rates, when needed. Therefore, we have developed a Bayesian Vector Autoregression with a Normal-Inverted Wishart prior, imposing a -priori a univariate driftless random-walk representation, but allowing the data to speak about the relevance of other available information.
Besides giving the opportunity of including a-priori information into the picture, the Bayesian VAR approach allows the efficient handling of large datasets, whereas using a simple multivariate linear model would encounter curse of dimensionality problems. We used the proposed BVAR model to forecast a panel of 33 exchange rates vis-a-vis the US Dollar, finding that it can lead to gains in forecast accuracy for the large majority of the exchange rates under analysis. The gains arise at all forecast horizons, including the very short ones where the random walk forecast is typically extremely hard to outperform. The forecast gains are typically in the range of 2-3%, but in some relevant cases, such as the Euro-Dollar and the GBP-Dollar, they can go up to 6%-9%. Moreover, a simple trading strategy based on the BVAR forecasts provides positive returns, higher than those from RW forecasts.
Finally, the good performance of the BVAR appears to be related more to the intermittent use of information in the large panel than to changes in the persistence of the exchange rates. In addition, in the post 2000 period the information in the exchange rates of emerging countries seems to matter for forecasting those of the developed countries more than viceversa, a finding that deserves additional research.
[11] Kadiyala, K. R., and Karlsson, S., (1997 The symbols ***, **, *, denote rejection of the null of equal forecast accuracy at 1%, 5%, and 10%, according to the Giacomini and White (2006) test. The symbols ***, **, *, denote rejection of the null of equal forecast accuracy at 1%, 5%, and 10%, according to the Giacomini and White (2006) test. The symbols ***, **, *, denote rejection of the null of equal forecast accuracy at 1%, 5%, and 10%, according to the Giacomini and White (2006) test. 
