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Abstract
This paper presents a method to identify frames with
significant segmentation errors in an individual’s track by
analysing the changes in the features as they are tracked
through the frame sequence. The changes in a person’s fea-
tures between each frame of a given track can give an indi-
cation of segmentation errors and illumination changes that
are large enough to cause major appearance changes. This
paper is found analysing changes in colour features as op-
posed to the bounding box changes of humans to provide
greater accuracy. This was analysed from 26 tracks of 4
different people across two cameras with differing illumina-
tion conditions. By fusing two spatial colour features with
a global colour feature, probabilities of segmentation error
detection as high as 83 percent of human expert identified
major segmentation errors are achieved with false alarm
rates of only 3 percent. This indicates that the analysis of
such features along a track can be useful in the automatic
detection of significant segmentation errors. This can im-
prove the final results of many applications that wish to use
robust segmentation results or other features from a tracked
person.
1. Introduction
Tracking is based upon motion, shape and appearance
features [3]. Motion is commonly used as the main feature,
with shape and appearance often used to help disambiguate
multiple targets. Correct data association is achieved even
in the presence of major segmentation errors in some frames
due to the continuity of motion as well as partial shape and
appearance matching. In this paper we assume that we want
to select those frames along the track that are affected by
major segmentation errors. This identification of segmen-
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tation errors could be useful to improve a range of appli-
cations including, but not limited to: a) following single
objects as they move across disjoint camera views, where
continuous tracking is not possible and matching is enabled
by accurate extraction of features such as shape and appear-
ance in each view [4] [5] [9]; b) creating a faithful, synthetic
pictorial summary of a tracked object by one or few frames
where the object is not affected by major segmentation er-
rors; c) accurate searching in an image or video archives.
This paper provides a detailed look at comparing meth-
ods for identifying major segmentation errors along a track.
Such errors could be propagated into further applications
which are based upon the segmented objects, such as fea-
ture analysis. The methods presented and compared over-
look minor segmentation errors which commonly occur us-
ing most common segmentation techniques [6]. The results
presented in this paper are based upon an adaptive Gaussian
model similar to that used in the Pfinder project [8]. We
use this method because of its speed and reasonable accu-
racy, and do not attempt to compare it with other segmenta-
tion techniques. Significant segmentation errors may occur
more frequently than they do in other methods; however this
is not a problem if the errors can be identified.
Identifying segmentation errors is made more difficult
for articulated objects which can change their shape within
constraints, such as humans, as this can lead to appearance
changes through self occlusions. A number of hypotheses
do hold in a statistical sense for tracked humans: they tend
to walk upright, wear clothing differing for the vertical lay-
ers relating to the torso and legs, and have an appearance
that is often similar for different equatorial views. Illumina-
tion provides another challenge as it can vary over time, and
in different patterns depending upon camera location and
whether it is indoor or outdoor, changing perceived appear-
ance features and the contrast of the object and the back-
ground; however the literature on this subject is small.
For instance, Erdem et al. [1] have tried to identify and
overcome segmentation errors for a 3D television applica-
tion to improve the temporal stability of object segmenta-
tion, rather than identify and remove errors. They achieved
their aim by minimising changes in the global colour his-
togram and turning angle function of the boundary pixels
of the segmented object in each frame, which to maximises
temporal stability.
We also propose to use changes in colour appearance fea-
tures to identify segmentation errors, in the form of global,
upper, and lower Major Colour Representation (MCR) fea-
tures, which are tolerant to a degree of illumination changes
[5]. The upper and lower MCR features aim to represent the
colours of the upper and lower regions of a person’s cloth-
ing. Such regions often consist of a single or small range of
colours, where the upper and lower regions are often distinct
from each other. As the person is tracked within a single
camera over a relatively short period of time, the intrinsic
appearance of the features should remain constant. Thus
changes in the features of a person between a frame and the
majority of the other frames from the same track are due
to factors such as segmentation errors, large illumination
changes, or tracking errors. If we assume that the majority
of the frames within the track are satisfactorily segmented,
then the set of frames without major errors can then provide
robust features to be used in a variety of applications.
The description of the features used in this paper is sep-
arated into two parts, with Section 2 describing a simple
bounding box analysis method for determining segmenta-
tion errors. Section 3 explores the extraction of colour fea-
tures relating to the upper and lower clothing colour as well
as a global colour feature with Section 3.1 describing how
these colour features can be compared along a track to iden-
tify segmentation errors, and Section 3.2 describing typical
colour feature similarity patterns that identify segmentation
errors. Section 4 outlines the statistical analysis of the de-
tection and false alarm rates based upon the usage of these
features.
2. Analysing bounding box changes
Bounding boxes have been widely used in the literature
to speed up the analysis of objects by creating a simple rect-
angle model of the object, which can then be used to iden-
tify object bounds and when they overlap. Hence it is a
good candidate for fast identification of segmentation errors
in a person’s track. If we assume that an object is correctly
tracked either manually, or using one of the many popu-
lar motion estimation techniques, such as Zhao and Neva-
tia’s method for tracking in complex scenes [11]. Once ac-
counting for perspective distortion, the changes in the ob-
ject size are likely caused by large segmentation errors. If
the bounding box of any object changes significantly from
the expected size in that frame, then this can indicate that
the object is either occluded or segmented incorrectly. For
an articulated object, such as a person, the position of that
person, as well as their size and shape can change within
limits. Thus bounding boxes for an accurately segmented
person can change due to movement actions such as walk-
ing, or from the camera perspective as a person moves to-
ward or away from the camera position.
The expected changes in the bounding box size can be
simplified by assuming that the camera frame rate is not
slower than a few frames per second, and people are walk-
ing upright in the viewed area. These two assumptions gen-
erally hold for the video surveillance environment where
people are traversing a space viewed by the camera in order
to travel from point A to point B. The amount of change in
the bounding box size could be learnt per camera to max-
imise the ability to determine segmentation errors; however
for most typical frame rates the allowable amount of seg-
mentation errors is often higher than the changes due to per-
spective distortion. Although many object statistics could
be used to analyse changes in the shape of an object, we
found the vertical height of the bounding box for changes
remains invariant whilst a person is walking. This still re-
mains sensitive to actions where a person might bend over,
or become partially occluded. Typical values of the ratio
in vertical size between one frame and the next vary in a
small range around one, depending upon frame rate, and
the amount of perspective distortion present in the camera
view.
Figure 1 shows an example of the ratios of bounding box
height obtained between one frame and the next for a track
where there is a single frame with a large segmentation er-
ror. The error is clearly indicated by the change in ratio
value below 0.7. The next ratio is over 1.4, indicating that
the next frame is much larger than the erroneous frame as it
has returned to the normal size. The 5 sample frames from
the track show that the image height of the object is dimin-
ishing along the track as the object moves away from the
camera. The three middle frames show the frame before the
error, the frame with the error and the frame after the er-
ror. The change in image height of the individual is evident,
as is the loss of legs in this frame. Although this method
works well for errors in a single frame or a short run of
frames, analysis of gradual increases in segmentation errors
remains a problem for this method.
3. Determining the global, upper and lower
MCR features
The Major Colour Representation (MCR) used in this
paper to define the colour features is based upon the method
previously developed in [5]. MCR are essentially colour
histograms in the joint R, G, B space, built with sparse bins
whose position and number is adjusted to fit the pixel dis-
tribution. Instead of just using a global colour feature, as
in [1] and [5], we propose to add two extra colour features
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Figure 1. Example of changes in bounding
box height ratios where a large segmentation
errors occurs and 5 sample frames from the
track including the erroneous frame
relating to the upper and lower clothing colours of a person.
These features are chosen to represent the often different
colours of the clothing on the upper torso, and those on the
legs. The narrow spatial aspect of these features also allows
for a more sensitive analysis of the spatial positioning of a
persons colours. This ensures that changes in the position
of the colours can be detected, such as where segmentation
errors remove large portions of the object.
Extracting the MCR for each of these three colour fea-
tures utilises the same process, but analyses different spatial
components of the appearance of the segmented object. The
process for extracting the MCR’s is similar to the method
described in detail in [5], that we summarise here:
• A controlled equalisation step performs a data-
dependent intensity transform. This spreads the his-
togram to compensate for minor illumination changes
that can be expected within the indoor and outdoor
surveillance environments.
• Online K-means clustering of pixels of similar colour
within a normalised colour distance δ, as defined in
Equation 1, generates the MCR of each spatial region.
The cluster centre is the average of the colour values
within δ, allowing it to better represent the colour clus-
ter. Due to the movement of colour clusters iteration of
cluster improvement and cluster assignment are neces-
sary; however as explained in [5] 3 iterations provides
an accurate representation with a minimum of compu-
tational cost.
δ (C1, C2) =
√













The three MCR features are defined as:
• The global MCR feature represents the colours of the
whole segmented object without any spatial informa-
tion.
• The upper MCR feature represents the colour of the
top portion of clothing. This corresponds to the re-
gion from 30-40 percent of the person from the top of
the objects bounding box as shown in Figures 2 and 3.
This narrow band was chosen to ensure that it avoids
the inclusion of the head and hair of the object, as well
as low necklines, but does not go so low that it includes
the belt area, or overlaps with the bottom colour, or
pant area.
• The lower MCR feature is aimed to represent the
colour of the lower portion of clothing. This corre-
sponds to the region from 65-80 percent of the object
from the top of the objects bounding box as shown in
Figures 2 and 3. This narrow band avoids the very bot-
tom of the object which can be prone to shadows, or
artifacts where the feet touch the ground. It also tries
to avoid overlapping with the belt or upper torso area
of the person.
The narrowness and positioning of both of the upper and
lower MCR regions also allows for them to remain constant
under minor segmentation errors that will only have a min-
imal impact upon a person’s features, whilst still remain-
ing sensitive to large segmentation errors. These features
also allow for the inclusion of spatial colour features which
could possibly identify the difference between people when
tracking is incorrect.
Figures 2 and 3 show the upper MCR feature region be-
tween the lines toward the top of the person, and the lower
MCR feature region between the lines toward the bottom
of the person. Figure 2 demonstrates three frames show-
ing frontal and rear views of a person, and a frontal view
with a significant segmentation error where the lower half
of the person is not found. In this frame the colours within
the upper and lower regions change significantly from those
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Figure 2. Example of upper and lower regions
from three segmentations of one person
Figure 3. Example of upper and lower regions
from three segmentations of a second person
in the other two frames. Figure 3 shows two views of a
second person where segmentation is arguably reasonable,
even if a portion of the head is not correctly segmented in
the first frame. The frame shown in the middle is poorly
segmented; however a white object above the person is par-
tially included in the same segment. This leads to an added
amount of white in the global colours, that is not entirely
dissimilar to the pants colour. Such an error leads to the
frame having little discernible difference in global colours;
however the upper and lower colour regions clearly indicate
a degree of change in the spatial positioning of the colours
that can be used to identify this poorly segmented frame.
3.1 Comparing colour features between
frames
Once extracted, the MCR features can be compared to
each other to determine if the features change over time
along the track of the object. We begin by assuming that ob-
jects are tracked correctly, even though large and sustained
changes in human object features may indicate potential
data association errors. This analysis of tracking errors is
not explored within this paper as the current data involved
data that is overly simplified for tracking, and thus tracked
manually, allowing us to focus on the full analysis of data
from a single individual in each track. Changes in object
features along the track are therefore likely to be caused by
errors in the identification of foreground pixels, or through
other causes such as occlusion, cluttering, or major lighting
changes. Minor segmentation errors are common in real-
istic environments using even the most effective of current
techniques [6], and therefore need to be retained to keep a
useful number of frames from the track.
Most of the current techniques for evaluating segmenta-
tion techniques utilise a ground truth segmentation devel-
oped by human experts in a time consuming process [10].
We propose to use an automatic comparison between the
frames of a track utilising the global, upper, and lower MCR
colour features using the technique described in [5]. This
technique is based upon determining theKubek-Liebler dis-
tance [7] between the colour clusters from the MCR of
frame A and the MCR of frame B. This produces a similar-
ity value for the three MCR features between the two frames
using equation 2.
S (A,B) = 1− Smax − Smin
Smax + Smin
(2)
This process is used to generate pairwise similarity val-
ues for the three MCR features in each frame to every
other frame in the track. We apply a statistical analysis
of a known training set of the non-matching H0 or the
matching H1 sets of features to determine Gaussian like-
lihood functions for given similarities being matching or
non matching [2]. Classification can also be obtained by
fusing together the matching and non-matching likelihoods
of each of the three feature comparisons in an ensemble of
classifiers. We assume the features to be conditionally in-
dependent and so apply Bayes theorem as:
P (H0|sG, sU , sL) = B (P (sG|H0)P (sU |H0)P (sL|H0))
(3)
P (H1|sG, sU , sL) = (P (sG|H1)P (sU |H1)P (sL|H1))
(4)
where B is a prior that can be used to bias the operating
point of the system.
3.2 Typical patterns of major segmenta-
tion errors
Appearance changes are generally caused by either ma-
jor segmentation errors, where portions of the object are not
extracted correctly from the background, by large changes
in the illumination conditions, or by tracking errors. Minor
segmentation errors of less than 20 percent are overlooked
in this process as they commonly occur [6] and there will
be a minimum of changes in object appearance. Major er-
rors produce significant changes in the appearance of a sin-
gle frame; however they often have a different impact upon
the segmentation results when considering their difference
across the whole track. Three different error patterns are
demonstrated in Figure 4, highlighting how the different er-
rors tend to influence the similarity of the proposed features.
The first error pattern in Figure 4a shows how large segmen-
tation errors cause a very low similarity in the fused features
between that frame and every other frame causing a char-
acteristic ”‘cross”’ in the pairwise comparisons. Where a
small number of frames have similar large segmentation er-
rors, such as losing the lower half of the object, these frames
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Track 1885-1894
a) single large segmentation error
Track 3095-3104
b) large illumination change
Track 1298-1307
c) gradual illumination change
Figure 4. Three typical error patterns
will tend to be similar to each other, but distinct from the
rest of the track.
Figure 4b shows the second error pattern where the por-
tions of the track are self similar, but persistently different
from each other. This occurs for large illumination changes,
such as switching a light on, and might also be expected for
tracking errors, although we have yet to verify such a find-
ing. In this case extracting both sets of feature represen-
tations could be useful for manual analysis of the objects
track. The bounding box is not directly affected by large
illumination changes; however in practise the change in the
amount of contrast between the object and background of-
ten leads to major segmentation errors as well.
Figure 4c shows the third error pattern, which occurs
for gradual illumination changes, such as clouds moving
to cover the sun. The error pattern shows that each frame
is still likely to match the majority of the rest of the track,
however the initial frames could have a large difference in
appearance to the frames toward the end. This case is not
caused by segmentation errors, so we consider each frame
equally suitable to be included in a robust track.
4. Results
The results presented in this section are based upon the
comparisons of the four object features of global MCR, up-
per MCR, lower MCR and fused MCR results based upon
a self-comparison of 26 tracks from four people across two
cameras, consisting of over 300 frames. These tracks are
automatically analysed to identify frames with significant
segmentation errors, compared to ground-truth analysis per-
formed by human experts. Examples of typical segmen-
tation and expected errors are given in Figures 2 and 3 in
Section 3. Figure 5 shows the clothing worn by the four in-
dividuals studied for this experiment, and examples of good
segmentation masks. Of the 26 data sets, 5 were used for
training the likelihood functions of the non-matching H0 or
the matching H1 data sets on a frame by frame basis. The
remaining 21 used as a testing set for evaluation, with the re-
sults given as a ROC curve in Figure 6. This clearly shows
that fusing the three features together produces improved
results over the use of any single feature.
Figure 5. Four people of interest and auto-
matically segmented masks of good quality
Figure 6. ROC curves of the height, colour
and fused feature results
Table 1 gives the probability of detection (PD) and prob-
ability of false alarm (PFA) for each of the MCR features
analysed at the selected operating point compared to the
expert determined ground truth. A more detailed analysis
based upon the individual people who were tracked, as well
as the overall quality of the tracks analysed indicates that
this method works best with individuals who are not of a
uniform colour, and where the overall quality of the seg-
mentation of the tracked object is good; although accuracy
is still high under less optimal conditions. The results also
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Feature PD as % PFA as %
Vertical Bounding Box changes 72 9
Global MCR 66 31
Upper MCR 53 11
Lower MCR 66 5
Fused MCR 84 3
Table 1. PD and PFA values of Bounding Box
and MCR features for detecting segmentation
errors
indicate that the use of upper and lower MCR features dra-
matically improves the ability of the system to detect ma-
jor errors which may not be detected adequately with the
global colour or bounding box analysis alone. The major
limitation of the bounding box change ratio analysis is that
gradually increasing or decreasing segmentation errors are
hard to identify, especially where there are multiple con-
current major or minor segmentation errors. This creates
a limit to the overall accuracy of such analysis that is not
inherent in the fused colour features.
Note that PD can be taken close to 100 percent if we can
accept a PFA of approximately 30 percent. This operating
point is of interest if we mean to remove all frames with
major errors and the number of frames left by the selection
procedure is still sufficient for further processing.
5. Conclusions
A number of factors ranging from the contrast of the
person from the background to occlusions and illumination
changes, ensure that segmentation will often include a de-
gree of errors, some of which might be very large. Such er-
rors can propagate into a number of subsequent tasks, which
range from data association of people in disjointed camera
views, to creating a faithful pictorial summary of a tracked
object by one or few frames where the object is not affected
by major segmentation errors, or accurate searching for the
person in image or video archives.
This paper demonstrates an automatic method that can
be used to identify significant segmentation errors that oc-
cur through the analysis of colour appearance and shape fea-
tures along an individual’s track. It shows that analysing the
changes in size of the bounding box of a person through-
out their track can identify many large segmentation errors;
however it is much less successful where there are multiple
major and minor segmentation errors in a track, or gradual
errors. The results demonstrate that the upper and lower
MCR features, which combine colour and spatial informa-
tion, can individually identify a degree of the segmenta-
tion errors; however when these features are fused with the
global colour features, the proposed method identified 84
percent of the major segmentation errors of the 21 test tracks
analysed with only 3 percent false alarms. Such low false
alarm rates ensures that almost all of the reliable portions of
the track can be utilised to improve the robustness of sub-
sequent tasks. Alternatively a detection rate as high as 96
percent of the erroneous frames could remove almost all of
the effective frames if the loss of 30 percent of the frames in
false alarms will not detrimentally affect the further stages
of processing
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