A Hierarchical Urban Forest Index Using Street-Level Imagery and Deep Learning by Stubbings, Philip et al.
remote sensing  
Article
A Hierarchical Urban Forest Index Using Street-Level
Imagery and Deep Learning
Philip Stubbings 1, Joe Peskett 1, Francisco Rowe 2,* and Dani Arribas-Bel 2
1 Data Science Campus, Office for National Statistics, Newport NP10 8XG, UK;
philip.stubbings@ons.gov.uk (P.S.); joseph.peskett@ons.gov.uk (J.P.)
2 Geographic Data Science Lab, Department of Geography & Planning, University of Liverpool,
Liverpool L69 7ZT, UK; D.Arribas-Bel@liverpool.ac.uk
* Correspondence: F.Rowe-Gonzalez@liverpool.ac.uk; Tel.: +44-1517-94-2845
Received: 29 April 2019; Accepted: 5 June 2019; Published: 12 June 2019


Abstract: We develop a method based on computer vision and a hierarchical multilevel model to
derive an Urban Street Tree Vegetation Index which aims to quantify the amount of vegetation visible
from the point of view of a pedestrian. Our approach unfolds in two steps. First, areas of vegetation
are detected within street-level imagery using a state-of-the-art deep neural network model. Second,
information is combined from several images to derive an aggregated indicator at the area level
using a hierarchical multilevel model. The comparative performance of our proposed approach is
demonstrated against a widely used image segmentation technique based on a pre-labelled dataset.
The approach is deployed to a real-world scenario for the city of Cardiff, Wales, using Google Street
View imagery. Based on more than 200,000 street-level images, an urban tree street-level indicator is
derived to measure the spatial distribution of tree cover, accounting for the presence of obstructing
objects present in images at the Lower Layer Super Output Area (LSOA) level, corresponding to the
most commonly used administrative areas for policy-making in the United Kingdom. The results
show a high degree of correspondence between our tree street-level score and aerial tree cover
estimates. They also evidence more accurate estimates at a pedestrian perspective from our tree
score by more appropriately capturing tree cover in areas with large burial, woodland, formal open
and informal open spaces where shallow trees are abundant, in high density residential areas with
backyard trees, and along street networks with high density of high trees. The proposed approach is
scalable and automatable. It can be applied to cities across the world and provides robust estimates of
urban trees to advance our understanding of the link between mental health, well-being, green space
and air pollution.
Keywords: urban forestry; green space; street-level imagery; deep learning; image segmentation
1. Introduction
Urban trees provide key social, environmental and economic benefits. As global urban population
expands, and congestion and pollution levels rise, access to urban green space becomes increasingly
important [1]. Urban green space, including parks, green roofs, community gardens and street trees,
provide critical ecosystem services. These spaces promote physical activity, boost psychological
well-being, filter air, remove pollution, attenuate noise, cool temperatures, mitigate climate change
and improve urban public health [2,3].
Urban trees play a major role in removing environmental air pollution and improving human
health. In the United Kingdom, they are estimated to annually remove 1.4 million tonnes of air
pollutants; that is, equivalent to £1 billion in health damage costs [4]. By providing shade and cooling,
urban trees also moderate temperatures, helping to reduce the risk of heat-related illnesses by an
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estimated 4–6 degrees [5,6]. Urban green space also has key health benefits. Trees are aesthetically
pleasing features, inviting physical activity, which reduces obesity [7] and mental stress levels [8].
Visual accessibility to trees enhances contemplation and offers a sense of peace and tranquillity [9,10].
At the same time, lack of urban green space is associated with increased risk of respiratory diseases,
obesity and mortality [11,12]. Lack of access to urban green spaces has also been associated with
attention deficit disorder during childhood [13]. Ensuring widespread access to urban green space is
thus key to rendering these environmental and health benefits.
Estimating the size, location and distribution of urban forest, however, remains a challenge.
Traditional approaches to producing tree and vegetation inventories have relied on manual
data collection processes via trained surveyors and community-based crowdsourcing [14,15].
These approaches can entail a considerable gap between data collection and data release times, are
expensive, infrequent, rely on small samples, are prone to sampling errors and provide a very coarse
measure of green space [16,17]. These challenges have thus undermined the scalability, automatisation
and consistency of these approaches.
To address these issues, remote sensed satellite and aerial imagery-based approaches have also
been developed to estimate green spaces [18,19]. While automatable, satellite-based approaches present
challenges in urban contexts as vegetation cover measures are typically based on moderate-resolution
satellite imagery e.g., 30 m per pixel, which represents a very coarse spatial scale for cities.
Efforts employing high-resolution light detection and ranging (LiDAR) data to map tree canopy
have proven well suited for urban contexts [19], but high data acquisition costs and specialised
proprietary software hamper their implementation [15]. Additionally, a key limitation is that while
satellite and aerial imagery may provide a relatively accurate quantification of urban greenery, they do
not offer a good representation of street-level vegetation [20]. The landscape of urban vegetation which
humans perceive and experience at the street-level may differ significantly from that remotely sensed
from above.
Coupled with publicly available street-level imagery, advances in computer vision and computing
capacity are enabling reliable detection and measurement of urban environments to capture how
humans experience these environments. Street-level imagery data, such as Google Street View (GSV),
provide extensive geographical coverage, and standardized, geocoded and high resolution images
of the urban environment. Computer vision algorithms have been developed to process street-level
imagery, measuring perceived urban safety [21], urban change [22], wealth [23], infrastructure [24],
demographics [25] and building type classification [26]. In the context of urban trees, a small but
growing number of studies have sought to develop computer vision approaches to address three key
areas: (1) quantify the shade provision of urban canopy [27–29]; (2) catalog the location of urban trees
[30,31]; and, (3) estimate the percent of urban street-level tree cover [15,20,32,33]. Our paper seeks to
contribute to the third line of inquiry.
Estimating urban street-level tree cover generally involves two key steps: (1) identification
and classification of vegetation pixels in individual street-level images; and, (2) amalgamation of
these pixels at a street segment or area level to generate an index of visible vegetation cover at
a relevant geographical level. To identify vegetation pixels, Li et al. [32] provide a first systematic
approach to measure the percent of total pixels in a GSV image employing an unsupervised mean
shift segmentation. While this method has the advantage of not needing data training, the resulting
segmentation outcomes are influenced by shadows and illumination, and green non-vegetation pixels
are misclassified as urban tree canopy [33]. Progressing this work, Seiferling et al. [15] applied
a supervised geometric segmentation algorithm to identify vegetation pixels and measure vegetation
cover in GSV images. This algorithm classifies image pixels into geometric classes of an image
i.e., ground plane, sky plane and vertical surfaces, but it does not take into account the overall
semantic context of images, misclassifying image pixels [34], and requiring pre-computation of image
features [33]. An alternative is the Pyramid Scene Parsing Network (PSPNet) algorithm. PSPNet has
Remote Sens. 2019, 11, 1395 3 of 22
been consistently demonstrated to yield improved pixel classification in urban environments [33,34],
and has been trained and designed to specifically work in urban settings [34].
Additionally, street-level imagery based studies on the quantification of urban trees have used
Yang’s et al. [20] index of visible green cover to provide a summary measure of percentage of urban
street-level tree cover at area level. However, the index is the average of the number of identified
vegetation pixels in images at a same street location, and as a result, it suffers from three key limitations.
First, the index does not account for systematic variation in the percent of urban street-level tree cover
across images due to “obstructing” urban features, such as vehicles, street light poles and pedestrians.
Second, it does not correct for the variation in the size of the sample of images collected at particular
locations. Third, it does not measure the uncertainty resulting from image-to-image variation in the
percent of tree cover and the variation in sample size by the aggregation of areas.
To address these shortcomings, the present paper aims to develop a scalable, automatable and
consistent approach based on recent advances in Deep Convolutional Neural Networks (DCNN)
and multilevel regression modelling to estimate a hierarchical area-level score of urban street-level
trees. Semantic image segmentation is applied using the PSPNet [34] to classify image pixels and
estimate the percentage of vegetation cover in street-level images. Based on these individual image
estimates, a hierarchical two-level modelling approach is used to derive an area score which corrects
for image-to-image variability due to the presence of “obstructing” urban features; accounts for sample
variability; and incorporates measures of uncertainty. Before deploying our approach to GSV images of
the city of Cardiff, United Kingdom, the efficiency of the DCNN segmentation against two alternative
approaches is tested following widely used methods: a pixel-wise vegetation classification algorithm
used in controlled crop environments; and a generalisation of that technique that builds a more flexible
image mask. Although our application focuses on Cardiff, the proposed approach is scalable and
can be applied in different urban contexts, complementing metrics of urban tree cover based on
above-the-ground imagery (e.g., satellite and aerial).
The proposed approach makes two key contributions on the identification and quantification of
urban forest. First, it contributes evidence supporting the superiority of PSPNet in identifying and
classifying image vegetation pixels in a UK-based urban setting. Related work has largely drawn
on US cities, making it difficult to establish the accuracy of PSPNet in non-US urban environments.
European cities tend to be more compact, denser and busier than American cities. Second, this paper
makes a major methodological contribution by applying a hierarchical two-level modelling approach
to derive a sophisticated street-level tree score. Unlike indices used in previous studies, the proposed
score effectively accounts for image-to-image variation in the percent of urban tree cover due to
obstructing objects; adjusts for sample variation; and, provides a measure of uncertainty.
The remainder of this paper is structured as follows. The next section introduces the study area,
Cardiff, and data used in the study. Section 3 explains our proposed deep learning image segmentation
algorithm and the two alternative approaches used for comparative assessment. Section 4 presents the
results of the comparative assessment, introduces our proposal of a hierarchical score, and applies it to
the case of Cardiff. Section 5 concludes by discussing the implications of our results and avenues for
further research using our proposed urban tree score.
2. Study Area and Data
2.1. Cardiff
The urban forest in Cardiff, United Kingdom, is the study context (Figure 1). Cardiff is the capital
of Wales, the most populous city in the country, and the 11th largest city in the United Kingdom, with a
population of over 330 thousand according to the latest 2011 census. Cardiff is recognised for its extensive
green urban fabric, housing over 330 parks and gardens and one of the UK’s largest parks, Bute, expanding
56 hectares and over 2000 trees [35]. In 2013, urban trees were estimated to cover 16% of the total area
of the city [14]. In addition, extensive aerial surveys have been conducted by Natural Resources Wales
Remote Sens. 2019, 11, 1395 4 of 22
(NRW) [14] to measure and understand tree canopy in the city. Data drawn from these surveys provide
a useful framework to assess our approach. These data are described in Section 2.3.
(a) Center of Cardiff (b) Cardiff’s woodland and trees (c) Crown diameter illustration
Figure 1. Natural Resources Wales (NRW) Dataset—Distribution and Coverage. Note: Satellite imagery
copyright Google.
2.2. Imagery Data
We rely on two primary datasets to test and deploy our image segmentation algorithms. First,
the Mapillary dataset [36] is used to benchmark the performance of our proposal; second, GSV is used
to deploy our approach to the case of Cardiff. While GSV has been used here, it should be noted that
this approach is not dependent on GSV data and may be applied to arbitrary images captured at street
level from multiple sources.
Mapillary data. The Mapillary dataset consists of 25,000 street-level images captured using a variety
of cameras from around the world. Pixels in each image have been labelled as belonging to one of
100 possible categories describing various components present in urban scenes. This is considered
a high quality labelled dataset, which has undergone a two-stage quality assurance process. To ensure
consistency with the standardly shaped images used for Cardiff, only Mapillary images with a standard
“4 to 3” aspect ratio are used, resulting in a dataset of approximately 10,000 street-level images.
GSV data. The empirical application relies on detailed imagery for every segment of the street
network. As such, OpenStreetMap [37] is used to derive street segments, and the GSV API as a source
of street level imagery. To conduct this study, 220,068 640 × 640 pixel street-view images are sampled
from the left and right-hand side of the road at 10-metre intervals along the entire Cardiff road network.
The set of GSV images used were sampled at mixed times of the year, excluding winter, between 2012
and 2017. The most recent images tend to belong to main/arterial roads, whereas the oldest images
belong to low traffic side-streets.
2.3. Tree Data
To empirically assess the performance of our proposed approach, we ideally require ground truth
data providing full geographical coverage information on the location and density of existing trees.
While such ground truth data does not exist, a large-scale survey of urban trees can arguably provide
a good approximation. For our purpose, we use the world’s first nationwide urban tree mapping
survey [14], conducted in Wales by NRW. Data collection took place in three phases during 2006, 2011,
and 2013, using aerial photography. Individual trees were identified manually using a “desk-based
analysis” and originally represented as points. The study reports tree crown cover for three sizes
(in diameter), categorised as small (3–6 m), medium (6–12 m) and large (12 m or more). This approach
is applied in a variety of contexts including, but not limited to: green open space, transport corridors,
commercial areas and woodland. Data from the most recent phase of the survey conducted in 2013
is used and each point is turned into a circular polygon. The tree survey is complemented with data
on green space areas from the National Forest Inventory (NFI), provided by NRW and the Welsh
Government Lle geo-portal.
The final result is a set of polygons representing individual and small groups of amenitytrees
and larger areas of urban woodland. To our knowledge, this is the only detailed geospatial inventory
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of urban trees in Cardiff. In our analysis of the proposed urban forest score, these datasets are
complemented with additional information on land cover and land uses in Cardiff that are also
obtained from the original report by NRW [38].
Despite all of its advantages and the extent of geographical coverage as illustrated in Figure 1,
the Cardiff trees dataset contains some inaccuracies. These inaccuracies likely derive from the tree
labelling process and aerial image quality, which the report indicates was not sufficient to detect tree
canopy of less than three metres in circumference, a common case for trees growing along transport
corridors. Nonetheless, the data represent the current state-of-the-art and we believe meet the quality
requirements for the present study.
3. Methods
This section presents a methodological framework to enable reliable, automated identification
of urban trees from street-level images, and quantification of street-level tree cover at an aggregate
geographical scale (Figure 2). The framework involves two stages: (1) identification and classification
of vegetation pixels; and, (2) aggregation of these pixels to generate a tree score. As indicated above,
GSV imagery is used for our application. This section presents the methods used in these two stages as
follows. First, methods for vegetation identification in street-level images are introduced (Section 3.1).
One of the most common approaches in both plant phenotyping and street-level studies of green
space, the so-called “green pixel L ∗ a ∗ b∗ threshold”, is presented (Section 3.1.1), followed by a novel
generalisation of the L ∗ a ∗ b∗method (Section 3.1.2), before our preferred segmentation algorithm
based on the PSPNet neural network (Section 3.1.3). The aim of including the two first methods is to
use them as a benchmark, to demonstrate the PSPNet’s ability to successfully identify green space
in images, and effectiveness in terms to appropriately predict pixel classes. Then, the hierarchical
modelling approach to aggregate vegetation pixels and estimate the density of street-level tree cover at
a relevant geographical level is discussed (Section 3.2).
3.1. Identification and Classification of Vegetation in Street-Level Images
In this section, three alternative approaches of vegetation identification and classification in
street-level images are presented. Their goal is conceptually simple. Given a street-level image,
these algorithms determine the amount of vegetation present in the scene by identifying and classifying
each image pixel as belonging or not to the vegetation class. A percentage summary of visible density
can then be defined as the proportion of pixels labelled as vegetation in a single image or set of images.
3.1.1. Image Segmentation Using a Green Pixel L ∗ a ∗ b∗ Threshold
Our first approach to pixel-wise vegetation identification and classification is based on the observation
that vegetation tends to be green, at least in spring and summer seasons. This idea is widely accepted and
used in the plant phenotyping domain [39], in which it is possible to segment plant leaves according to
shade of green, and has also been used to identify green space in street-level imagery [32].
The intuition behind the green pixel L ∗ a ∗ b∗ threshold technique is as follows. An image is
initially expressed as a three-dimensional tensor of dimensions W × H × 3; where W corresponds
to the width of the image; H to its height; and, 3 relates to the RGB triplets that describe a color.
This input is projected to the L ∗ a ∗ b∗ space, which in contrast to RGB, consists of three dimensions
defined as lightness (L, or luminosity), alpha (a∗) and beta (b∗). The L∗ parameter represents the
luminosity ranging from 0 (black), through 50 (grey) and to 100 (white). In L ∗ a ∗ b∗, the colour space
is represented by the a∗ and b∗ parameters. An a∗ of 0 corresponds to grey, whereas an increasingly
negative a∗ value corresponds to a higher saturation of green, and increasingly positive a∗ value
corresponds to a higher saturation of red. Similarly, the b∗ channel encodes the saturation level for
blue (negative b∗) and yellow (positive b∗), respectively.
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Figure 2. Methodological framework. Input data are obtained from Google Street View (GSV).
These data are used in Stage 1 to identify and classify GSV image pixels. The three image segmentation
methods are used and presented in Section 3.1: first, two threshold binary classification methods:
The L ∗ a ∗ b∗ based method (Section 3.1.1) and a novel Random Forest improvement (Section 3.1.2);
and then, a semantic image segmentation method (i.e., PSPNet) (Section 3.1.3) is proposed as
an improvement. A dataset of vegetation pixel classification is derived for each image and used
in Stage 2 in a hierarchical modelling framework (Section 3.2) to derive a novel tree score, to estimate
street-level tree cover at an aggregate geographical level.
The advantage of the L ∗ a ∗ b∗ approach, as compared to direct color comparison, is that color
classification (captured in a∗ and b∗) is invariant to changes in luminosity and results in a linearly
separable space. This can be seen in Figure 3, where different cross-sections from the L*a*b* colour
space are displayed for three levels of increasing lightness. Any region in the top-left quadrant (a∗ < 0,
b∗ < 0) is considered to be green. The shade of green will remain relatively static with respect to
the lighting level, which makes it possible to identify “greenness” in a way that is robust to varying
lighting conditions, as is the case in real-world images.
Figure 3. RGB to L ∗ a ∗ b∗ colour space luminosity intersections—Varying degrees of luminosity
(different L∗ value) do not affect the identification of green-space (upper-left quadrant).
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Within the colour spectrum represented in Figure 3, each quadrant is defined as a range of
a∗ (A1 ≤ a ≤ A2) and b∗ (B1 ≤ b ≤ B2) values. These ranges can then be used to segment
an image by labelling an individual pixel as green (vegetation) if its corresponding a∗ value is
within the threshold range. In the plant phenotyping domain [39], researchers have reported varying
threshold parameters, which can be used for leaf segmentation in lighting-controlled images of plants.
For example, Scharr et al. [39] find a range of (−25 ≤ a ≤ −15) to be effective for extracting vegetation
foreground in images of tobacco plants. A similar methodology is followed here to filter green pixels
in street-level imagery.
To identify an appropriate L ∗ a ∗ b∗ threshold, Bayesian parameter optimisation [40] is used,
relying on the Matthews Correlation Coefficient ([41], MCC) as an objective function to find an optimal
set of (A1, A2, B1, B2) parameters which minimise the pixel-by-pixel classification error. Each set of
parameters enumerated by the optimisation method are evaluated using the mean MCC validation score
after two-fold cross validation over the Mapillary training data. Figure 4 displays the range of a∗ and b∗
values in the Mapillary dataset along with the optimal parameters obtained from Bayesian parameter
optimisation. These optimal parameters correspond to −31 ≤ a ≤ −6 and 5 ≤ b ≤ 57 respectively.
Figure 4. Vegetation (coloured region) and non-vegetation pixels (grey) in the Mapillary dataset.
Each point represents an individual pixel from a randomly sampled set of images from the dataset.
Pixels are coded according to the colour represented by the a ∗ b∗ pair. The sample includes values
with varying patterns of L∗ (lightness), and as such exhibits wide variability. Only pixels belonging to
the vegetation class are retained, with the remaining classes colour coded as grey on the background
to illustrate the overall feature space. The vertical lines extending from the a∗ axis correspond to the
optimal A1 (left), A2 (right) parameters, while the horizontal lines extending from b∗ represent the
optimal B1 (bottom), B2 (top) parameters.
3.1.2. Image Segmentation Using a Random Forest
Although widely used, the L ∗ a ∗ b∗ method is rather limited. A more flexible generalisation
is thus proposed. We have seen that a pixel is classified as vegetation if its (a∗, b∗) values are
contained within a rectangular threshold range. However, the optimal threshold is likely to conform to
a different shape. So greater flexibility to define this range is needed as evidenced in Figure 4. It shows
a non-rectangular range for the green colour space in the a∗ and b∗ scale for the Mapillary dataset.
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Given as input two (a∗, b∗) features, a Random Forest model [42] is trained on the Mapillary
data to classify pixels into vegetation and non-vegetation classes. This approach is used because of
its simplicity and minimal tuning of parameters [43]. As for the L ∗ a ∗ b∗method, we use Bayesian
parameter optimisation and the MCC objective function to select the optimal parameters which
correspond to the number of estimators and the estimator maximum depth.
The optimal random forest model has 11 estimators restricted to a depth of 14 leaves. As with the
L ∗ a ∗ b∗ based method, the model was trained to identify vegetation and non-vegetation class pixels.
This process involves enumerating all possible (a∗, b∗) combinations to produce a matrix containing
the model’s confidence of a pixel belonging to the vegetation class. Figure 5 (left panel) visualises
this matrix, displaying the pattern of class confidence, with lighter (darker) colours indicating higher
(lower) model confidence. The right panel graph displays a bitmap decision mask representing image
pixels above the optimal model confidence threshold of 0.32 which is obtained by maximising the
MCC, recall and R2 scores based on the Mapillary labelled images (ground-truth data). The model is
thus generalised to an elliptic region of the colour-space as opposed to rectangular as conceptualised
in the Green pixel L ∗ a ∗ b∗ threshold approach.
Figure 5. Random Forest segmentation. Using a a ∗ b∗ space (left), a random forest classifier is trained
to predict green space (area above 0.32), generating a bitmap mask (right). A pixel is then classified as
vegetation if its a ∗ b∗ colour coordinates are contained within the mask.
3.1.3. Scene Parsing via Pyramid Scene Parsing Network (PSPNet)
The objective of the L ∗ a ∗ b∗ threshold and the random forest extension described in the previous
section is to classify image pixels belonging to a vegetation class. As such, the image segmentation
approach can be considered a pixel-wise binary classification problem. The vegetation detection task
can be further generalised as a scene parsing problem in which given an image, the objective is to
assign a label to each and every pixel in a coordinated way. Having assigned labels to all pixels in
a scene, we can then extract only those pixels belonging to a vegetation class.
Scene parsing is an extension of image segmentation in which the objective is to holistically
describe the entire scene. This contrasts with traditional image segmentation, where only pixels
belonging to a specific class are singled out. Both scene parsing and image segmentation can be viewed
as extensions of object detection. Its aim is to identify the location of specific objects in an image,
and classifies image pixels into a class from a range of discrete categories describing the image.
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Scene parsing has gained increased recognition and relevance in recent years due to its important role
in applications such as autonomous driving.
Abstracting street tree identification to a scene parsing problem introduces a new set of challenges
but also offers potential advantages over an image segmentation approach. By labelling pixels as
belonging to one-of-many different classes, a scene may be described as a rich hierarchy in which
objects may consist of component parts. For example, windows can be linked to buildings, or leafs to
trees. Describing the context of the entire scene may therefore improve the classification accuracy of
individual classes.
The current state-of-the-art in scene parsing resides in deep learning [44], particularly in
DCNN [45,46]. Recent research has resulted in a number of sophisticated architectures, including the
Fully Convolutional Network (FCN) [47], Segmentation Network (SegNet) [48], Deep Labelling for
Semantic Image Segmentation (DeepLabV3) [49], Pyramid Scene Parsing Network (PSPNet) [34] and
a more recent iteration of DeepLabV3, DeepLabV3+ [50]. These models build on earlier work in
the related field of image object detection and classification, where advances such as "AlexNet" [46],
Very Deep Convolutional Networks (VGG16) [51], Inception Network (GoogleLeNet) [52] and Deep
Residual Learning for Image Recognition (ResNet) [53] have improved notably our ability to detect
and classify objects in general terms.
We adopt a scene parsing approach based on PSPNet using a Chainer implementation provided
by Tokui et al. [54]. This decision is made on the basis of the following three main reasons. First,
PSPNet is specifically designed to parse urban scenes so it represents a good fit for the identification
of vegetation on street-level images. Second, PSPNet features a unique pyramid parsing architecture
that uses both local and global contextual information in images to classify pixels. This allows objects
to be classified in the context of other objects (e.g., branch within tree). Third, PSPNet has been
shown to outperform several of the most popular deep learning algorithms, including FCN, SegNet,
DeepLab and DilatedNET, in major performance evaluation competitions such as the 2012 PASCAL
VOC benchmark [55], the 2016 ImageNet scene parsing challenge [56], and the ongoing Cityscapes
benchmark [57]. Cityscapes is a particularly relevant achievement in the context of this paper because
it is a benchmark for urban scene image segmentation. PSPNet relies on a Fully Convolutional Neural
Network (FCNN) for pixel prediction and a pyramid parsing module for harvesting sub-region image
representations. The PSPNet architecture is illustrated in Figure 6.
Figure 6. The PSPNet architecture (Figure reproduced here with kind permission from the PSPNet
author [34])—PSPNet first employs a pre-trained ResNet [53] CNN to extract a feature map for the
input image (a). This feature map (b) is then fed into a unique pyramid pooling module (c) which is
a 4-layer configuration of average pooling kernels of different sizes which are intended to capture
varying regions within the image. The first kernel covers the entire image, the second half of the image,
while the third and fourth kernels cover smaller regions of the input image. The feature maps resulting
from the pooling kernels are then up-sampled and concatenated to form a global prior representation
of the different scales and regions in the input image. This global prior is then concatenated with the
original ResNet feature map (b) and finally fed into a convolution layer (d) to produce a pixel-by-pixel
class prediction.
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PSPNet addresses one of the most challenging aspects of scene parsing by considering high-level
contextual information when predicting pixel-by-pixel class categories. Specifically, it reduces the
mismatched relationship effect [34], in which objects are classified based on appearance alone.
An example of this case is a boat misclassified as a car, which would not be a possibility, if the
information that cars do not usually exist on water were incorporated into the model. It has been
shown that many errors in scene parsing are either partially, or completely related to the issue
of mismatched relationships [34]. Solving this problem thus yields substantially higher accuracy
compared to models that ignore overall scene context. This ability to incorporate context into scene
understanding is of particular relevance in the context of vegetation detection. Trees and vegetation
typically exist within a variety of contexts. In urban environments, these may take the form of road
side trees, parks, gardens, balconies and even green walls. Contextual understanding is therefore
expected to result in higher prediction accuracy compared to an approach which aims to identify
vegetation based on appearance alone.
Rather than training the PSPNet architecture from scratch, we rely on pre-trained weights.
Such an alternative is adopted because this architecture has already been successfully trained for
similar purposes, and this can be leveraged by using the final weights. Our contribution in this context
is to compare the predictive performance of two sets of weights to specifically identify urban vegetation:
a pre-trained PSPNet model previously used to obtain first place in the Cityscapes benchmark [57];
and a model trained on the ADE20K benchmark data [58], which came first place in the ImageNet
scene parsing challenge 2016 [56].
3.2. A Hierarchical Street-Level Tree Score
In this section, a methodology is proposed to develop a hierarchical score that aggregates
individual vegetation estimates, as generated for every street-level image by PSPNet into a single
score for a geographical area. Aggregated indicators have key advantages. They are easy to interpret,
allow characterization of areas, and are more likely to be adopted in less technical arenas, such as
policy-making. Methodologically, a certain degree of geographical aggregation reduces non-systematic
error in our vegetation estimates derived from individual images.
Our approach requires every observation in the initial dataset to have assigned exogenously
a second level. This level needs to aggregate all the individual observations into a smaller number of
groups in a way that every first level observation (e.g., an individual image) belongs to one, and only
one group in the second level (e.g., an administrative definition of neighbourhood). Once this hierarchy
is established, the estimation of the scores unfolds in two main stages, one at each so-called level. First,
a semantic scene parsing algorithm (e.g., PSPNet) to extract the percentage of tree cover from each
GSV image in our sample. This step yields a set of individual estimates but also, as a by-product of this
process, PSPNet automatically detects a range of objects within the image that characterise the urban
environment, including cars, buses, pedestrians and roads. Second, a LSOA-level score of street-level
trees is derived. Areas differ in geographical size and street layout, resulting in a different number of
images to be aggregated. Generally this is the case, particularly when administrative areas are used.
Amalgamating street-level images at a particular geography thus results in some areas containing a
larger number of images while others feature a smaller share. This imbalance may affect the variance
of the aggregate estimates. Additionally, street-level images are captured at different times during the
day, and this usually translates into objects, such as cars, pedestrians and buses being captured. This is
in addition to the built environment and natural attributes. These objects may obstruct the visibility of
existing vegetation from camera sight, resulting in artificially lower levels of vegetation identified in
an image.
To correct for differences in the percentage of image coverage of these attributes, a hierarchical
regression model of two levels is adopted: level 1 at the image level, and level 2 at the area level.
In mathematical notation, this can be expressed as:
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Vi = αl + βXi + ei
αl ∼ N (α, σα)
ei ∼ N (0, σe)
(1)
where Vi represents the proportion of pixels in image i that are classified as vegetation by PSPNet, αl is
a random effect at the area l level, β are the parameters relating to the proportion of coverage of the
range of attributes identified from an image Xi, and ei is an i.i.d. error term, assumed to be normally
distributed with a standard deviation of σe. Every area-specific random effect αl is hierarchically
connected through an α hyper-parameter. Assuming Xi are demeaned (i.e., scaled so the average is
set to zero), αl can be interpreted as the average percentage of vegetation for all the images within
a given area l, controlling for the obstructing effect of the range of image features represented by Xi.
The estimated average percentage of vegetation is our proposed hierarchical LSOA street-level urban
forest score.
It is important to contextualise the derivation of this score within the broader framework of
multilevel models. The particular interpretation of the model in Equation (1) as a vegetation score,
its application in the context of aggregating estimates individually derived from images, as well as
the interpretation of Xi as a correction for obstructing objects, are novel contributions of this paper.
However, the more general approach of multilevel modelling on which the scores rely is a robust and
widely used technique in statistics and, more specifically, in regression analysis. For that reason, it is
beyond the scope of this paper to cover its internal mechanisms in detail—see [59,60].
A hierarchical score as derived from Equation (1) has three main advantages. First, it allows to
naturally account for image-to-image variation in the percentage of image covered by “blocking objects”
such as buses, pedestrians and cars in the estimation of the average percentage of vegetation at the
LSOA level. Second, because the LSOA random effects αl are hierarchically connected through
a hyper-parameter, the estimates are robust to over-fitting in cases where too few observations are
available for a given area. This is the so-called shrinkage effect [59], one of the main reasons these modes
are widely popular. Third, our scores are derived within a probabilistic model and estimates of the
uncertainty can be obtained. Because each αl is assumed to follow a normal distribution with modelled
parameters, fitting the model also returns estimates for such measures of uncertainty (i.e., σα). This can
be particularly useful when the αl scores are used to inform comparisons between areas, as point
estimates may be misleading, creating the illusion of differences that may be statistically insignificant.
4. Results and Discussion
This section first discusses the results of a comparative assessment between our proposed PSPNet
approach and the pixel-based methods described in the previous section. The relative performance
of these methods to classify image pixels into vegetation and non-vegetation classes is assessed.
Our hierarchical model to derive scores of urban street-level trees is then introduced. Scores for the
city of Cardiff are computed and their systematic variation is explored through regression analysis.
4.1. Comparative Assessment
For each image in the Mapillary test (ground-truth) dataset, the performance of PSPNet is
evaluated, along with the green pixel L ∗ a ∗ b∗ threshold and novel L ∗ a ∗ b∗ random forest mask
extension described previously. To this end, a range of statistical metrics are used to assess prediction
accuracy as shown in Table 1. These metrics are based on statistical measures of sensitivity and
specificity. These measures are commonly used to assess the accuracy of binary classification outcomes,
and comprise: True Positive (TP), False Positive (FP); True Negative (TN) and False Negative (FN).
In the context of our application, they refer to:
• TP: correctly identified vegetation pixels
• FP: incorrectly identified vegetation pixels
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• TN: correctly rejected vegetation pixels
• FN: incorrectly rejected vegetation pixels
Table 1. Evaluation metrics.
Metric Description Equation
BACC Class balanced accuracy (TP/P) + (TN/N)/2
Pre Precision TP/TP + FP
Rec Recall TP/FN + TP
IoU Intersection over union TP/(TP + FP + FN)
MCC Matthews correlation coefficient (TP∗TN−FP∗FN)√
(TP+FP)(TP+FN)(TN+FP)(TN+FN)
R2 Goodness of fit 1 − (SSres/SStotal)
τ Kendall’s Tau (nc − nd)/(n ∗ (n− 1)/2)
SSres: regression sum of squares; SStotal total sum of squares; nc: number of concordant pairs; nd: number of
discordant pairs; n: number of observations.
A commonly-used measure of accuracy for class balanced binary classification (BACC) is used.
This indicator is adjusted to account for the unbalanced nature of our dataset, which contains
higher numbers of pixels in the non-tree class than in the tree class. It can be interpreted as the
average recall over both tree and non-tree classes. Two common precision (Pre) and recall (Rec)
measures and indicators of precision/recall tradeoff, namely the Intersection over Union (IoU)
[61] and Matthews correlation coefficient (MCC) [41] scores, are also utilised. While the first two
indicators provide independent measures of precision and recall, the latter two indicators assess the
tradeoff between precision and recall. IoU is typically referred to as the Jaccard Index, and can be
interpreted as the average percentage overlap between the predicted and actual image segment areas.
As a complimentary measure, the MCC score can be interpreted as a (class balanced) correlation
between the predicted and actual pixel classes.
In addition to these summary metrics to measure pixel-by-pixel classification accuracy, the overall
model capacity to predict the percentage of visible tree in each image is also assessed using two
measures. First, the model goodness of fit is summarised by assessing predicted vs actual percentage
tree present in each image within the Mapillary ground-truth data based the R2 metric. Second,
the Kendall’s rank correlation coefficient is computed as a non-parametric measure of ordinal similarity,
which is interpreted as a comparison between the predicted and actual percentage rankings of
each image.
To begin our comparison, a simplified version of the previously described L ∗ a ∗ b∗method has
been included. In this version only the (green to red) a∗ parameter is used to threshold images. As with
the full a ∗ b∗model, a set of optimal parameters is derived. However, this time with an exhaustive
grid-search yields an optimal set of values (A1 = −31, A2 = −11). Using the optimal −31 ≤ a∗ ≤ −11
parameters, this model (a∗) can only reach a BACC of 55%.
Adding back the (blue to yellow) b∗ parameter and using the optimal −31 ≤ a∗ ≤ −6 and
5 ≤ b∗ ≤ 57 model obtained using Bayesian optimisation as described in the previous section, the a ∗ b
BACC of 62% and accompanying summary statistics reported in Table 2 indicate that the use of
both (a∗, b∗) parameters results in more accurate predictions. Yet, nearly 40% of the predictions are
inaccurate. Since the algorithm is purely based on colour pixel patterns, it is likely this hinders its
ability to differentiate between green objects, such as a green tree and a green car.
Next, the random forest mask approach (RF(a∗, b∗)) is then applied to relax the rectangular space.
Although this approach produces some improvements in terms of the precision, recall and correlation
metrics in Table 2, these improvements are marginal resulting in a BACC accuracy score of 62%.
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Table 2. Performance comparison of competing approaches to classify vegetation pixels in Mapillary dataset.
Model BACC Pre Rec IoU MCC R2 τ
a∗ 55% 0.33 0.14 0.10 0.15 0.04 0.15
a ∗ b∗ 62% 0.47 0.28 0.21 0.29 0.20 0.28
Random Forest mask 62% 0.48 0.29 0.22 0.31 0.25 0.32
PSPNet (ADE20K) 85% 0.82 0.73 0.63 0.74 0.83 0.76
PSPNet (Cityscapes) 90% 0.66 0.87 0.60 0.72 0.83 0.77
BACC = Balanced accuracy, Pre/Rec = Precision or recall, IoU = Intersection-over-Union (Jaccard index), MCC =
Matthews correlation coefficient, τ = Kendall’s tau. Higher scores in each column in bold.
Finally, the application of PSPNet to Mapillary images is presented. Performance results from
applying this algorithm are available in the two bottom rows of Table 2. The various performance
metrics consistently show a significant improvement in prediction quality compared to the two
previously discussed approaches. For example, the BACC accuracy score is at least 20% higher and the
R2 is over three times higher than that of the RF(a∗, b∗) approach (0.83 vs 0.25). Models using two sets
of weights are compared. The model based on the Cityscapes weights displays slightly better results
over the ADE20K model in terms of accuracy (BACC) and recall. These results may reflect the fact
that Cityscapes was specifically trained to identify features in urban environments, while ADE20K has
a more general purpose.
Figure 7. Illustration of competing vegetation segmentation approaches. Every column corresponds to
the manually annotated output and our three competing approaches. Every row corresponds to a scene
illustrating different types of challenges, respectively: “clearcut” segmentation of vegetation; vegetation in
autumn where green leaves are not present; vegetation in winter with no leaves; vegetation with no green
leaves; and vegetation with lane painted in green. Pixels labelled as vegetation are highlighted in red.
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We also assess the computational performance of the various algorithms. We report two metrics
of processing time per image: Millisecond per image and images per second (Table 3). All our
analyses were performed on a Linux machine with a NVIDIA GeForce GTX 1060 6GB GPU and Intel(R)
Core(TM) i7-8700 CPU @ 3.20 GHz. The results show that while the RF(a∗, b∗) approach is inferior to
PSPNet in terms of segmentation accuracy, it is significantly more efficient in terms of processing time.
This is due to the nature of the bitmap mask, as described in Section 3.1.2, which was implemented
based on highly efficient vectorised code. The RF(a∗, b∗) approach is also more efficient than the
simple L ∗ a ∗ b∗ method based on a∗ and a ∗ b∗ parameters, demonstrating that our generalised
version of the L ∗ a ∗ b∗method is more flexible and efficient. Note that the a∗ and a ∗ b∗ approaches
depend on the same implementation resulting in equal processing times.
Table 3. Computing performance comparison of competing approaches to classify vegetation pixels in
Mapillary dataset.
Model Millisecond per Image Images per Second
a∗ 0.2663 < 1 ms 3755.16
a ∗ b∗ 0.2663 < 1 ms 3755.16
Random Forest mask 0.1959 < 1 ms 5104.65
PSPNetGPU 87.8 ms 11.39
PSPNetCPU 1921 ms 0.52
To better understand the comparative performance of the three competing approaches, Figure 7
displays the segmentation labels produced by each method and those contained in the ground-truth
Mapillary dataset. The a ∗ b∗method has been omitted due to its similarity with RF(a∗, b∗) which is
a marginal improvement over a ∗ b∗. The first row consists of easily identifiable trees, which were
labelled nearly perfectly by the PSPNet model and with some success by the RF(a∗, b∗) and a∗
threshold methods. The second and third rows illustrate one of the main issues with the L ∗ a ∗ b∗
based methods. Green vegetation is less prevalent in autumn and winter months, and color-based only
approaches perform poorly identifying un-leafy trees. The forth and fifth rows highlight another key
limitation of the L ∗ a ∗ b∗methods. This is in distinguishing that not all tree species are green, and not
all green objects are trees. In contrast, the PSPNet model is robust to all these situations, likely due
to its ability to learn beyond the characteristics of an individual pixel and into the structure of the
overall arrangement of pixels as discussed in Section 3.1.3. Further, Figure 8 illustrates the relationship
between the actual percentage vegetation and our predicted percentage vegetation over approximately
10,000 images in the Mapillary dataset.
Taken together, these results evidence the robustness and accuracy of PSPNet loaded with the
Cityscapes pre-trained weights to identify and classify vegetation pixels from street-level images,
although they also show PSPNet is computationally demanding for high throughput applications.
Our experiments reveal the superiority of the neural network approach over the pixel-based techniques
derives from the ability of the neural network to incorporate information on the configuration of values
throughout the image. This feature permits the network to include patterns and shapes across pixels
that provide important information when it comes to predicting vegetation presence. In contrast
pixel-based methods, such as those used as a benchmark in this exercise, cannot incorporate more
information than that contained in a single pixel to generate its prediction. As our results show,
this drawback has important predictive consequences. Additionally, the performance of weights from
Cityscapes is also understandable as the original intention and training focus was on urban scenes.
Having used very similar input data to those used in the context of this experiment, the Cityscapes
weights offer an excellent fit-for-purpose in the context of this paper, as the predictive performance
results suggest. This approach is next applied to derive a hierarchical score to characterize the spatial
distribution of vegetation in urban environments.
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Figure 8. Comparison of actual levels of vegetation with predictions from different approaches.
Horizontal axes display the actual percentage of vegetation; vertical axes contain predicted values by
each approach. Best linear fit (bivariate correlation) is displayed as red lines.
4.2. Area Scores
Once vegetation pixels at the street-level are identified and classified based on PSPNet, hierarchical
scores as described in Section 3.2 can be calculated. To this end, three aspects are considered. First,
a higher geographical level to aggregate pixels from individual image estimates is needed. Lower layer
Super Output Areas (LSOAs) are adopted. They represent the middle layer in the set of statistical
geographies developed by the ONS [62]. LSOAs offer a good compromise between tractability and
spatial resolution. The second aspect involves defining features which may obstruct visibility of
vegetation in GSV images. Extracted using PSPNet, the following categories of pixels are employed:
roads, sky, persons, riders, cars, trucks, buses, trains, motorcycles, and bicycles. Third, an estimation
method is required to recover the αl parameters in the model of Equation (1). For this task, the model
is estimated using restricted maximum likelihood (REML) based on the lme4 R package [63].
Figure 9a presents the distribution of hierarchical scores for LSOAs across Cardiff. As expected,
it shows a marked core-periphery geographical pattern. More densely populated LSOAs in the city
centre display the lowest scores of street-level vegetation ranging from 0 to 0.13, while more peripheral
LSOAs at the city fringe, particularly at the north and northeast, exhibit the highest presence of
street-level vegetation increasing from 0.23 to 0.58. Middle-range scores indicate moderate abundance
of street-level vegetation in intermediate areas.
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(a) Multilevel Model (MLM) Scores
(b) Natural Resources Wales (NRW) Vegetation Presence
(NRW scores)
(c) MLM - NRW score
Figure 9. Comparison of Urban Forest scores. (a): Multilevel Model (MLM) Scores. (b): NRW
vegetation percentage cover scores. (c): the difference between the MLM score and the NRW
vegetation estimates.
To understand systematic differences in the patterns of vegetation coverage across LSOAs based on
our hierarchical score, an ordinary least squared regression model is estimated to assess the relationship
between average street-level coverage and a range of land use classes at the LSOA level. Our hierarchical
score is regressed over the percentage of a LSOA area used for 12 different land use classes: commercial
areas, education, hospitals, burial locations, remnant countryside, formal open space, informal open space,
woodland, high density residential areas, low density residential areas and unclassified land. Data for the
land use classes were obtained from the 2013 NRW urban tree cover study [38].
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The left panel in Table 4 displays the estimates of our regression model. Statistically significant
(p-value < 10%) and positive regression coefficients indicate that LSOAs with large shares of areas
allocated to commercial, education, formal open space, informal open space, low density residential
and unclassified land uses tend to have larger percentages of street-level vegetation cover. Particularly,
coefficients above one reveal that unclassified open land with no development, and low density
residential areas are associated with the largest average shares of street tree coverage. These coefficients
also indicate that a one point increase in the percentage of the LSOA area used for unclassified land
and low density residential buildings is associated with an increase of vegetation coverage of 1.28%
and 1.19% respectively. The nature of vegetation in these areas tends to differ. While uncontrolled
vegetation tends to be abundant in LSOAs with extensive areas of unclassified open land and scarce
building infrastructure, well maintained trees are comparatively more prevalent in LSOAs largely
dedicated to low density residential development. Unsurprisingly, LSOAs primarily used for high
density residential buildings represent the only feature negatively associated with the average of tree
coverage. The corresponding regression coefficient is statistically significant and negative, indicating
that a one point increase in the share of LSOA dedicated to high density residential buildings is related
to a reduced percentage of vegetation cover by 2.12%. In the context of the Cardiff study area, this is
likely due to the prevalence of terraced housing of which building facade is likely to be the most
dominant feature in each street-level image.
Table 4. Regression results.
Variables MLM Score MLM—NRW Score
Coef SE Coef SE
Intercept 0.081 0.011 *** 0.082 0.011 ***
Commercial Areas 0.932 0.391 ** −0.066 0.391
Education 0.855 0.407 ** −0.144 0.407
Hospitals 0.498 0.868 −0.500 0.868
Burial Locations 0.010 0.190 −0.990 0.191 ***
Remnant Countryside 0.357 2.134 −0.646 2.135
Formal Open Space 0.302 0.083 *** −0.697 0.083 ***
Informal Open space 0.364 0.114 *** −0.635 0.114 ***
Woodland 0.411 0.354 −0.588 0.354 ***
High Density Residential −2.616 0.722 *** −3.619 0.722 ***
Low Density Residential 1.191 0.145 *** 0.189 0.145
Transport Corridors 0.718 0.825 −0.280 0.826
Unclassified 1.277 0.262 *** 0.273 0.262
R2 0.587 0.448
Adj. R2 0.561 0.412
Significance level (p-value): *** 1%, ** 5%, * 10%.
As a complement to the study of systematic variation in our scores, they are also compared to
the percentage of vegetation cover extracted from NRW described in Section 2.3. We believe such
analysis can bring an additional layer of reliability to our scores, and improve the understanding of our
model performance analysing areas where differences exist. While our approach measures vegetation
that is visible from a pedestrian’s perspective, the NRW captures vegetation as observed from the sky.
Thus, vegetation measures extracted for particular road segments are likely to differ, as such their
geographical correspondence at the LSOA level is assessed.
Figure 9b shows the spatial distribution of the NRW vegetation percentage cover, and Figure 9c
displays the difference between our hierarchical score and the NRW vegetation estimates.
Positive values (blue) correspond to areas where our hierarchical score displays a higher proportion
of vegetation than the NRW estimate, with negative values (red) indicating the reverse pattern.
The overall pattern is remarkably consistent displaying marginal differences in vegetation scores. Yet,
differences exist, showing two very prominent outliers. These outliers correspond to over-estimations
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of vegetation of our hierarchical score over the NRW vegetation percent cover for two LSOAs in the
north-west of Cardiff. These differences in estimates can be explained by the existence of a small
number of long roads within these wards passing through high-density road-side woodland. Viewed at
street-level, as captured by our score, almost 60% of the visual field is vegetation. In contrast, the NRW
vegetation score measures less vegetation as only part of the aerial images used for calculation is
covered by roads.
Similarly, our score significantly under-estimates vegetation cover compared to the NRW score
in a LSOA in central Cardiff, in the area of Cathays, reflecting high density terraced housing.
At street level, little vegetation is observable and therefore our score measures scarce levels of
vegetation, whereas the NRW percent vegetation cover is higher as it captures backyard garden
trees. Our score also significantly under-estimates vegetation cover in the south-west in the area
of Caerau. This difference highlights an aspect of our estimates that warrants caution, as this area
has an abundance of street-side grass and small trees. While this is captured by street-level imagery,
this form of vegetation covers a small share of overall imagery. By contrast, aerial imagery does a
better job measuring floor-level and miniature trees, suggesting that complementing street-level and
aerial-based approaches would produce a more accurate measure of urban green space in some areas.
To better understand systematic patterns in differences between our hierarchical score and
the NRW vegetation percent cover, an OLS regression model is estimated using these differences
as a dependent variable and the range of land use classes described above. The right panel in
Table 4 reports the results. Negative coefficients reveal that our hierarchical score tends to produce
significantly smaller estimates of vegetation cover in LSOAs with large shares of land used for burial,
formal open, informal open, woodland and high density residential spaces. These differences between
vegetation scores are particularly large for LSOAs comprising extensive high density residential areas.
Differences are amplified by 3.2% with 1% increases in the share of LSOA covered by high density
residential areas. As exemplified by Cathays above, vegetation in LSOAs accommodating large high
density residential areas is generally in backyard gardens and thus is not captured by our street-level
pedestrian view score.
5. Conclusions
Measuring the size, location and distribution of the stock of urban forest is challenging. Data at
a very high degree of spatial granularity is required to accurately achieve this task. This paper
proposes a novel, scalable, automatable and consistent approach to quantify urban trees at the street
level in cities. Our method is based on a semantic image segmentation approach (PSPNet) combined
with a hierarchical multilevel model and street-level imagery. We demonstrated the accuracy of our
approach against a widely-used pixel threshold and a more flexible extension. Our approach is also
validated by estimating a hierarchical tree score to measure tree percentage cover and measuring its
correspondence with high-resolution aerial tree crown cover data. The results show a remarkable
degree of correspondence capturing similar percentages of urban trees per areas.
We argue our street tree vegetation index represents a robust measure of the amount of nature
humans perceive and experience at the street level. It does so by more appropriately capturing tree
cover in areas with large burial, woodland, formal open and informal open spaces where shallow trees
are abundant, in high density residential areas with backyard trees, and along street networks with
high density of high trees, compared to aerial tree cover estimates. We thus argue the methodology
proposed in this paper could form the base to develop research and data products that can inform and
further our understanding of the link between mental health, well-being, green space and air pollution.
We hope future research progresses in this direction as new and open sources of street view imagery,
such as mapstreetview and OpenStreetCam proliferate and improve their geographical coverage.
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The following abbreviations are used in this manuscript:
BACC Class balanced accuracy
GSV Google Street View
LSOA Lower Layer Super Output Area
MCC Matthews Correlation Coefficient
NRW Natural Resources Wales
OLS Ordinary Least Squares
ONS Office of National Statistics
PSPNet Pyramid Scene Parsing Network
RF Random Forest
REML Restricted Maximum Likelihood
FCNN Fully Convolutional Neural Network
CCN Convolutional Neural Network
TP True Positive
TN True Negative
FP False Positive
FN False Negative
LiDAR high-resolution light detection and ranging
DCNN Deep Convolutional Neural Networks
NFI National Forest Inventory
FCN Fully Convolutional Network
SegNet Segmentation Network
DeepLab Deep Labelling for Semantic Image Segmentation
VGG16 Very Deep Convolutional Networks
GoogleLeNet Inception Network
ResNet Deep Residual Learning for Image Recognition
IoU Intersection over Union
Pre Precision
Rec Recall
SS Sum of Squares
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