Abstract: Call-back of nonrespondents is common in surveys involving telephone or mail interviews. In general, these call-backs gather information on unobserved responses, so incorporating them can improve the estimation accuracy and efficiency. Call-back studies mainly focus on Alho (1990)'s selection model or the pattern mixture model formulation. In this paper, we generalize the celebrated Heckman selection model to nonignorable nonresponses using call-back information. The unknown parameters are then estimated by the maximum likelihood method. The proposed formulation is simpler than Alho's selection model or the pattern mixture model formulation. It can reduce the bias caused by the nonignorably missing mechanism and improve the estimation efficiency by incorporating the call-back information.
Introduction
In survey studies involving phone or mail interviews, the first contact may be unsuccessful, leading to incomplete data. If respondents and nonrespondents tend to give different answers to the same questions, the missingness mechanism is called missing not at random (MNAR) or nonignorable (Little and Rubin 2002) . It is well known that with MNAR or nonignorably missing data, a statistical analysis based solely on the respondents may lead to invalid inference. One popular method for handling nonignorable nonresponse is a selection model, for example the Heckman selection model (Heckman, 1976 (Heckman, , 1979 . For more discussion of the analysis of nonignorably missing data see Little and Rubin (2002) .
To improve the estimation precision and testing power, additional calls are typically made if the first contact fails (e.g., Wood et al. 2006; Jackson et al. 2012 ). In surveys, information gained from additional calls is paradata, which is defined to be "data about the process by which the survey data were collected" (Groves and Heeringa 2006) . Survey paradata includes the times that interviews were conducted, the length of the interviews, the number of contacts made with each interviewee or the number of attempts to contact the interviewee, the level of reluctance of the interviewee, and the mode of communication (such as phone, internet, email, or in person) (Taylor 2008) .
In general, additional calls gather information on the unobserved responses. Appropriately using this information can reduce the estimation bias and improve the estimation efficiency. Therefore, call-backs have been used in many surveys, for example in the Asthma Call-back Survey, sponsored by the National Asthma Control Program of the Centers for Disease Control and Prevention. Call-backs were also used in the National Survey of Family Growth (Grady 1981) , the National Comorbidity Survey (Kessler and Waters 2002) , the American Community Survey (Alexander, Dahl, and Weidmann 1997) , and the National Health Interview Survey (NHIS). Motivated by the NHIS example in Section 2, we are interested in incorporating the call-back information to improve the estimation efficiency in regression analysis.
There are two approaches to using call-back information in regression analysis. In the context of selection models, Alho (1990) estimated an informative missing mechanism by modeling the effect of the probability of response at each attempt on the true outcome and related covariates through a logistic regression model. Wood et al. (2006) and Jackson et al. (2010 Jackson et al. ( , 2012 further developed this model. In these selection models, the multiple call-backs provide data on the "continuum of resistance" (Lin and Schaeffer 1995; Daniels et al. 2015) . Another commonly used model for missing data is the pattern mixture model (Little 1993 (Little , 1995 ; it allows for sensitivity analysis Hogan 2000, 2008) . Daniels et al. (2015) proposed a pattern mixture model for the analysis of repeated-attempt designs; it allows the type of sensitivity parameter defined by Hogan (2000, 2008) .
In parallel to the use of call-back information for regression analysis, there have been developments in its use for other purposes. For example, Potthoff, Manton, and Woodbury (1993) proposed a weighting method based on the number of call-backs to Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) reduce nonavailability bias in surveys. Elliott, Little, and Lewitzky (2000) showed that using call-back information potentially improves survey efficiency. Gendall and Davis (1993) used call-back data for market research. Starting from Alho (1990) 's model, Qin and Follmann (2014) proposed a semiparametric maximum likelihood method to estimate the mean of the responses using failed contact attempts to adjust for nonignorable nonresponses; this approach is more efficient than Alho's method. Kim and Im (2014) proposed a propensity score adjustment when there are several follow-ups and used the generalized method of moments to estimate the population total. Other pioneering research can be found in Proctor (1977) and Fuller (1980, 1981) . The Heckman selection model (Heckman 1976 (Heckman , 1979 has been widely used to reduce bias from nonignorably missing data because it provides a simple formulation of the response and missing-data models. In this model, the missing indicator is assumed to be a manifestation of a latent variable that may be associated with some covariates. The nonignorably missing mechanism is found from the correlation between the response and this latent variable, which is simpler than Alho (1990) 's selection model and the pattern mixture model. Furthermore, the Heckman model provides an estimation of the marginal effect of the covariates on the response, so it is easier to interpret than the pattern mixture model. The estimation of the former model is based on a two-step estimation procedure or the maximum likelihood method.
It is challenging to incorporate information about the multiple attempts made to obtain data to improve the estimation accuracy and efficiency of the Heckman model. Few researchers have explored this problem. In this paper, we propose a model formulation that adapts the Heckman selection model (Heckman 1979) to incorporate this information. The basic idea is that, in addition to the response and missing-data models, we build a call-back model and assume that the call-back success indicator is a manifestation of a latent variable. We assume a joint distribution of the response and the latent variables from the missing-data and call-back models, and in this way the nonignorably missing mechanism is incorporated. Tunali (1986) proposed a double selection model that is similar to our call-back model. Actually, our proposed model is different from the double selection model in that if an individual responses, we do not observe the callback information at all. We develop a likelihood-based method for the estimation, and our simulation studies show that it is more efficient than a method based solely on the response and missing-data models. The proposed method is built under a multivariate Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) normality assumption on the joint distribution of the response and latent variables, but we have proved that the estimator of the regression coefficient of interest is robust to the misspecification of the distribution. We emphasize that our method is more flexible than the method of Alho (1990) . In Alho's logistic regression model, the covariate vector and its slope are assumed to be common for all call-backs, but the intercepts are different.
This assumption may be too strong because in some situations, different covariates may affect the probability of different call-backs (see the NHIS example in Section 6), or the effects may be different at different call-backs. Our method weakens these assumptions: it assumes the covariate vector and its slope are different for different call-backs in the call-back models. Furthermore, our method yields a marginal interpretation of the covariate effect. Another advantage is that it can be implemented easily.
The rest of this paper is organized as follows. In Section 2, we introduce the N-HIS example. In Section 3, we introduce the Heckman selection model to model the nonignorable nonresponse and the maximum likelihood estimate of the unknown parameters. In Section 4, we discuss the call-back model for a single call-back, derive the maximum likelihood estimate of the unknown parameters, and study the robustness of the estimate. In Section 5, we evaluate the performance of our method via simulation studies. In Section 6, we apply our method to the NHIS data, and in Section 7 we provide some concluding remarks. In the Supplementary Material, we provide the regularity conditions, detailed derivations, and the extension of call-back model to multiple call-backs.
National Health Interview Survey
Our work is motivated by the NHIS. The NHIS is a cross-sectional household interview survey initiated in 1957. Its main goals are to monitor the health of the US population, and to track health status, health-care access, and progress toward national health objec- 
where β = (β 0 , β τ 1 ) τ is a p × 1 vector of unknown parameters, σ is an unknown parameter, and ϵ 1i is a random error term. It is typically assumed that ϵ 1i ∼ N (0, 1).
In practice, the outcome Y i may be missing nonrandomly, and we let R i be the missing indicator of Y i , which is 1 if Y i is observed and 0 if Y i is missing. The Heckman selection model (Heckman 1979) assumes that R i is a manifestation of a latent variable
where X 2i is a q × 1 vector with the first element being 1 and the remaining q − 1 elements being covariates associated with Z i , γ is a q ×1 vector of unknown parameters, and ϵ 2i ∼ N (0, 1). Specifically, we assume that 
where Φ(x) is the cumulative distribution function of the standard normal random variable. This means that the Heckman model leads to a nonignorably missing mechanism when ρ 12 ̸ = 0, since the missing probability depends on y i . Heckman (1979) introduced a two-step procedure to estimate the coefficients in the response and missing-data models (1.1) and (1.2). Alternatively, one can estimate the coefficients using a likelihood-based method. Note that the likelihood function of the unknown parameters is
where
and
Here ϕ(x) is the probability density function of the standard normal random variable.
Consequently, the log-likelihood of the unknown parameters is
Maximizing (1.4) with respect to β, γ, σ, and ρ 12 , we obtain the maximum likelihood estimators of the unknown parameters:
4 Incorporating call-back information by generalizing the Heckman selection model
In this section, we discuss how to incorporate call-back information by generalizing the Heckman selection model reviewed in Section 3. We further study the consistency of the estimator of β 1 in (1.1) under model misspecification. For convenience of presentation, we assume that there is a single call-back. For multiple call-backs, see the Supplementary Material. 5) and
Call-back model and identifiability
, where X 3i is an r × 1 vector with the first element being 1 and the remaining r − 1 elements being covariates associated with U i . We assume that the error term ϵ 3i ∼ N (0, 1), Corr(ϵ 1i , ϵ 3i ) = ρ 13 , and Corr(ϵ 2i , ϵ 3i ) = ρ 23 . Further, the joint distribution of (ϵ 1i , ϵ 2i , ϵ 3i ) τ is trivariate normal. It is easy to verify that the probability subject i is called back conditional on nonresponse depends on the response Y i if ρ 13 ̸ = 0, leading to the nonignorably call-back mechanism.
Let θ = (β τ , γ τ , ξ τ , σ, ρ 12 , ρ 13 , ρ 23 ) τ denote the p+q +r +4 unknown parameters in models (1.1), (1.2), and (1.5). Throughout the paper, we assume that the components of (1, X τ 1 ) τ , the components of X 2 , and the components of X 3 are respectively linearly independent. Here X 1 , X 2 , and X 3 are the covariates for the response, missing-data, and call-back models, respectively. 
Maximum likelihood method
We now develop the full likelihood function of θ based on the observed data. Note that if
and if R i = 0 and D i = 0, we observe
Therefore, the likelihood function of θ, conditional on all the covariates, is
By (1.3), the first term in the likelihood (1.6) is
The second term in the likelihood (1.6) is
where ϕ 23|1 (t, u; s) is the conditional probability density function of (ϵ 2i , ϵ 3i ) τ given
Hence, ϕ 23|1 (t, u; s) is the probability density function of a bivariate normal random
The third term in the likelihood (1.6) is
where ϕ 23 (t, u) is the joint probability density function of (ϵ 2i , ϵ 3i ) τ , a bivariate normal random vector with mean vector (0, 0) τ and covariance matrix
Combining (1.6)-(1.10) and taking logarithms of the likelihood function, we get the log-likelihood function of θ: 12) where ℓ i (θ) is the log-likelihood contribution from individual i, and
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Note that in the above presentation, we have used ϵ 1i to replace (y i − β 0 − X τ 1i β 1 )/σ for notational convenience. It is important to note that ϵ 1i depends on β 0 , β 1 , and σ.
With the log-likelihood function ℓ(θ) given in (1.12), the maximum likelihood es-
∂θ be the score vector contributed by individual i. For presentational continuity, we have relegated the derivation of S i (θ) to the Supplementary Material. We further define the Fisher information
where θ 0 is the true value of θ. From classical maximum likelihood theory (Serfling 1980) , we have that under the conditions in Proposition 1 and Conditions A1-A5 in the Supplementary Material, the maximum likelihood estimator θ has the following asymptotic property:
in distribution as n → ∞. In practice, J can be consistently estimated by
Consistency under misspecification of error distributions
In this subsection, we investigate the effect on the estimation of the regression coefficients β 1 when the joint distribution of (ϵ 1i , ϵ 2i , ϵ 3i ) τ is misspecified, but the linear
We show that the maximum likelihood estimator β 1 of β 1 is consistent under the condition that X 1i is independent of X 2i and X 3i , even when the joint distribution is misspecified.
Suppose the true model for 14) where the joint cumulative distribution function of (w 1i , w 2i , w 3i ) τ is H (s, t, u) . 
where E T indicates that the expectation is with respect to the true distribution (1.14) of
In the following, we argue that β * 1 = β T 1 when X 1i is independent of X 2i and X 3i . We follow the procedures in He and Lawless (2005) . The key step in the argument is that when 15) no matter what the values of the other parameters. Without loss of generality, we assume that X 1i has mean 0 and that all the expectations below with respect to (X 1i , X 2i , X 3i )
exist.
Note that
From the true and working models for Y i , we have
which implies that
does not depend on X 1i . Note that by the law of total expectation,
Next we argue that when
pends on X 2i and X 3i , but not on X 1i . This claim together with E(X 1i ) = 0, (1.17), and the condition that X 1i is independent of X 2i and X 3i implies (1.15).
Let
which does not depend on X 1i . Then
Let H 2|1 (t|s) be the conditional cumulative distribution function of w 2i given w 1i = s andH 2|1 (t|s) = 1 − H 2|1 (t|s). By the law of total expectation, it can be verified that
} ,
; θ) depends only on X 2i and ϵ 1i , and X 1i is independent of X 2i , X 3i , and ϵ 1i , we have
which is a function of X 2i only. Hence,
) is a function of X 2i and X 3i
only. This completes the proof of (1.15).
Note that (1.15) means that is independent of X 2i and X 3i . If the dependence between X 1i and (X 2i , X 3i ) is not too strong, our method does not provide substantially biased results, as we will see in Section 5. For more discussion, see He and Lawless (2005) .
We now derive the asymptotic distribution of β. From the results of White (1982), under Conditions B1-B6 in the Supplementary Material, we have
In practice, we can estimate the covariance matrix Γ −1
1 , where
The estimated covariance matrix of β is the upper p × p sub-matrix of Γ −1
1 . Alternatively, the standard errors of β can be calculated by using the nonparametric bootstrapping method (Efron 1979) .
Simulation Studies
In this section we perform simulation studies to compare five methods for estimating β in the response model (1.1):
• our estimator, i.e., β, which uses the information from the response, missing-data, and call-back models (1.1), (1.2), and (1.5), and is referred to as the "proposed" method;
• the estimate β, which uses the information from the response and missing-data models (1.1) and (1.2), and is referred to as the "Heckman-1" method; in this method, we only use the information for R and do not use the information for D;
• the estimate β, which uses the information from the response and missing-data models (1.1) and (1.2), and is referred to as the "Heckman-2" method; in this method, we combine the information for R and D and create a new missing indicator K = 1 if R = 1 or D = 1 and 0 otherwise, and we apply K in (1.2) instead of R;
• the ordinary least square estimate of β based on model (1.1) and the complete-case data (i.e., R i = 1), which is referred to as the "cc-OLS-1" method;
• the ordinary least square estimate of β based on model (1.1) and the complete-case data (i.e., K i = 1), which is referred to as the "cc-OLS-2" method.
In the following simulations, we posit the covariates
We consider five scenarios with correctly and incorrectly specified models to evaluate the robustness of our method.
Scenario I: correctly specified model. Specifically, for i = 1, . . . , n,
are generated from the following models:
In this scenario, we posit ρ x12 = 0.5, and ρ x13 = 0.3.
To study the robustness of our method, we consider the following scenarios where the distribution of the error terms is misspecified:
(1.18) with (ϵ 1i , ϵ 2i , ϵ 3i ) τ following a multivariate t distribution with mean 0, the covariance matrix Σ in (1.19), and 3 degrees of freedom. Further, we posit that X 1i is independent of (X 2i , X 3i ) by assuming ρ x12 = 0 and ρ x13 = 0.
Scenario III: misspecified distribution with X 1i being dependent on (X 2i , X 3i ), assuming ρ x12 = 0.5 and ρ x13 = 0.3. Specifically, for i = 1, . . . , n,
are generated from (1.18) with (ϵ 1i , ϵ 2i , ϵ 3i ) τ following a multivariate t distribution with mean 0, the covariance matrix Σ in (1.19), and 3 degrees of freedom.
Scenario IV: misspecified distribution with X 1i being dependent on (X 2i , X 3i ),
with (ϵ 1i , ϵ 2i , ϵ 3i ) τ following a multivariate t distribution with mean 0, the covariance matrix Σ in (1.19), and 3 degrees of freedom. In this scenario, we posit ρ x12 = 0.5 and ρ x13 = 0.3.
Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) Scenario V: misspecified distribution with X 1i being dependent on (X 2i , X 3i ), assuming X 1i = X 2i = X 3i (i.e., X 1i overlaps with (X 2i , X 3i ) completely). Specifically, for i = 1, . . . , n, (Y i , Z i , U i ) are generated from
with (ϵ 1i , ϵ 2i , ϵ 3i ) τ following a multivariate t distribution with mean 0, the covariance matrix Σ in (1.19), and 3 degrees of freedom. The results for Scenario I are summarized in Table 1 .1. Note that in Scenario I the model for (ϵ 1i , ϵ 2i , ϵ 3i ) τ is correctly specified for all five methods. The proposed and two Heckman methods yield consistent estimators, but two cc-OLS methods yield biased estimators. Our estimate is more efficient than both Heckman estimates, and the Heckman-2 estimate is more efficient than the Heckman-1 estimate. As the missing proportion increases, i.e., ξ 0 = ξ 1 decreases, the efficiency gain of our method increases.
The results for Scenario II are summarized in Table 1 .2. Note that in Scenario II the model for (ϵ 1i , ϵ 2i , ϵ 3i ) τ is misspecified for all five methods, and X 1i is independent of
In this scenario, all methods yield small biases for β 1 , but our method yields the smallest MSE in all combinations.
To study the robustness of our method when X 1i is dependent on (X 2i , X 3i ) under the misspecified model of (ϵ 1i , ϵ 2i , ϵ 3i ) τ , we consider Scenarios III, IV and V. The re- sults for Scenario III are summarized in Table 1 .3. Note that in Scenario III the model for (ϵ 1i , ϵ 2i , ϵ 3i ) τ is misspecified for all five methods, and X 1i is dependent on (X 2i , X 3i ).
Corr(X 1i , X 3i ) = 0.3. Our method and two Heckman methods yield smaller biases Table 1 .2: Bias, standard deviation, and mean square error for five estimates of (β 0 , β 1 ) in Scenario II, in which the model for (ϵ 1i , ϵ 2i , ϵ 3i ) τ is misspecified for all five methods, and X 1i is independent of (X 2i , X 3i ) The results for Scenario IV are summarized in Table 1 .4. Note that in Scenario IV the model for (ϵ 1i , ϵ 2i , ϵ 3i ) τ is misspecified for all five methods, and further X 1i is Table 1 .3: Bias, standard deviation, and mean square error for five estimates of (β 0 , β 1 ) in Scenario III, in which the model for (ϵ 1i , ϵ 2i , ϵ 3i ) τ is misspecified for all five methods, and X 1i is dependent on (X 2i , X 3i ) dependent on and overlaps with (X 2i , X 3i ). Here X 1i = (X 1i ), X 2i = (1, X 1i ) τ , and
Our method still yields the smallest MSE for β 1 in all combinations.
The results for Scenario V are summarized in Table 1 .5. Note that in Scenario V the model for (ϵ 1i , ϵ 2i , ϵ 3i ) τ is misspecified for all five methods, and further X 1i is dependent Table 1 .4: Bias, standard deviation, and mean square error for five estimates of (β 0 , β 1 ) in Scenario IV, in which the model for (ϵ 1i , ϵ 2i , ϵ 3i ) τ is misspecified for all five methods, and X 1i is dependent on and overlaps with (X 2i , X 3i ) partially on and overlaps with (X 2i , X 3i ) completely. Here X 1i = (X 1i ), X 2i = (1, X 1i ) τ , and
Our method and two Heckman methods yields smaller biases than two cc-OLS methods, and our method still produces the smallest MSE for β 1 in all combinations. Table 1 .5: Bias, standard deviation, and mean square error for five estimates of (β 0 , β 1 ) in Scenario IV, in which the model for (ϵ 1i , ϵ 2i , ϵ 3i ) τ is misspecified for all five methods, and X 1i is dependent on and overlaps with (X 2i , X 3i ) completely In summary, our method can reduce the bias caused by a nonignorably missing mechanism and yield more efficient estimates than the Heckman model. Furthermore, although our method is built under the normal distribution, the estimate of β 1 is robust to the misspecification of the distribution, even when the condition that X 1i and (X 2i , X 3i ) are independent does not hold.
Application to NHIS data
In this section, we apply our method to the NHIS data. We conduct a two-step preliminary analysis to select the important covariates in models (1.1), (1.2), and (1.5). In the first step, we fit the Heckman models (1. Next, we fit the regression, missing-data, and call-back models (1.1), (1.2), and (1.5) with the selected covariates using the proposed method. We also present the Heckman-1, cc-OLS-1, Heckman-2 and cc-OLS-2 results for comparison. Tables 1.6 and 1.7 report the response models, missing data and call-back models. The significance of ρ 12 and ρ 13 indicates that the nonignorably missing mechanism is reasonable.
Our method, the Heckman-2 and cc-OLS-2 methods yield similar estimates for the response model. This may because that the degree of nonignorable missingness is not too strong (the estimates of ρ 12 and ρ 13 are small), which is consistent with the observations of the simulation studies. All methods indicate that FHI cost is positively associated with medical costs, while family income is negatively associated with medical costs.
The covariate vectors for the missing-data (first response) and call-back models are different, indicating that the method of Alho (1990) is not appropriate for this data analysis. Although both the missing-data and call-back models indicate that the nonignorably missing mechanism is reasonable, the dependence of the response probabilities on the outcome is different. Figure 1 .1 plots the dependence of the response probabilities on the outcome for the first-response and call-back models; the other covariate values are replaced by their sample means. Both plots indicate that the response probability decreases as the medical cost increases. When the medical cost is not extremely high (for example, below $3000), the rate of decrease is lower for the probability of first response and higher for the probability of call-back success. This also indicates that the method of Alho (1990) is not appropriate, since Alho's method assumes a common effect of the outcome on the response probability.
In the missing-data model, the poverty ratio is negatively associated with the probability of first response; and the number of family members with limitations is positively associated with the probability of first response, but the significance is moderate. In the call-back model, the number of family members with limitations is positively associated with the probability of call-back success, while FHI cost is negatively associated with the probability of call-back success. 
Conclusions and Discussion
We have proposed a likelihood-based method that incorporates call-back information and reduces the bias caused by the nonignorably missing mechanism. It is based on an adapted Heckman selection model. The missing-data and call-back indicators are assumed to be manifestations of latent variables, and the nonignorably missing mechanism is incorporated via correlations among these latent variables. The proposed method has a simple formulation, but it can reduce the bias and improve the estimation efficiency.
We have proved that, under some conditions, the coefficient estimator of the response model is robust to the misspecification of the error distribution. Simulation studies have demonstrated that the method performs well under different scenarios.
In the Heckman selection model, the response and latent variables are assumed to follow a multivariate normal distribution. Marchenko and Genton (2012) extended the normality assumption to the t-distribution. The derivation is tedious, but our method can easily be extended to the t distribution by assuming that the response and latent variables follow a multivariate t distribution. We leave this to future research.
In this paper, we mainly discussed how to incorporate single call-back information by generalizing the Heckman selection model. In applications, there may be multiple call-backs. Our methods can be easily extended to this situation. We refer to the Supplementary Material for more details.
