Abstract-Mobile ad hoc networks (MANETs) are faced with various security challenges emanating from malicious attacks. Their dynamic nature make nodes more vulnerable to attacks from either malicious nodes or intruders since there is no fixed infrastructure resulting in each node acting as router to transmit data. Currently, several solutions have been proposed and implemented in different ways aimed at eliminating or reducing these malicious attacks. However, the attacks still persist. Therefore, this paper proposes an efficient security mechanism based on machine learning as a solution that detects and identifies malicious attacks in real-time basis by classifying packets data as either normal or abnormal. To achieve this, we conducted experiments using logistic regression (LR) and a support vector machine (SVM) to choose the best predictive model utilizing the Iris data set. The results obtained show that LR performed better than SVM with an accuracy of 100% detection rate. Thus, LR is better suited for the identification of malicious attacks in MANETs. Furthermore, we proposed and designed a framework to detect malicious attacks in real-time in MANETs based on packet behavior using the LR model and the components were presented. We believe that, if this framework is implemented in MANETs, it could go a long way to reduce the rate of attacks in the infrastructure less network.
I. INTRODUCTION
In recent years, research in the network paradigm called mobile ad hoc networks (MANETs) has received significant attention dominated by security challenges. MANET is an independent collection of mobile nodes characterized as dynamic, self-configuring and selfdeployable that can communicate with each other without any central supervision [1, 2] . MANETs are wireless communication technology in which nodes communicate with each other without the need of a fixed or physical infrastructure regardless of the geographical location. This is made possible because each node acts as a router to facilitate the transmission of data from the source to the destination. Thus, due to their ad hoc or dynamic nature, a fixed infrastructure like a base station is needless. Moreover, having a strict layered architecture in MANETs exacerbates the ability to meet up with the dynamics of a wireless network setting and the absence of a central control point makes the networks more vulnerable to security or routing attacks compared to other networks [2] . According to Yang et al. [2] , MANETs are more prone to security attacks because they have unique features such as open network architecture, shared wireless medium, and stringent power constraints. Moreover, Kumar [3] , added that the dynamic and topological nature of the network may change rapidly and unpredictably overtime and such dynamic nature and mobility of nodes makes a MANET network vulnerable to attacks. Karpijoki et al. [4, 5] also stated that attacks on MANETs may include actions such as dropping or amending packets, or gaining substantiation or authorized access by inserting forged packets into a data stream, having their effective output compromised for features like changing topology, restricted battery power, lack of centralized control and unreliability. Furthermore, Zhou [6, 7] reported that the dynamic nature of the network topology has attracted many different application areas such as military tactical networks, wireless sensor networks, and many others. These applications however, have in turn introduced some design issues and challenges that need to be addressed.
Nevertheless, for a network to be secured, it has to meet the requirements for secured protocols to ensure that the confidentiality, availability, authenticity and integrity of the network is preserved. Hence, MANETs have to meet such requirements. Currently, several solutions have been proposed, developed and deployed which are either preventive or detective in nature [17, 18, 19, 20, 21] . Yet, MANET is still faced with the never-ending routing attacks. Therefore, this paper proposes a detective approach using machine learning (ML) as an efficient and viable solution. Our approach is to supplement the Copyright © 2019 MECS I.J. Computer Network and Information Security, 2019, 1, 1-10 approach in [17] . It involved detecting and identifying compromised nodes or packet dropping nodes in MANETs so that mitigation action can be taken early to prevent compromising the confidentiality and integrity of transmitted data. We used Iris data set [31] on two ML algorithms of support vector machines (SVM) and logistic regression (LR). The objective is to determine the more effective and efficient algorithms in the detection of intrusions or malicious attacks in MANETs. We utilized two metrics: packet delivery ratio (PDER) [17] and packet modification and misroute rate (PMMR). The results obtained show that LR performed better than SVM in terms of detection accuracy. The results allowed us to design a MANET intrusion detection framework based on LR model to detect malicious attacks or compromised nodes using learned information. The rest of the paper is organized as follows: Sect. II presents security issues in MANETs, Sect. III discusses relevant related works, Sect. IV presents an overview of machine learning, Sect. V is the research methodology used and Sect. VI present the results and analysis. Sect. VII is the result discussions, Sect. VIII presents the proposed compromised nodes identification framework, Sect. IX presents the validity threats and Sect. X is the paper conclusion.
II. SECURITY IN MANETS
Security is one of the most key components for basic network functioning such as packets and routing protocols. The performance of a network can be disrupted when crucial security measurements are not taken into account when designing sensitive applications. This is the position MANETs found itself since early routing protocols failed to take into account several security measures. In particular, MANET has a strict layered architecture which has been found inept in coping with the dynamics within the wireless network environment. Thus, a single layer alone cannot handle security issues in isolation and consequently, MANET is vulnerable to several security attacks such as denial of service (DoS), black hole, gray hole, worm hole, flooding, impersonation, routing table runoff, packet modifying, selfish node and so on [17, 18, 20] . Furthermore, several methods have been adopted to solve the various attacks, nevertheless, these attacks are still at large due to the dynamic nature of the MANETs. Thus, it is vital and crucial that effective security countermeasures have to be adopted that take the wireless nature and dynamic changing topology of MANETs into consideration. To provide secure network communication in the network layer where attacks take place, there are security requirements that need to be addressed to ensure secure packet transmission such as confidentiality, availability, authentication, integrity and non-repudiation [8, 9, 10, 11] .
III. RELATED WORKS
As stated in the sections above, MANETs are faced with a series of security challenges that come in different patterns due to recent technological advancements. However, several improvements have also been made in MANETs over the years [3, 4, 5, 6, 7, 12 13, 14, 15, 16] . Unfortunately, these improvements are yet to produce a secure and efficient nature of MANET mobile devices. Consequently, it can be concluded that there are other security loopholes that are still lacking to secure MANET. Some of these solutions are discussed as follows:
Patel et al. [17] proposed an SVM for the detection and identification of packet dropping nodes in MANETs. SVM was used to categorize activities as either normal or malicious. The technique was implemented with ad hoc on-demand vector (AODV) routing protocol and the method was evaluated by the use of metrics namely PDER, packet modification rate (PMOR) and packet misroute rate (PMISR). In a similar work, Sukla et al. [18] proposed the technique of addressing the problem of packet forwarding misbehavior and proposed the mechanism to detect and remove two types of attacks: black hole and grayhole attacks that exhibit packet forwarding misbehavior. The method employed the technique of finding the chain of nodes cooperating misbehaviors which drop an important fraction of data packets. The study developed an algorithm to detect these attacks. Also, Nikos et al. [19] , projected a two-phase detection technique to identify unauthorized nodes and compromised nodes for a specific service in MANET. This approach is enabled with the operations of the network that can be found in both link and network layers. Zero knowledge techniques were utilized to identify nodes which are not based on encryption algorithms that are either symmetric or asymmetric. Furthermore, Jhaveri et al. [20] used AODV to detect black and grey hole attacks on nodes. In this case, the sender node checks through the routes available to find out whether the received destination for its message is not damaged. To avoid any of the malicious node that might disrupt the transmission, the sender will have to broadcast a "check" and provide a destination message reply that would pursue the same route requested. Shila et al. [21] introduced an approach to investigate selective forwarding attack, gray hole in the wireless network using an algorithm based on routing AODV. The algorithm consisted of a phase's counter-threshold, the technique that uses a detection threshold and the data packet counter to detect the attacks, and also query-based on acknowledgement of the intermediate mobile nodes to localize adversaries. In relation to the above discussed methods, our approach is an extension of the approach of Patel et al. [17] . To this end, we utilized LR to efficiently detect or identify compromised nodes in MANETs.
IV. MACHINE LEARNING OVERVIEW
ML gives the computer the ability to learn and adapt on the logical, binary and other operations that gathers information from a set of examples [22] . It is a powerful collection of techniques used for data mining and knowledge discovery. designing efficient and accurate prediction algorithms. ML requires the notion of sample complexity to measure and evaluate the sample size for the algorithm and learn different families of concepts [23] . There are several ML algorithms that exist such as SVM and LR. The choice of these algorithms is based on the fact that they have been widely used in the construction of predictive models in both networks and non-networks setting as well as their predictive capability and accuracy. They have used for intrusion detection such as in [17, 21] and so on. SVM is a supervised learning algorithm that can be used for both classification and regression challenges [24] . It belongs to a class of kernel functions rooted in the statistical learning theory and structural risk minimization [25] . The SVM technique is considered as one of the best linear classifiers that improves robustness and is not sensitive to the scarcity and correlation of characteristics of data compared to other classifiers. On the other hand, LR is a regression method that is used to make predictions based on a dependent variable [26] . In LR, the maximum likelihood ratio or estimation is used to determine the statistical significance of the training samples. This model is widely used in cases where predictions such as the presence or absence of characteristic or where the result is based on the values of set of predictor variables [27] . LR model is made up of predictors that are continuous and categorical, consisting of the binomial possible type of dependent variable that can accept only two values "0" and "1".
In this paper, SVM and LR will be used as classifiers to identify which model is more effective in the detection of a compromised node based on their performance.
V. METHODOLOGY
The methodology utilized in the selection of a predictive model in MANETs based on packets behaviors is captured in Fig. 1 . 
A. Model Parameters
The model parameters are given in terms of the variables utilized: dependent and independent. The independent variables are the MANET packets data (x i ) in the form of metrics such as PDER and PMMR which are inputs to the models. These metrics were employed in [17] to analyze the behavior and performance of each node in the network. However, in [17] , PMMR were known as PMOR and PMISR metrics. We utilized them to determine the effectiveness of the models based on classification accuracies. Their computation is as follows:
.
No of packets transmitted Total no of incomming packets PDER
 (1) . / .
No of packets modified misrouted
Total no of incomming packets PMMR  (2) In equation 1 and 2, the larger the number of PDER the better the performance of the mobile node. PMMR, shows changes observed in the packet content due to attacks during transmission. It could be done accidentally or intentionally to some of the network nodes. It can also be as a result of nodes sending packets to wrong destinations during communication. These metrics will be used to evaluate the performance of LR and SVM. The dependent variable are the values to be predicted. They include the targets (y i ) of MANET data in which class's value depends on the metric (x i ). The dependent variable outcome can account for dichotomous variables solutions that allow the results to be classified as intrusion or nonintrusion. In this paper, our model will classify MANETs packets as normal or abnormal packets.
B. Model Construction
This section presents the construction of the models: SVM and LR.
Support vector machine:
For the SVM model, consider the problem of separating MANET packets data into two separate classes' normal and abnormal packets. The equation is of the form:
where f is the function that forms the separation of the two classes, and x represents the real valued ndimensional input pattern of metrics (PDER and PMMR) of packets data and n denotes the subsets of MANET data, w is an orthogonal dimensional vector or weight vector that is to be computed by SVM convex optimization [28] and b is a bias term used to identify the perpendicular of a distance from the origin to the hyper planes. Logistic regression: LR is given by:
Where the independent variables in tϵℝ denotes the metrics (PDER and PMMR), where ℝ denotes the real numbers. Dependent variable f(t) may denote either the "normal packet" or a binary "0", or "abnormal packet" or binary "1". Thus, f (PDER and PMMR) = "0" or "1" representing "Normal" or "Abnormal" respectively. However,
Where t denotes the linear combination of the metrics and coefficients. 0  denotes the y intercept (the value of the criterion when the metric is equal to zero).
And,
Where f(x) is the probability of the classes denoted as Normal or Intrusion and x i  is the regression coefficient.
C. Evaluation and Data Description
Model evaluation: To evaluate the performance of the models constructed, we employed cross validation and confusion matrix. Cross validation is a statistical method which compares and evaluates the learning algorithms by dividing the data set into two segments: a training set and a test set [30] . To evaluate both SVM and LR models using cross validation, we used the training set to train the models while the test set evaluates or validate the models. We employed the k-folds cross validation. Confusion matrix is used to evaluate the performance of the models constructed. It is an error matrix which summarizes prediction results on a problem of the classification in a table [29] . Thus, a confusion matrix will be used to compute the number of correct and incorrect predictions for MANET packet data. Parameters to be computed are the accuracy, sensitivity, specificity, precision, false positive (FP), false negative (FN), true positive (TP), true negative (TN) and miscalculation. These parameters will be used to assess the performance of SVM and LR models in both training and testing. Each row in the matrix represents the actual conditions of MANET data instances while columns denote the predicted conditions of MANET data, which compares the performance of SVM and LR algorithms.
Data description:
In order to build the models, we used historical data that has been widely used for classification and regression analysis [24, 31] . Albeit it is not related to MANETs, it has been used for typical test cases of many statistical classification techniques in ML that include SVM, LR, Bayes' networks and so on. We used the Anderson's Iris data set obtained in [31] to quantify the structure of the iris flowers of three related species: Iris setosa, Iris virginica, and Iris versicolor. The data set contains 150 observations with 50 samples for each species of Iris and 4 features measured in centimeters: namely, the length and width of the sepal and petal. The dataset is also widely used for cluster analysis since it contains two clusters that are easily separated.
Based on the metrics employed: PDER and PMMR, the following manipulation were carried out on the two classes of the Iris which are the Iris setosa (50) The given prepared metrics, will serve as input to the SVM and LR models.
VI. RESULTS AND ANALYSIS
This section present the results of the classification performed using the selected ML algorithms as well as PDER and PMMR as metrics to evaluate the performance of the models. The models were simulated using Pycharm -Python. Each model was computed using three iterations. Table 1 . SVM Performance
Evaluation Parameter
Step 1 (%)
Step 2 (%)
Step 3 (%) 
A. SVM Analysis
This subsection presents of the classification results of SVM model. Table 1 presents the information captured or collected randomly using the confusion matrix. It shows information about the performance of the SVM in the classification of MANETs packets as either normal or abnormal when delivered or modified in the network. Fig.2 shows the scattered plot. The indication of the results is that SVM algorithm produced an optimal separating hyperplane or a decision boundary between the two classes of MANET packet data.
The separation is based on the linear classifier method which is also based on a linear kernel function. SVM performed excellently in the classification without misclassification. The indication is that, when MANET packet data is transmitted in the network, the number of packet data received were correctly classified in real-time as either normal or abnormal. This is very important because knowing early when a node is compromised is critical to mitigating the situation before posing a real threat to the network and confidential information.
B. LR Analysis
LR provides knowledge of the relationships and strength among the MANET packets data travelling in the network. The classification result is presented in a scatter plot shown in Fig. 3 . LR produced an excellent classification of MANETs packets data based on their category by learning from the delivered packets data. Table 2 shows the performance parameters obtained from the confusion matrix with a high accuracy in all the rounds. The indication is that MANETs packets delivered were classified correctly as normal or abnormal. That is, intrusion or degradation on the network performance or incorrect routing information were properly identified. Table 2 . LR Performance
Evaluation Parameter
Step 3 
VII. DISCUSSION
In the above subsections, we presented the results obtained from the SVM and LR models using MANETs packet data. The objective is to identify the best performing model in terms of high accuracy and detection rate with low false alarm for communication and deliverance of MANET data packets in the network. Shown in Table 1 and Table 2 are the performance results of SVM and LR respectively. The results in Table 2 indicate that the rates or percentages of accuracy in the classification for "normal" MANET packet data by LR were excellently high in all the iterations as compared to the SVM model results in Table 1 . In LR, the classification accuracy remained constant at 100% despite the increases or decreases in the percentage of true positive and true negative. This shows that, increase in the percentage of "normal" MANET data packets resulted in a decrease in the percentage of "abnormal" packets detected in the network. The rationale is that, the learning ability of "abnormal" packets data was negatively impacted since the amount of attack data to be learnt were insufficient. On the other hand, the high percentage of "normal" MANET packets data enhanced the learning process to understand more actual packets behaviour that is normal. Moreover, in Table 2 the parameters: FP, FN and misclassification were all 0% which indicates the low false alarm rate of the LR model.
In Table 1 , SVM presented a predictive accuracy rate of 92% on the average as compared to 100% of the LR algorithm. The indication is that, it was difficult for the SVM algorithm to detect or identify all attacks on MANET packets which was not the case in LR. In a nutshell, from results shown in Table 1 and Table 2 , it is convincingly clear that LR algorithm has the higher predictive accuracy in the classification of MANET packet data into "normal" and "abnormal" packets. LR also maintained consistency with the average of 100% in terms of precision, specificity, sensitivity, misclassification, and FP rate as computed in the confusion matrix. Thus, LR outperformed the SVM algorithm with detection capability of 100% accuracy for MANET packets. To this end LR model is chosen for usage in the design and development of MANET intrusion detection framework based on packets behavior. 
VIII. PROPOSED COMPROMISED NODE IDENTIFICATION FRAMEWORK
This section presents the proposed framework for predicting or identifying compromised nodes in MANET using the chosen ML algorithm -LR prediction model. The framework is provided with a regression method that is used to make probabilistic predictions based on classification analysis [32] . The model is integrated into the MANET which will accept packets as inputs and will be classified as "normal" and "abnormal" packets. The choice of LR stemmed from its high predictive power or predictive accuracy in the classification of MANET packet data during the training and testing as well the consistency it maintained in its good performance.
The framework is shown in Fig. 4 . The framework operates by using historical data as training to provide the knowledge about the relationships and strengths in MANET packets data travelling in the network. For predictions regardless of the network characteristics, LR predicts or classifies the MANETs packets data based into their category by learning from the trained data. The components of the framework are discussed as follows:
A. The Network
This malicious attack detection framework is incorporated into the MANET as shown in Fig. 4 having several nodes. Each node in the MANET will receive and send a number of mobile packets when communicating with other nodes. The packets sent and received by each node is computed as PDER and PMMR in the network. They constitute the important measures used in the computation of packets' delivery and modified rates. Thus, PDER and PMMR will be used to identify if an intrusion occurs in the network or not as well as which node is compromised.
B. The Predictive Model
The LR model in the framework is the engine room that will automatically identify in real-time whether an intrusion occurred or not. The LR model is built using the trained data which are MANET historical packets data. The inputs are the MANET packet data computed as PDER and PMMR. Based on the trained data, once packets (PDER and PMMR) are received in the nodes, they are sent to the LR model to fit the model. The model operates by learning from the trained information to classify the packets according to their category: "NORMAL" or "ABNORMAL" packets. However, to construct the model using the data set (Iris) collected, Table 3 shows the descriptive statistics of the data, Table  4a and Table 4b shows the parameters for the two possible models, LRM1 and LRM2 constructed using the SPSS tool. We computed the LR parameter for LRM1 and LRM2 using (1) enter method and (2) Moreover, the classification results for the LRM1 and LRM2 are summarized in Table 5 and the predictors for each model are shown in Table 6 . Therefore, based on Table 6 , the LR or predictive model for intrusion or malicious attack detection in the MANET can be formulated as follows:
For LRM1, the model is: The choice of any of these models, LRM1 and LRM2 will depend on the value of the R 2 and the log likelihood statistics. For prediction, based on the threshold or cut-off value of 0.5, packets are classified as:
The overall algorithm is shown on Table 7 .
As shown in Table 7 , "authentic node" means that the node is not compromised in anyway in the network. 
C. Data Collector
This is the receiver of the output of the LR model once the MANET packets are classified into two classes: normal or abnormal. The classified data are then taken for decision making and storage in the data for reuse when needed.
D. Data Store
MANET data predicted or classified as "normal" and "abnormal" are stored in the data store for reuse as input for training the model in future.
E. Decision Making
Once the LR model output is received, decision can be made as to which node was compromised or not. This will then be followed by a mitigation action to identify the source of the attacks and steps taken to guard against further malicious attacks in the network that will compromise the integrity and confidentiality of information.
IX. VALIDITY THREATS
There are several threats that could invalidate the results analyzed and reported in this paper. As discussed in earlier sections, the Iris data PDER and PMMR packets rate of MANET might affect the predictive capacity of the ML algorithms. Also, there might be other suitable metrics better than PDER and PMMR that we did not see or utilize in this paper. Thus, we cannot generalize the results report in this paper to intrusion detection in MANETs. However, we are confident that the approach and the framework discussed in this paper will produce a high accuracy in the detection of malicious or intrusion attacks in the MANETs if adopted.
X. CONCLUSIONS
MANET is an infrastructure less and self-organizing network. This characteristic makes MANETs vulnerable to various types of attacks such as DoS, gray hole, worm hole, black hole and other attacks which may compromise the confidentiality and integrity of information transmitted in the network. In this paper, we have presented and discussed the results obtained from SVM and LR models built using MANETs network packet data. The objective was to identify the best predictive model in the detection of malicious attacks in MANET based on packets behaviour. That is, a model with high accuracy and detection rate with low false alarm for communication and deliverance of MANET packets in the network. The results obtained shows that LR outperformed SVM with a predictive accuracy of 100% while SVM showed 92%. The indication is that the SVM algorithm had difficulty in identifying or differentiating between "normal" and "abnormal" MANET packets. LR also maintained consistency in terms of precision, specificity, sensitivity, misclassification and FP rates. Based on these results, we proposed and designed a framework to detect malicious attacks in MANETs using the LR model. The components of the model and function were presented. Thus, based on its mode of operation, if adopted for use in the MANET environments, it could go a long way to help reduce the number of attacks and vulnerabilities faced by MANETs. Moreover, the future work is to implement the idea discussed in this paper in a real-world MANET network in order to assess its effectiveness and performance.
