The energy level statistics of the Hubbard model for LϫL square lattices (Lϭ3, 4, 5, 6 ) at low filling ͑four electrons͒ is studied numerically for a wide range of coupling strength. All known symmetries of the model ͑space, spin, and pseudospin symmetry͒ have been taken into account explicitly from the beginning of the calculation by projecting into symmetry-invariant subspaces. The details of this group theoretical treatment are presented with special attention to the nongeneric case of Lϭ4, where a particular complicated space group appears. For all the lattices studied, a significant amount of levels within each symmetry invariant subspaces remains degenerated, but except for Lϭ4 the ground state is nondegenerate. We explain the remaining degeneracies, which occur only for very specific interaction-independent states, and we disregard these states in the statistical spectral analysis. The intricate structure of the Hubbard spectra necessitates a careful unfolding procedure, which is thoroughly discussed. Finally, we present our results for the level spacing distribution, the number variance ⌺ 2 , and the spectral rigidity ⌬ 3 , which essentially all are close to the corresponding statistics for random matrices of the Gaussian ensemble independent of the lattice size and the coupling strength. Even very small coupling strengths approaching the integrable zero coupling limit lead to Gaussian ensemble statistics, stressing the nonperturbative nature of the Hubbard model. ͓S0163-1829͑97͒02613-1͔
I. INTRODUCTION
The behavior of strongly correlated electronic systems remains a central problem in contemporary condensed matter physics. Several years of intense studies have made it clear that the necessary theoretical skills and tools to deal with strongly correlated fermion systems are lacking ͑see, e.g., the recent reviews by Dagatto 1 and Lieb 2 ͒. Many exotic schemes have been invented to accommodate a suitable theoretical framework, but the development of a predictive general theory does not seem to be in sight. In this state of affairs the importance of performing numerical calculations of the ground-state properties and the energy spectrum of a given many-body Hamiltonian has grown. Computational results can lead to the acceptance or rejection of the proposed analytical models, and they can guide the development of new analytical approaches.
In the Hubbard model and related models one important parameter is the filling . Much work has been devoted to the high-density case near half filling, since it is believed to be relevant for high-temperature superconductivity, 1, 3 but also the low-filling regime is of interest; e.g., it plays an important role in theoretical studies of the breakdown of Fermi liquid theory in two dimensions ͑2D͒. 4 In this paper we present a numerical study of the two-dimensional Hubbard model at the low-filling regime Ͻ0. 25 , a regime where the calculation is tractable. It is natural to choose four particles as a generic case close to the simple two-particle case. The coupling strength is used as a perturbation parameter, and we address the question of universality in the response of strongly correlated electron systems to this perturbation. 5 We describe an efficient method which allows for numerical calculations of the exact energy spectrum. This method can relatively easily be extended to calculations of various Green's functions and spectral functions well suited for the study of low-lying excitations and the corresponding coherent part of the spectral densities, a topic we will study in forthcoming work. Here, we rather study the statistical properties of the typical high-energy excitations which are related to the incoherent background of the typical spectral functions. More specifically, we study the statistical properties of the spectra within the framework of random matrix theory ͑RMT͒. RMT was developed for the study of neutron scattering resonances in nuclear physics in the 1950s and 1960s, 6 but it has since been applied to a wide range of problems in many areas of physics 7 ͑e.g., studies of conduction fluctuations, 8 microwave eigenmodes, 9 and acoustical properties of solids 10 ͒ and mathematics ͑e.g., studies of the distribution of the zeros of the Riemann function 11 ͒. Moreover, RMT has also been applied to various types of matrix ensembles like Hamiltonian matrices 6 ͑as in our case͒ and scattering matrices, 8, 12 as well as transfer matrices 13 and Glauber matrices 14 of statistical mechanics models. Recently, RMT has been employed in the study of strongly correlated electronic systems. Examples are studies of the 2D t-J model, 15 2D tight-binding models, 16 the 1D Bethe chain, 17 and the 1D Luttinger liquid. 18 The work presented here with emphasis on mathematical and numerical methods is an extension of this line of research. Preliminary results of our work have been published elsewhere.
ation depends on the symmetries of the system. The given spectrum which one analyzes is of course deterministic, but statistical properties are given to it by considering quantities like, for example, the distribution of the energy spacings where all but one of the spectral variables have been integrated out. This is like pseudo-random-number generators which are perfectly deterministic and nevertheless have many properties in common with random sequences.
The paper is organized as follows. In Sec. II we introduce the Hubbard model and the corresponding Hilbert space. In Sec. III we introduce the RMT quantities used in the characterization of the spectra, and we discuss in detail the special spectral unfolding technique necessitated by the intricate nature of the Hubbard spectra. In Sec. IV the entire symmetry group consisting of space, spin, and pseudospin symmetry of the model is studied, and all the corresponding projection operators are calculated. In Sec. V the model is diagonalized numerically and we study the raw spectrum, in particular the ground state and some unexpected remaining degeneracies higher in the spectrum. In Sec. VI we present the result of the spectral statistics analysis of the model, and finally, in Sec. VII we discuss the results and conclude. Appendixes A-D contain mathematical details.
II. HUBBARD MODEL
Throughout this paper we study the simple one-band LϫL square lattice Hubbard model with periodic boundary conditions containing a nearest-neighbor hopping term ϪtT and an on-site interaction term UÛ :
where ĉ i † and n i are the creation operator and the number operator, respectively, for an electron on site i with spin .
No disorder is present in the model. Below half filling the dimension N H of the Hilbert space grows rapidly as a function of L and the number N e of electrons occupying the lattice, and so we have confined ourselves to the low-filling case of only four electrons, whereas we let L vary. Moreover, without loss of generality we always work in the sector where the z component S z of the total spin is zero; the other S z sectors can be reached by use of the spin ladder operators S ϩ and S Ϫ , which commute with the Hamiltonian. The S z ϭ0 sector is the largest of the spin sectors, and it has N H ϭ͓L 2 (L 2 Ϫ1)/2͔ 2 which for Lϭ3, 4, 5, and 6, the lattice sizes studied here, yields 1296, 14 400, 90 000, and 396 900, respectively. The corresponding fillings ϵN e /2L 2 are 0.22, 0.13, 0.08, and 0.06.
In the occupation number basis we label the states as follows, 20 where a and b are two lattice sites occupied with spin-up electrons and c and d with spin-down electrons:
Two explicit examples of such states as well as the lattice site enumeration are shown in Fig. 1 . In our work we make sure that aϽb and cϽd, and we have ordered the basis states such that the state ͉x 1 ,x 2 ;x 3 ,x 4 ͘ comes before the state ͉x 1 Ј ,x 2 Ј ;x 3 Ј ,x 4 Ј͘ if x i Ͻx i Ј , where i is the first position encountered where x i and x i Ј are different. If during a calculation a state is encountered with aϾb and/or cϾd, the necessary exchange operations including sign changes are performed to restore it.
Finally we note that for even L a bipartition of the lattice is possible. A given lattice site a can be identified by a set of Cartesian coordinates aϭ(a 1 ,a 2 ) simply counting the position in the lattice ͓thus, e.g., site 0ϭ(0,0) and 9ϭ(1,2) in Fig. 1͑a͔͒ . Each site a can then be assigned with a sign a ϵ(Ϫ1) a 1 ϩa 2 ϭexp(i•a), where ϭ(,).
III. RANDOM MATRIX THEORY
Within random matrix theory ͑RMT͒ one can study several statistical ensembles of matrices. Three important examples are the diagonal ensembles, the Gaussian ensembles for Hermitian matrices as, e.g., Hamiltonians, and the circular ensembles for unitary matrices as, e.g., scattering matrices. Since a main object of this work is to characterize the spectrum of the Hubbard model within the framework of RMT, we are led to use the diagonal and the Gaussian ensembles of square matrices. The first ensemble is the ensemble of diagonal matrices D with statistically independent diagonal elements D ii drawn from the same distribution P(D ii ). This ensemble describes situations where the eigenvalues are essentially independent, which empirically has been found to be the case for integrable models. One characteristic feature of such systems is a ''soft'' spectrum with large probabilities of having levels close together described by the Poisson ͑exponential͒ distribution. The three others ensembles-denoted the Gaussian orthogonal ensemble ͑GOE͒, Gaussian unitary ensemble ͑GUE͒, and Gaussian symplectic ensemble ͑GSE͒-are defined by requirering statistical independence of the matrix elements of a matrix H and invariance of the probability distribution P(H) in matrix space under one of the three canonical similarity transformations: the orthogonal, the unitary, and the symplectic transformations, respectively. 6 Which ensemble to choose depends on the symmetry of the system. In fact, the ensembles are universal in the sense that no details of the physical system play any role; only knowledge of the global symmetry is needed. The three Gaussian ensembles are found to describe situations of very complex or chaotic systems, and one char-FIG. 1. Two four-electron states with S z ϭ0 are shown: in ͑a͒ the zero-pair state ͉5,6;2,14͘ of the 4ϫ4 square lattice and in ͑b͒ the one-pair state ͉5,16;13,16͘ of the 5ϫ5 square lattice. The convention of the ket notation is explained in the text. The numbering of the lattice sites is the one employed in our computer calculations. The signs of the 4ϫ4 lattice correspond to the bipartition of the lattice, which is only possible for even site lattices.
acteristic feature of such systems is a ''rigid'' spectrum with eigenvalue repulsion. In this work we need only to treat the GOE, which is found for systems with preserved timereversal symmetry.
To perform a meaningful RMT analysis one has to sort the spectrum in symmetry sectors corresponding to the symmetry group of the Hamiltonian since the symmetryinvariant subspaces are orthogonal to one another. Each such symmetry-invariant subspace is characterized by a specific set of quantum numbers, and the RMT analysis is performed on sets of eigenlevels having the same quantum numbers. In Sec. IV we treat the complete symmetry group of the Hubbard model and calculate the corresponding projection operators of the symmetry-invariant subspaces. As illustrated in Sec. VI significant errors are introduced in the analysis if some of the symmetries are neglected.
Another caveat in the RMT analysis of finite spectra is the notion of mixed phase space. As a function of some external parameter a given system can be driven from integrability ͑the diagonal ensemble͒ to chaos ͑one of the Gaussian ensembles͒ or from one type of symmetry ͑say, the GOE͒ to another ͑say, the GUE͒. If the spectrum of such a system is studied in the middle of the transition, the spectrum is a mixture of two or more components, each described by one of the random ensembles. 21 In the thermodynamic limit usually only one component survives, but for finite spectra this mixing calls for a further sorting of the spectrum within each symmetry-invariant subspace. For the Hubbard model using the coupling strength U/t as the external parameter such a situation does in fact arise as the analysis presented in Sec. VB shows.
When the necessary sorting of the spectrum has been performed the RMT analysis can begin. The first step is to unfold the spectrum.
A. Unfolding the spectrum
Naturally, it is necessary to make some kind of transformation or normalization of the spectrum of any given physical system to be able to make comparisons with the universal and dimensionless results of RMT. This operation is called the unfolding. By local rescaling of the spectrum with the local average level spacing the unfolding transforms the actual energies E i into dimensionless ''unfolded energies'' i with a local density of 1. Thus, by unfolding one subtracts the regular slowly varying part of the spectrum and considers only the fluctuations. It amounts to computing from the actual integrated density of states N(E),
an averaged integrated density of state N(E). The unfolded energies i are then given by
The notions of ''local density'' and ''averaged density'' are not mathematically rigorous. For some systems there exists natural unfolding procedures. For example, it is a rigorous result that the density of states for a NϫN random matrix approaches a semicircular form for N→ϱ; thus for any given finite random matrix one simply uses the limiting density of states as the average density. In billiard systems one can make a Laurent series expansion in ͱE of N(E) and obtain the Weyl law for N(E) by truncating the series after a finite number of terms, each of which has a physical interpretation. In our case, no such natural choices exist for N(E). We have therefore used several methods to unfold the spectra. Each of these methods has a free parameter, but there is no unique prescription of how to choose it. The best criterion is the insensitivity of the final result to the method employed and to reasonable variations of the free parameter. The first method is polynomial interpolation. It can be a simple linear interpolation or running average where N(E i ) is found as a linear fit of N(E) in an interval containing r levels on each side of the level E i ; the free parameter is then the parameter r. It can also be higher order polynomial interpolation, e.g., in the form of interpolating between several linear interpolations-a method we used in our work on statistical mechanics models. 13, 22 The second method 7 defines i ϭ iϪ1 ϩd 1 /d n , where d k is the kth smallest spacing to E i . Here n becomes the free parameter. This method works also for complex eigenvalues of non-Hermitian matrices.
The third method is Fourier broadening of the step functions (eϪE i ) in Eq. ͑3͒. The Fourier transforms from the energy domain to the time domain of the step functions are found. In the following back transformation yielding N(E) only the slow time components are kept. Choosing a cutoff beyond which all Fourier components are set to zero yields ͑eϪE i )ϷSi͓͑eϩE*ϪE i )͔/ϪSi͓͑eϪE*ϩE i )͔/, where Si(x) is the sine integral and E* is an energy slightly larger than the largest energy in the spectrum to be unfolded. The free parameter is , and by choosing 1/ to be of the order of the mean-level spacing a good N(E) is obtained.
The fourth method is Gaussian broadening of the delta functions ␦(eϪE i ) in Eq. ͑3͒, leading to the following expression for N(E):
The standard deviation or width i of the Gaussians can be taken as a constant for the entire spectrum; it is then the free parameter. However, due to the appearance of many minibands in the Hubbard spectrum for small values of U/t each having different densities, it is desirable to let i adapt to local variations in the spectrum. We have developed the following algorithm: Take ␣ levels to each side of level i, determine the local average level spacing ⌬ i ϭ(E iϩ␣ ϪE iϪ␣ )/(2␣), and set i ϭ0.608␣⌬ i . By this assignment 90% of the weight of the broadened peak falls in the interval ͓E i Ϫ␣⌬ i ,E i ϩ␣⌬ i ͔ and ␣ becomes the free parameter. If a gap ͑defined as a very atypical spacing͒ falls within the chosen range, we only take the states of the same side of the gap as E i into account. The procedure is illustrated in Fig. 2 . We discuss how to optimize the choice of ␣ in Sec. VI. Typically, we find ␣Ϸ4 to be a good choice.
All four methods of unfolding yield essentially the same results. We decided to use the Gaussian broadening with varying width, Eq. ͑5͒, since it was better suited to the study of the Hubbard spectra with its many minibands at small coupling strength U/t ͑see Sec. V A͒.
A final remark on the unfolded spectrum is that it is customary to discard from the analysis the states closest to the boundary of the spectrum or to the edges of the minibands. The reason is that these levels in contrast to the levels in the bulk of the spectrum do not interact with levels of both higher and lower energy. Hence such levels are nongeneric. We usually discarded a few percent of the total number of states on that account. This effect is a size effect that is expected to be negligible in the thermodynamic limit.
B. Quantities characterizing the spectrum
The simplest quantity one studies in RMT analysis is the probability distribution P(s) of unfolded energy spacings sϭ i Ϫ iϪ1 , where i and iϪ1 are two consecutive unfolded energies. One compares the actual P(s) with the same quantity obtained for random matrices from one of the matrix ensembles introduced in Sec. III. For diagonal random matrices P(s) is the Poisson ͑exponential͒ distribution P(s)ϭexp(Ϫs). For NϫN GOE matrices the distribution of spacings is quite complicated for arbitrary N; however, it is always close to the exact spacing distribution of the 2ϫ2 GOE matrices known as the Wigner surmise,
͑6͒
which therefore is used in practice. The spacing distribution probes correlations between consecutive states and is not sensitive to correlations of higher order. For example, an artificial spectrum constructed by adding independent variables distributed according to Eq. ͑6͒ will certainly show a Wignerian spacing distribution but has clearly nothing else in common with GOE spectra. To test higher-order correlations one then looks at the two-point correlation function Y (x) and various weighted averages thereof. 6 For the GOE in the large-N limit,
One average of Y (x) often studied is the number variance ⌺ 2 () defined as the variance of the number of unfolded energy levels in intervals of length around the unfolded energy 0 : Another average of the two-point correlation function is the spectral rigidity ⌬ 3 () defined as the least-squares deviation of the unfolded level staircase N u () from the bestfitting straight line in an interval of length :
͑8͒
For the Poissonian case the spectral rigidity is ⌬ 3 ()ϭ/15, while for the GOE case
2 )/ 4 and again with a logarithmic asymptotic behavior.
IV. GROUP THEORY AND INVARIANT SUBSPACES
The problem of diagonalizing the Hubbard Hamiltonian can be reduced considerably by group theoretical analysis. Furthermore, as mentioned earlier and as illustrated by an example in Sec. VI A it is indispensable for the RMT analysis. The symmetries are explicitly dealt with from the beginning of the calculation by constructing the symmetry projection operators corresponding to all known symmetries of the model and using them to project into symmetry-invariant subspaces of the full Hilbert space. 23, 24 The main object of this section is to construct the three projection operators P R , P S , and P J corresponding to the space symmetry, the spin symmetry, and the pseudospin symmetry, respectively.
A. Space symmetry group
The first symmetry we consider is the space group G L of the LϫL square lattice with periodic boundary conditions. It consists of all permutations g of the sites such that g(i) and lyzed in detail in Ref. 20 . Here we will restrict ourselves to outlining this analysis and to correcting the particular cases of Lϭ2, which induces a simpler space group, and Lϭ4, which induces a much richer space group as briefly mentioned in Ref. 25 .
For L 2,4 the structure of G L can simply be built up by forming direct 26 and semi-direct 27 products, denoted and ᭺ s , respectively, of translation and reflection subgroups. Let T x (T y ) be the subgroups of order L of translations ͑isomor-phic with Z L ) in the x (y) direction, and let r x , r y , and r d be the reflection operations for the x axis, the y axis, and the diagonal defined by r x (x)ϭϪx, r y (y)ϭϪy, and r d (x,y)ϭ(y,x), while e denotes the identity transformation. The two subgroups G L
One can say that G L is generated by the elements ͕t x ,r x ,t y ,r y ,r d ͖ although this is not the smallest
For Lϭ2 we find
with N 2 ϭ8. This result differs from that of the general case since t x ϭr x and t y ϭr y . For the case Lϭ4 a richer group appears because the 4ϫ4 lattice with periodic boundary conditions is isomorphic with the group of transformations of the four-dimensional unit hypercube. This isomorphism is easily seen by changing the decimal enumeration of Fig. 1͑a͒ into a binary enumeration such that the binary numbers of neighboring sites differ by only 1 bit as shown in Fig. 3 . They can immediately be interpreted as the coordinates of the corners of the hypercube. Thus the group G 4 of neighbor-preserving transformations is given by combining bit inversion operations 0↔1 with permutations of the 4 bits. In Appendix A we show that G 4 is isomorphic with the group (Z 2 Z 2 Z 2 Z 2 )᭺ s S 4 corresponding to the semidirect product of all combinations of bit inversions at the four positions with the permutation group S 4 of the four positions. One neighbor-preserving transformation of the lattice which is not given by products of the elements ͕t x ,r x ,t y ,r y ,r d ͖ is the hyperplane reflection r h ͑see Fig. 3͒ Table IV in Appendix A, while those of G 3 , G 5 , and G 6 are found by combining Table V in Appendix B with the method of Ref. 20 . Armed with the character tables the character projection operator P R (RЈ) ͑where the subscript R is used to distinguish from S and J) can be constructed for each l R Ј -dimensional irreducible representation RЈ:
͑9͒
Using P R (RЈ) for a given representation together with the Van Vleck basis-function generating algorithm 23, 24 in the actual or a closely related Hilbert space it is straightforward to construct an orthonormal l R -dimensional basis
Finally the row projection operator P Rk (RЈ) (g) can be constructed:
͑10͒
Both projection operators P R (RЈ) and P Rk (RЈ) will be employed in the diagonalization of the Hubbard Hamiltonian.
B. SU"2… spin symmetry
It is easily verified that the Hubbard Hamiltonian, Eq. ͑1͒, commutes with the z component of the total spin operator Ŝ z ϭ ͚ iϭ1 N e Ŝ z (i) as well as with the corresponding raising and lowering operators Ŝ ϩ and Ŝ Ϫ . The model therefore possesses a SU͑2͒ spin symmetry. We can therefore restrict our diagonalization to the S z ϭ0 sector, since the other sectors can be reached using the spin-raising and -lowering operators. The spin operators also commute with any space symmetry operator ĝ , and so the two symmetry groups form a direct product group. The combination of two spin-up and two spin-down electrons under the constraint S z ϭ0 leads to a total spin quantum number SЈϭ0, 1, or 2. The explicit construction in Appendix C with Ô ϭŜ 2 yields the following three spin projection operators P S (SЈ) :
The mapping of the 4ϫ4 square lattice with periodic boundary conditions onto the unit hypercube in 4D. The four double arrows indicate the neighbor-preserving transformation r h . This transformation cannot be expressed by the ordinary translations and reflections in 2D; however, it can be interpreted as a hyperplane reflection in 4D around the xz plane.
;a,c͘ϩ͉b,c;a,d͘).
͑13͒
These expressions are generally valid; however, one should note that the Pauli exclusion principle reduces the number of terms when electron pairs are present. For example, if aϭc and bϭd, one finds P S (SЈ) ͉a,b;c,d͘ϭ␦ S Ј ,0 ͉a,b;c,d͘. Finally we note that the spin projectors of the state ͉a,b;c,d͘ involve all six states generated by permutations of the site indices. In Eqs. ͑11͒-͑13͒ only three orthogonal states appear. The remaining three orthogonal states are the two Sϭ1 states ͉a,c;b,d͘Ϫ͉b,d;a,c͘ and ͉a,d;b,c͘ Ϫ͉b,c;a,d͘ and the one Sϭ0 state ͉a,c;b,d͘ ϩ͉b,d;a,c͘ϩ͉a,d;b,c͘ϩ͉b,c;a,d͘.
C. SU"2… pseudospin symmetry
The pseudospin symmetry of the Hubbard model has been known for at least a quarter of century, 29 but recently it was rediscovered and put in the more generalized context of the -pairing mechanism. 30, 31 As discussed in Sec. II even L lattices can be biparted using the site sign i as an index, and three operators Ĵ Ϫ , Ĵ ϩ , and Ĵ z can be defined:
͑14͒
It is seen that Ĵ ϩ creates a pair of electrons with phase i on empty sites i. These three operators form the same algebra as Ŝ Ϫ , Ŝ ϩ , and Ŝ z , hence the name pseudospin. Furthermore, the Ĵ operators commute with both the space symmetry operators and the spin operators; and for the symmetrized Hubbard model Ĥ Ј, 32 trivially related to our model Ĥ , they even commute with the Hamiltonian Ĥ Ј. Hence the ͑symmetrized͒ model possesses an extra SU͑2͒ symmetry characterized by the quantum numbers JЈ and J z analogous to SЈ and S z for the spin. 33 A detailed analysis shows that the combination of spin and pseudospin symmetries yields ͓SU͑2͒ SU͑2͔͒/Z 2 ϭSO͑4͒ rather than the full SU͑2͒ SU͑2͒. 31 The space symmetry group is completely independent of spin and pseudospin symmetries. Thus the full symmetry group for L even is GϭG L SO(4) while for L odd it is GϭG L SU(2). In our case the symmetry is lowered in a trivial way from spherical to cylindrical symmetry in pseudospin space since ͓Û ,Ĵ Ϯ ͔ϭϮĴ Ϯ , but still we have ͓Ĥ ,Ĵ 2 ͔ϭ͓Ĥ ,Ĵ z ͔ϭ0 and JЈ and J z both remain good quantum numbers.
For a given lattice with even L containing a fixed number N e of electrons all states have J z ϭ(N e ϪL 2 )/2 ͑e.g., Ϫ6 for Lϭ4 and Ϫ16 for Lϭ6). Defining J 0 ϵ͉J z ͉, the size J of the pseudospin in this situation takes the values J 0 ,J 0 ϩ1, . . . ,J 0 ϩN e /2. The projection operators P J (JЈ) are found using the construction of Appendix C with Ô ϭĴ 2 ϭĴ ϩ Ĵ Ϫ ϩĴ z 2 ϪĴ z . Due to the explicit reference to pairs in the definition of the pseudospin operators, it has proved useful to introduce a special notation for one-pair and two-pair basis states as follows:
For zero-pair states where a, b, c, and d are all different, only P J (JЈϭJ 0 ) is nonzero,
and for one-pair states where P, b, and d are all different, two projection operators are nonzero,
while for two-pair states where P Q, all three projection operators are nonzero:
At this stage all the group theoretical ingredients are ready for the diagonalization of the Hubbard Hamiltonian.
D. Symmetry-invariant subspaces
Using the projection operators the N H -dimensional Hilbert space can be broken down into smaller symmetry invariant subspaces. Let G be the group containing the symmetry operations ␥, each being a product of a space symmetry transformation, a spin rotation, and ͑for L even͒ a pseudospin rotation, ␥ϭg g S g J . Here G thus consists of one finite group and one or two compact Lie groups. Let be a multiindex describing an irreducible representation ⌫ () of G. For even ͓odd͔ L we have ϭ(RЈ,SЈ,JЈ) ͓ϭ(RЈ,SЈ)͔. The ''celebrated'' theorem 23, 24 states how many times a each row of the irreducible representation ⌫ () with character () appears in any given not necessarily irreducible representation ⌫ with character :
We now choose ⌫ to be the following N H -dimensional reducible representation:
͑23͒
Inserting into Eq. ͑22͒ these (␥)'s which are directly linked to Hilbert space yield
which is obtained by using (␥)ϭ(g g S g J ) ϭ(g)(g S )(g J ) and the definitions of the character projection operators. Note that only the space group projection needs a normalizing factor 1/l R . The spin and pseudospin are both restricted to take only one value of their respective z component; hence their normalizing factor is 1. The initial size of the Hubbard Hamiltonian to be diagonalized is ͓L(LϪ1)/2͔ 2 . However, only states transforming according to the same row of the same irreducible representation can have a nonzero matrix element. Hence the Hamiltonian matrix breaks up in blocks, one per representation, and within each representation a further division into l R equivalent blocks occurs. The relationship between N H , a (R Ј ,S Ј ,J Ј ) , and l R Ј is N H ϭ ͚ (R,S,J) l R Ј a (R Ј ,S Ј ,J Ј ) . This reduction is considerable as shown in Table I .
V. NUMERICAL DIAGONALIZATION OF THE HUBBARD MODEL
The numerical calculation of the exact spectra of the Hubbard model begins by determining the block size a for all the irreducible representations . Then for a given ϭ(RЈ,SЈ,JЈ), where JЈ is disregarded in case of odd L, an a -dimensional orthonormal basis is found by using the projection operator
which projects onto the first row of the space group representation RЈ with the spin index SЈ and pseudospin index JЈ. The projection operator P 0 () is applied on one basis state after another while performing an ongoing Gram-Schmidt orthonormalization procedure. This yields new basis states ͉w i ͘, and when a such states are found, the procedure is terminated.
The next step is to calculate the kinetic energy and potential energy matrix elements ͗w i ͉T ͉w j ͘ and ͗w i ͉Û ͉w j ͘. These matrix elements are stored in the computer and thereafter it is a simple matter to pick any value of U/t and diagonalize the Hubbard Hamiltonian, Ĥ ϭϪtT ϩUÛ , using standard diagonalization routines. The calculation of the symmetry invariant matrix blocks of T and Û takes the amount of time of the order of one diagonalization.
A. Spectrum and first-order perturbation theory of the ground state
In this section we discuss some features of the raw spectrum of the Hubbard model. Only later in Sec. VI are we going to unfold the spectrum and look for universal features. As a function of the coupling strength U/t the spectrum clearly falls into three classes. In the weak-coupling limit (U/tӶW/t), to be studied in more detail below, the spectrum acquires a band width WϷ32t. It consists of a number M of well-separated minibands reminiscent of the huge degeneracy at zero coupling due to size quantization. For intermediate-coupling strengths (U/tϷW/t) the spectrum becomes rather featureless. No apparent gaps or bands emerge. In the strong-coupling limit (U/tӷW/t) the spectrum splits up into three well-separated bands centered around the energies E/tϭ0,U/t,2U/t. These are the Hubbard bands corresponding to states containing zero, one, or two pairs of electrons. In Fig. 4 are shown one typical spectrum from each of the three coupling strength regimes.
We now focus on the weak-coupling limit where it is natural to make Fourier transforms from real space to momentum space, 
E͑k n ͉͒k 0 ,k 1 ;k 2 ,k 3 ͘,
͑26͒
E͑k n ͒ϭcos͑ k n x ͒ϩcos͑ k n y ͒.
The Pauli principle prevents k 0 ϭk 1 and k 2 ϭk 3 , and the ground-state energy E L (0) becomes
For large lattices this tends toward Ϫ16t and results in a bandwidth Wϭ32t. For Lϭ3, 4, 5, and 6, respectively, the 
form the ground-state multiplet separated from the next multiplet by an energy gap ⌬E L ϭ2t͓1Ϫcos(p L )͔. In momentum space the interaction operator UÛ takes the form
and after some simple algebra the matrix elements of the perturbation are found to be
The eigenvalues can be found analytically, and we end up with the following expression for the perturbed levels E L,␤ (1) (U) with degeneracies d:
Thus in first-order perturbation theory the ground-state degeneracy is partly lifted, leaving a sevenfold-degenerate ground state for UϾ0.
In Fig. 5 we compare the exact numerical calculation with Eq. ͑31͒ for Lϭ5 and 6. Note especially how in the exact calculation the degeneracy of the ground-state energy is lifted completely. This is also demonstrated in Table II , where it can be seen that also for Lϭ3 the ground state is nondegenerate. However, the ground state of Lϭ4 remains threefold degenerated even in the exact calculation. This reflects the particular symmetry of the 4ϫ4 lattice, where the hyperplane reflection r h leads to the existence of threefolddegenerate representations as shown in Appendix A.
Using the quantum numbers (k x ,k y ,b x ,b y ,c) of Table V in Appendix B to interpret the representation label R in Table II . In all cases the ground state is odd with respect to the diagonal reflection r d , which is understandable since that symmetry suppresses the ability of having pairs along the diagonal. Finally we note that due to the aforementioned spin symmetry of the Hubbard model, the ground state of the S z ϭ0 sector is in fact a global ground state, and furthermore since it has Sϭ0, the same energy level does not exist in any other S z sector. Thus we can conclude that the global ground state in the generic case (L 4) is nondegenerate.
B. Remaining degeneracies
After taking all the known symmetries into account and after projecting into the symmetry-invariant subspaces, it Table II. turns out that within each subspace some further degeneracies remain. The reason is that the low filling of the lattice allows for a kind of restricted permutation symmetry for the particle momentum components, resulting in energy eigenstates which are simultaneously eigenstates of T and Û and therefore independent of U ͑though their eigenvalues might depend on U). We denote such states T /Û states or ͉ S ␥ ͘, where S is the spin and ␥ the eigenvalue of Û . With four electrons ␥ takes the values ␥ϭ0,1,2 corresponding to a superposition of states containing exactly ␥ pairs, i.e., doubly occupied sites. A generic energy eigenstate is not a T /Û state and in that case we write ␥ϭ*. In Table III we show the number of generic energy eigenstates and T /Û states found numerically. The Hubbard model is thus partly integrable. The spectrum of each symmetry-invariant subspace is a mixture of an integrable component ͑the T /Û states͒ and a nonintegrable component ͑the generic states͒, and in the analysis in Sec. VI of the spectral statistics we throw away the integrable component and analyze only the generic nonintegrable component.
The T /Û states are formed by specific superpositions of eigenstates of T by permuting the eight momentum components k n ϭx,y and nϭ0, 1, 2, and 3, such that the sum of cosines in Eq. ͑26͒ remains unchanged. In the following we mention some large classes of such states. The reader is referred to Appendix D for details. First we note that for even L proportionally many more states remain degenerate as compared to L odd. This difference is due to the momentum component k n ϭ, which only exists for L even. Because cos(Ϫk)ϩcos(k)ϭ0 independent of k, such terms drop out when T is applied to a state containing this combination and a certain degree of freedom is left to form the T /Û state superpositions. Starting with twopair states ␥ϭ2 we find exactly one energy eigenstate 
given in row P is compared with the exact energies E of the 16 levels splitting off from the Uϭ0 ground state E L (0) The degeneracies of the submultiplets are given by the dimension l R of the corresponding irreducible representation R of the space group. Note that except for Lϭ4 the exact ground state is nondegenerate. Also listed are the quantum numbers (R,S,J) of the levels.
Lϭ3
Lϭ4 is shown the number of energy eigenstates found numerically in each of the four main groups indexed by ␥. The first group, denoted ␥ϭ*, contains the generic energy eigenstates that are not eigenstates of Û . The three other groups, denoted ␥ϭ0,1,2, respectively, contain the nongeneric T /Û states that are simultaneous eigenstates of Û ͑with eigenvalue ␥) and T . In parentheses are given the number of states that remain degenerated in the symmetry-invariant subspaces after taking the space, spin, and pseudospin symmetries into account. Note how the ␥ϭ* states exhibit no further degeneracy. In the last row denoted ''%'' are given the percentages of ␥ϭ* states out of the total number of states. The main result of this section is that the degeneracies that remain after space, spin, and pseudospin symmetry have been taking into account is related to a restricted permutation symmetry of the momentum components. We have not found the associated projection operators, but numerically and partly analytically we have established the fact that the degenerate states are simultaneously eigenstates of T and Û with energies E(U)ϭE(0)ϩ␥U. By discarding these states we end up with nondegenerate Û -dependent states. It is the spectral statistics of these states we analyze in the following section, and this analysis confirms our claim that all symmetries indeed have been taken into account.
VI. SPECTRAL STATISTICS OF THE HUBBARD MODEL
Having sorted the spectrum according to all symmetries including the restricted permutation symmetry of the momentum components the RMT analysis can be performed. As discussed in Sec. III the first step is the unfolding of the spectrum. There we mentioned how the unfolding procedure is not uniquely determined, and so we turn to that problem first.
A. Optimization of the unfolding procedure
We unfold the spectra by using the method of Gaussian broadening with variable width discussed in Sec. III A. The question now arises as to how to choose the free parameter ␣ corresponding to how many energy levels each Gaussian essentially spreads out over to each side. The problem we face is illustrated in Fig. 6 where it is seen that although the level spacing distribution P(s) is essentially independent of the choice of ␣, both the number variance ⌺ 2 () and the spectral rigidity ⌬ 3 () vary with ␣. It is seen that ⌬ 3 () is less sensitive to changes in ␣ than ⌺ 2 (). The former seems to saturate for large values of ␣, while the latter continues to grow rapidly as ␣ enhances. We have chosen that value ␣ 0 of ␣ which makes ⌺ 2 () fit the corresponding GOE curve as well as it can. In general that leads to ␣ 0 Ϸ4. We note that for this choice of ␣, ⌬ 3 () is almost saturated, while P(s) remains unchanged. Thus, two of the three statistics are essentially independent of variations of ␣ around ␣ 0 , while the third is as close to the GOE behavior as it can be.
To illustrate the importance of sorting the spectrum by group theory we show in Fig. 7 the level spacing distribution for Lϭ4 with U/tϭ10 for the case where all symmetries are taken into account ͑''full symm.''͒ and for the case with lower symmetry ͑''low symm.''͒ where the spin and pseudospin symmetries are being kept intact but where the space group has been reduced by replacing among the generators FIG. 6 . The spectral statistics P(s), ⌬ 3 (), and ⌺ 2 () for the invariant subspace (R,S)ϭ(13,1) of the 5ϫ5 lattice as a function of the free parameter ␣ of the unfolding procedure using Gaussian broadening with variable width. In all three panels the values for ␣ are 2, 4, 5, 6, 8, 10, and 20. In the first panel six of the seven curves fluctuate around P GOE (s), hardly visible as a smooth dotted line. In the two other panels the Poisson case is given as a dotted straight line while the GOE case is given by a dotted smooth curve. For all data sets a few representative error bars are shown.
FIG. 7. P(s)
for Lϭ4 with U/tϭ10 is calculated after sorting the spectra using either the full symmetry group of the Hamiltonian (छ) or an symmetry group artificially lowered (*) as described in the text. The full symmetry case compares well with the Wigner surmise ͑smooth solid curve͒ whereas the lower-symmetry case compares well with the distribution of two GOE spectra mixed with relative weights 0.72 and 0.28 ͑dotted smooth curve͒.
the special hyperplane reflection r h with the ordinary diagonal reflection r d . For the full symmetry case a distribution rather close to the Wigner surmise is found, whereas the level repulsion is partially lost for the low-symmetry case, and the data fit reasonably well the distribution found by mixing two GOE spectra 21 with relative weights 0.72 and 0.28. This makes sense since by lowering the symmetry group artificially, spectra from the independent true symmetry-invariant subspaces are being mixed. For the more severe symmetry reduction where the pseudospin is altogether neglected and the space group is generated only by ͕t x ,t y ͖, we find the level spacing distribution to be the Poisson ͑exponential͒ distribution ͑not shown in the figure͒. In this subsection we present the results of the spectral statistical analysis of the Hubbard model at low filling. We present only results for Lϭ4, 5, and 6 since Lϭ3 yields too poor statistics due to its small invariant subspaces. Besides letting L vary we are also varying the coupling strength U/t and present results for weak-, intermediate-, and strongcoupling regimes for Lϭ5. To improve on the statistics we have averaged over the largest invariant subspaces. For P(s) the sizes ␦P of the error bars shown in the figures are estimated by ␦P i ϭCͱn i /h i , where n i is the number of points in bin i of the associated histogram and h i is the width of the bin, while C is the normalization factor rendering a total probability of 1. For ⌺ 2 () and ⌬ 3 () the error bars are estimated by ordinary variances obtained from the values calculated in the many contiguous intervals of length throughout the unfolded spectrum.
The results for P(s) are shown in Fig. 8 . It is seen that for all lattice sizes and for any value of the coupling strength the level spacing distribution is fairly close to the Wigner distribution of the GOE; it possesses a pronounced linear level repulsion for small s, a peak near sϭ0.8, signaling spectral rigidity, and a rapid falloff for sϾ2.
In Fig. 9 is shown ⌺ 2 () of the Hubbard model for the same parameters as for P(s) just mentioned. When is small the rigidity of the Hubbard spectrum is very close to that of the GOE random matrices, while for larger a saturation sets in. For all values of U/t we find the critical value * where the departure from the GOE sets in to be roughly 2. The precise origin of * remains unclear.
Finally, in Fig. 10 are shown the results for the spectral rigidity ⌬ 3 (). As ⌺ 2 () also ⌬ 3 () displays an excellent agreement with the GOE for Ͻ*Ϸ2, for all fillings and for all values of U/t. The deviations from the GOE beyond * are not so marked. The curves lie between the Poisson line and the GOE curve, but rather close to the latter.
It is remarkable how the results for the three statistics studied are fairly independent of the size of the lattice ͑equivalent to the filling͒ and of the coupling strength. We find GOE-like behavior not only for all finite values of U/t including those close to the integrable Uϭ0 limit, but also for filling factors as low as 0.06 close to the integrable single-particle limit. However, as is evident from the behavior of especially ⌺ 2 () at large energy scales, the Hubbard model cannot be modeled exactly by a simple GOE random matrix model.
VII. CONCLUSIONS AND DISCUSSION
In this paper the energy level statistics of the Hubbard model for LϫL square lattices (Lϭ3,4,5,6) at low filling ͑four electrons͒ has been studied numerically for a wide range of the coupling strength. With great care all known symmetries of the model ͑space, spin, and pseudospin symmetry͒ have been taken into account explicitly from the beginning of the calculation by projecting into symmetryinvariant subspaces. The details of this group theoretical treatment were presented with special attention to the nongeneric case of Lϭ4, where a particular complicated space group appears. The resulting reduction of the numerical diagonalization is significant, and the method presented can in a straightforward manner be extended to larger lattices and higher fillings and thus form the basis of improved numerical studies of the Hubbard model and related models without disorder. In particular, this work can be used as a starting point for calculating various spectral functions, for which explicit forms of the eigenstates are required. This will be dealt with in forthcoming work.
For all the lattices studied a significant amount of levels within each symmetry-invariant subspace remain degenerated, but except for Lϭ4 the ground state is nondegenerate. We explained the degenerate states as a consequence of a restricted permutation symmetry of the momentum components. These states, all independent of U, form an integrable part of the spectrum, and after discarding them we end up with nondegenerate spectra on which the level statistical analysis could be performed.
The intricate structure of the Hubbard spectra necessitated the development of a careful unfolding procedure as a preparatory step before the level statistical analysis. The procedure we arrived at tested favorably in many cases of pathological spectra, and it seems to be very robust and applicable in general cases were no other natural unfolding procedure exists.
Finally, we have performed a level statistical analysis of the Hubbard spectra, and we presented results for the level spacing distribution P(s), the number variance ⌺ 2 (), and the spectral rigidity ⌬ 3 (). The statistics for the different lattice sizes and for a wide range of coupling strengths are essentially the same: P(s) shows good agreement with the GOE. ⌺ 2 () agrees only with the GOE up to the U/t-independent medium-sized energy scale *Ϸ2 beyond which a saturation sets in. ⌬ 3 () also agrees with the GOE for Ͻ*. The deviation from the GOE beyond * is not so marked as that for ⌺ 2 (). The curve falls between that of the GOE and the Poissonian case, but rather close to the former. We stress that these results were also obtained for very small coupling strengths approaching the integrable zero-coupling limit. This emphasizes the nonperturbative nature of the model revealed by our analysis: Even the smallest deviation from the integrable limits leads to spectral statistics usually associated with nonintegrability and quantum chaos, and in this sense the model seems always to be in the strongcoupling limit.
Largely, our results show GOE behavior of the spectral statistics of the typical high-lying excitations of the Hubbard model at low filling. This indicates that at least the incoherent part of the electronic spectral functions ͑related to the coherent part describing the low-lying electronic excitations through sum rules͒ is out of reach by standard methods. On the other hand, it should be possible to model this part by a random matrix ansatz. This is in agreement with previous results of the t-J model near half filling. 15 However, the cause of the deviations from the GOE we found in ⌺ 2 () and ⌬ 3 () beyond * remains an open question. A similar question has been answered in general for single-particle systems with mean-level spacing ⌬: In disordered ͑metallic͒ systems *⌬ϳប/ D , where D is the time it takes a particle to diffuse through the system, 34 whereas for pure ͑ballistic͒ systems *⌬ϳប/ 0 , where 0 is the period of the shortest periodic orbit. 35 Results are also beginning to emerge for disordered interacting lattice systems, where * is related to the ratio U/W between some interaction strength U and the disorder-induced single-particle bandwidth W. 16, 36 For these systems the deviations from the GOE are due to the preferential basis supplied by the given disorder potential. For example, the system consisting of two interacting particles in a disorder potential 36 could be studied analytically by adding a random diagonal matrix modeling the disorder singleparticle states to a random GOE matrix modeling the interactions between these states, and it was found that ⌺ 2 () increased as a power law for Ͼ*. This behavior is in contrast to the saturation we found ͑see Fig. 9͒ , which looks more like the result of the ballistic single-particle case. 35 It is perhaps not surprising that such a similarity exists between the disorder-free chaotic single-particle case and the disorder-free Hubbard model rather than between two strongly correlated systems one with and the other without disorder. However, exactly what physical mechanism produces a preferential basis for the Hubbard model at low filling is not known, and neither is it known why a similar mechanism is suppressed for the t-J model near half filling, where much less pronounced deviations from the GOE are found. 15 These questions are topics for future work.
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APPENDIX A: THE IRREDUCIBLE REPRESENTATIONS OF G 4
In Sec. IVA we showed how the group G 4 of the neighbor-conserving transformation of the 4ϫ4 lattice is isomorphic with the point group of the four-dimensional hypercube. In this appendix we determine the structure of this group and we sketch how the irreducible representations are found analytically. The fundamental simplification is the observation that G 4 has the structure of a semidirect product involving an invariant Abelian subgroup. The theorem of induced representations 24 can then be used to find all irreducible representations. The theorem is stated below. The coordinate set of a corner in the unit hypercube in four dimensions is given as a 4 bit binary number. Any transformation of the hypercube can thus be written as a permutation of the 4 bits followed by bit inversion (0↔1) of all, some, or none of the bits.
In what follows any quadruple (x 1 ,x 2 ,x 3 ,x 4 ) is written in shorthand notation as (x i ). The group of bit permutations is of course the permutation group S 4 denoted B in the following to be consistent with Ref. 24 , on which the group theoretical work in this appendix is based. Any element bB is written as bϭ(b i )ϭ(b 1 ,b 2 ,b 3 ,b 4 ), listing the permutation of the numbers 1, 2, 3, and 4. The group of bit inversions is denoted A. It is easily seen that AϭZ 2 Z 2 Z 2 Z 2 , since bit inversions do or do not take place on each of the 4 bit positions. Any element aA has the form aϭ(a i ) ϭ(a 1 ,a 2 ,a 3 ,a 4 ), with a i ϭϮ1, where ϩ1 means no bit inversion and Ϫ1 means bit inversion. Any element of g G 4 can be written as gϭabϭ(a i b i ) and conversely all products abG 4 . A contains 16 elements and B contains 24 so that G 4 contains 384 elements. It is readily verified that A is an Abelian subgroup of G 4 . Furthermore, A is an invariant subgroup since for ᭙aA,᭙bB: bab
Finally, the only common element of A and B is the identity. We can therefore conclude that G 4 is a semidirect product of the invariant Abelian subgroup A with B:
The first step in calculating the irreducible representations for G 4 is to construct the character table q (a) of A. This is easily found as the product of the character table for Z 2 with itself 4 times. The 16 irreducible representations are identified by the index qϭ(q 1 ,q 2 ,q 3 ,q 4 ), with q i ϭ0 or 1, and the qth character q (a) is given by the product of a i to the power q i :
Next step is to pick any qЈ and construct the associated little group B(qЈ)ʕB defined as
The group B is then written in a coset decomposition after B(qЈ):
Note that b 1 is the identity and that q 1 Ј hence equals qЈ. The set orb(qЈ)ϭ͕q 1 Ј ,q 2 Ј , . . . ,q M Ј Ј ͖ is called the orbit of qЈ.
Now pick a qЉ outside orb(qЈ) and repeat the procedure. This is continued until each of the 16 q's are associated with an orbit. The last thing to do before constructing the irreducible representations of G 4 is to find the irreducible representations ⌬ qЈp of the little group B(qЈ). This is usually a simple step due to the small size of B(qЈ).
The theorem of induced representations 24 states that all irreducible representations ⌫ qЈp of the semidirect product A᭺ s B, A being an invariant Abelian subgroup, are found as follows. ͑i͒ Pick one qЈ from each orbit. ͑ii͒ Construct the little group B(qЈ) and its n p Ј irreducible representations
. . ,MЈ, of B with respect to B(qЈ). ͑iv͒ Then the matrix elements of ⌫ qЈp for element ab are given by
Here we will not give the explicit expressions of the irreducible representations of G 4 , but rather just briefly sketch the construction of them and calculate how many there are and what is the dimension of each of them.
First we chose qЈϭ(0000). From Eq. ͑A2͒ it is easily seen that (0000) (a)ϭ1 for ᭙aA. Hence (0000) (bab Ϫ1 )ϭ (0000) (a) for ᭙aA, ᭙bB, and according to Eq. ͑A3͒ we find B(0000)ϭB. The coset representation of B consists of only one term and the single coset representative b 1 is the identity. As a consequence we have orb(0000)ϭ͕ (0000) The irreducible representations R of the space groups G L with Lϭ3,5,6 can be derived analytically following Ref. 
20. In Table V each of them is specified by the lattice size L and by its representation quantum numbers (k x ,k y ,b x ,b y ,c) related to the translation and reflection operators ͕t x ,t y ,r x ,r y ,r d ͖, respectively. Furthermore, the dimensions l R of the representations are listed.
APPENDIX C: PROJECTION OPERATORS OF CONTINUOUS SYMMETRIES
Based on this equation we find the expressions for the projections in spin space, Eqs. ͑11͒-͑13͒, and in pseudospin space, Eqs. ͑16͒-͑21͒.
APPENDIX D: SIMULTANEOUS EIGENSTATES OF T AND Û
In this appendix we present the analytical construction of simultaneous eigenstates of T and Û . The existence of these states explains the remaining degeneracies in the symmetryinvariant subspaces, and they ͑found numerically͒ are listed in Table III grouped after the Û eigenvalue ␥ ͑ϭ0,1,2 for four-electron systems͒ and the spin S. We denote these states T /Û states or ͉ S ␥ ͘. A priori, eigenstates of Û are most conveniently described in real space whereas eigenstates of T are naturally given in momentum space. To require a state to be a T /Û state imposes severe constraints. Below we find many of these states analytically. Since in the following we will be using both real space states and momentum space states, we will reserve the letters a, b, c, and d for sites in real space and the letters k, q, p, and r for momenta.
We begin from below in Table III Table III , and we have thus identified all states in the ␥ϭ1 rows, and found them to be independent of U but with an energy dependence of the form E(U)ϭE(0)ϩU. Finally, we turn to the ␥ϭ0 rows of Table III . First we note that all Sϭ2 states of the systems are found here. This is easily proved by noting that the states with (S,S z )ϭ(2,0) are formed by applying the spin-lowering operator S Ϫ ͑which commutes with H) twice to states with (S,S z )ϭ(2,2). But the latter states cannot contain any doubly occupied sites since that would yield a lower than maximal value of S z . Clearly, these states as well as their energies are independent of U. Then we consider a large class of energy eigenstates with Sϭ0,1 and ␥ϭ0, which does not require the momentum component , and which therefore accounts for degeneracies for any value of L. Writing ͉(k x ,k y )͘ϭ͉k
x ͘ ͉k y ͘ we construct ␥ϭ0 states ͉͘ obeying Û ͉͘ϭ0 by symmetrizing one component, say, the x component, and letting P S (2) act on the other: ␦ϭx, then it suffices to enforce the constraint k n x ϭϮ/2 while allowing any value for the y components. The result is energy eigenstates with energy Eϭ ͚ n cos(k n y ).
We conclude that many of the T /Û states ͉ S ␥ ͘ found numerically have been constructed analytically, and in agreement with the numerical findings all these states are independent of U, while their energies are of the form E(U)ϭE(0)ϩ␥U. The analytic constructions reveal that these states are due to a restricted permutation symmetry for the momentum components of states in momentum space.
