Abstract. The concept of multilevel filtering (MF) preconditioning applied to second-order selfadjoint elliptic problems is briefly reviewed. It is then shown how to effectively apply this concept to other elliptic problems such as the second-order anisotropic problem, biharmonic equation, equations on locally refined grids and interface operators arising from domain decomposition methods.
1. Introduction. Preconditioned conjugate gradient (PCG) methods have been a very popular and successful class of methods for solving large systems of equations arising from discretizations of elliptic partial differential equations. With the advent of parallel computers in recent years, there has been increased research into effective implementation of these methods on various parallel computers. Since effective preconditioning plays a critical role in the competitiveness of the PCG methods, many classical preconditioners have been proposed and studied, especially for second-order elliptic problems. Among these are the Jacobi preconditioner (diagonal scaling), the SSOR preconditioner, the incomplete factorization preconditioners (ILU and MILU), and polynomial preconditioners. Many such preconditioners have been very successful in giving high performance, especially when implemented on sequential computers.
In the parallel implementation of PCG methods, the major bottleneck is often the parallelization of the preconditioner. The rest of the PCG methods can usually be parallelized in a straightforward way (the inner product computation is also considered a bottleneck but its wide applicability in other methods has prompted many parallel computer manufacturers to develop a highly optimized and efficient code for it). Unfortunately, for many of the classical preconditioners, there is a fundamental trade-off in the ease of parallelization and the rate of convergence. A principal obstacle to parallelization of many preconditioners that are effective in improving the convergence rate (e.g., SSOR, ILU, and MILU) is the sequential manner these preconditioners use in traversing the computational grid--the data dependence implicitly prescribed by the method limits the amount of parallelism available. Reordering the grid traversal (e.g., from natural to red-black ordering) or inventing new methods (e.g., polynomial preconditioners) to improve the parallelization alone often has an adverse effect on the rate of convergence [8] .
The fundamental difficulty can be traced to the global dependence of elliptic problems. An effective preconditioner must account for the global coupling inherent in the original elliptic problem. Preconditioners that use purely local information (such as red-black orderings and polynomial preconditioners) are limited in their ability to improve the convergence rate. On the other hand, global coupling through a naturally ordered grid traversal is not highly parallelizable. The challenge is therefore to construct effective global coupling that is highly parallelizable. We are thus led to the consideration of preconditioners that share global information through a multilevel grid structure (ensuring a good convergence rate) but perform only local operations on each grid level (and are hence highly parallelizable). Preconditioners of the multilevel type for second-order selfadjoint operators have been proposed recently by several researchers, including Bramble, Pasciak, and Xu [6] ; Axelsson [1] ; Vassilevski [25] ; Axelsson and Vassilevski [2] ; [3] ; Kuo, Chan, and Tong [13] ; and Kuznetsov [14] .
The main goal of our paper is to employ the main ideas in [6] and [13] We allow variations in designing the filtering scheme. Several preconditioners, which will be used in the later sections, are defined specifically as follows:
MGMFI the MGMF preconditioner with 9-point (27-point) filter for two-dimensional (three-dimensional) problems (i.e., MGMF2 a modified version of MGMF in which the 9-point (27-point) filter is applied twice (i.e., Hi,2). [21] . Therefore, a general rule for selecting the scaling constant ct at grid level is ct O(h-2). For quasiuniform meshes with a refinement factor of 2 (so that ht 2hi+l), this leads to the recurrence relation Cl+l 4Cl.
By appealing to the framework in [6] , it is also possible to construct filters for quasi-uniform structured finite element meshes. This relationship was briefly discussed in [13] . Basically, the projection operator from the fine grid onto a coarser grid used in [6] can be interpreted as a low-pass filter on the fine grid. Therefore, on the one hand the elementary filters Ht's can be derived from the basis functions on the grid hierarchy. On the other hand, the projection operators in [6] can be adapted to special features of a particular problem, with the insight provided by the filtering framework (e.g., for anisotropic problems). The MF preconditioner is designed to capture the mesh-dependent spectral property of a discretized elliptic operator, but not the variation of its coefficients. In order to take badly scaled variable coefficients into account, we use diagonal scaling [10] . [27] , [11] , [26] . The MGMF preconditioner on uniform and quasi-uniform grids can be analyzed using the same finite element analysis framework used in [6] , although we will not pursue that in this paper.
On a uniform mesh there is an obvious connection between our multilevel filtering idea and wavelets [20] , [12] . Wavelets are orthonormal basis functions for squareintegrable functions and are defined on a multilevel structure. These basis functions have compact support in space and almost compact support in the Fourier domain.
Thus, wavelets can be considered as efficient bandpass filters. We are currently exploring the use of wavelets in our multilevel filtering preconditioner framework.
3. MF preconditioners for anisotropic problems. In this section, we extend the concept of multilevel filtering to the second-order anisotropic problems. To achieve a high degree of efficiency, the preconditioning step requires some modifications in the design of filters (or the use of a different multilevel nodal basis). We first provide justification for such modifications and then show the condition number as computed by Fourier analysis. Numerical experiments are also included.
Consider the following two-dimensional second-order anisotropic problem: 
such that (6) (j, k) (2 + 2a) 2(a cos jrh + cos krh). Note that if the finest level is defined on a (n + 2) (n + 2) grid, then for 7 >_ 1 the next coarse level is defined on a ((n + 1)/2 + 1) (n + 2) grid instead of a ((n + 1)/2 + 1) ((n + 1)/2 + 1) grid for 7 0. It should also be noted that this modified filtering scheme is analogous to the idea of semi coarsening in the multigrid literature.
We performed Fourier analysis of the single grid version of this scheme (called SGMFla) on the two-dimensional anisotropic problem with different a and h. The condition numbers of the preconditioned system are given in Table 1 . For comparison purposes, the condition numbers of the preconditioned system using the unmodified SGMF1 preconditioner are also included. Table 1 shows that this modified scheme is quite effective. For example, for a 1000 the condition number grows slowly with n, while this is not true for the unmodified SGMF1 preconditioner. Table 2 . The numerical results show that this scheme works very well for a wide range of . A similar scheme can be applied to the case when < 1. It should be noted that the algorithm can also be applied to.more general anisotropic problems (e.g., variable coefficients) in the same way that the semicoarsening technique in MG is used (e.g.,
by averaging coefficients) [18] . (10) .(j, k) 4-2(cos(irh) + cos(jrh)) 2 which is the square of that for the Poisson equation. Table 4 . Next we show (in Table 5 ) the iteration counts when the multigrid formulation of SGMFlb, SGMF2b, and SGMF3b (i.e., MGMFlb, MGMF2b, and MGMF3b) are applied to the same problem. [16] . This discretization scheme was motivated by the desire to preserve the highly regular grid structure (to maintain efficiency on parallel computer architectures), as well as to satisfy the need for local resolution in many physical models. For example, the mesh in Fig. 1 would be effective if the forcing function f(x, y) behaves like a 5 function distribution at the points (1, 1) and (n, n) (both lower left and upper right corners). The Fourier analysis cannot be applied here because of the presence of nonuniform grids. However, as was shown in our previous paper [13] , the parallel multilevel preconditioner proposed by Bramble, Pasciak, and Xu [6] We solve a Poisson equation on the grid shown in Fig. 1 but with refinement only at the upper right corner and the forcing function is f(x, y) 2-t(1 h, 1 h), and shown in Fig. 1 and the forcing function f(x, y) 2-((h,h)-(1-h, l-h)), where is the number of level of refinements used and h is the grid size for the nonrefined grid.
We use the discretization scheme for the domain and the interfaces proposed by McCormick and Thomas [16] for aligned grids. The stopping criterion and initial guess are the same as before. The iteration counts for different number of levels and different h are given in Tables 6 and 7 . The iteration counts for the unpreconditioned conjugate-gradient (CG) method and the parallel multilevel preconditioner (BPX) [6] are also included for comparison purposes.
The tables show the effectiveness of the MF preconditioner compared to the unpreconditioned CG method and the PCG method with parallel multilevel preconditioner (BPX). The convergence rates seem to be quite insensitive to the number of refinement levels used. [7] . A typical one is Dryja's preconditioner [9] , which is defined to be the square root of the negative one-dimensional Laplacian and which can be inverted by the use of FFTs in O(n log n) time, where n is the number of unknowns on the interface. Recently, Smith and Widlund [19] proposed a hierarchical basis preconditioner for S which is cheaper than Dryja's preconditioner, requiring only O(n) work per iteration. Here we propose to use the MF preconditioner for S. To do this, we can retain the multilevel filtering framework and we only need to modify the scaling constants ct's. We know that the eigenvalues for the Schur complement in the frequency band Bt behaves like O(h1) [9] . Therefore, it is sufficient to use the recurrence Ct+l 2ct. In Table 8 we compare the number of iterations to obtain convergence for different n for the Poisson equation on a rectangular 2n n grid decomposed into two equal subdomains. We observe that MGMF2 performs better than MGMF1 and the hierarchical basis (HB) preconditioner. All but the HB preconditioner seem to show convergence rates independent of n. Although we cannot prove spectral equivalence for the MGMF preconditioners, an O(log n) upper bound for the condition number for the MGMF1 preconditioned system can be proved and details of such a proof can be found in [24] .
We also observe that the MGMF2 preconditioner performs almost as well as Dryja's preconditioner. The MGMF appears to offer convergence rates comparable to Dryja's preconditioner and at the same time is relatively easy to use and costs about the same as the HB preconditioner.
7. Conclusion. In our previous paper [13] 
