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VIIISommario
Ancora oggi, nonostante la continua evoluzione delle conoscenze della scienza a
riguardo del funzionamento dei diversi componenti del corpo umano, restano tut-
tavia numerose le lacune.
In particolare il funzionamento del sistema neuro-motorio risulta essere forse
quello di cui si hanno meno notizie.
Moltissimi sono i test, documentati in letteratura, che vengono svolti ogni
anno e che permettono una sempre miglior conoscenza delle dinamiche interne
del sistema nervoso che portano al corretto svolgimento dei movimenti desiderati.
Tali esperimenti hanno lo scopo di confermare o smentire delle ipotesi di partenza
per poter costruire modelli meccanici di tale sistema sempre pi` u vicini al suo
reale funzionamento, permettendo la continuazione degli studi anche per mezzo
di simulazioni svolte al pc.
In questo lavoro di tesi ` e stato sviluppato un modello di controllo motorio
in Simulink, un programma per la modellizzazione, la simulazione e l’analisi di
sistemi dinamici.Introduzione
La maggior parte delle nostre azioni quotidiane coinvolge la funzione motoria.
Tutti i movimenti, specialmente quelli ﬁnalizzati al raggiungimento di bersagli,
sono il risultato di processi neurali integrati in cui sono fondamentali i ruoli giocati
dai vari aspetti delle funzioni cognitive.
I movimenti volontari vengono perfezionati con la pratica che ci permette di
prevedere e di evitare gli ostacoli presenti nell’ambiente. Oltre al controllo di
feedback, il sistema nervoso utilizza segnali derivanti anche dal controllo di feed-
foward e, con l’ausilio di queste informazioni, ` e in grado di mettere in atto, prima
dell’inizio del movimento, particolari strategie basate sull’esperienza pregressa.
A causa di questa sua notevole complessit` a, quindi, il sistema neuro-motorio
risulta molto diﬃcile da modellare, anche perch` e il suo funzionamento presenta
ancora numerosi lati non completamente conosciuti.
Lo sviluppo di un modello motorio il pi` u veritiero possibile, per` o, risulterebbe
assai utile nell’indagare il sistema neuromotorio per comprenderne le dinamiche
e, di conseguenza, per capire quali tipi di esercizi riabilitativi siano in grado di
dare migliori risultati per la riabilitazione dei pazienti colpiti da ictus.
Lo scopo di questa tesi ` e quello di fornire un’implementazione in Simulink di
uno dei modelli di controllo motorio ideati in un precedente lavoro di tesi [1],
anch’esso parte del pi` u ampio progetto di ricerca portato avanti dal gruppo di
robotica del DIMEG dell’Universit` a degli Studi di Padova. Tale modello dovr` a
essere progressivamente migliorato per avvicinarlo il pi` u possibile al reale fun-
zionamento del sistema neuromotorio, cosicch` e, ideando vari tipi di simulazione,
risulti possibile capire se gli esercizi di target tracking ideati [2, 3] risultino eﬀet-tivamente eﬃcaci per una miglior e pi` u rapida riabilitazione. Tali esercizi, infatti,
prevedono l’apporto di feedback audio relativo alla velocit` a del target (che si ` e
rivelato essere il tipo di feedback pi` u utile per il miglioramento della performance
nell’esecuzione del task di target tracking) e l’utilizzo di un device.
Il ﬁne ultimo delle simulazioni compiute con il perfezionamento di questo modello
in Simulink (la cui implementazione sar` a interamente commentata nel capitolo
3) sar` a, quindi, quello di scoprire:
- qual ` e il reale compito svolto dal feedback audio nel miglioramento delle
performance
- se la presenza del device rende pi` u diﬃcoltosa l’esecuzione dei task e, in caso
aﬀermativo, ideare nuovi esercizi senza device o nei quali esso ` e presente,
ma in modo molto meno invasivo.
XIICapitolo 1
Sistema neuromotorio
La maggior parte delle azioni che quotidianamente svolgiamo coinvolge la funzione
motoria e ogni singolo movimento da noi compiuto ` e, in realt` a, un complesso
compito motorio: per tutte le azioni il sistema nervoso centrale deve selezionare i
muscoli da contrarre e l’ordine esatto in cui queste contrazioni devono aver luogo.
Nella prima parte di questo capitolo sar` a data una breve descrizione delle varie
parti del sistema nervoso direttamente coinvolte nei compiti motori, nella seconda
parte si sottolineer` a l’importanza di modellizzare il sistema per studiarne funzioni
e caratteristiche attraverso simulazioni al computer, inﬁne, nella terza parte del
capitolo, si esporranno delle scoperte a cui si ` e giunti progredendo con l’indagine
sul sistema neuromotorio, e alcuni dei test svolti per raggiungere tali conoscenze.
1.1 Descrizione biomeccanica
1.1.1 La corteccia cerebrale motoria
La corteccia cerebrale motoria costituisce il livello pi` u elevato nel sistema gerar-
chico delle parti del sistema nervoso adibite al controllo motorio. Essa ` e divisa
in tre parti: corteccia motrice primaria, area premotoria laterale, area motrice
supplementare; e ciascuna di queste scambia informazioni col midollo spinale:
- in modo diretto, attraverso il tratto corticospinale;
- in modo indiretto, attraverso i sistemi motori del tronco dell’encefalo.2 1. SISTEMA NEUROMOTORIO
Figura 1.1: Sistema neuromotorio
I comandi motori provenienti dalla corteccia cerebrale vengono poi convogliati
grazie all’azione di due diversi tipi di ﬁbre: le corticospinali e le ﬁbre cortico-
bulbari. Le prime, che sono ﬁbre che hanno in gran parte origine dalla corteccia
motoria primaria e dalla premotoria, controllano gli interneuroni e i motoneuroni
spinali che innervano i muscoli del tronco e degli arti; le seconde controllano i
nuclei motori dei nervi cranici.
1.1.2 Il cervelletto
Il principale ruolo del cervelletto consiste nella regolazione delle funzioni motorie
e, in particolare, nello svolgere compiti motori rapidi. Esso esegue una compara-
zione tra i segnali provenienti dal feedback esterno (ottenuto dal sistema nervoso
periferico che aggiorna sullo stato di ciascun segmento corporeo) e quelli trasmes-
si dal feedback interno (ottenuto da strutture cerebrali, come corteccia motrice e
premotoria, che prendono parte alla programmazione del movimento) e, tramite
questo confronto, ` e in grado di correggere il movimento durante la sua esecuzione
qualora esso si discosti dall’obiettivo preﬁssato; successivamente proietta le infor-
mazioni ai sistemi motori discendenti del sistema nervoso centrale.
I suoi compiti, quindi, risultano essere assai diversi da quelli della corteccia cere-
brale; un’ulteriore prova di questa diﬀerenza sta nei sintomi delle lesioni a queste
due parti del sistema nervoso centrale: le lesioni al cervelletto portano, come con-
seguenza, a delle alterazioni del movimento che si manifestano con la perdita di1.1. DESCRIZIONE BIOMECCANICA 3
coordinazione nello svolgere compiti motori rapidi, ma non determinano paralisi
muscolari; le lesioni della corteccia motrice provocano, invece, diminuzione della
forza e della velocit` a dei movimenti e fanno perdere la capacit` a di contrarre in-
dividualmente i vari muscoli.
Le funzioni di maggior peso del cervelletto sono:
• mantenimento dell’equilibrio,
• regolazione dei riﬂessi posturali essenziali per una corretta prestazione mo-
toria,
• regolazione dell’attivit` a dei muscoli agonisti ed antagonisti.
Al cervelletto giungono molti stimoli provenienti dalla corteccia motoria e dal
tronco dell’encefalo, esso per` o riceve una notevole quantit` a di informazioni anche
dalla periferia, tramite fasci di ﬁbre. Tali fasci trasmettono segnali provenienti dai
fusi neuromuscolari e anche da altri recettori somatici (organi tendinei di Golgi,
i grossi recettori tattili della cute ed i recettori delle articolazioni) per informare
il cervelletto sullo stato della contrazione muscolare in atto, sul grado di tensione
dei tendini, sulla posizione e la velocit` a del movimento dei diﬀerenti segmenti del
corpo e sulle forze che stanno agendo sulle varie zone della superﬁcie corporea.
Tramite i fasci cortico-spinale e rubro-spinale giungono al cervelletto anche segnali
motori derivanti dai generatori di pattern motori operanti all’interno del midollo;
esso dunque raccoglie continuamente informazioni relative ai movimenti ed alle
posizioni di tutti i segmenti corporei, pur operando sempre a livello inconscio.
1.1.3 I muscoli
L’esecuzione dei vari movimenti ` e permessa dalla contrazione muscolare, attivit` a
controllata grazie all’innumerevole quantit` a di informazioni elaborate dal sistema
nervoso centrale. La forza espressa nella contrazione muscolare e le conseguenti
modiﬁche della lunghezza dei muscoli dipendono da molteplici fattori:
• la lunghezza iniziale del muscolo,
• la velocit` a di variazione della sua lunghezza,4 1. SISTEMA NEUROMOTORIO
• i carichi esterni che si oppongono al movimento.
Questi fattori devono essere noti per permettere il controllo dei movimenti e il
corretto calcolo delle forze muscolari necessarie per compierli; il sistema nervoso
centrale conosce la lunghezza e la forza dei muscoli grazie alle informazioni pro-
priocettive derivanti dai fusi neuromuscolari e dagli organi tendinei del Golgi. Tali
informazioni, mentre a livello corticale vengono utilizzate per le percezioni della
posizione degli arti e per il controllo dei movimenti volontari, nei livelli inferiori
vengono adottate per il controllo dei riﬂessi.
1.1.4 I recettori
Nel precedente paragrafo si ` e accennato all’importanza della propriocezione, os-
sia la capacit` a del sistema nervoso centrale di percepire la posizione del corpo
nelle sue parti e la contrazione dei muscoli. Tale sensibilit` a, fondamentale per un
buon controllo, ` e creata attraverso la stimolazione di speciﬁci recettori sensoriali
presenti in prossimit` a dei vari organi del corpo e alcuni anche sensibili a stimo-
li provenienti dall’esterno quali il tatto, la pressione cutanea e altre variazione
strutturali di tipo meccanico (meccanocettori) di derivazione anche interna.
Le informazioni riguardanti la propriocezione vengono trasmesse al sistema
nervoso centrale da due principali tipi di recettori: fusi neuromuscolari e orga-
ni tendinei del Golgi (ﬁg.1.2). Essi forniscono informazioni complementari sullo
stato dei vari muscoli: i primi, che sono paralleli alle ﬁbre muscolari, registrano
la lunghezza; i secondi, posizionati a livello del collegamento tra tendine e ﬁbre
muscolari, danno informazioni riguardo alle variazioni di tensione.
Le informazioni provenienti da entrambi i tipi di sensori giungono e trovano im-
piego in tutti i vari livelli del sistema nervoso centrale: al livello pi` u alto esse sono
utilizzate per pianiﬁcare i movimenti, a livello inferiore, invece, per il controllo
dei riﬂessi.
Oltre a questi due principali tipi di recettori che forniscono informazioni utili
al controllo motorio, ce ne sono altri secondari. Alcuni esempi sono:
• i recettori interstiziali, terminazioni nervose libere sparse ovunque nella
cute, nei tessuti connettivi e negli interstizi muscolari;1.2. MODELLIZZAZIONE DEI COMPONENTI 5
Figura 1.2: Fusi neuromuscolari e organi tendinei del Golgi
• i corpuscoli di Meissner , recettori tattili di particolare sensibilit` a, consen-
tono di aﬀerrare con precisione oggetti di piccole dimensioni;
• i corpuscoli di Ruﬃni in qualit` a di recettori articolari (meccanorecettori di
stiramento) segnalano direzione e velocit` a di movimento e, come gli organi
tendinei del Golgi, misurano la tensione del tessuto;
• i corpuscoli di Vater-Pacini essendo ad adattamento molto rapido segnalano
variazioni meccaniche molto veloci quali le vibrazioni (quelle con frequenza
superiore ai 100Hz in particolare). Questi possono essere considerati come
sensori di accelerazione.
1.2 Modellizzazione dei componenti
Coloro che si occupano dello studio del movimento umano tipicamente iniziano
il loro lavoro deﬁnendo, in maniera implicita o esplicita, un sistema o modello.
Adoperando la schematizzazione della parte di interesse, infatti, risulta possibile
eﬀettuare esperimenti e simulazioni al pc che consentono di apprenderne, almeno
in parte, il funzionamento.
Il modello, il cui scopo ` e quello di imitare al meglio un organo o una funzione,
nella maggior parte dei casi ` e il risultato di un’elevata sempliﬁcazione: esso si pro-
pone di rappresentare solamente le caratteristiche basilari e di maggior interesse
del sistema reale; per cui ` e da considerarsi sempre vera la regola secondo la quale6 1. SISTEMA NEUROMOTORIO
tutti i modelli sono sbagliati rispetto al reale sistema che modellizzano, ma alcuni
di essi possono risultare utili per lo studio e il miglioramento delle conoscenze.
1.2.1 Modello di Hill
Figura 1.3: Due diverse rappresentazioni del modello di Hill: A ` e la forma pi` u
comune del modello muscolare, B ` e la forma alternativa. Durante l’allungamento
passivo, quando la forza attraverso l’elemento contrattile (CE) ` e nulla, si ha che
le due rappresentazioni diﬀeriscono per il comportamento dell’elemento elastico
in serie (SE): in A viene teso solo PE, in B entrambi.
Uno degli esempi pi` u noti di queste schematizzazioni ` e, senza dubbio, quello
muscolare sviluppato nel 1938 da Hill: egli, partendo da una serie di esperimenti,
giunse all’elaborazione di un modello meccanico del muscolo che teneva conto
dell’elasticit` a muscolare.
Tale modello (ﬁg.1.3) propone la suddivisione del muscolo in due diversi gruppi
funzionali:
• il primo raggruppa in s` e gli elementi contrattili (CE), ovvero i sarcomeri;
• il secondo comprende invece la parte non contrattile formata dal tessuto
connettivo del muscolo (guaine di cui sono rivestiti i sarcomeri, tendini, ...).1.3. SPERIMENTAZIONI 7
Le strutture appartenenti a questo secondo gruppo (e quindi non contrattili)
vengono a loro volta divise in due gruppi: elementi elastici in serie (SE),
come i tendini, ed elementi elastici in parallelo (PE), come tutte le fasce in
generale.
Nel muscolo in stato di riposo la parte contrattile CE ` e rilassata e n` e gli elementi
SE, n` e i PE sono sottoposti a tensione. Il comportamento della parte SE ` e assi-
milabile a quello di una molla: gli elementi ad essa appartenenti sono in grado di
immagazzinare energia quando, sottoposti a tensione, subiscono un allungamen-
to, e la restituiscono poi quando vengono rilasciati. Al termine della tensione gli
elementi SE tornano molto velocemente alla loro lunghezza a riposo e ci` o li rende
molto importanti per l’esecuzione di movimenti esplosivi o per i quali ` e richiesta
prontezza nella contrazione.
Come aﬀermato in precedenza, le modellizzazioni dei vari componenti del siste-
ma neuromotorio non sono di semplice realizzazione: i modelli delle singole parti
di questo sistema, presenti in letteratura, non risultano essere sempre ben deﬁni-
ti, n` e del tutto chiari. Ed inoltre sono ancor meno conosciuti i collegamenti che
intercorrono tra queste singole modellizzazioni, cio` e il funzionamento complessivo
dell’intera architettura del sistema.
1.3 Sperimentazioni
Al ﬁne di comprendere maggiormente il funzionamento dell’intero sistema neu-
romotorio, durante gli ultimi trent’anni sono stati svolti innumerevoli test che
hanno visto come protagonisti sia persone sane, sia pazienti malati.
Tali test risultavano essere tra loro simili per lo schema (ﬁg.1.4) con cui avveni-
va il loro svolgimento: la maggior parte di questi esperimenti prevedeva infatti
l’utilizzo di un joystick, la somministrazione di un campo di forza (perturbazioni
cinematiche prodotte da un sistema robotico, con lo scopo di veriﬁcare la risposta
dei soggetti sottoposti al test) e l’erogazione di feedback (solitamente video).
Altri tipi di indagini, invece, erano basate su test che prevedevano l’impiego di8 1. SISTEMA NEUROMOTORIO
Figura 1.4: Modalit` a dei test
interfacce aptiche.
1.3.1 Alcuni test e relativi risultati
Proprio considerando un esercizio di reaching con la presenza di forze meccaniche
esterne, Schadmehr e Mussa-Ivaldi [4] cercarono di comprendere in quale modo
il sistema nervoso centrale apprende il controllo motorio: il campo di forza di
disturbo veniva generato da un robot manipulandum e i soggetti erano tenuti
a compiere movimenti di reaching aﬀerrando l’end-eﬀector del manipulandum
(ﬁg.1.4).
I movimenti iniziali di questi soggetti erano aﬀetti da grandi errori di inseguimen-
to dovuti al force-ﬁeld, ma si poteva chiaramente osservare, con la pratica, un loro
notevole miglioramento (adattamento motorio). Quando poi veniva eliminato il
disturbo esterno si assisteva ad una traiettoria risultante che era l’immagine spe-
culare di quella che aveva visto inizialmente l’improvvisa applicazione della forza
di disturbo: il motor control, quindi, aveva elaborato un modello del campo di
forza, utile al sistema nervoso per prevedere e compensare le forze imposte dal-
l’ambiente esterno (ﬁg.1.5).
Col progredire degli studi si ` e scoperto [5], inoltre, che l’adattamento ad un campo1.3. SPERIMENTAZIONI 9
Figura 1.5: A) Traiettorie per le 4 forme con force-ﬁeld nullo. B) Traiettorie
inaspettatamente perturbate da force-ﬁeld. C) Traiettorie in presenza di force-
ﬁeld dopo 4 set di training. D) Traiettorie, ad adattamento avvenuto, dopo la
rimozione inattesa del force-ﬁeld.
di forza esterna si veriﬁca per diﬀerenti tipi di movimento e non esclusivamente
per task di reaching; e nei soggetti in cui si ` e veriﬁcato un tale adattamento,
lungo una direzione speciﬁca, esso non viene generalizzato per movimenti in altre
direzioni. Questi risultati, riferiti all’abilit` a del sistema nervoso centrale di ge-
neralizzare l’apprendimento al di l` a della serie di posizioni e velocit` a esplorate,
dimostrano che esso decade rapidamente con la distanza dai luoghi in cui i di-
sturbi erano stati avvertiti dall’arto in movimento [6].
Un ulteriore esperimento simile [7] vide i soggetti protagonisti del test imparare
a contrastare il disturbo con la produzione di forze che non dipendono dal tempo
ma dalla velocit` a e dalla posizione del braccio, concludendo da questa evidenza
che il tempo e le dinamiche dipendenti da esso non sono esplicitamente rappre-
sentati all’interno delle strutture neurali che sono responsabili dell’adattamento
motorio.
Altri test [8], diﬀerenti dai precedenti perch` e si ` e eﬀettuato lo spostamento del
force-ﬁeld tra due luoghi di lavoro, sono stati svolti per comprendere il sistema di
coordinate coinvolto nella rappresentazione della dinamica e da essi si ` e avuta la
conferma dell’idea che le nuove dinamiche vengono apprese dal sistema nervoso
centrale in coordinate intrinseche.10 1. SISTEMA NEUROMOTORIO
Criscimagna e al. [9] compirono le loro indagini svolgendo due uguali test con
force-ﬁeld per soggetti destrimani: il primo aﬀerrando l’end-eﬀector con la mano
destra, il secondo con la sinistra. I risultati suggerirono che, quando il braccio
destro dominante viene utilizzato nell’apprendimento delle dinamiche, le infor-
mazioni ricavate potrebbero essere rappresentate nel sistema nervoso centrale in
modo da risultare eﬃcaci sia per il braccio destro, sia per il sinistro. Al contrario,
l’apprendimento con il braccio non dominante sembra avvenire solo per i movi-
menti compiuti da esso.
Da qualche anno anche il gruppo di robotica del DIMEG (Dipartimento di
ingegneria meccanica e gestinale) dell’Universit` a di Padova sta portando avan-
ti un progetto di ricerca nell’ambito del quale sono stati eﬀettuati test simili a
quelli precedentemente citati, anch’essi svolti con l’utilizzo di un joystick, con la
somministrazione di un force-ﬁeld e con l’erogazione di feedback (in questo caso
sia video, sia audio) ﬁg.1.6.
Tali test [3, 2], riassunti al paragrafo 2.2 del capitolo 2, sono stati ideati con il
principale scopo di indagare gli eﬀetti positivi che vari tipi di feedback audio pos-
sono apportare alla performance relativa allo svolgimento di un task di reaching.
Goodbody e Wolpert [10] usarono invece un’interfaccia tridimensionale ro-
botica, la quale generava campi di forza dipendenti dalla velocit` a di un certo
movimento. Il loro scopo consisteva nello studiare come l’adattamento viene ge-
neralizzato per tutti gli altri movimenti, anche per quelli di ampiezza diversa
rispetto a quella del movimento compiuto dai soggetti durante il learning. L’ipo-
tesi, trovando conferma, ha condotto all’idea di una rappresentazione non-locale
del processo di controllo.
Un nuovo interessante risultato fu quello di Brashers-Krug [11], il quale dimo-
str` o che il consolidamento di una capacit` a motoria in seguito a un primo learning,
viene poi cancellato con l’apprendimento di un secondo motor task.
Altri tipi di test furono compiuti da Feygin [12]: egli propose di utilizzare
interfacce aptiche per guidare ﬁsicamente il soggetto nel compiere il movimen-1.3. SPERIMENTAZIONI 11
Figura 1.6: Soggetto durante i test
to; in questo modo egli poteva comprendere il movimento richiesto mediante la
propriocezione. Ogni soggetto ha svolto il test in tre modalit` a diverse (haptic,
visive, haptic and visive) ed ` e poi stato chiamato a riprodurre manualmente il
movimento in due diverse condizioni: con e senza feedback visivo.
I risultati hanno dimostrato l’eﬃcacia della guida aptica durante il training.
In un esperimento simile [13] i partecipanti sono stati guidati lungo una traiet-
toria e si ` e chiesto loro di imparare una sequenza di forze attraverso il solo haptic
tracking, poi con il solo feedback visivo e, inﬁne, con la combinazione di entrambi.
Si ` e avuta la conferma dell’eﬃcacia dell’haptic-tracking in collaborazione con il
feedback visivo.
1.3.2 Tipologie di controllo proposte
Sulla base dei risultati trovati nel corso degli esperimenti precedentemente citati
c’` e stata un’elaborazione parallela delle possibili tipologie di controllo vigenti nel
sistema neuro-motorio.
Ne verranno ora brevemente elencate alcune che saranno ulteriormente citate nel
paragrafo 2.1, dove verr` a inoltre descritto l’eﬀettivo impiego che hanno trovato12 1. SISTEMA NEUROMOTORIO
all’interno di modelli di controllo motorio presenti in letteratura.
Burdet [14] ha esaminato i movimenti del braccio in un ambiente dinamico in-
stabile creato da un’interfaccia robotica. I risultati della sua indagine suggeriscono
che il controllo motorio sia sostanzialmente fondato su un controllo di impeden-
za, combinato con vari tipi di controllo basati su modelli interni per ambienti
rumorosi o instabili.
I modelli in avanti prevedono il movimento sulla base di un comando moto-
rio, mentre i modelli inversi predicono il comando motorio necessario per ottenere
un movimento desiderato. Nel paragrafo 1.3.1 si ` e citato il fatto che il sistema
neuro-motorio ` e in grado di cancellare l’eﬀetto di un campo di forza, e ci` o proba-
bilmente richiede un calcolo inverso della dinamica. Su queste basi, quindi, ` e stata
proposta l’idea secondo la quale il sistema nervoso centrale simula internamen-
te il comportamento dinamico del sistema motorio nella pianiﬁcazione, controllo
e apprendimento. Si rimanda al paragrafo 2.1.2 per una miglior spiegazione dei
modelli in avanti e il loro possibile inserimento nell’ideazione di un modello di
controllo motorio.
Un altro fatto dimostrato ` e che il movimento ` e guidato dalla necessit` a di man-
tenere una forma e un proﬁlo temporale desiderati del movimento stesso [15]. In
particolare, uno degli obiettivi principali di coordinazione motoria ` e la produzio-
ne del movimento pi` u liscio possibile della mano, approssimata dalla funzione di
minimum jerk: il sistema nervoso, quindi, potrebbe ottimizzare i movimenti da
un criterio di cinematica.
Secondo un altro punto di vista, il movimento ` e guidato dalle esigenze ﬁsiche del
movimento: vale a dire, l’adattamento ha lo scopo di ottimizzare le caratteristiche
dinamiche di movimento come fatica, potenza, ...[16].
Il controllo motorio, quindi, dovrebbe essere inﬂuenzato sia da ottimizzazioni ci-
nematiche, sia dinamiche. Un esempio dell’utilizzo di una tale ottimizzazione ` e
presente nel modello descritto al paragrafo 2.1.6.
Inﬁne, parlando di motor control, ` e necessario sottolineare l’estrema impor-
tanza che hanno i diversi tipi di feedback (video, propriocezione, audio, ...) nel-
l’esecuzione delle pi` u svariate tipologie di task; i risultati di alcune ricerche hanno1.3. SPERIMENTAZIONI 13
inoltre dimostrato che il sistema nervoso centrale ` e a conoscenza della precisione
delle informazioni propriocettive e visive, ed ` e quindi in grado di utilizzarle nel
migliore dei modi attribuendo peso maggiore ai feedback pi` u precisi.Capitolo 2
Modelli di controllo motorio
Nella prima parte di questo capitolo si propone il risultato di un lavoro svolto
in precedenza [1] e consistente in una revisione degli articoli presenti in lettera-
tura contenenti un modello per il controllo motorio. Nella seconda parte, invece,
sar` a descritto il modello di controllo motorio sviluppato dal gruppo di robotica
del DIMEG dell’Universit` a di Padova, la cui implementazione in Simulink verr` a
interamente trattata nel prossimo capitolo.
2.1 Modelli di controllo motorio in letteratura
I vari modelli che seguono sono il risultato di una ricerca bibliograﬁca per la quale
si sono utilizzati:
• i motori di ricerca: Pubmed, Engineering Village, ISI Web of Knowledge,
Google.
• le parole chiave: motor learning, motor control, feedback audio, feedback video,
feedforward, force ﬁeld, inverse dynamic, muscle control.
2.1.1 Modello di rete neuronale (1987)
Nell’articolo di M. Kawato [17] ` e proposto un modello per il controllo motorio
secondo il quale, per ottenere il movimento, il sistema nervoso centrale deve poter
risolvere tre diversi tipi di problemi computazionali a vari livelli: per prima cosa ` e16 2. MODELLI DI CONTROLLO MOTORIO
necessaria la determinazione della traiettoria desiderata in coordinate relative allo
spazio, queste devono poi essere trasformate in coordinate xd relative ai giunti e,
inﬁne, ` e necessario ricavare i comandi motori u da esse per coordinare l’attivit` a
di molti muscoli.
Figura 2.1: Modello gerarchico di una rete neurale.
In questo modello (ﬁg.2.1) la corteccia associativa elabora il comando motorio
e calcola la traiettoria desiderata xd in coordinate relative ai giunti; nella cortec-
cia motoria vengono poi calcolati i comandi motori u che sono successivamente
trasmessi ai muscoli, i quali, contraendosi, realizzano la traiettoria eﬀettiva x.
Il movimento reale pu` o essere conosciuto per mezzo della propriocezione che lo
misura e manda tale feedback sensoriale alla corteccia motoria; quando x risulta
essere diverso dalla traiettoria desiderata xd, si ` e in presenza di un errore dato da
(xd − x). Quest’ultimo funge poi da input per il feedback control, il quale cerca
di correggere la traiettoria.
Con la pratica viene acquisito un modello interno neurale delle dinamiche del
sistema muscolo-scheletrico, monitorando i comandi motori u e i corrispondenti
movimenti risultanti.
Vista la lentezza dei feedback sensoriali, il sistema nervoso centrale necessita
di acquisire, attraverso il motor learning, un modello dinamico inverso per poi2.1. MODELLI DI CONTROLLO MOTORIO IN LETTERATURA 17
eseguire il controllo motorio puramente con l’utilizzo del feedforward.
Il controllo interno con questo modello dinamico aggiorna il comando motorio ed
` e in grado di ottenere una predizione x∗ del movimento e del conseguente errore
(xd−x∗); al procedere del motor learning il modello dinamico inverso, utilizzando
come input l’errore (xd − x∗), prende gradualmente il posto del feedback esterno
come controllore principale, dal momento che questo controllo di feedforward
impiega meno tempo del controllo di feedback; con l’acquisizione del modello
dinamico inverso del sistema muscolo scheletrico ` e possibile calcolare il comando
motorio u∗ direttamente a partire da xd.
L’eﬀetto dei controlli di feedback e di feedforward ` e il miglioramento della
performance, cio` e la diminuzione dell’eﬀettivo errore di traiettoria (xd − x).
Un’altra ipotesi, contenuta in un articolo pi` u recente di Kawato [18], ` e che il
cervello umano sia organizzato in framework, ognuno dei quali composto da un
modello in avanti e da un modello inverso. I vari framework danno la possibilit` a al
sistema nervoso centrale di trattare in modo diﬀerente un gran numero di oggetti
diversiﬁcati tra loro per propriet` a cinematiche e dinamiche. L’informazione visiva
permette di scegliere il framework da utilizzare per manipolare l’oggetto visua-
lizzato, deﬁnendo in questo modo l’accoppiamento forza di grip-forza di carico,
ossia le due forze principali che permettono di controllare un oggetto.
2.1.2 Modelli in avanti
In un articolo di Miall [19] ` e sostenuta l’ipotesi secondo la quale, per pianiﬁ-
care traiettorie, per attuare il motor learning, per controllare il movimento e,
se necessario, per correggerlo, il sistema nervoso centrale simula interamente il
comportamento del sistema muscolo-scheletrico; cio` e, per mezzo di un modello in
avanti che rappresenta lo stato corrente del sistema motorio, esso ` e in grado di
predire lo stato successivo, simulandone il comportamento naturale.
I forward models, ossia i modelli in avanti [20], costituiscono una rappresenta-
zione causale del sistema motorio. Un modello di questo tipo solitamente ha come
input lo stato corrente del sistema motorio (cio` e l’intero set delle sue variabili di
stato, generalmente angoli e velocit` a dei singoli giunti) e il set di comandi motori
emessi dal controller; l’output, invece, consiste nella stima del nuovo stato, la18 2. MODELLI DI CONTROLLO MOTORIO
Figura 2.2: Forward Dynamics Model e Forward Sensory Output Model posti in
cascata.
quale viene utilizzata per ottenere anche la predizione dei segnali sensoriali che
dovrebbero essere la conseguenza di questo nuovo stato. In questo modo, dun-
que, ` e possibile stimare l’eﬀetto sensoriale relativo a un certo comando motorio
(ﬁg.2.2).
Lo stesso articolo ipotizza vari impieghi possibili per questi modelli in avanti.
Essi possono essere utilizzati per:
• cancellare la reaﬀerenza sensoriale (ﬁg.2.3);
i segnali sensoriali, infatti, sono dovuti a due cause: agli inﬂussi ambientali
del corpo (i segnali sensoriali derivanti da essi sono detti aﬀerenti e sono
esattamente ci` o che voglio percepire) e ai movimenti generati dall’individuo
(i segnali sensoriali generati da ci` o sono detti reaﬀerenti e sono indesiderati;
in quanto eﬀetto dei nostri stessi movimenti, essi costituiscono una sorta di
disturbo e devono poter non essere considerati); questo ` e possibile ricor-
rendo all’utilizzo di un modello in avanti in grado di cancellare gli ingressi
reaﬀerenti del modello [21].
• l’apprendimento tramite supervisione distale;
L’obiettivo e l’esito di un esperimento sono spesso deﬁniti tramite le coor-
dinate di un task related, e ci` o rappresenta una complicazione nel lavoro
svolto dal sistema nervoso centrale nel contesto del controllo. Un esempio ` e
dato dagli errori di pronuncia [20]: essi vengono rilevati come segnali audio
e il controller deve per` o attivarsi per modiﬁcare i comandi motori per i
muscoli dell’apparato vocale.
Un modello di forward pu` o essere dunque utilizzato per cogliere la relazione
presente tra il segnale motorio e il segnale sensoriale, e anche per tradurre2.1. MODELLI DI CONTROLLO MOTORIO IN LETTERATURA 19
Figura 2.3: Modello in avanti necessario a cancellare gli ingressi reaﬀerenti. Il
modello in avanti dinamico e i modelli delle uscite (riga superiore) generano una
stima della reaﬀerenza; la diﬀerenza tra la stima e il segnale d’ingresso indicante
la reaﬀerenza reale (riga inferiore) pu` o informare il CNS circa gli eventi esterni.
Il segnale di discrepanza sensoriale ` e anche usato per modelli di training.
errori misurati dallo stato del sistema motorio (cio` e gli errori di movimento)
in errori dei comandi motori; in questo modo si fornisce un appropriato
segnale per l’apprendimento motorio.
• la stima dello stato;
Le informazioni relative a posizione e velocit` a (cio` e allo stato) della mano
sono importanti nei movimenti di reaching perch` e permettono al sistema
nervoso centrale di migliorare l’accuratezza del movimento. Con l’utilizzo
di un modello in avanti, che in questa circostanza ` e parte centrale del cosid-
detto modello osservatore (Observer Model), ` e possibile ottenere una stima
dello stato dell’arto considerando come input la coppia eﬀerente (ossia i
comandi motori inviati al braccio) e il feedback sensoriale di ritorno. Inte-
grando tra loro tutte le informazioni disponibili, l’osservatore stima lo stato
dell’arto in modo pi` u accurato, riducendo l’incertezza.
Un esempio di modello osservatore ` e dato dal ﬁltro di Kalman [22]; esso
stima lo stato simulando al suo interno il sistema motorio e, utilizzan-
do i feedback sensoriali di ritorno, riesce a correggere e migliorare tale
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• ovviare al ritardo del feedback control;
Il controllo motorio nell’uomo avviene sia attraverso meccanismi di feed-
back, sia attraverso meccanismi di feedforward. Il primo tipo di controllo,
che determina i comandi motori uscenti basandosi sulle conoscenze delle
variabili controllate, ha lo svantaggio di essere sensibile ai ritardi intrinseci
del loop senso-motorio. Il secondo tipo di controllo, che invece non fa riferi-
mento alle variabili controllate e risulta essere, quindi, molto pi` u rapido, ` e
in grado di emettere comandi motori appropriati e accurati solo per strut-
ture relativamente semplici (come l’occhio); non ` e possibile in strutture pi` u
complesse a pi` u giunti (come gli arti).
Un altro possibile uso dei modelli in avanti, quindi, ` e quello di assistere (e
di conseguenza velocizzare) il controllo di feedback laddove non si ritenga
possibile l’utilizzo di un controllo di feedforward; includendo il modello in
avanti all’interno del ciclo di feedback a retroazione negativa, esso fornisce
un segnale di feedback interno che risulta disponibile molto pi` u rapidamente
del segnale di feedback reale risultante dal movimento. Un esempio parti-
colare di questa strategia di controllo ` e il Predittore di Smith (ﬁg.2.4), che
contiene un feedback interno aﬃancato da un modello in avanti per velo-
cizzare la stima dello stato e la stima sensoriale, e quest’ultima viene poi
ritardata per essere confrontata con il reale eﬀetto sensoriale del movimen-
to; tale modello, quindi, combina i vantaggi del controllo di forward con
quelli del controllo tramite feedback.
2.1.3 Modelli di Wang (2000-2001)
La tesi di Wang [23] propone un modello per il controllo motorio utilizzante sia
un feedback control (la cui stima del segnale ` e generata dal modello in avanti
presente nello schema), sia un feedforward control (output del modello inverso
presente nello schema). Questo modello permette l’inseguimento corretto della
traiettoria desiderata e, anche in presenza di forze e disturbi esterni, il control-
lo risulta stabile; l’adattamento alle modiﬁche impreviste dell’ambiente esterno
avviene attraverso aggiornamenti nel modello in avanti e in quello inverso.2.1. MODELLI DI CONTROLLO MOTORIO IN LETTERATURA 21
Figura 2.4: Modello di predizione di Smith. Un modello in avanti e un modello
inerente al tempo di ritardo sono usati per generare una stima dello stato. Esso
` e progettato per il controllo di sistemi con ritardi di feedback signiﬁcativi.
Il modello teorico sopra esposto ` e stato usato in un successivo articolo [24],
nel quale si sostiene l’idea secondo la quale l’adattamento dinamico modiﬁca il
modo in cui il sistema nervoso centrale risponde ai feedback sensoriali. Nel caso
particolare degli esercizi di reaching, sono stati considerati due diversi schemi
per il sistema di controllo: nel primo caso (ﬁg.2.5) il controller ` e basato su un
modello inverso adattivo, i comandi motori sono generati dal modello interno
e modiﬁcando quest’ultimo avviene l’adattamento; un lungo ritardo sensoriale
costituisce il limite di questo primo schema. Nel secondo schema (ﬁg.2.6), invece,
il ritardo sensoriale ` e compensato dall’utilizzo di un modello in avanti che simula
le dinamiche dell’arto per predire lo stato e anche qui i comandi motori sono
generati dal modello interno.
2.1.4 Modelli interni condivisi
In un articolo di M. J. Wagner e A. Smith [25] ` e stata proposta la seguente idea:
pu` o esserci una condivisione di modelli interni tra feedforward control e feedback22 2. MODELLI DI CONTROLLO MOTORIO
Figura 2.5: Controller basato su un modello inverso adattivo.
Figura 2.6: Controller che valuta il ritardo del feedback sensoriale dai movimenti
dell’arto. Ci` o avviene tramite il modello dinamico in avanti del sistema.2.1. MODELLI DI CONTROLLO MOTORIO IN LETTERATURA 23
Figura 2.7: Muscle-Rotation Model
control, e cio` e uno stretto legame tra questi due tipi di controllo. Nello stesso
scritto sono presentati due modelli di controllo motorio:
• il primo (ﬁg.2.7), basato su una strategia utilizzante il Feedback-Rotation
Model, non include la predizione dello stato; qui l’adattamento, inteso come
capacit` a di compensare le forze esterne, avviene per mezzo della rotazione
di direzioni di attivazione preferenziali, riferite ai muscoli impiegati nello
sviluppo del movimento, o attraverso una rotazione di un momento circa
equivalente. In questo modello l’input ` e costituito dalla traiettoria deside-
rata la quale viene poi trasformata, dal modello dinamico inverso dell’arto,
in un set di coordinate relative ai giunti. Il modello inverso impara a com-
pensare le forze viscose presenti con un’opportuna rotazione dei muscoli e,
dopo questa rotazione, le attivazioni muscolari sono ricombinate in coppie
nello spazio dei giunti.
• il secondo (ﬁg.2.8), basato su un modello in avanti per predire il feedback
control, prevede sia un meccanismo per l’adattamento, sia uno per la predi-
zione dello stato. In questo schema il modello inverso apprende esattamente
le dinamiche del campo di forza, non si limita ad approssimarle e compen-
sarle con la rotazione. Qui il modello in avanti contribuisce a ridurre il
tempo di ritardo e a predire il feedback spinale e il segnale di feedback di
controllo; le predizioni del modello in avanti sono poi confrontate con la tra-
iettoria desiderata per stimare futuri errori e correggerli con accelerazioni
correttive.24 2. MODELLI DI CONTROLLO MOTORIO
Figura 2.8: Forward Model Based Controller
Figura 2.9: Schema di controllo dell’Equilibrium Point Hypothesis
2.1.5 Spazio operazionale (2010)
L’articolo di E. Burdet [26] presenta la formulazione di uno spazio operazionale
come il framework di un modello di controllo motorio basato sull’ Equilibrium
Point Hypothesis (EPH) (ﬁg.2.9), secondo cui il movimento deriva dalle caratte-
ristiche dei muscoli. Per Spazio operazionale si intende quindi lo spazio del task,
quello in cui si muove l’end-eﬀector.
La pianiﬁcazione del movimento e la sua esecuzione utilizzano, dunque, o
l’approccio (EPH) (1), che prevede perci` o una metodologia di controllo che coin-
volge un modello di equilibrio (il quale rappresenta la risposta motoria ideale per
quel particolare movimento), oppure un’altra strategia (2), la EMG-Force Control2.1. MODELLI DI CONTROLLO MOTORIO IN LETTERATURA 25
Figura 2.10: Schema di controllo dell’EMG Force Control
Hypothesis (ﬁg.2.10), che utilizza modelli in avanti e modelli dinamici inversi.
In entrambe si ha che il sistema nervoso centrale pianiﬁca la traiettoria e si
occupa anche di trasformarla in una serie di opportuni comandi motori da inviare
ai vari muscoli coinvolti nel movimento.
Per quanto riguarda i metodi con cui avviene la pianiﬁcazione della traiettoria
e la sua trasformazione in comandi motori, invece, ci sono delle diﬀerenze: in (1)
il sistema nervoso centrale non si avvale di modelli cinematici inversi e dinamici
inversi al ﬁne di determinare il comando motorio appropriato, ma utilizza un mo-
dello di equilibrio e, quindi, la conoscenza delle propriet` a muscolari. In (2), invece,
la traiettoria ` e determinata ottimizzando i modelli (per esempio minimizzando
la coppia o il jerk) nello spazio dell’end-eﬀector; utilizzando modelli cinematici e
dinamici inversi, la traiettoria scelta viene poi convertita in forze relative ai vari
muscoli coinvolti nella realizzazione del movimento.
2.1.6 Controllo muscolare computazionale
L’articolo di D. G. Thelen [27] introduce un nuovo algoritmo (che va sotto il nome
di Computed muscle control), il quale utilizza l’ottimizzazione statica assieme ai
controlli di feedback e di feedforward per eseguire delle simulazioni dinamiche, il
cui scopo ` e quello di capire come interagiscono tra loro i vari elementi dei sistemi
nervoso e muscolo-scheletrico nell’esecuzione di un movimento desiderato.26 2. MODELLI DI CONTROLLO MOTORIO
In particolare l’approccio usato in simulazioni precedenti ` e stato quello di utiliz-
zare l’ottimizzazione dinamica per determinare il set di attivazioni muscolari che
meglio riproducono i dati sperimentali; tuttavia risolvere problemi di ottimizza-
zione dinamica pu` o risultare computazionalmente costoso se il modello include
molti muscoli. Per velocizzare i conti nelle simulazioni precedenti, si ` e ricorsi a
varie tecniche: spesso il numero dei muscoli coinvolti nella simulazione ` e stato ri-
dotto al minimo indispensabile, altri hanno utilizzato un metodo pseudo-inverso
per calcolare le forze muscolari eﬃcientemente [28], altri ancora hanno utilizzato
una tecnica di ottimizzazione dinamica del secondo ordine.
In questo articolo Thelen ha introdotto un nuovo metodo, il Controllo musco-
lare computazionale, per determinare il set di attivazioni muscolari che porta il
modello a tracciare i dati sperimentali. Questo metodo richiede solo un’integra-
zione delle equazioni di stato, quindi permette la presenza di molti muscoli nel
modello, senza incorrere in costi computazionali eccessivi. Per dimostrarne la vali-
dit` a ` e stata presentata una simulazione che riproduce le dinamiche della pedalata.
Nell’articolo vengono inizialmente descritti gli elementi di un modello muscolo-scheletrico
dinamico e in avanti; esso include un insieme di ordinarie equazioni diﬀerenziali
che descrivono le propriet` a del sistema muscolo-scheletrico da simulare.
Le attivazioni muscolari possono essere modellate mettendo in relazione le va-
riazioni delle attivazioni muscolari nel tempo (˙ a) con le attivazioni stesse (a)
e con le eccitazioni muscolari (u), entrambe di valore che varia continuamente
nell’intervallo 0 - 1:
˙ a =

 
 
(u − a) · [u/τact + (1 − u)/τdeact] u ≥ a
(u − a)/τdeact u < a
(2.1)
dove τact e τdeact sono le costanti di tempo rispettivamente per l’attivazione e la
disattivazione. Nel modello si sono considerate anche le dinamiche di contrazione
di muscoli e tendini, le quali sono descritte tramite equazioni in cui compaiono,
come parametri, la lunghezza di muscoli e tendini (lm ` e la lunghezza del mu-
scolo, lmt ` e la lunghezza del sistema muscolo-tendine completo), la velocit` a di
contrazione e la forza (fv ` e la relazione forza-velocit` a per il muscolo) [29, 30]:
˙ lm = f
−1
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Nello stesso modello l’accelerazione (nello spazio dei giunti) pu` o essere calcolata
risolvendo l’equazione:
¨ q = A
−1(q) · G(q) + C(q, ˙ q) + R(q) · fm + E(q, ˙ q) (2.3)
• q, ˙ q, ¨ q sono le coordinate, le velocit` a e le accelerazioni del modello;
• A−1 ` e l’inversa della matrice delle masse del sistema;
• G ` e il vettore delle forze di gravit` a agenti sulle varie parti del sistema;
• R ` e la matrice dei momenti muscolari degli arti;
• E ` e il vettore delle forze che caratterizzano le interazioni con l’ambiente
esterno;
• fm ` e il vettore delle forze muscolari.
Nel modello presentato da Thelen il feedforward e il feedback sono entrambi
utilizzati per il controllo e, assieme a questi, ` e presente anche un sistema di
ottimizzazione per risolvere la ridondanza delle attivazioni muscolari, dovuta ai
molti gradi di libert` a dati dai numerosi muscoli contenuti nel modello.
Figura 2.11: Controllo muscolare computazionale
L’algoritmo Controllo muscolare computazionale ` e composto essenzialmente
da quattro parti (ﬁg.2.11): nel primo stage viene calcolato un set di accelerazioni
desiderate, sulla base di dati cinematici sperimentali e dello stato corrente del
modello:
¨ qd = ¨ qexp + KD ˙ eq + KPeq = ¨ qexp + KD(˙ qexp − ˙ q) + KP(qexp − q) (2.4)28 2. MODELLI DI CONTROLLO MOTORIO
• q, ˙ q sono le coordinate e le velocit` a del modello;
• qexp, ˙ qexp, ¨ qexp sono le coordinate, le velocit` a e le accelerazioni sperimentali;
• KD e KP sono i guadagni di feedback per gli errori di velocit` a (˙ eq) e di
posizione (eq).
Nello Stage 2 viene invece risolto il problema di ottimizzazione per calcolare le at-
tivazioni muscolari (a∗1), le quali danno origine alle forze che dovrebbero produrre
le accelerazioni desiderate, calcolate allo Stage 1. Tenendo conto delle propriet` a
che legano forza, lunghezza e velocit` a di contrazione di un muscolo, a partire
dalle attivazioni si stimano le forze muscolari (f∗
m) che vengono poi applicate al
modello; in seguito si stimano le accelerazioni con l’equazione:
¨ q
∗ = A − 1(q) · G(q) + C(q) · ˙ q
2 + R(q) · f
∗
m + E(q, ˙ q) (2.5)
Per risolvere il problema della ridondanza, dovuto al gran numero di muscoli coin-
volti nella simulazione, si procede alla ricerca delle attivazioni muscolari capaci di
generare le accelerazioni desiderate, ricorrendo all’utilizzo di un criterio riguar-
dante la performance (per esempio si pu` o minimizzare la somma dei quadrati
delle attivazioni).
Nello Stage 3 ` e utilizzato un feedback control lineare e proporzionale, con
guadagno ku:
u = a
∗ + ku(a
∗ − a), con 0 ≤ u ≤ 1 (2.6)
dove a e a∗ sono, rispettivamente, il vettore delle attivazioni correnti nella simu-
lazione dinamica in avanti e il vettore delle attivazioni calcolate nello Stage 2.
Nello stage 4 l’input ` e dato solamente dal vettore u e non dalle attivazioni
(a∗) o dalle forze (f∗
m), ma esse sono comunque considerate perch` e incorrono al
calcolo di u negli stages precedenti.
1gli asterischi indicano che le quantit` a a cui fanno riferimento sono stime; in tal modo,
durante la simulazione, ` e possibile distinguerle dalle quantit` a corrispondenti eﬀettive, che sono
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2.2 Modello di controllo motorio proposto
Questa tesi ` e parte di un pi` u ampio lavoro di ricerca svolto dal gruppo di robotica
del DIMEG dell’Universit` a degli Studi di Padova e all’interno di questo progetto
` e stato portato avanti anche lo sviluppo teorico di un nuovo modello di controllo,
a partire dalle conoscenze acquisite studiando i modelli presenti in letteratura
(alcuni dei quali sono stati presentati nel paragrafo 2.1) e dall’attenta analisi
dei risultati di alcuni test svolti precedentemente, parte del medesimo progetto e
interamente descritti nelle tesi [2, 3].
Lo scopo di questi test consisteva principalmente nell’investigare gli eﬀetti
che diﬀerenti tipi di feedback possono apportare alle performance dei pazienti,
durante l’esecuzione di esercizi riabilitativi.
Sono stati eﬀettuati due diversi tipi di test, ciascuno dei quali prevedeva l’u-
tilizzo di un device per eseguire un esercizio di target tracking: test con tavoletta
graﬁca e test con joystick. Nel primo ciascun soggetto tracciava gli inseguimenti
sul tablet con un puntatore, nel secondo, invece, mediante l’utilizzo di un joystick
a due gradi di libert` a (e in questo secondo caso il movimento da seguire era or-
rizzontale). In entrambi i test ` e stato chiesto ai soggetti di aﬀrontare vari tipi di
esercizi di target tracking, diversi tra loro per:
1. lunghezza della traiettoria percorsa dal target: stabilita o casuale;
2. scala introdotta dal device (nel caso del joystick): costante durante l’intero
task, soggetta a variazione improvvisa o variabile durante l’intero esercizio;
3. eventuale aggiunta di feedback audio o video (oltre al feedback video di
target e cursore):
- audio (fornito in cuﬃa) di intensit` a proporzionale all’errore di posizio-
ne del cursore mosso dal paziente, rispetto alla posizione del target;
- audio legato all’errore di velocit` a del cursore rispetto a quella del
target;
- audio proporzionale alla velocit` a del target;
- video (dato dall’intensit` a del colore dello sfondo dello schermo) legato
all’errore di posizione;30 2. MODELLI DI CONTROLLO MOTORIO
- video proporzionale all’errore di velocit` a del cursore rispetto a quella
del target;
- video di intensit` a proporzionale alla velocit` a del target;
- assenza di tutti i feedback precedentemente elencati.
Lo scopo principale di questi test ` e stato quello di veriﬁcare se fornire conti-
nuamente un feedback audio o video additivo potesse dare risultati migliori per
quanto riguarda la performance e, in caso aﬀermativo, capire quali tipi di feedback
risultano maggiormente utili per una miglior esecuzione del task.
Dai risultati ` e emerso che:
• nell’esercizio di reaching in cui il feedback audio ` e legato alla velocit` a del
target nella scala del video (confrontato con il task in cui si ha assenza di
feedback) risulta evidente la diminuzione del ritardo medio;
• il feedback video (consistente nella variazione continua dell’intensit` a dello
sfondo) non apporta miglioramenti, probabilmente perch` e fornisce informa-
zioni in eccesso rispetto a quelle che si ` e in grado di considerare ed elaborare
velocemente, durante lo svolgimento di un task di questo genere, e in tal
modo disturba l’inseguimento del target video;
• sembra che l’eﬀetto fornito dal feedback sia quello di un’azione in avanti.
Proprio partendo da queste considerazioni, si ` e giunti allo sviluppo di un nuovo
modello di controllo motorio: questo, proposto in un precedente lavoro di tesi [1],
` e stato sviluppato anche tenendo in considerazione l’idea di chiarire i ruoli del
motor control e del motor learning che, come visto, sono presenti in vari schemi di
controllo motorio in letteratura, ma non sono sempre spiegati in modo esaustivo
e del tutto comprensibile.
Ulteriori aspetti che vengono evidenziati in questo modello, al ﬁne di ottenerne
una migliore comprensione, sono:
1. la diﬀerenziazione tra il dispositivo (joystick, manipolatore, etc...) e l’arto;
2. l’indicazione del tipo di coordinate utilizzate in ogni step del modello (re-
lative ai giunti o relative allo spazio operativo).2.2. MODELLO DI CONTROLLO MOTORIO PROPOSTO 31
Verr` a ora illustrato lo schema (ﬁg.2.12) in tutte le sue parti, senza per` o en-
trare ancora nel dettaglio dell’implementazione, cosa che verr` a fatta nel prossimo
capitolo.
All’inizio del modello ` e posto un blocco adibito alla stima del moto del target:
secondo l’ipotesi sostenuta in un precedente lavoro di tesi, qui avviene il calcolo
del movimento del target sulla base delle informazioni audio e video in ingresso,
relative proprio alla sua posizione e alla sua velocit` a di movimento. Tali informa-
zioni altro non sono che l’eﬀettiva posizione a video del target e la sua velocit` a,
quest’ultima ottenuta considerando sia la sua stima video, sia un eventuale feed-
back audio di intensit` a proporzionale ad essa (come quello fornito in cuﬃa ai
partecipanti ai test precedentemente menzionati, il cui contributo ha migliorato
notevolmente le performance nell’esecuzione del task).
In questo modello un’ipotesi fondamentale riguarda la modalit` a tramite cui
un soggetto esegue un movimento: si ` e ipotizzato che il controllo presente sia dato
dalla somma di continue spinte e accelerazioni calcolate sulla base dell’obiettivo
da raggiungere che, nel caso di un esercizio di reaching, pu` o essere rappresentato
da un punto in movimento.
Per questo motivo, per la realizzazione del modello basato sulla stima delle
accelerazioni, si ` e partiti col considerare un algoritmo utilizzato in robotica, nel
quale si pianiﬁca una traiettoria nello spazio dei giunti descritta da:
¨ q
r = ¨ q
d + KP(q
d − q) + KD(˙ q
d − ˙ q)
in cui ¨ qr indica l’accelerazione di riferimento del robot, KP indica il guadagno
proporzionale e KD il guadagno derivativo del controllo. Nel modello, quindi, si
` e ricorsi all’utilizzo di questo algoritmo inserendolo (scritto per` o in coordinate
cartesiane) all’interno del sottosistema Calcolo dell’accelerazione di riferimento:
¨ x
r
v = ¨ x
∗
t + KP(x
∗
t − xbv) + KD(˙ x
∗
t − ˙ xbv)
• x∗
t, ˙ x∗
t, ¨ x∗
t sono posizione, velocit` a e accelerazione stimata del target;32 2. MODELLI DI CONTROLLO MOTORIO
• ¨ xr
v indica l’accelerazione di riferimento a video, rappresentata dall’accelera-
zione stimata sommata a un certo errore;
• ¨ xr
b indica l’accelerazione di riferimento che il soggetto vorrebbe compiere
con il proprio braccio;
• xtv ` e la posizione eﬀettiva del target a video;
• xbv ` e la variabile che il soggetto visualizza a video, rappresentata dal cursore
che sta muovendo;
• xb ` e la posizione concreta dell’arto;
• x∗
b ` e la posizione stimata dell’arto, sulla base della propriocezione;
• xd
b ` e la posizione desiderata per lo spostamento del proprio braccio;
• ˙ xta ` e il feedback audio relativo alla velocit` a del target;
• ea ` e l’errore audio di posizione;
• u ` e il comando motorio;
• Fe ` e la forza esterna rappresentante un disturbo o una perturbazione.
L’accelerazione di riferimento (¨ xr
v) viene calcolata sommando alla sua sti-
ma due termini correttivi basati sugli errori di velocit` a (˙ x∗
t − ˙ xbv) e di posi-
zione (x∗
t − xbv), ricavati utilizzando il feedback visivo; tali errori corrispondono
rispettivamente all’azione derivativa e proporzionale del controllo.
Attraverso il Modello cinematico inverso del device viene realizzato il cambio
di scala che l’utilizzo di un tale dispositivo pu` o apportare: a partire da ¨ xr
v si
ottiene l’accelerazione di riferimento ¨ xr
b (proporzionale alla prima) e quest’ultima
esprime l’eﬀettiva accelerazione che il soggetto vorrebbe dare al proprio arto.
Accettando in ingresso l’accelerazione appena calcolata e dei segnali di feed-
back e feedforward, i blocchi Modello dinamico inverso dell’arto e Muscolo vanno
a calcolare il comando motorio u e la forza F erogata dal muscolo; a quest’ultima
viene poi sommata l’eventuale forza esterna Fe, che pu` o essere:2.2. MODELLO DI CONTROLLO MOTORIO PROPOSTO 33
- a favore, cio` e nella stessa direzione del moto, con il compito di suggerire la
direzione dell’accelerazione e il comando motorio;
- antagonista, cio` e contraria alla direzione del moto, con il compito di pro-
durre un’ampliﬁcazione di u.
La forza totale risultante F +Fe costituisce l’input del Modello dinamico diret-
to dell’arto e l’output ` e invece dato dalla posizione, dalla velocit` a e dall’accelera-
zione concrete del braccio (xb, ˙ xb, ¨ xb). Queste entrano poi nel Modello cinematico
diretto del device, dal quale esce la posizione a video del cursore (xbv).
xb, ˙ xb, ¨ xb rappresentano anche l’ingresso del sottosistema Propriocezione, nel
quale si procede alla loro stima attraverso le informazioni derivanti da vari tipi di
sensori muscolari. Tra le stime ottenute (x∗
b, ˙ x∗
b, ¨ x∗
b), quella dell’accelerazione ri-
sulta avere particolare importanza nell’azione del feedback: nel sottosistema Ctrl
(o Aggiornamento della massa) essa viene comparata con l’accelerazione di rife-
rimento che il soggetto voleva compiere (¨ xr
b) e il risultato di questa equiparazione
da luogo, per prima cosa, al calcolo di un’azione correttiva che va a sommarsi al
comando motorio e, contemporaneamente, permette l’aggiornamento del Modello
dinamico inverso dell’arto.
Nel sottosistema chiamato Aggiornamento della scala del joystick, invece, ven-
gono confrontate la stima della posizione reale dell’arto (conosciuta con la pro-
priocezione) e la posizione a video del cursore, messo in moto con l’utilizzo del
device. Tale confronto consente al soggetto di notare e comprendere l’alterazione
visuomotoria (una trasformazione o un cambio di scala) introdotta dal device: in
questo modo avviene il learning e il Modello cinematico inverso del device pu` o
essere aggiornato.34 2. MODELLI DI CONTROLLO MOTORIO
Figura 2.12: Modello di controllo proposto relativo al controllo sulla stima delle
accelerazioni.Capitolo 3
Implementazione del modello in
Simulink
Lo scopo dell’implementazione in Simulink del modello proposto ` e la possibilit` a di
simulare le varie esercitazioni svolte in precedenza e di eﬀettuare poi il confronto
tra i risultati delle simulazioni e quelli dei test, per poter giungere, inﬁne, alla
convalidazione del modello ideato.
Come segnale d’ingresso del modello ` e stata scelta una traiettoria per il target
data da una funzione polinomiale di quinto grado; i tratti presentano un simme-
trico proﬁlo di velocit` a a campana con una caratteristica globale di dolcezza della
traiettoria. Per tutte le simulazioni svolte, quindi, si ` e pensato di riprodurre il
movimento compiuto dai partecipanti ai test menzionati nelle tesi [2, 3], cio` e il
movimento monodimensionale destra-sinistra concesso dall’utilizzo del joystick.
La posizione di partenza ` e la coordinata centrale lungo l’asse x, ogni movimento
ripassa per questa posizione e ha ampiezza pari all’ 85% della met` a della lunghezza
in pixel dello schermo.
3.1 Stima del moto del target
In questo primo subsystem gli ingressi comprendono il segnale xtv (posizione a
video del target) dato dall’eﬀettivo polinomio di quinto grado che costituisce la
reale traiettoria, ritardato e campionato ad una frequenza di 25 Hz; in questo mo-36 3. IMPLEMENTAZIONE DEL MODELLO IN SIMULINK
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Figura 3.1: Stima del moto del target
do ` e simulato il tempo che un’immagine impiega per essere impressa sulla retina
(poco pi` u di 1/25 secondi).
Attraverso un blocco di derivata discreta, il segnale xtv, ora discretizzato, viene
trasformato nella stima video della velocit` a del target. Un altro opzionale ingresso
di questo sottosistema ` e il segnale audio di intensit` a proporzionale alla velocit` a
del target (feedback audio task related). Nei test svolti in precedenza, infatti, ad
alcuni dei soggetti veniva fornito in cuﬃa il feedback audio relativo alla velocit` a
di movimento del target e si ` e voluto riprodurre questa modalit` a anche nel model-
lo Simulink: si pu` o notare che dalla traiettoria del target si ricava (derivandola)
l’informazione relativa alla velocit` a e questa, moltiplicata per un opportuno gua-
dagno b (si faccia riferimento al graﬁco in ﬁgura 3.11), fornisce il segnale audio
˙ xta.
a ` e una costante che pu` o assumere un valore nell’intervallo 0-1, assegnato tramite
il ﬁle Matlab a parte, e serve a pesare i due segnali relativi alla velocit` a (˙ xta e la
derivata di xtv), fondendoli in modo adeguato per fornire l’eﬀettiva stima ˙ x∗
t:
˙ x
∗
t = (1 − a)˙ xtv + a˙ xta (3.1)
- a = 1 corrisponde al caso in cui non si ha il feedback visivo e quindi si stima
la velocit` a sulla base del solo feedback audio;3.2. STIMA DELL’ACCELERAZIONE DEL TARGET 37
- a = 0 corrisponde al caso in cui non si ha il feedback audio e la stima
avviene solo mediante l’informazione visiva;
- 0 < a < 1 indica una stima della velocit` a che tiene conto di entrambi i tipi
di feedback.
Per quanto riguarda l’ultimo caso citato, non ` e presente in letteratura un
valore speciﬁco per a perch´ e ancora non ` e del tutto chiaro il modo in cui i vari
tipi di feedback vengono pesati: secondo una prima ipotesi il feedback visivo ha
sempre peso maggiore rispetto agli altri tipi, un altro parere ` e quello secondo cui
l’importanza ad un certo tipo di feedback viene data dall’attenzione che lo stesso
soggetto decide di riservargli, un’altra ipotesi ancora sostiene che il peso ai vari
tipi di feedback presenti viene attribuito in modo proporzionale all’accuratezza
delle informazioni che ciascun feedback ` e in grado di fornire.
Nel prossimo capitolo saranno presentati i risultati delle simulazioni numeriche
svolte con entrambe le modalit` a di stima della velocit` a (calcolata con e senza
feedback sonoro).
3.2 Stima dell’accelerazione del target
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Figura 3.2: Stima dell’accelerazione del target
Il subsystem relativo alla stima dell’accelerazione del target ha come input la
stima della velocit` a del target ˙ x∗
t ottenuta nel sottosistema precedente conside-
rando le informazioni fornite da entrami i tipi di feedback. La derivata discreta
di quest’ultima d` a la stima dell’accelerazione del target.
A monte del subsystem in questione, per` o, sono presenti due switch manuali (si
faccia riferimento all’intero modello in ﬁgura 3.11):38 3. IMPLEMENTAZIONE DEL MODELLO IN SIMULINK
1. il primo permette di attivare o disattivare la modalit` a audio:
• 0 indica il feedback audio disattivato: in questa modalit` a la stima della
velocit` a del target avviene solo sulla base dell’informazione a video;
• a indica il feedback audio task related attivo.
2. il secondo switch, invece, permette di scegliere due diverse modalit` a per
eﬀettuare il controllo:
• secondo switch impostato sul valore 1: in questo caso, nel sottosistema
in esame, si deriva l’ingresso ˙ x∗
t ottenendo una stima dell’accelerazione
del target ¨ x∗
t che verr` a utilizzata nel sottosistema successivo come ini-
ziale spinta desiderata al ﬁne di poter seguire l’andamento del target
con il cursore messo in moto spingendo il joystick.
Nota importante: in questa conﬁgurazione il secondo switch non pren-
de in considerazione l’impostazione del primo ma assume un valore
costante pari a 1; ci` o, in un’analisi superﬁciale, sembrerebbe signiﬁ-
care che il modello non risente dell’eventuale attivazione del feedback
audio, ma questo ` e errato. Il valore assunto in corrispondenza del pri-
mo switch, infatti, in questo caso non viene preso in considerazione
all’interno del subsystem in esame, ma si ripercuote comunque sulla
stima della velocit` a nel sottosistema precedente.
• secondo switch impostato sul valore del primo. Questa modalit` a, chia-
mata alternativa (4.5), ` e stata implementata allo scopo di creare una
maggior diﬀerenza di prestazione del modello tra il caso in cui il feed-
back audio ` e attivo e il caso in cui esso ` e disattivato. Quando tale
feedback non ` e attivo si ha che il valore trasmesso a questo sottosiste-
ma, e che viene moltiplicato per la stima dell’accelerazione ¨ x∗
t, ` e lo 0:
in questo caso, quindi, al successivo sottosistema Calcolo dell’accelera-
zione di riferimento, viene fornita una stima nulla dell’accelerazione;
di conseguenza il controllo lavorer` a soltanto sulla base dell’errore di
posizione e dell’errore di velocit` a del cursore rispetto al target.
Tale stima risuter` a invece diversa da zero nel caso in cui il primo switch3.3. CALCOLO DELL’ACCELERAZIONE DI RIFERIMENTO 39
sia impostato sul valore a, permettendo al controllo di lavorare anche
per mezzo di una stima di accelerazione, oltre che sulla sola base degli
errori di posizione e velocit` a.
Nel prossimo capitolo verranno presentati i risultati ottenuti dalle simulazioni con
entrambe le modalit` a.
3.3 Calcolo dell’accelerazione di riferimento
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Figura 3.3: Calcolo dell’accelerazione di riferimento
Nel subsystem relativo al Calcolo dell’accelerazione di riferimento due dei cin-
que input sono i segnali in uscita dal blocco iniziale, Stima del moto del target, e
cio` e posizione e velocit` a stimate dal sistema nervoso centrale, a partire soltanto
da posizione a video del target ed eventuale feedback sonoro relativo alla velocit` a
(senza alcuna informazione riguardante il cursore messo in movimento dal sog-
getto).
Un altro ingresso di questo blocco ` e dato dall’uscita del sottosistema precedente,
cio` e dalla stima dell’accelerazione del target.
Gli ultimi due input di questo sottosistema, inﬁne, sono segnali feedback di posi-
zione e velocit` a del cursore.
L’accelerazione ¨ xvr (output di questo sottosistema) viene calcolata implementan-
do, tramite diversi blocchi Simulink, la formula 2.2, presentata nel precedente
capitolo.40 3. IMPLEMENTAZIONE DEL MODELLO IN SIMULINK
3.4 Modello cinematico inverso del device
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Figura 3.4: Modello cinematico inverso del device
In questo sottosistema viene eﬀettuato il cambio di scala, introdotto dal de-
vice, dell’accelerazione video desiderata per il cursore (¨ xvr): tale segnale viene
prima moltiplicato per la stima corrente del fattore di scala kstima e poi diviso
per una costante q che permette il passaggio dell’unit` a di misura da pixel/s2 a
mm/s2: in questo modo, viene calcolata l’accelerazione da dare all’arto ¨ xbr per
ottenere, muovendo il joystick , proprio l’accelerazione desiderata ¨ xvr per il cur-
sore a video. Il valore iniziale di kstima, deﬁnito mediante un ﬁle Matlab, viene
posto pari a un valore prossimo all’1; ci` o sta ad indicare che i soggetti parteci-
panti al test inizialmente ignorano la diﬀerenza di scala (introdotta dal device)
tra la posizione a video del cursore xbv e la posizione della leva del joystick (che
coincide con la posizione dell’arto del soggetto che la impugna: xb).
Il valore di kstima viene poi modiﬁcato nel sottosistema Aggiornamento della scala
del joystick, dov’` e implementato l’apprendimento del fattore di scala da parte del
sistema nervoso centrale degli individui.
3.5 Modello dinamico inverso dell’arto
Qui si ha la semplice applicazione del principio di Newton: l’accelerazione ¨ xbr
viene moltiplicata con la stima corrente della massa mstima per dare la forza
desiderata F. Anche il valore iniziale di mstima viene deﬁnito mediante un ﬁle3.6. MODELLO DINAMICO DIRETTO DELL’ARTO 41
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Figura 3.5: Modello dinamico inverso dell’arto
Matlab, ma tale valore verr` a poi modiﬁcato nel sottosistema Aggiornamento della
massa, avvicinandolo sempre pi` u al reale valore (mreal) della massa di mano e
avambraccio.
3.6 Modello dinamico diretto dell’arto
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Figura 3.6: Modello dinamico diretto dell’arto
La formula di riferimento per questo Modello dinamico diretto dell’arto ` e:
Ftot = mreal¨ xb + c˙ xb
dove Ftot ` e la forza totale esercitata (somma della forza desiderata F e di un
contributo di correzione Fdiff) che costituisce l’input del sottosistema, c ` e il coef-
ﬁciente del contributo di attrito viscoso presente e mreal ` e la reale massa di mano
e avambraccio che, secondo le valutazioni statistiche dell’antropometria, ` e data
dalla frazione 0.022M, dove M rappresenta la massa totale del soggetto.42 3. IMPLEMENTAZIONE DEL MODELLO IN SIMULINK
¨ xb e xb (accelerazione e posizione eﬀettive dell’arto) costituiscono le uscite del
sottosistema.
3.7 Propriocezione
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Figura 3.7: Propriocezione
In questo subsystem dovrebbe avvenire la stima del reale moto dell’arto (posi-
zione, velocit` a e accelerazione) sulla base delle informazioni provenienti dai sensori
muscolari e non, adibiti a tale scopo. Tali recettori sono stati in parte elencati al
paragrafo 1.1.4.
Di fatto, nel modello attuale, questo sottosistema non modiﬁca in alcun modo le
reali posizione e accelerazione dell’arto, trasmettendole tali e quali ai subsystems
successivi.
In futuro si potrebbero inserire in questo sottosistema un ritardo e un diverso
periodo di campionamento al ﬁne di rendere la propriocezione pi` u simile a come
eﬀettivamente lavora nella realt` a.
3.8 Aggiornamento della massa
In questo subsystem viene eseguito l’aggiornamento della stima della massa.
Agli ingressi si hanno due accelerazioni: ¨ xbr, accelerazione desiderata della ma-
no del soggetto, e ¨ x∗
b, accelerazione eﬀettiva, entrambe espresse in millimetri al
secondo quadrato. Il confronto tra le accelerazioni menzionate consente:
• l’aggiornamento della stima della massa dell’avambraccio e della mano del
soggetto;3.8. AGGIORNAMENTO DELLA MASSA 43
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Figura 3.8: Aggiornamento della massa
• l’erogazione di una forza supplementare Fdiff per compensare un’eventuale
diﬀerenza delle accelerazioni causata da un’errata stima della massa.
Se la stima corrente della massa mstima non coincide con il valore reale mreal si
ha che diﬀerenza tra le due accelerazioni risulta essere diversa da zero. A questo
punto si cerca di ottenere una nuova stima della massa andando a sommare (o
sottrare) alla stima corrente due diversi contributi:
- contributo integrativo: la diﬀerenza delle accelerazioni viene poi integrata e
sottoposta a un blocco dead zone per evitare cambi della stima della massa
quando questa diﬀerenza non assume valori rilevanti. Nel momento in cui,
invece, tale diﬀerenza raggiunge valori percepibili, essa viene moltiplicata
per una costante 20p e sommata a mstima. Il contributo integrativo ` e utiliz-
zato anche per ottenere la forza di correzione Fdiff che andr` a a sommarsi
alla forza desiderata F;
- contributo proporzionale: la diﬀerenza delle accelerazioni ` e moltiplicata per
un fattore p molto piccolo e subito va a sommarsi a mstima.
In questo modo si ottiene una continua stima della massa per incrementi succes-
sivi.44 3. IMPLEMENTAZIONE DEL MODELLO IN SIMULINK
3.9 Modello cinematico diretto del device
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Figura 3.9: Modello cinematico diretto del device
In questo sottosistema viene considerato il cambio di scala, introdotto dal
device, a partire dalla posizione eﬀettiva della mano (e quindi anche della leva del
joystick) xb: tale segnale viene prima moltiplicato per la costante q, che permette
il passaggio dell’unit` a di misura da mm a pixel, e poi diviso per il reale valore
del fattore di scala kreal: in questo modo viene calcolata la posizione video del
cursore xbv.
Lo switch manuale esterno permette di scegliere il valore reale della scala: se si
seleziona il valore kreal1 si ha che la scala del joystick rimane costante lungo tutta
la durata della simulazione e il suo valore ` e pari a kreal1 (assegnato tramite il ﬁle
Matlab a parte). Se invece, tramite lo switch, si sceglie l’opzione kreal2, si ha che
la scala del joystick subisce una variazione improvvisa in un certo istante a met` a
della simulazione: inizialmente la scala reale ` e costante e di valore pari a kreal1,
ma quando la simulazione raggiunge i 19.4 secondi (e cio` e alla ﬁne del terzo ciclo
della traiettoria del target) il valore della scala muta improvvisamente assumendo
il nuovo valore costante kreal2. Questa seconda modalit` a ` e stata implementata allo
scopo di simulare l’improvviso cambio di scala previsto dai test PreTest e PostTest
descritti nella tesi [3].3.10. AGGIORNAMENTO DELLA SCALA DEL JOYSTICK 45
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Figura 3.10: Aggiornamento
3.10 Aggiornamento della scala del joystick
Un’improvvisa variazione della scala del device da un valore K1 a un valore K2
viene notata dal soggetto nel momento in cui egli si accorge che la stima corrente
della scala K1, se messa in corrispondenza con la posizione nota della propria ma-
no, dovrebbe avere un corrispondente a video diverso dalla posizione visualizzata
del cursore. Ci` o permette al soggetto di capire che K1 non ` e pi` u la scala corrente
del device e, di conseguenza, deve avvenire l’aggiornamento che si ripercuoter` a
sul Modello cinematico inverso del device.
Gli ingressi del subsystem sono xbv, posizione a video del cursore mosso dal sog-
getto espressa in pixel, e x∗
b, posizione della mano (e quindi anche della leva del
joystick) espressa in millimetri e conosciuta attraverso la propriocezione. La po-
sizione del braccio viene inizialmente moltiplicata per la costante q, che consente
di cambiare l’unit` a di misura della posizione da mm a pixel, e poi divisa per la
stima corrente della scala; in tal modo si ottiene una stima della posizione del
cursore a video. Nel momento in cui avviene una variazione improvvisa della scala
del joystick, si ha che quest’ultima stima non coincide con la posizione eﬀettiva
del cursore a video xbv e, di conseguenza, la diﬀerenza tra posizione stimata e
posizione eﬀettiva risulta essere diversa da zero.
Quando si veriﬁca questo si cerca di ottenere una nuova stima della scala andando
a sommare (o sottrare) alla stima corrente due diversi contributi:46 3. IMPLEMENTAZIONE DEL MODELLO IN SIMULINK
- contributo integrativo: la diﬀerenza delle posizioni viene poi integrata e sot-
toposta a un blocco dead zone per evitare cambi della stima della scala
quando questa diﬀerenza non assume valori rilevanti. Nel momento in cui,
invece, tale diﬀerenza raggiunge valori percepibili, essa viene moltiplicata
per una costante 20t e sommata a kstima;
- contributo proporzionale: la diﬀerenza delle posizioni ` e moltiplicata per un
fattore t e la quantit` a ottenuta in questo modo va a sommarsi a mstima.
In questo modo si ottiene una continua stima della scala per incrementi (e decre-
menti) successivi.
3.11 Calcolo della velocit` a
Questo sottosistema eﬀettua semplicemente la derivata discreta della posizione
a video del cursore xbv ottenendo in questo modo la stima della sua velocit` a.
Quest’ultima sar` a uno degli ingressi del sottosistema Stima dell’accelerazione di
riferimento.3
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kCapitolo 4
Simulazioni numeriche in
Simulink
Utilizzando il modello sviluppato sono state svolte varie simulazioni, diﬀerenziate
tra loro per:
• presenza o assenza del feedback audio task related;
• stima della massa attiva o disattivata;
• stima della scala attiva o disattivata;
• valore della scala:
- costante per tutta la simulazione e pari a 1;
- costante per tutta la simulazione e pari a 0.5;
- costante e pari a 0.5 per i primi tre cicli di simulazione, costante e pari
a 1 per i successivi quattro cicli (si ` e riprodotta, in questo modo, la
modalit` a Post Test svolta durante i test presentati nella tesi [3]);
• forza di disturbo esterna diversa da zero o nulla;
• coeﬃciente di attrito viscoso diverso da zero o nullo.50 4. SIMULAZIONI NUMERICHE IN SIMULINK
4.1 Simulazioni senza stime
I graﬁci che saranno ora presentati si riferiscono a delle simulazioni nelle quali,
tramite degli switch manuali presenti nei sottosistemi Aggiornamento della massa
(ﬁg.3.8) e Aggiornamento della scala del joystick (ﬁg.3.10), sono state disabilitate
le stime di massa e scala; in questo modo si va a simulare il caso in cui il sistema
nervoso centrale conosce gi` a il valore corretto della scala del joystick e anche quel-
lo della massa del proprio avambraccio e della propria mano. Per quanto riguarda
quest’ultimo, per tutte le simulazioni di questo capitolo si ` e adottato il valore
1.76 Kg, valore ottenuto per un soggetto medio di 80 Kg con l’utilizzo della gi` a
citata formula antropometrica secondo la quale la massa di avambraccio e mano
` e data da 0.022M, dove M rappresenta la massa totale del soggetto; quindi si ha:
0.022M = 0.022 · 80 = 1.76 Kg.
4.1.1 Assenza di feedback audio
Nella prima simulazione il feedback audio ` e stato disattivato, il valore della scala
` e stato posto pari a 1 e, tarando il controllo del sottosistema Calcolo dell’accele-
razione di riferimento (ﬁg.3.3), si sono adottati i valori KP = 5 e KD = 0.1.
Nel graﬁco in cui si ha la rappresentazione dell’errore di inseguimento x∗
t −xbv si
pu` o notare che il picco massimo di tale errore ` e di 88 pixel (ﬁg.4.1).
4.1.2 Presenza di feedback audio
La seconda simulazione realizzata diﬀerisce dalla prima per la sola presenza del
feedback audio relativo alla velocit` a di movimento del target; esso ` e stato attivato
cambiando la conﬁgurazione del primo switch, impostandolo sul valore a.
Il graﬁco relativo all’inseguimento di posizione a video ha una forma molto simi-
le a quella del graﬁco corrispondente ottenuto dalla simulazione senza feedback
audio (ﬁg.4.1). Essi, tuttavia, diﬀeriscono per l’entit` a dei picchi dell’errore di po-
sizione che, in questo secondo caso, diminuiscono molto: il pi` u alto misura 30 pixel
(ﬁg.4.2). Risulta perci` o evidente anche nella simulazione l’importante contributo
apportato dall’aggiunta del feedback sonoro per una miglior performance.4.1. SIMULAZIONI SENZA STIME 51
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Figura 4.1: Inseguimento senza stime e in assenza di feedback audio: la linea blu
indica la traiettoria del target xtv, quella verde la traiettoria del cursore a video
xbv messo in moto dal soggetto, la linea rosa indica l’errore di posizione x∗
t − xbv
e raggiunge il valore di picco di 88 pixel.
4.1.3 Assenza di audio, presenza di forza esterna e attrito
Si ` e poi realizzata una nuova simulazione dove si ` e ritornati alla conﬁgurazione
iniziale del primo switch (ossia con l’assenza del feedback sonoro) e dove sono
stati introdotti una forza di disturbo esterna Fe = 3 N e un coeﬃciente di attrito
viscoso c = 0.02, il quale inﬂuenza il calcolo di posizione, velocit` a e accelerazione
dell’arto del soggetto nel sottosistema Modello dinamico diretto dell’arto (ﬁg.3.6).
Il graﬁco, essendo di forma molto simile ai precedenti, non ` e stato riportato.
L’errore di posizione in questa simulazione raggiunge il massimo di 114 pixel,
risultando superiore al picco massimo della prima simulazione, coerentemente
con quanto ci si poteva aspettare in seguito all’aggiunta di forze e coeﬃcienti di
disturbo.52 4. SIMULAZIONI NUMERICHE IN SIMULINK
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Figura 4.2: Inseguimento senza stime e in presenza di feedback audio: la linea blu
indica la traiettoria del target xtv, quella verde la traiettoria del cursore a video
xbv messo in moto dal soggetto, la linea rosa indica l’errore di posizione x∗
t − xbv
e raggiunge il valore di picco di 30 pixel.
4.1.4 Presenza di audio, di forza esterna e attrito
Quest’ultima simulazione realizzata senza le stime di massa e di scala del joy-
stick diﬀerisce dalla precedente per la sola presenza del feedback audio relativo
alla velocit` a di movimento del target; anche qui, infatti, abbiamo la presenza di
Fe = 3 N e di c = 0.02.
In questo caso l’errore di posizione raggiunge il valore di 46 pixel. Tale valore
` e inferiore ai 114 pixel della simulazione precedente in cui mancava il feedback
audio ed ` e superiore ai 30 pixel della simulazione in cui il feedback sonoro era
presente ma la forza di disturbo era assente: questo risultato, quindi, concorda
con l’evidenza del miglioramento della performance in presenza di feedback audio
e anche con il peggioramento della stessa in seguito all’introduzione di forze di
disturbo.4.2. SIMULAZIONI CON STIMA DELLA MASSA 53
4.2 Simulazioni con stima della massa
In questa seconda sezione verranno presentati i graﬁci che si riferiscono a simula-
zioni in cui ` e stata attivata soltanto la stima della massa di avambraccio e mano;
la stima della scala del joystick, invece, risulta ancora disabilitata e il valore di
tale scala ` e noto e pari a 1. Questa situazione ` e perci` o interpretabile come il caso
in cui il soggetto, che non conosce il valore preciso della massa del proprio arto,
non utilizza alcun device: la posizione dell’arto xb ` e in ogni istante uguale (al di
l` a dell’unit` a di misura) alla posizione del cursore a video xbv, perch´ e divisa per
la costante kreal = 1 (ﬁg.3.9).
4.2.1 Assenza di feedback audio
0 5 10 15 20 25 30 35 40 45
−1000
−800
−600
−400
−200
0
200
400
600
800
1000
sec
p
i
x
e
l
Figura 4.3: Inseguimento con stima della massa e in assenza di feedback audio: la
linea blu indica la traiettoria del target xtv, quella verde la traiettoria del cursore
a video xbv messo in moto dal soggetto, la linea rosa indica l’errore di posizione
x∗
t − xbv e raggiunge il valore di picco di 115 pixel.
Nella prima simulazione di questa seconda sezione il feedback audio ` e stato54 4. SIMULAZIONI NUMERICHE IN SIMULINK
disattivato e il controllo tarato con i valori KP = 5 e KD = 0.1. La costante che
indica l’ampiezza della dead-zone del sottosistema Aggiornamento della massa
(ﬁg.3.8) ha valore dz1 = 10, mentre un altro guadagno dello stesso subsystem ` e
p = 0.0009.
Nel graﬁco in cui si ha la rappresentazione dell’errore di inseguimento x∗
t −xbv si
pu` o notare che il picco massimo di tale errore ` e di 115 pixel (ﬁg.4.3).
Invece, per quanto riguarda la stima della massa, si ha il graﬁco che parte dal
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Figura 4.4: Stima della massa in assenza di forze di disturbo e in assenza di
feedback audio.
valore 1.5 Kg (assegnato, con un ﬁle Matlab, come valore di stima iniziale del-
la massa), poi d` a luogo ad un overshoot ed inﬁne raggiunge il valore reale di
1.76 Kg (ﬁg.4.4).
4.2.2 Presenza di feedback audio
La seconda simulazione realizzata diﬀerisce dalla prima per la sola presenza del
feedback audio relativo alla velocit` a di movimento del target. Qui il picco rag-4.2. SIMULAZIONI CON STIMA DELLA MASSA 55
giunto dall’errore di posizione x∗
t − xbv ` e pari a 63 pixel: ridotto rispetto al caso
precedente dalla presenza del feedback sonoro.
4.2.3 Assenza di audio, presenza di forza esterna e attrito
In questa nuova simulazione si` e ritornati all’assenza del feedback sonoro e, inoltre,
si sono aggiunti una forza di disturbo esterna Fe = 3 N e un coeﬃciente di attrito
viscoso c = 0.02. Il controllo ` e stato tarato con i valori KP = 5 e KD = 0.15.
Mantenendo tutti gli altri valori inalterati, nel graﬁco della stima della massa si
` e avuto un netto incremento dell’overshoot e anche la comparsa di oscillazioni
(ﬁg.4.5); per ridurne l’ampiezza si ` e diminuito il valore della costante p portan-
dola a 0.0005.
Con questi nuovi valori, l’errore di posizione in questa simulazione raggiunge il
massimo di 117 pixel: valore correttamente superiore al picco massimo della si-
mulazione uguale a questa, tranne che per l’assenza della forza di disturbo e
dell’attrito viscoso. Va per` o sottolineato che l’introduzione di una forza esterna
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Figura 4.5: Stima della massa in presenza di forze di disturbo e in assenza di
feedback audio.56 4. SIMULAZIONI NUMERICHE IN SIMULINK
non dovrebbe avere eﬀetto sulla stima della massa: dopo aver appreso tale massa,
un individuo, se sottoposto ad una forza di disturbo, probabilmente elaborer` a un
modello interno della forza in questione allo scopo di agire per contrastarla, ma
non dovrebbe andare a modiﬁcare in alcun modo la stima della massa di mano
e avambraccio. Per questo motivo la comparsa delle oscillazioni ` e da considerarsi
come un’imprecisione del modello che dovr` a essere eliminata, magari con l’ag-
giunta di un nuovo sottosistema adibito alla stima di eventuali forze di disturbo
presenti.
4.2.4 Presenza di audio, di forza esterna e attrito
Nell’ultima simulazione di questa sezione si ` e reintrodotto il feedback sonoro e
si ` e in presenza di una forza di disturbo Fe = 3 N e di un coeﬃciente di attrito
viscoso di valore c = 0.02.
L’errore di posizione raggiunge il valore di 93 pixel: giustamente inferiore ai 117
pixel della simulazione precedente in cui mancava il feedback audio e superiore
ai 63 pixel della simulazione con feedback sonoro in cui era assente la forza di
disturbo.
4.3 Simulazioni con stima della scala del joy-
stick
In tutte le simulazioni di questa nuova sezione la stima della massa ` e stata nuo-
vamente disattivata, mentre la stima della scala del joystick ` e ora attiva.
Al controllo sono stati attribuiti i valori KP = 5 per il guadagno proporzionale
e KD = 0.15 per il guadagno derivativo. La costante che indica l’ampiezza della
dead-zone del sottosistema Aggiornamento della scala del joystick (ﬁg.3.10) ha
valore dz2 = 50, mentre un altro guadagno dello stesso subsystem ` e t = 0.00006.
Alla stima iniziale della scala (sempre diversa dalla reale kreal) ` e stato assegnato
il valore kstimainiziale = 0.8 tramite un m-ﬁle. Sono state compiute due serie di
simulazioni: nella prima alla scala kreal ` e stato attribuito il valore costante 0.5,
nella seconda, invece, il valore costante kreal = 1. Nel primo caso (a), per portare4.3. SIMULAZIONI CON STIMA DELLA SCALA DEL JOYSTICK 57
Figura 4.6: Scala introdotta dal joystick nella prima met` a del test (a) e nella
seconda met` a (b).
il cursore a raggiungere il target a video (quando questo raggiungeva la massima
distanza dal centro dello schermo), era necessario spostare lateralmente la leva
del joystick ﬁno alla met` a della distanza tra posizione centrale e fondo-scala; nel
secondo caso (b), invece, la leva doveva raggiungere il fondo-scala (in ﬁgura 4.6
sono rappresentate queste due situazioni).
I graﬁci degli inseguimenti di posizione delle varie simulazioni sono molto si-
mili tra loro nella forma, perci` o ne sono stati riportati solo un paio. Nel primo
(ﬁg.4.7), inseguimento delle posizioni nel caso (a) in cui kreal = 0.5, si pu` o notare
un iniziale anticipo della traiettoria del cursore rispetto al target, spiegabile con il
fatto che il soggetto all’inizio ha un’idea della scala pari a kstimainiziale = 0.8 che ` e
superiore alla vera scala kreal = 0.5, per cui tende a compiere un movimento, con
la leva del joystick, superiore al necessario. Invece nel secondo graﬁco (ﬁg.4.8),
inseguimento delle posizioni nel caso (b) in cui kreal = 1, ` e evidente un iniziale
ritardo del cursore rispetto al target; la stima iniziale della scala per il soggetto,
infatti, ` e sempre pari a kstimainiziale = 0.8 che, in questo caso, ` e inferiore alla vera
scala kreal = 1 e perci` o tende a compiere un movimento inferiore al necessario.58 4. SIMULAZIONI NUMERICHE IN SIMULINK
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Figura 4.7: Inseguimento con stima della scala (kreal = 0.5) e in assenza di feedback
audio: la linea blu indica la traiettoria del target xtv, quella verde la traiettoria
del cursore a video xbv messo in moto dal soggetto, la linea rosa indica l’errore di
posizione x∗
t − xbv e raggiunge il valore di picco di 146 pixel.
Nella tabella 4.1 si sono riassunte queste simulazioni in cui` e stata stimata soltanto
la scala del joystick e, per ognuna di esse, ` e stato riportato il massimo valore
raggiunto dall’errore di posizione x∗
t −xbv, espresso in pixel. Un esempio di graﬁco
della stima della scala nel caso in cui kreal = 0.5 ` e dato dalla ﬁgura 4.9, mentre
nel caso in cui kreal = 1 ` e dato dalla ﬁgura 4.10.
4.4 Simulazioni con stima della scala e della mas-
sa
Nelle simulazioni che sono presentate in questo paragrafo sono state abilitate sia
la stima della massa, sia la stima della scala; in questo modo si va a simulare il
caso pi` u complesso, in cui il sistema nervoso centrale inizialmente non conosce
n´ e il valore corretto della scala del joystick, n´ e quello della massa del proprio4.4. SIMULAZIONI CON STIMA DELLA SCALA E DELLA MASSA 59
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Figura 4.8: Inseguimento con stima della scala (kreal = 1) e in assenza di feedback
audio: la linea blu indica la traiettoria del target xtv, quella verde la traiettoria
del cursore a video xbv messo in moto dal soggetto, la linea rosa indica l’errore di
posizione x∗
t − xbv e raggiunge il valore di picco di 123 pixel.
kreal feedback audio Fe c errore massimo
1 no 0 0 123
1 si 0 0 81
1 no 3 0.02 132
1 si 3 0.02 87
0.5 no 0 0 146
0.5 si 0 0 137
0.5 no 3 0.02 158
0.5 si 3 0.02 148
Tabella 4.1: Sono riassunte tutte le simulazioni con la sola stima della scala del
joystick60 4. SIMULAZIONI NUMERICHE IN SIMULINK
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Figura 4.9: Stima della scala del joystick nel caso in cui kreal = 0.5
avambraccio e della propria mano.
Si sono eﬀettuate varie simulazioni nelle quali c’era:
• presenza o assenza del feedback sonoro;
• valore della scala:
- costante per tutta la simulazione e pari a 0.5;
- costante per tutta la simulazione e pari a 1;
- costante e pari a 0.5 per i primi tre cicli di simulazione, costante e pari
a 1 per i successivi quattro cicli;
• presenza o assenza della forza di disturbo esterna e dell’attrito viscoso.
Il primo set di simulazioni, dove la scala era costante e pari a kreal = 0.5, ha
permesso di ottenere graﬁci dell’inseguimento delle posizioni e della stima della
scala del joystick molto simili ai corrispondenti schemi menzionati al paragrafo
4.3 (ﬁg.4.9).
Stessa cosa per il secondo set di simulazioni,in cui si aveva scala costante kreal = 14.4. SIMULAZIONI CON STIMA DELLA SCALA E DELLA MASSA 61
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Figura 4.10: Stima della scala del joystick nel caso in cui kreal = 1
(ﬁg.4.10).
Nel terzo set di simulazioni, invece, si ` e impostato lo switch in ingresso al sot-
tosistema Modello cinematico diretto del device in modo da scegliere l’opzione
kreal2;in questo modo la scala reale del joystick assumeva il valore kreal1 = 0.5
per i primi 19.4 secondi (cio` e per i primi tre cicli) e variava poi improvvisamente
assumendo il valore kreal2 = 1 per la durata restante della simulazione. I risultati
di questo terzo set, per il quale il guadagno derivativo del controllo valeva KP = 5
e il guadagno proporzionale KD = 0.2, sono riassunti nella tabella 4.2: sono stati
riportati la presenza o assenza del feedback audio (f.audio), il valore di un’even-
tuale forza di disturbo (Fe), il valore di un’eventuale coeﬃciente di attrito (c), la
costante (p) e l’ampiezza della dead-zone del sottosistema Aggiornamento della
massa (dz1) , la costante (t) e l’ampiezza della dead-zone del sottosistema Ag-
giornamento della scala del joystick (dz2), l’errore di posizione massimo all’inizio
della simulazione (e.ciclo1) e l’errore di posizione massimo subito dopo l’improv-
viso cambio di scala (e.cambioscala). La ﬁgura 4.11 mostra un esempio di stima
della scala in questo tipo di simulazioni.62 4. SIMULAZIONI NUMERICHE IN SIMULINK
f.audio Fe c dz1 dz2 p t e.ciclo1 e.cambioscala
no 0 0 10 50 0.0009 0.00006 120 238
si 0 0 10 50 0.0009 0.00006 104 230
no 3 0.02 10 50 0.0004 0.00006 136 285
si 3 0.02 10 50 0.0004 0.00006 109 244
Tabella 4.2: Sono riassunte tutte le simulazioni con entrambe le stime (scala del
joystick e massa) nel caso in cui kreal assume valore costante e pari a 0.5 per i
primi tre cicli di simulazione, e valore costante e pari a 1 per i successivi quattro
cicli
4.5 Simulazioni con la conﬁgurazione alternati-
va del modello
In tutte le simulazioni di cui si ` e parlato ﬁnora si ` e sempre tenuto il secondo switch
manuale (la cui funzione ` e stata presentata nel precedente capitolo al paragrafo
3.2) sulla costante 1: indipendentemente dalla presenza o dall’assenza del feedback
audio, quindi, al sottosistema Calcolo dell’accelerazione di riferimento ` e sempre
stata fornita una stima dell’accelerazione del target.
In questo paragrafo, invece, viene esaminata la seconda modalit` a: in presenza
di feedback sonoro ` e fornita una stima iniziale dell’accelerazione, in sua assenza
invece la stima ` e nulla e il controllo avviene solo sulla base degli errori di posizione
e di velocit` a del cursore rispetto al target.
Le simulazioni sono state svolte con scala costante e pari a 0.5 per i primi tre
cicli di simulazione, costante e pari a 1 per i successivi quattro cicli, si ` e assunto
Fe = 0 e c = 0, e le altre costanti (ampiezze dead-zone, p, t, ...) di valori pari a
quelli elencati nella prima parte del paragrafo 4.4.
L’errore di posizione massimo all’inizio della simulazione (e.ciclo1) e l’errore di
posizione massimo subito dopo l’improvviso cambio di scala (e.cambioscala) sono
riportati nella tabella 4.3.
Questi ultimi graﬁci sono risultati molto simili a quelli ottenuti dal reale svol-
gimento del task da parte dei soggetti partecipanti ai test svolti un po’ di mesi
fa [3]. Pertanto se ne propone un confronto diretto:4.5. SIMULAZIONI CON LA CONFIGURAZIONE ALTERNATIVA DEL MODELLO63
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Figura 4.11: Stima della scala del joystick nel caso in cui si ha un improvviso
cambio di scala al termine del terzo ciclo
f.audio e.ciclo1 e.cambioscala
no 110 121
si 35 130
Tabella 4.3: Sono riassunte tutte le simulazioni con entrambe le stime (scala del
joystick e massa) per la conﬁgurazione alternativa del modello
• in due di questi graﬁci ` e rappresentato il confronto delle traiettorie su scala
reale del joystick. Il tracciato verde, legato al percorso del target da seguire,
` e costante e pari al valore massimo; il tracciato blu indica invece il percorso
eﬀettuato dal soggetto, che ` e minore rispetto all’andamento normale a causa
del cambio scala sul joystick (ﬁg.4.12). La stessa situazione, rappresentata
in ﬁgura 4.13, ` e stata ottenuta con il simulatore.
• in altri di questi graﬁci sono rappresentati l’inseguimento e l’errore di posi-
zione. In ﬁgura 4.14 ` e riportato il graﬁco ottenuto dal reale svolgimento del
test da parte di un soggetto, mentre in ﬁgura 4.15 si ha il graﬁco ottenuto64 4. SIMULAZIONI NUMERICHE IN SIMULINK
con l’utilizzo del simulatore.
Figura 4.12: Confronto delle traiettorie su scala reale del joystick ottenuto dal
reale svolgimento del test
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Figura 4.13: Confronto delle traiettorie su scala reale del joystick ottenuto con il
simulatore4.5. SIMULAZIONI CON LA CONFIGURAZIONE ALTERNATIVA DEL MODELLO65
Figura 4.14: Inseguimento ottenuto dal reale svolgimento del test
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Figura 4.15: Inseguimento ottenuto con il simulatoreConclusioni
Questo lavoro ha portato all’implementazione in Simulink di una nuova tipologia
di modello di controllo motorio. Sono stati eﬀettuati diﬀerenti tipi di simulazioni
con e senza feedback sonoro legato alla velocit` a del target e ne sono stati analiz-
zati i graﬁci risultanti attraverso il confronto con i corrispondenti graﬁci ottenuti
mediante il reale svolgimento dei test con joystick. Anche nei graﬁci del simula-
tore si ` e ottenuto il miglioramento dell’inseguimento delle posizioni con l’apporto
di feedback sonoro.
Essendo questa la prima versione implementata del modello di controllo moto-
rio ideato, sono presenti delle lacune che potranno essere colmate dalle successive
versioni.
Per i progetti futuri sarebbe interessante migliorare il simulatore con:
• inserimento di un sottosistema adibito alla stima di un’eventuale forza di
disturbo, in modo che questa forza esterna non vada ad alterare la stima
della massa;
• aggiunta dell’implementazione del contributo di un eventuale feedback au-
dio legato all’errore di posizione;
• eventuale modiﬁca del modo in cui ` e realizzata la stima della scala, per
esempio ipotizzando che il soggetto ragioni tenendo in considerazione solo
l’ultimo istante di movimento;
• inserimento di ritardi e modiﬁca delle frequenze di lavoro dei vari sottosi-
stemi, che ora sono tutte a 25 Hz, cercando in letteratura valori appropriati68 CONCLUSIONI
per ottenere un modello che abbia un comportamento pi` u vicino a quello
del reale sistema neuro-motorio.
Inﬁne sarebbe importante realizzare una simulazione corrispondente alla modalit` a
Variabile dei test svolti (in cui la scala del joystick era continuamente variata nel
tempo) ed anche eﬀettuare lo studio dei parametri d’errore per i risultati di tutte
le simulazioni, per descrivere in maniera pi` u esaustiva il livello di prestazione
raggiunto dal simulatore.Bibliograﬁa
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