The Prize Collecting Travelling Salesman Problem (PCTSP) is an important generalization of the famous Travelling Salesman Problem. It also arises as a sub problem in many variants of the Vehicle Routing Problem.
INTRODUCTION
The Prize Collecting Travelling Salesman Problem (PCTSP) is a variant of the Travelling Salesman Problem (TSP), and is important in its own right (Wolsey, 1998) . It also arises as a sub problem that needs to be solved in order to extract a column in column generation formulations of various vehicle routing problems. PCTSP is an NP-hard problem, and has received a lot of attention in the literature. The PCTSP comprises a complete graph with a depot node. In addition to costs (distances) between nodes, each node has a 'prize' associated with it. The objective is to derive a tour which includes the depot, and maximizes the sum of the prizes associated with the nodes in the tour, less the cost of the tour. It can be considered as a generalization of the TSP, since the TSP is the PCTSP with a prize of 0 associated with each node. Several variants of the PCTSP have been studied in the literature. The version of the PCTSP we study in this paper was first introduced by Balas (Balas, 1989) in a more general setting to model the scheduling of the daily activities of a steel rolling mill.
In the version introduced by Balas, a tour profits (to the extent of a prize associated with the node) from each node it visits, while it is penalized (to the extent of a penalty associated with the node) for every node it does not visit. The profit/penalty for each node corresponds to the prize associated with the node. The objective is to obtain a tour such that the total prize collected exceeds a prescribed amount, while minimizing the sum of the travel cost and penalties. The travel cost for a tour is the sum of the distances between consecutive nodes in the tour. Balas (Balas, 1989) derives the cuts for the PCTSP corresponding to the subtour elimination constraints for the TSP. The cuts we use in this paper, called the Generalized Subtour Elimination Constraints (GSECs) was first proposed by Goemans (Goemans, 1994) in the context of the Steiner tree problem. See also Wolsey (Wolsey, 1998) for a clear treatment of our version of the PCTSP. In a continuation of his work on PCTSP, Balas (Balas, 1995) derives, among other cuts, the cuts corresponding to the primitive comb inequalities for the TSP. The separation heuristic we use for these cuts is a heuristic given by Padberg and Hong (Padberg and Hong, 1980) for detecting blossoms for the TSP. We show that these heuristics can also be used as separation procedures for the primitive comb inequalities for the PCTSP. We use these heuristics to obtain LP solutions with improved integrality gap.
The first known solution procedure to solve the PCTSP exactly was a branch-and-bound procedure (Fischetti and Toth, 1988) . Fischetti et al. (Fischetti et al., 1997 ) also study a branch-and-cut algorithm for the symmetric case of Generalized Traveling Salesman problem, in which the nodes are split into clusters, and any feasible solution to the problem should cover at least one node from each cluster. The symmetric property refers to the fact that the cost of going from a node u to another node v is the same is the cost of v to u. In more recent work, Chaves and Lorena (Chaves and Lorena, 2008) propose a hybrid metaheuristic for the problem and compare its performance with CPLEX. Bérubé, Gendreau, Potvin (Bérubé et al., 2009 ) propose a branch-and-cut algorithm to solve a variant of the PCTSP. In this variant, the objective is to obtain a tour with minimum travel cost, subject to the constraint that the total prize collected exceeds a predetermined amount. They incorporate many valid inequalities for their variant of the PCTSP, and evaluate the performance of a branch-and-cut algorithm by introducing these inequalities.
Our version of the PCTSP arises directly as a sub problem in a variant of the vehicle routing problem, called the Skill Vehicle Routing Problem (Cappanera et al., 2011) . In this paper, we focus on the LP solution procedure for this version of the PCTSP. Furthermore, we use fast separation heuristics for both the GSECs and the primitive comb inequalities. For the GSECs, we adapt a fast heuristic, and compare its performance with an exact procedure, both in the quality of its solution, as well as in its running time. For the primitive comb inequalities, we show that a well-known separation heuristic for the TSP (Padberg and Hong, 1980) also works as a separation procedure for the PCTSP. We also compare the GSEC cuts with the primitive comb inequalities in their quality of solutions.
NOTATION AND PROBLEM FORMULATION
We let G = (S, E) denote the complete graph representing the instance of the problem, with node r ∈ S denoting the depot which every tour must visit. Cost c e associated with each edge e ∈ E is the Euclidean distance between the two endpoints of edge e. In the PCTSP, the salesman may choose to visit city j ∈ S. If he does so, then he obtains a prize β j but incurs a travel cost c e if he traverses edge e = (i, j). The salesman must start and end his tour at node r, and maximize the total prize he collects, less the cost of the tour. We provide below the ILP formulation for the PCTSP (Wolsey, 1998) . In the formulation below, we let decision variables y j be 1 if the salesman visits city j (and 0 otherwise), and x e be 1 if he traverses edge e (and 0 otherwise). We also let set S = S ∪ {r} and E = E\{δ(r)}, where δ(r) is the set of edges incident on the depot node r. 
Problem Formulation
The integer variable y l is set to 1 (0) if node l ∈ S is included (not included) in the tour. Similarly, the integer variable x e is set to 1 (0) if edge e ∈ E is included (not included) in the tour. Note that ∑ j∈S β j y j = ∑ j∈T β j and ∑ e∈E c e x e = ∑ e∈T c e = C(T ). Constraint 2.2 ensures that if node l is included in the tour, then two edges of the tour must be incident on it. Constraint 2.3 is the generalized sub tour elimination constraint (GSEC). Constraints of this form are used to prevent any sub tour that does not include root node r. These are generalizations of the sub tour elimination constraints for the standard travelling salesman problem.
Clearly, there are an exponential number of constraints included in the GSECs and we cannot include them all to solve the sub problem. To get around this problem, we include these constraints as they are needed (whenever there is a sub tour that does not include node r). It is easy to detect such sub tours when the decision variables take 0/1 values. However, because we solve the LP relaxation of the sub problem, fractional values may be assigned to the decision variables y j and x e . We outline below the method that can be used to detect for such sub tours (which do not include node r) when fractional values are assigned to the decision variables.
Let the LP solution to the sub problem be given by (x * , y * ). Then the generalized sub tour elimination constraint is violated for a subset W ⊆ S of nodes if the inequality ∑ e∈E (W ) x * e > ∑ l∈W \{k} y * l is satisfied. Such a subset W can be extracted by solving the following integer program. We call the problem below the separation problem for GSECs. The formulations for the separation problem for GSECs for the PCTSP are given in Wolsey 1998 (Wolsey, 1998 .
THE SEPARATION PROBLEM FOR GENERALIZED SUBTOUR ELIMINATION CONSTRAINTS
A formulation for the separation problem for GSECs is given below (Wolsey, 1998) .
Constraint 3.3 above can be dropped because it is implied by Constraint 3.2 if x * e 0 for e ∈ E (Wolsey, 1998) . It turns out that the constraint matrix for the above separation problem (after Constraint 3.3 is dropped) is totally unimodular. Thus, in polynomial time, we solve the LP relaxation of the separation problem to obtain constraint(s) to introduce into the sub problem.
The optimal solution to the LP relaxation of the modified separation problem is integral. This optimal solution corresponds to the subset W ⊆ S and node k ∈ W such that the inequality ∑ e∈E (W ) x * e ∑ l∈W \{k} y * l , corresponding to Constraint 2.3 of the sub problem is violated. This inequality is introduced into the sub problem and the LP relaxation of the PCTSP is again solved. This is repeated until there is no subset W ⊆ S and node k ∈ W such that the inequality ∑ e∈E (W ) x * e ∑ l∈W \{k} y * l is violated. In practice, solving an LP for each k ∈ W can be very time consuming. Therefore, a shrinking heuristic is used to speed up the separation algorithm. The shrinking heuristic is described below.
A Shrinking Heuristic Algorithm for the Separation of GSECs
The shrinking heuristic we describe below helps find many violated GSECs quickly. We generalize the heuristic developed by Crowder and Padberg (Crowder and Padberg, 1980) and Land (Land, 1979) for the TSP. Recall that S = S \{r} and E = E\{δ(r)}. In this approach, the GSEC inequalities are transformed into the equivalent cut-set inequalities. In the following, E(V 1 , V 2 ) is used to denote the set of edges which have one endpoint in V 1 and the other in V 2 .
Note that the cut-set inequalities can be derived from Constraints 2.2 and 2.3. These inequalities allow us to transform the problem to a network flow problem in which we seek a minimum cut in a rather special sense. We are looking for violated cut-set constraints. Equivalently, we wish to find a subset V ⊆ S of vertices for which, ∑ e=(i, j), i∈V, j∈S \V x e < 2y k for some k ∈ V . Alternatively, we look for a cut (V, S \V ) that minimizes
There exists a k for which Inequality 3.6 is violated if and only if the value of a cut that minimizes 3.7 is negative. To find such a cut, we repeatedly reduce the size of the graph by shrinking subsets of vertices into a single vertex, provided that certain conditions are met.
Consider two subsets, V 1 ,V 2 ⊆ S . If V 1 and V 2 are to be merged, the value contributed to the cut value by V 1 should not be worsened after the merge. This means that we should have:
By symmtery, a similar inequality can be written for V 2 . Without going into too much detail, we note that we can merge (or shrink) V 1 and V 2 if
(3.9) and
(3.10)
The inequalities (3.9) and (3.10) is the basis of our shrinking heuristic. We start with the original graph G = (S , E ), and consider pairs of vertices for shrinking. As we proceed with the shrinking algorithm, a vertex v i may become a super node and represent a set of vertices in the original graph G. Thus, we associate a value m i to every vertex of the graph v i which denotes the maximum value of y k 's in the corresponding component of v i in the original graph. Whenever we merge two vertices v i and v j connected via edge e into a new vertex v i , we set the new values y i = y i + y j − x e , and m i = max{m i , m j } and also adjust the edge weights for the newly created node. The following pseudocode best describes our shrinking algorithm:
Algorithm 1: The Shrinking Heuristic.
Data: Graph G = (S V ), Edge weights w : E → R 0 , and vertex values y : S → R 0 Result: The cut V that maximizes ∑ e∈E(V, S \V ) x e − max k∈V ) {y k } Initialize each node to be a separate component
Merge nodes i and j into a new node for every node u in S do if u is adjacent to i or j then Let e denote the edge ( , u)
PRIMITIVE COMB INEQUALITIES FOR THE TSP
To improve the quality of fractional solution to the PCTSP, valid inequalities can be introduced. Primitive comb inequalities are a class of valid inequalities. In this section, we study these valid inequalities for our version of the PCTSP. Later in Section 6, we investigate how effective the primitive comb inequalities are in improving the quality of fractional solutions to the PCTSP.
Formulation
Comb inequalities are valid inequalities that have been introduced successfully to obtain LP solutions with reduced integrality gaps for the TSP. In addition to this, exact separation algorithms for the comb inequalities have been proposed for the TSP. Because the LPs are solved many times in a branch and bound algorithm to solve the TSP optimally, efficient heuristics have also been proposed for the separation problem which find violated comb inequalities. In this section, we look at inequalities for the simplest form of such structures known as primitive combs. A general comb consists of a set of nodes H known as the handle, and a set of t teeth, each tooth being a set of nodes that spans out of the handle. A primitive comb restricts each tooth to be a single edge. Primitive comb inequalities have been shown to improve the quality of the fractional solution to the PCTSP.
Let us first look at the primitive comb inequalities for the Travelling Salesman polytope. In what follows, x(A, B) = ∑ e=(i, j):i∈A, j∈B x e , where x e is 1 if the edge e is incorporated in the tour, and x e is 0 otherwise.
where H, the handle, and T j for j = 1, 2, . . . , t, the teeth, are sets of nodes satisfying the following conditions (Gutin and Punnen, 2002) :
2)
Padberg and Hong (Padberg and Hong, 1980) , among others, provide a heuristic separation algorithm for primitive comb inequalities for the TSP. We refer to this as the odd-component heuristic.
Odd-component Heuristic for TSP
In this heuristic, given an optimal LP solution x * to a TSP instance over a complete graph (V, E), the graph G * 1/2 is constructed. This graph has the vertex set V and edge set {e ∈ E : 0 < x * e < 1}. Let the resulting graph comprise of q components, whose vertex sets are V 1 , V 2 , . . . , V q . For each component i, 1 i q, the heuristic determines the subset of edges T i in the set δ(V i ) (the set of edges which cross the set V i ) whose LP values are 1. T i is thus given by T i = {e ∈ E : x * e = 1 ∧ e ∈ δ(V i )}. If the cardinality of this set is odd, then the following simple procedure determines a set that either violates the subtour inequality for TSP, or a primitive comb inequality. If two edges in set T i share a vertex v ∈ V \V i , then vertex v is included in the set V i and the procedure is repeated until the edges in T i are pairwise disjoint. Such a set V i violates the subtour inequality if |T i | = 1, and the primitive comb inequality if |T i | 3. Note that if two teeth T i and T j intersect outside if H, adding the common vertex to H would get rid of exactly two teeth, therefore the parity of the teeth of H is preserved. Therefore if a handle has odd number of teeth (which indicated either a violated GSEC or a violated primitive comb inequality) before the removal of a pair of teeth, it will still have odd many teeth afterwards.
Balas (Balas, 1995) shows an equivalent version of the comb inequalities are facet defining for the Prize Collecting Travelling Salesman polytope (Balas, 1995) . The following section provides the details of these comb inequalities for our version of the PCTSP.
PRIMITIVE COMB INEQUALITIES FOR PCTSP

Formulation
Balas shows in (Balas, 1995) that the following inequality defines a facet of the Prize Collecting TS polytope. Therefore inequality (4.1) translates to inequality (5.1) in the case of the Prize Collecting TSP.
Here, z(H) = ∑ v∈H z(v), and z(v) is 1 if the vertex v is left out of the optimal tour (we need to a pay a penalty for it), and z(v) is 0 otherwise. When compared to the formulation of the sub problem (Objective Function 2.1 and Constraints 2.2-2.5), one can write
We show below that a connected component heuristic which has been used by Hong (Hong, 1972) and Land (Land, 1979) can be applied to separate the primitive comb inequalities introduced by Balas for the PCTSP.
Odd-component Heuristic for PCTSP
The odd-component heuristic for Prize Collecting TSP (Padberg and Hong, 1980) works with an equivalent formulation of the primitive comb inequalities for the Travelling Salesman polytope:
To be able to use the same heuristic, we first translate Balas's inequality into a similar form:
Lemma 1. The following inequality defines a facet of the Prize Collecting TS polytope.
Proof. By (Balas, 1995) , we know that inequality (5.1) is facet defining. Also, from Constraint 2.2, the fractional degree of each node v is 2 · y(v) = 2 − 2 · z(v). Therefore, we can write
Thus,
Similarly, we have that
for j = 1, . . . , t, which yields
Therefore,
From equation (5.3) and inequality (5.1),
We show below why the odd-component heuristic used by Padberg and Hong to separate primitive comb inequalities for the TSP can be used to separate primitive comb inequalities for the PCTSP without any modifications.
Assume that after running the odd-component heuristic on G * 1/2 , a component V i has an odd number of teeth. We remove all non-disjoint teeth and add their common vertex to V i . Let the handle H be V i . We assume H has t 3 teeth as we are more interested in finding violated primitive comb inequalities rather than violated GSECs. By the structure of G * 1/2 , all the outgoing edges of H have weight exactly equal to 1. Thus, x(δ(H)) = t. Consider a tooth of H, say Figure 1) . Because of the degree constraints, and the fact that the edge (u k , v k ) is taking a capacity q from each of the two endpoints, we can write x(δ(T k )) = 2(1 − y u k ) − 1 + 2(1 − y v k − 1) = 2t − 2(y u k + y v k . Summing over all t edges and adding x(δ(H)) we get:
This is exactly 1 short of satisfying the corresponding primitive comb inequality, therefore any component of G * 1/2 with odd number of teeth would correspond to a violated inequality that we can introduce as a cut.
In the next section, we empirically analyze the performance of this heuristic alongside with the shrinking heuristic for GSECs.
COMPUTATIONAL RESULTS
In this section, we report the efficacy of the two adapted heuristics and analyze the behaviour of the corresponding separations. The heuristics have been implemented in C++ and the LP was solved using CPLEX 12.5. Then the code was run on an Intel 2.8 GHz processor with a maximum time limit of 14,400 seconds (4 hours).
In this section, we first describe the instance that we have used. Then we discuss the experiments we designed to test the behaviour and performance of the two heuristics, namely the shrinking heuristic for separation of the GSECs and the odd-component heuristic for separation of the primitive comb inequalities. We next explain how we compared these results and analyze their relative gap with respect to the optimal integral solution whenever such a solution is available. We summarize the results in Tables 1 and 2.
Instances
A total of 42 instances out of the TSPLIB library (Reinelt, 1991) have been transformed for our experiments. Out of the 43 instances, 10 were VRP instances and 32 symmetric TSP instances. In the VRP instances, each node is associated with a demand value. We use this demand as the prize of covering that node. For the TSP instances, which do not come with demands, we merely generate node prizes independently and uniformly at random in the range of 1 to 200.
Designing the Experiments
We analyze the adapted heuristics based on three difference aspects: i. the solution quality, ii. the number of cuts they detect, iii. the running time. The major factor in the success of a heuristic is indeed if it can produce near optimal solutions in a timely manner. Nevertheless, the number of cuts a heuristic can generate can give us insight about how well that heuristic is adapted for a certain type of polytope. If near optimality can be achieved with fewer cuts, we have some empirical indications that the heuristic is well-suited for the polytope of the given problem. For this reason, we also report the number of cuts for both the heuristics, as well as for an optimal procedure that uses LP for separation of GSECs. In what follows, we explain the method used for making the comparisons. Shrinking Heuristic. To evaluate the efficacy of the shrinking heuristic, we compare them against a procedure that uses linear programming for separation of the GSECs, that is, a formulation that solves a cut-set equivalent of (3.1)-(3.5) for each node to find the violated GSECs. Three parameters mentioned above are reported for the heuristic GSEC separation, as well as the LP separation. Odd-component Heuristic. To evaluate this heuristic, we first solve instances with the GSEC heuristic only, and then use odd-component heuristic to find violated primitive comb constraints. This way, we can measure how the solution quality may improve and how many new cuts are introduced, and then weigh it against the extra time we need to spend for running the second heuristic. The improvements are also reported in the right-most column of Table 2 . the third column of Table 2 shows the number of extra cuts detected by using the second heuristic on top of the first. We also solve the ILP version of the problem using the built-in branch-and-bound method of CPLEX using regular Subtour Elimination Constraints (SECs) and compare them against the optimal LP solutions obtained by using both heuristics.
Note that to separate SEC inequalities, all we need to do is to find an integral subtour in a solution, which can be done in polynomial time using a connected component algorithm. This method can be slow for larger instances, therefore in many cases we have not been able to solve the ILP optimally in the time limit of 4 hours. For such instances, the gap percentages has been left blank. Also, in Table 1 , "t.l." stands for too long, and is used for running times that are greater than 14,400 seconds. It is natural to assume the heuristics would be most beneficial for large enough instances. As Tables 1 and  2 show, there is not much room for improvement for small instances as usually even the linear programming formulation can come up with an integral solutions without the aid of GSEC or primitive comb inequality constraints.
As soon as the size of the instance goes beyond 50 points, the time spent on the LP separation shows a huge increase while the cost of heuristic separation is still relatively low. This is not so surprising as the LP separation has to solve an entire linear programming problem for each node of the graph. For small instances, the overhead caused by a few extra problems is negligible, but for larger instances it can be prohibitive. Also, for the instances for which an integral solution is available, the gap between the two heuristic solutions combined and the optimal solution is very small. In most cases the gap is very close to 0 and only for one instance it goes as high as %2. In larger instances, both heuristics perform consistently well while the LP separation of GSECs and the ILP formulation do not return with a solution in the period of 4 hours. A comparison between using GSEC heuristic separation alone and using both heuristics together reveals that although there are cases for which the solution quality can benefit significantly from running both heuristics instead of one, the GSEC separation seems to be promising on its own in many cases. The relatively long extra time spent on the separation of primitive combs results in the introduction of a few extra cuts indeed. However, the improvement in the solution quality is not very significant. This is perhaps to be expected since we run the primitive comb separation after all the GSEC cuts are introduced. As a result, the LP has already closed the gap between the fractional and the optimal integral objective value, and therefore, improvements at this point come in very small portions. We conjecture that by using different sequences of running the heuristics, one can expect to speed up the running time and get the best of the two heuristics.
CONCLUSIONS
The Prize Collecting Travelling Salesman Problem (PCTSP) is an important generalization of the famous Travelling Salesman Problem. It also arises as a sub problem in many variants of the Vehicle Routing Problem. In this paper, we provide efficient methods to solve the linear programming relaxation of the PCTSP. We provide efficient heuristics to obtain the Generalized Subtour Elimination Constraints (GSECs) for the PCTSP, and compare its performance with linear programming, which can be used to solve the separation problem for GSECs for the PCTSP optimally. In this paper, we also show that the connected component heuristic of Padberg and Hong can be applied to separate the primitive comb inequalities introduced by Balas for the PCTSP. We evaluate the effectiveness of introducing these inequalities for reducing the integrality gap for the PCTSP. Through empirical analysis, we have been able to verify the importance of two separation heuristics in finding near optimal solutions to the Prize Collecting TSP in a timely manner. As the instance sizes grow, the two heuristics show great promise by finding a significant number of violated inequalities.
In this paper, we have looked at two basic heuristic. As a possible future work, one can continue this line of work by adapting/designing other heuristics for broader classes of cuts. One extension can be incorporating more general comb inequalities. Furthermore, the order of introducing the cuts can have a great impact on the running time. One can study various ways of mixing different separation procedures to find the one that is most suitable for specific types of instances.
