Several deep learning approaches have been applied to the autonomous driving task, many employing end-toend deep neural networks. Autonomous driving is complex, utilizing multiple behavioral modalities ranging from lane changing to turning and stopping. However, most existing approaches do not factor in the different behavioral modalities of the driving task into the training strategy. This paper describes a technique for using Multi-Modal Multi-Task Learning that considers multiple behavioral modalities as distinct modes of operation for an end-to-end autonomous deep neural network utilizing the insertion of modal information as secondary input data. Using labeled data from hours of driving our fleet of 1/10th scale model cars, we trained multiple neural networks to imitate the steering angle and driving speed of human control of a car. We show that in each case, our models trained with MTL can match or outperform multiple networks trained on individual tasks, while using a fraction of the parameters and having more distinct modes of operation than a network trained without MTL on the same multi-modal data. These results should encourage Multi-Modal MTL-style training with the insertion of Modal Information for tasks with related behaviors.
I. INTRODUCTION
Learning-based deep neural networks (DNNs) are an active area of research for autonomous driving, due to their effectiveness in complex and rare scenarios.
Most current research on driving with DNNs has focused on a single driving modality, e.g. lane following or obstacle avoidance [1] , [2] , [3] , [4] . These approaches are known as Single Task Learning (STL), as they focus on training to perform an individual task.
Research has shown that training on side tasks related to the main operation of a deep neural network can enhance its learning capabilities [5] , [6] . These side tasks, such as finding the position of sidewalks in the image in addition to driving with lane following, allow networks to break down processing steps into stages and develop specific filters for individual steps in a processing pipeline.
There has been additional research moving from Multi-Task Learning to Multi-Modal Learning where MTL networks are trained on several distinct modes of operation, all of which are used during inference. Work on multi-modal learning has predominantly been focused in fields other than robotics or locomotion e.g. speech recognition with audio and video [7] . Within these works, it is common for DNNs 1 to be given input that could correspond to any or multiple modes of operation. Hence, multi modal networks infer the mode of operation from the input data.
It is clear that in the context of performing multiple tasks, MTL and Multi-Modal network sizes are significantly smaller compared to systems with multiple STL networks. Smaller network sizes are desirable as they allow for fast over the air model updates in self driving cars, FPGA deployment, and distributed training efficiency [8] .
In this paper, we propose a method for multi-task, multimodal learning in autonomous driving with several distinct driving modalities or "behavioral modes". In this approach, side tasks consist of separate driving behaviors which are all used during inference. Additionally, the current mode of operation is given to the network as a secondary input, allowing for separate driving behaviors to form within a single network.
We further show that not only do our MTL networks have a size advantage over STL approaches, but that network validation results and on-the-road driving experiments indicate the MTL networks exceed the performance of multiple STL networks on the same tasks. Finally we show, that our novel modal insertion methods give improved performance and distinction between driving modes compared to traditional multi-modal approaches where modal information is not given as a secondary input to a network. This paper is organized as follows. Section II covers the methods of collection and style of our dataset, as well as detailing the robotic cars used in the work. Section III describes our specific innovations with MTL and Multi-Modal Learning for Autonomous Driving, as well as introducing our own neural network, Z2Color, used for training and running experiments. Section IV covers the experiments conducted through evaluation of network validation loss for multiple and individual behavioral modes, as well as evaluation in on-the-road tests. Finally, Section V reviews the major contributions of this paper and suggests areas for future work.
II. DATASET A. Fleet of Cars
Our dataset was collected using a fleet of 1/10th scale RC model cars. Fig. 4 shows the main sensor and control components of the car.
There are four computing nodes in the car -one NVIDIA Jetson TX1 [9] and three Arduino Uno 1 micro-controllers. The nodes communicate with one another using Robot Operating System (ROS) Kinetic [10] . Arduino #1 performs pulse width modulation for the steering servo motor and power control of the DC drive motor. It also connects to an RC receiver, through which user steering and drive power commands from the RC transmitter are received. Arduino #1 provides the RC controller data to the TX1 and receives servo position and motor power information in return. The main sensor for the car is the ZED RGB stereo camera, developed by StereoLabs 2 , connected to the TX1. There are optional auxiliary sensors, such as the gyroscope and accelerometer, which are controlled by Arduino #2, although no auxiliary sensors were used for the experiments described in this paper. Arduino #3 is dedicated to real-time debug message display using an 8x8 LED panel.
The small size of the model car gave us the flexibility to experiment in diverse driving terrains and lighting conditions. It also allowed us to experiment with atypical driving behaviors. During the training data collection, the car was controlled manually using an RC Transmitter. Every 33ms, the left and right RGB images from the stereo camera, along with steering position and motor power level, were saved to on-board storage. The data sets are labelled manually according to the driving mode used. During the autonomous driving mode, the TX1 runs a DNN in inference mode. The steering and motor power values are predicted based on the camera input. During autonomous driving, the RC receiver remains active, allowing the user to manually override the networks predicted steering values when needed.
B. Data Types
Our dataset contains hours of data from driving the car in diverse environments, including city sidewalks, park, forest and snow. Data was collected in different weather conditions and at different times of the day (Fig. 2) .
The dataset also contains annotated modes of behavior for the model car. We use three distinct behavioral driving modes:
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1) Direct Mode consists of data with the network driving with little obstructions or obstacles, usually on a winding sidewalk or forest path ( Fig. 3a) . 2) Follow Mode consists of data with the network following a lead car in front of it. In this mode, speed modulation occurs as maintaining an uniform distance from the lead car is attempted during driving ( Fig. 3b ). 3) Furtive Mode consists of data with the network where the car attempts to drive slowly, in close proximity to perceived boundaries e.g. shrubbery or bushes on either side of a path. If no such boundaries are identified, the car speeds up along the path until one is found ( Fig.  3c ).
C. Data Moments
We define a data moment as a set of four RGB input images and an associated collection of 10 drive speed and steering angle values. Our networks are trained and evaluated on series of data moments. A data moment associates the input camera images to motor power and steering angles which, when actuated, create a spatial trajectory for the car to follow ( Fig. 5 ).
For perception of depth, we use left and right images from the stereo camera. To allow the network to perceive motion, we use image pairs from two time steps -one image pair gives the current position of the car, and the other is from 33ms in the past. This way, each data moment contains four RGB images.
Motor, steering, and image data is collected from the car every 33ms. The latency between decision and actuation is about 330ms. Rather than training the network to predict a single steering and drive speed value 330ms into the future, we train the networks to predict 10 future time steps, each 33ms apart. Only the 10th value is used for actual actuation. These intermediate inferred values act as supplementary "side tasks" that are unused during inference. Side tasks are common in training MTL networks and have been shown to improve performance on main tasks used in inference [5] .
The improvements from these side tasks were confirmed through experiments with networks predicting only final actuation values vs. networks predicting the final actuation values along with the 9 intermediate motor/steering values. It was observed that the latter network required far less manual 
III. APPROACH
A. Network Architecture
For inference, we used an NVIDIA TX1 system. We wanted to run a network at 20 Hz or above on this system. To fit these criteria we designed a custom network known as Z2Color. The network consists of two convolutional layers, followed by two fully connected layers shown in (Fig. 6) .
Max pooling and batch normalization were done after each convolutional layer. Max pooling allowed us to efficiently reduce dimensionality and batch normalization prevented internal covariate shift. The stride and kernel sizes were found empirically through numerous cycles of training and on-road evaluation.
The convolutional layers were designed to act as feature extraction layers whereas the final fully connected layers act as a steering controller. However, the network was trained in an end-to-end manner so we did not isolate these modes of processing to these sections of the network.
The network is extremely compact, with no more than 1,700,000 parameters. 
B. Modal Information
When collecting data from the cars, along with motor, steering, and image data, we also collect the behavioral mode in which the car is being operated. We have trained networks with and without the insertion of the behavioral information and when added, networks more distinctly exhibit individual modal behaviors. Traditionally, this modal information would be privileged, i.e. only given to the networks during training and not inference or validation [11] . However, for the time being we continue to give the modal information in validation and evaluation on the road.
A network without this modal information could potentially learn multiple behavioral modes distinctly, but it would take a great amount of careful training for the filters to separate for each behavioral modality. By adding the logical modal switch in the processing stream, it becomes easier for the network to create independent filters for each behavioral mode.
The behavioral information is inserted as a 6 channel binary tensor, where each channel represents a behavioral modality. Three channels were left open for future transfer learning to incorporate new behavioral modalities. The behavioral mode information insertion point in the network was chosen to be after the first convolutional layer in Z2Color (Fig. 6) , allowing for the earlier convolutional layer to generalize basic image processing of the input data without considering behaviors of individual modalities. This replicates the visual insertion in the macaque monkey visual cortex's processing of visual data where the early visual cortex gets contextual information from the frontal cortex's feedback connections from a higher visual cortex. [12] , [13] . Additionally, similar mode agnostic convolution or processing in initial layers of a network have been shown to be effective with multiple input types [14] .
IV. EXPERIMENTS A. Training
To train our networks, we used the PyTorch 3 deep learning framework on an Nvidia GeForce GTX 1080 Ti GPU. The networks we discuss below took between 1 and 3 hours per epoch to train. All networks were evaluated with Mean Squared Error (MSE) Loss and used the Adadelta Optimizer [15] . The networks were trained using imitation learning, to replicate the human vehicle control present in each data moment in the dataset. The same set of training data was used for each of the above networks, as well as the same unseen validation set.
B. Multi Modal Comparison
Our initial experiment was to train and evaluate the following networks:
• An MTL network trained and evaluated on direct, follow, and furtive modes with modal information. • Three STL Z2Color networks trained and evaluated on direct, follow, and furtive modes separately i.e. each network was only trained on a specific mode without modal information. • A control network, that was fed all of the same data as the MTL network but without modal information. The three STL networks were only fed data that corresponded to their behavioral mode. The control and MTL networks were fed data containing all three behavioral modes. From the hours of data collected, we kept aside 10% of the data for use in an unseen validation dataset for the evaluation of the networks. The MTL and control networks were validated with all three behavioral modes and the STL networks were validated with validation data from their corresponding behavioral modes. Each experiment was repeated three times with a randomly shuffled dataset, and the validation losses were averaged across trials.
The results from these experiments are summarized in Fig. 7 . The STL graph is an average of the validation loss on the three STL networks, to allow us to compare the STL networks to the control and MTL networks on the same validation set. Initially, from epochs 1 to 4, the MTL networks approach the STL networks in accuracy. The MTL networks have the challenge of understanding three distinct behavioral modes, a difficult task for a network without many examples. However, both the MTL network and the STL networks surpassed the control network, which doesn't see the modal information. This shows the importance of the behavioral modes for separating filters for distinct tasks.
From epochs 4 to 10, the MTL network exceeds the performance of the STL networks in loss. At this stage of the training, the MTL networks have begun to understand each of the three behavioral modes and their separate behaviors. The STL networks start to slow down in gradient descent due to the limited diversity of data they see. The control networks continue to perform poorly compared to the other two networks at this stage. While the comparison in Fig. 7 is useful for visualizing the relative accuracy of the networks. To accurately compare the networks network size via number of parameters needs to be considered. The three STL networks together take 5,057,628 parameters. The control network contains 1,685,876 parameters, and the MTL network contains 1,692,788 parameters. From these values it's clear that using an STL network for each task is not scalable, as the number of parameters is proportional to the number of tasks used.
C. Performance in Individual Modes
To further investigate the network's performance in STL modes, we decided to study the MTL, control, and single net's response to a single mode: furtive. This mode is interesting as it involves more complex behaviors than traditional driving tasks like lane or car following. In these experiments, the MTL and Control networks were trained on Direct, Follow, and Furtive modes but were only validated in Furtive mode. The single network was trained and validated only in Furtive mode. Each experiment was repeated three times with a randomly shuffled dataset, and the validation losses averaged across trials.
The results from these experiments are shown in Fig. 8 . Initially from epochs 1 to 5, the MTL network has a similar performance to the furtive network but the control network performs significantly poorer.
After five epochs the MTL networks continue to perform better as the loss continues to fall steadily. In contrast, the STL networks trained on furtive data stagnate and begin to overfit. The control networks match the performance of the STL furtive networks but eventually fall behind the furtive networks at epoch 22. From these results, we can say the MTL networks are the best networks to resist overfitting and local minima, even when compared to the control networks which see the same diversity of data. This mirrors the results from Fig. 7 , showing our evaluation is consistent for individual modes as well as general performance.
D. Evaluation on Model Cars
To further test the proficiency of the cars in real world driving situations, we created a controlled course and a metric for evaluating network proficiency on the course. Inspired from NVIDIA's paper on Autonomous Driving [1] , we used a similar metric for evaluating our networks. The metric is the percentage of time the model car performs autonomous steering outputting a percentage autonomy score:
The networks were run on a 200 m stretch of sidewalk within a one hour interval. The sidewalk contained sufficient obstacles and was on a windy path. We ran the MTL and Single Nets in Direct and Furtive mode. Follow mode was excluded from the real world test, since the driving of the leader car could affect the performance of the following cars. Control networks were excluded from the real world test as they cannot be evaluated in specific modes and thus cannot be used as a metric of comparison. All networks were run after 23 epochs of training.
The results are summarized as follows: MTL networks in direct, and follow mode scored 92.68% and 88.23% autonomy respectively. STL networks scored 84.27% and 87.55% in direct and follow. We see that overall the MTL networks had higher levels of autonomy. In direct mode the MTL network was 8.31 % more autonomous than network trained only on direct mode data. In furtive mode the MTL network was 0.68 % more autonomous than it's single mode counterpart. These results match up directly to the the evaluation on the validation datasets for furtive mode (Fig.  8) and on all the modes (Fig. 7) V. CONCLUSION & FUTURE WORKS This paper proposes a methodology for training deep neural networks to perform several distinct behavioral modalities simultaneously, by utilizing the insertion of modal information. This multi-modal neural network is shown to exceed the proficiency of individual networks trained in separate behavioral modalities, while using fewer parameters. The proposed MTL networks are shown to be more resistant to overfitting than other models, useful in situations where data is limited. These results are then verified with real world evaluation of the networks in sidewalk driving situations using 1/10th scale model cars. Future work could include transitioning the MTL learning model to a dataset with full sized autonomous cars. More work could be done to integrate with higher-level networks trained to identify behavioral modes which can be fed into our MTL networks as input. This would result in a fully autonomous vehicle capable of making complex high-level decisions and executing them, as well as making the modal information privileged (i.e. not used in evaluation).
