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Abstract
We prove existence of weak solutions for a diffuse interface model for
the flow of two viscous incompressible Newtonian fluids in a bounded
domain by allowing for a degenerate mobility. The model has been
developed by Abels, Garcke and Gru¨n for fluids with different den-
sities and leads to a solenoidal velocity field. It is given by a non-
homogeneous Navier-Stokes system with a modified convective term
coupled to a Cahn-Hilliard system, such that an energy estimate is ful-
filled which follows from the fact that the model is thermodynamically
consistent.
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1 Introduction
Classically the interface between two immiscible, viscous fluids has been
modelled in the context of sharp interface approaches, see e.g. [Mue85]. But
in the context of sharp interface models it is difficult to describe topological
changes, as e.g. pinch off and situations where different interfaces or different
parts of an interface connect. In the last 20 years phase field approaches have
been a promising new approach to model interfacial evolution in situations
where interfacial energy effects are important, see e.g. [Che02]. In phase
field approaches a phase field or order parameter is introduced which rapidly
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changes its value in the interfacial region and attains two prescribed values
away from the interface.
For two-phase flow of immiscible, viscous fluids a phase-field approach
first has been introduced by Hohenberg and Halperin [HH77], the so-called
“Model H”. In their work the Cahn-Hilliard equation was coupled to the
Navier-Stokes system in such a way that capillary forces on the interface are
modelled with the help of the phase field. The approach of Hohenberg and
Halperin [HH77] was restricted to the case where the densities of the two
fluids are the same or at least are very close (“matched densities”). It has
been later shown by Gurtin, Polignone, Vin˜als [GPV96] that the model can
be derived in the context of rational thermodynamics. In particular global
and local energy inequalities are true. These global energy estimates can be
used to derive a priori estimates and this has been used by Boyer [Boy99]
and by Abels [Abe09b] for proofs of existence results.
Often the densities in two phase flow are quite different. Therefore, there
have been several attempts to derive phase field models for two phase flow
with non-matched densities. Lowengrub and Truskinovsky [LT98] derived
a first thermodynamically consistent phase field model for the case of dif-
ferent densities. The model of Lowengrub and Truskinovsky is based on
a barycentric velocity and hence the overall velocity field turns out to be
not divergence free in general. In addition, the pressure enters the Cahn-
Hilliard equation and as a result the coupling between the Cahn-Hilliard
equation and the Navier-Stokes equations is quite strong. This and the fact
that the velocity field is not divergence free makes numerical and analytical
approaches quite difficult. To the authors knowledge there have been so far
no numerical simulations for the full Lowengrub-Truskinovsky model. With
respect to analytical results we refer to the works of Abels [Abe09a, Abe12]
for existence results.
In a paper by Ding, Spelt and Shu [DSS07] a generalization of Model
H for non-matched densities and a divergence free velocity field has been
derived. However it is not known whether this model is thermodynami-
cally consistent. A first phase field model for non-matched densities and
a divergence free velocity field which in addition fulfills local and hence
global free energy inequalities has been derived by Abels, Garcke and Gru¨n
[AGG12]. The model in [AGG12] is given by the following system of Navier-
Stokes/Cahn-Hilliard equations:
∂t(ρ(ϕ)v) + div(v ⊗ (ρ(ϕ)v + J˜))− div(2η(ϕ)Dv) +∇p
= −div(a(ϕ)∇ϕ⊗∇ϕ) in QT ,
div v = 0 in QT ,
∂tϕ+ v · ∇ϕ = div (m(ϕ)∇µ) in QT ,
µ = Ψ′(ϕ) + a′(ϕ)
|∇ϕ|2
2
− div (a(ϕ)∇ϕ) in QT ,
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where J˜ = − ρ˜2−ρ˜12 m(ϕ)∇µ, QT = Ω × (0, T ) for 0 < T < ∞, and Ω ⊂ Rd,
d = 2, 3, is a sufficiently smooth bounded domain. We close the system with
the boundary and initial conditions
v|∂Ω = 0 on ∂Ω× (0, T ),
∂nϕ|∂Ω = ∂nµ|∂Ω = 0 on ∂Ω× (0, T ),
(v, ϕ) |t=0 = (v0, ϕ0) in Ω,
where ∂nϕ = n ·∇ϕ and n denotes the exterior normal at ∂Ω. Here v is the
volume averaged velocity, ρ = ρ(ϕ) is the density of the mixture of the two
fluids, ϕ is the difference of the volume fractions of the two fluids and we
assume a constitutive relation between ρ and the order parameter ϕ given
by ρ(ϕ) = 12(ρ˜1 + ρ˜2) +
1
2(ρ˜2 − ρ˜1)ϕ, see [ADG12] for details. In addition,
p is the pressure, µ is the chemical potential associated to ϕ and ρ˜1, ρ˜2
are the specific constant mass densities of the unmixed fluids. Moreover,
Dv = 12(∇v +∇vT ), η(ϕ) > 0 is a viscosity coefficient, and m(ϕ) ≥ 0 is a
degenerate mobility coefficient. Furthermore, Ψ(ϕ) is the homogeneous free
energy density for the mixture and the (total) free energy of the system is
given by
Efree(ϕ) =
∫
Ω
(
Ψ(ϕ) + a(ϕ)
|∇ϕ|2
2
)
dx
for some positive coefficient a(ϕ). The kinetic energy is given by Ekin(ϕ,v) =∫
Ω ρ(ϕ)
|v|2
2 dx and the total energy as the sum of the kinetic and free energy
is
Etot(ϕ,v) = Ekin(ϕ,v) + Efree(ϕ)
=
∫
Ω
ρ(ϕ)
|v|2
2
dx+
∫
Ω
(
Ψ(ϕ) + a(ϕ)
|∇ϕ|2
2
)
dx.
(1.1)
In addition there have been further modelling attempts for two phase flow
with different densities. We refer to Boyer [Boy02] and the recent work of
Aki et al. [ADGK12]. We remark that for the model of Boyer no energy
inequalities are known and the model of Aki et al. does not lead to velocity
fields which are divergence free.
In [ADG12] an existence result for the above Navier-Stokes/Cahn-Hil-
liard model has been shown in the case of a non-degenerate mobility m(ϕ).
As is discussed in [AGG12] the case with non-degenerate mobility can lead
to Ostwald ripening effects, i.e., in particular larger drops can grow to the
expense of smaller ones. In many applications this is not reasonable and as
pointed out in [AGG12] degenerate mobilities avoid Ostwald ripening and
hence the case of degenerate mobilities is very important in applications. In
what follows we assume that m(ϕ) = 1− ϕ2 for |ϕ| ≤ 1 and extend this by
zero to all of R. In this way we do not allow for diffusion through the bulk,
3
i.e., the region where ϕ = 1 resp. ϕ = −1, but only in the interfacial region,
where |ϕ| < 1. The degenerate mobility leads to the physically reasonable
bound |ϕ| ≤ 1 for the order parameter ϕ, which is the difference of volume
fractions and therefore we can consider in this work a smooth homogeneous
free energy density Ψ in contrast to the previous work [ADG12].
For the Cahn-Hilliard equations without the coupling to the Navier-
Stokes equations Elliott and Garcke [EG96] considered the case of a de-
generate mobility, see also Gru¨n [Gru95]. We will use a suitable testing
procedure from the work [EG96] to get a bound for the second derivatives
of a function of ϕ in the energy estimates of Lemma 3.7. We point out that
our result is also new for the case of model H with degenerate mobility,
i.e., ρ˜1 = ρ˜2, which implies J˜ = 0 in the above Navier-Stokes/Cahn-Hilliard
system.
The structure of the article is as follows: In Section 2 we summarize
some notation and preliminary results. Then, in Section 3, we reformulate
the Navier-Stokes/Cahn-Hilliard system suitably, define weak solutions and
state our main result on existence of weak solutions. For the proof of the
existence theorem in Subsections 3.2 and 3.3 we approximate the equations
by a problem with positive mobility mε and singular homogeneous free en-
ergy density Ψε. For the solution (vε, ϕε,Jε) of the approximation (with
Jε = −mε(ϕε)∇µε) we derive suitable energy estimates to get weak limits.
Then we extend the weak convergences to strong ones by using methods
similar to the previous work of the authors [ADG12], careful estimates of
the additional singular free energy density and by an additional subtle ar-
gument with the help of time differences and a theorem of Simon [Sim87].
We remark that this last point would be easier in the case of a constant
coefficient a(ϕ) in the free energy. Finally we can pass to the limit ε→ 0 in
the equations for the weak solutions (vε, ϕε,Jε) and recover the identities
for the weak solution of the main problem.
2 Preliminaries and Notation
We denote a ⊗ b = (aibj)di,j=1 for a, b ∈ Rd and Asym = 12(A + AT ) for a
matrix A ∈ Rd×d. If X is a Banach space and X ′ is its dual, then
〈f, g〉 ≡ 〈f, g〉X′,X = f(g), f ∈ X ′, g ∈ X,
denotes the duality product. We write X ↪→↪→ Y if X is compactly em-
bedded into Y . Moreover, if H is a Hilbert space, (· , ·)H denotes its inner
product. Moreover, we use the abbreviation (. , .)M = (. , .)L2(M).
Function spaces: If M ⊆ Rd is measurable, Lq(M), 1 ≤ q ≤ ∞, denotes
the usual Lebesgue-space and ‖.‖q its norm. Moreover, Lq(M ;X) denotes
the set of all strongly measurable q-integrable functions if q ∈ [1,∞) and
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essentially bounded strongly measurable functions, if q = ∞, where X is a
Banach space.
Recall that, if X is a Banach space with the Radon-Nikodym property,
then
Lq(M ;X)′ = Lq
′
(M ;X ′) for every 1 ≤ q <∞
by means of the duality product 〈f, g〉 = ∫M 〈f(x), g(x)〉X′,Xdx for f ∈
Lq
′
(M ;X ′), g ∈ Lq(M ;X). If X is reflexive or X ′ is separable, then X has
the Radon-Nikodym property, cf. Diestel and Uhl [DU77].
Moreover, we recall the Lemma of Aubin-Lions: If X0 ↪→↪→ X1 ↪→ X2
are Banach spaces, 1 < p <∞, 1 ≤ q <∞, and I ⊂ R is a bounded interval,
then {
v ∈ Lp(I;X0) : dv
dt
∈ Lq(I;X2)
}
↪→↪→ Lp(I;X1). (2.1)
See J.-L. Lions [Lio69] for the case q > 1 and Simon [Sim87] or Roub´ı-
cˇek [Rou90] for q = 1.
Let Ω ⊂ Rd be a domain. Then W kq (Ω), k ∈ N0, 1 ≤ q ≤ ∞, de-
notes the usual Lq-Sobolev space, W kq,0(Ω) the closure of C
∞
0 (Ω) in W
k
q (Ω),
W−kq (Ω) = (W kq′,0(Ω))
′, and W−kq,0 (Ω) = (W
k
q′(Ω))
′. We also use the abbrevi-
ation Hk(Ω) = W k2 (Ω).
Given f ∈ L1(Ω), we denote by fΩ = 1|Ω|
∫
Ω f(x) dx its mean value.
Moreover, for m ∈ R we set
Lq(m)(Ω) := {f ∈ Lq(Ω) : fΩ = m}, 1 ≤ q ≤ ∞.
Then for f ∈ L2(Ω) we observe that
P0f := f − fΩ = f − 1|Ω|
∫
Ω
f(x) dx
is the orthogonal projection onto L2(0)(Ω). Furthermore, we define
H1(0) ≡ H1(0)(Ω) = H1(Ω) ∩ L2(0)(Ω), (c, d)H1(0)(Ω) := (∇c,∇d)L2(Ω).
Then H1(0)(Ω) is a Hilbert space due to Poincare´’s inequality.
Spaces of solenoidal vector-fields: For a bounded domain Ω ⊂ Rd we
denote by C∞0,σ(Ω) in the following the space of all divergence free vector
fields in C∞0 (Ω)d and L2σ(Ω) is its closure in the L2-norm. The corresponding
Helmholtz projection is denoted by Pσ, cf. e.g. Sohr [Soh01]. We note that
Pσf = f − ∇p, where p ∈ W 12 (Ω) ∩ L2(0)(Ω) is the solution of the weak
Neumann problem
(∇p,∇ϕ)Ω = (f,∇ϕ) for all ϕ ∈ C∞(Ω). (2.2)
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Spaces of continuous vector-fields: In the following let I = [0, T ]
with 0 < T < ∞ or let I = [0,∞) if T = ∞ and let X be a Banach
space. Then BC(I;X) is the Banach space of all bounded and continu-
ous f : I → X equipped with the supremum norm and BUC(I;X) is the
subspace of all bounded and uniformly continuous functions. Moreover, we
define BCw(I;X) as the topological vector space of all bounded and weakly
continuous functions f : I → X. By C∞0 (0, T ;X) we denote the vector space
of all smooth functions f : (0, T ) → X with supp f ⊂⊂ (0, T ). We say that
f ∈ W 1p (0, T ;X) for 1 ≤ p <∞, if and only if f, dfdt ∈ Lp(0, T ;X), where dfdt
denotes the vector-valued distributional derivative of f . Finally, we note:
Lemma 2.1. Let X,Y be two Banach spaces such that Y ↪→ X and X ′ ↪→ Y ′
densely. Then L∞(I;Y ) ∩BUC(I;X) ↪→ BCw(I;Y ).
For a proof, see e.g. Abels [Abe09a].
3 Existence of Weak Solutions
In this section we prove an existence result for the Navier-Stokes/Cahn-
Hilliard system from the introduction for a situation with degenerate mo-
bility. Since in this case we will not have a control of the gradient of
the chemical potential, we reformulate the equations by introducing a flux
J = −m(ϕ)∇µ consisting of the product of the mobility and the gradient of
the chemical potential. In this way, the complete system is given by:
∂t(ρv) + div(ρv ⊗ v)− div(2η(ϕ)Dv) +∇p
+ div(v ⊗ βJ) = −div(a(ϕ)∇ϕ⊗∇ϕ) in QT , (3.1a)
div v = 0 in QT , (3.1b)
∂tϕ+ v · ∇ϕ = −div J in QT , (3.1c)
J = −m(ϕ)∇
(
Ψ′(ϕ) + a′(ϕ)
|∇ϕ|2
2
− div (a(ϕ)∇ϕ)
)
in QT , (3.1d)
v|∂Ω = 0 on ST , (3.1e)
∂nϕ|∂Ω = (J · n)|∂Ω = 0 on ST , (3.1f)
(v, ϕ) |t=0 = (v0, ϕ0) in Ω, (3.1g)
where we set β = ρ˜2−ρ˜12 and J = −m(ϕ)∇µ as indicated above. The
constitutive relation between density and phase field is given by ρ(ϕ) =
1
2(ρ˜1 + ρ˜2) +
1
2(ρ˜2 − ρ˜1)ϕ as derived in Abels, Garcke and Gru¨n [AGG12],
where ρ˜i > 0 are the specific constant mass densities of the unmixed fluids
and ϕ is the difference of the volume fractions of the fluids. By introducing
J, we omitted the chemical potential µ in our equations and we search from
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now on for unknowns (v, ϕ,J). In the above formulation and in the fol-
lowing, we use the abbreviations for space-time cylinders Q(s,t) = Ω× (s, t)
and Qt = Q(0,t) and analogously for the boundary S(s,t) = ∂Ω × (s, t) and
St = S(0,t). Equation (3.1e) is the no-slip boundary condition for viscous
fluids, (J · n)|∂Ω = 0 resulting from ∂nµ|∂Ω = 0 means that there is no mass
flux of the components through the boundary, and ∂nϕ|∂Ω = 0 describes
a contact angle of pi/2 of the diffused interface and the boundary of the
domain.
3.1 Assumptions and Existence Theorem for Weak Solutions
In the following we summarize the assumptions needed to formulate the
notion of a weak solution of (3.1a)-(3.1g) and an existence result.
Assumption 3.1. We assume that Ω ⊂ Rd, d = 2, 3, is a bounded domain
with smooth boundary and additionally we impose the following conditions.
(i) We assume a,Ψ ∈ C1(R), η ∈ C0(R) and 0 < c0 ≤ a(s), η(s) ≤ K for
given constants c0,K > 0.
(ii) For the mobility m we assume that
m(s) =
{
1− s2 , if |s| ≤ 1,
0 , else.
(3.2)
We remark that other mobilities which degenerate linearly at s = ±1
are possible. The choice (3.2) typically appears in applications, see Cahn
and Taylor [CT94] and Hilliard [Hil70]. Other degeneracies can be handled
as well but some would need additional assumptions, see Elliott and Garcke
[EG96].
We reformulate the model suitably due to the positive coefficient a(ϕ) in
the free energy, so that we can replace the two terms with a(ϕ) in equation
(3.1d) by a single one. To this end, we introduce the function A(s) :=∫ s
0
√
a(τ) dτ . Then A′(s) =
√
a(s) and
−
√
a(ϕ) ∆A(ϕ) = a′(ϕ)
|∇ϕ|2
2
− div (a(ϕ)∇ϕ)
resulting from a straightforward calculation. By reparametrizing the poten-
tial Ψ through Ψ˜ : R→ R, Ψ˜(r) := Ψ(A−1(r)) we see Ψ′(s) =√a(s)Ψ˜′(A(s))
and therefore we can replace line (3.1d) with the following one:
J = −m(ϕ)∇
(√
a(ϕ)
(
Ψ˜′(A(ϕ))−∆A(ϕ)
))
. (3.3)
We also rewrite the free energy with the help of A to
Efree(ϕ) =
∫
Ω
(
Ψ˜(A(ϕ)) +
|∇A(ϕ)|2
2
)
dx .
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Remark 3.2. With the above notation and with the calculation
−div(a(ϕ)∇ϕ⊗∇ϕ)
= −div(a(ϕ)∇ϕ)∇ϕ− a(ϕ)∇
( |∇ϕ|2
2
)
= −div(a(ϕ)∇ϕ)∇ϕ+∇(a(ϕ)) |∇ϕ|
2
2
−∇
(
a(ϕ)
|∇ϕ|2
2
)
=
(
−div(a(ϕ)∇ϕ) + a′(ϕ) |∇ϕ|
2
2
)
∇ϕ−∇
(
a(ϕ)
|∇ϕ|2
2
)
= −
√
a(ϕ)∆A(ϕ)∇ϕ−∇
(
a(ϕ)
|∇ϕ|2
2
)
we rewrite line (3.1a) with a new pressure g = p+ a(ϕ) |∇ϕ|
2
2 into:
∂t(ρv) + div(ρv ⊗ v)− div(2η(ϕ)Dv) +∇g + div(v ⊗ βJ)
= −
√
a(ϕ)∆A(ϕ)∇ϕ . (3.4)
We remark that in contrast to the formulation in [ADG12] we do not use
the equation for the chemical potential here.
Now we can define a weak solution of problem (3.1a)-(3.1g).
Definition 3.3. Let T ∈ (0,∞), v0 ∈ L2σ(Ω) and ϕ0 ∈ H1(Ω) with |ϕ0| ≤ 1
almost everywhere in Ω. If in addition Assumption 3.1 holds, we call the
triple (v, ϕ,J) with the properties
v ∈ BCw([0, T ];L2σ(Ω)) ∩ L2(0, T ;H10 (Ω)d) ,
ϕ ∈ BCw([0, T ];H1(Ω)) ∩ L2(0, T ;H2(Ω)) with |ϕ| ≤ 1 a.e. in QT ,
J ∈ L2(0, T ;L2(Ω)d) and
(v, ϕ) |t=0 = (v0, ϕ0)
a weak solution of (3.1a)-(3.1g) if the following conditions are satisfied:
− (ρv, ∂tψ)QT + (div(ρv ⊗ v),ψ)QT + (2η(ϕ)Dv, Dψ)QT
− ((v ⊗ βJ),∇ψ)QT = −
(√
a(ϕ)∆A(ϕ)∇ϕ,ψ
)
QT
(3.5)
for all ψ ∈ [C∞0 (Ω× (0, T ))]d with divψ = 0,
−
∫
QT
ϕ∂tζ dx dt+
∫
QT
(v · ∇ϕ) ζ dx dt =
∫
QT
J · ∇ζ dx dt (3.6)
for all ζ ∈ C∞0 ((0, T ;C1(Ω)) and∫
QT
J · η dx dt
= −
∫
QT
(√
a(ϕ)
(
Ψ˜′(A(ϕ))−∆A(ϕ)
))
div(m(ϕ)η) dx dt
(3.7)
for all η ∈ L2(0, T ;H1(Ω)d) ∩ L∞(QT )d which fulfill η · n = 0 on ST .
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Remark 3.4. The identity (3.7) is a weak version of
J = −m(ϕ)∇
(√
a(ϕ)
(
Ψ˜′(A(ϕ))−∆A(ϕ)
))
.
Our main result of this work is the following existence theorem for weak
solutions on an arbitrary time interval [0, T ], where T > 0.
Theorem 3.5. Let Assumption 3.1 hold, v0 ∈ L2σ(Ω) and ϕ0 ∈ H1(Ω)
with |ϕ0| ≤ 1 almost everywhere in Ω. Then there exists a weak solution
(v, ϕ,J) of (3.1a)-(3.1g) in the sense of Definition 3.3. Moreover for some
Ĵ ∈ L2(QT ) it holds that J =
√
m(ϕ)Ĵ and
Etot(ϕ(t),v(t)) +
∫
Q(s,t)
2η(ϕ) |Dv|2 dx dτ +
∫
Q(s,t)
|Ĵ|2 dx dτ
≤ Etot(ϕ(s),v(s))
(3.8)
for all t ∈ [s, T ) and almost all s ∈ [0, T ) including s = 0. The total energy
Etot is the sum of the kinetic and the free energy, cf. (1.1). In particular,
J = 0 a.e. on the set {|ϕ| = 1}.
The proof of the theorem will be done in the next two subsections. But
first of all we consider a special case which can then be excluded in the
following proof. Due to |ϕ0| ≤ 1 a.e. in Ω we note that
∫
Ω− ϕ0 dx ∈ [−1, 1].
In the situation where
∫
Ω− ϕ0 dx = 1 we can then conclude that ϕ0 ≡ 1
a.e. in Ω and can give the solution at once. In fact, here we set ϕ ≡ 1,
J ≡ 0 and let v be the weak solution of the incompressible Navier-Stokes
equations without coupling to the Cahn-Hilliard equation, where ρ and η are
constants. The situation where
∫
Ω− ϕ0 dx = −1 can be handled analogously.
With this observation we can assume in the following that∫
Ω
− ϕ0 dx ∈ (−1, 1) ,
which will be needed for the reference to the previous existence result of the
authors [ADG12] and for the proof of Lemma 3.7, (iii).
3.2 Approximation and Energy Estimates
In the following we substitute problem (3.1a)-(3.1g) by an approximation
with positive mobility and a singular homogeneous free energy density, which
can be solved with the result from the authors in [ADG12]. For the weak
solutions of the approximation we then derive energy estimates.
First we approximate the degenerate mobility m by a strictly positive
mε as
mε(s) :=

m(−1 + ε) for s ≤ −1 + ε ,
m(s) for |s| < 1− ε ,
m(1− ε) for s ≥ 1− ε .
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In addition we use a singular homogeneous free energy density Ψε given by
Ψε(s) := Ψ(s) + εΨln(s) , where
Ψln(s) := (1 + s) ln(1 + s) + (1− s) ln(1− s) .
Then Ψε ∈ C([−1, 1]) ∩ C2((−1, 1)) fulfills the assumptions on the homo-
geneous free energy as in Abels, Depner and Garcke [ADG12], which were
given by
lim
s→±1
Ψ′ε(s) = ±∞ , Ψ′′ε(s) ≥ κ for some κ ∈ R and lim
s→±1
Ψ′′ε(s)
Ψ′ε(s)
= +∞.
To deal with the positive coefficient a(ϕ), we set similarly as above Ψ˜ln(r) :=
Ψln(A
−1(r)) and Ψ˜ε(r) := Ψε(A−1(r)) for r ∈ [a, b] := A([−1, 1]).
Now we replace m by mε and Ψ by Ψε and consider the following ap-
proximate problem, this time for unknowns (v, ϕ, µ):
∂t(ρv) + div (ρv ⊗ v)− div (2η(ϕ)Dv) +∇g
+ div (v ⊗ βmε(ϕ)∇µ) = −
√
a(ϕ)∆A(ϕ)∇ϕ in QT , (3.9a)
div v = 0 in QT , (3.9b)
∂tϕ+ v · ∇ϕ = div(mε(ϕ)∇µ) in QT , (3.9c)
µ =
√
a(ϕ)
(
Ψ˜′ε(A(ϕ))−∆A(ϕ)
)
in QT , (3.9d)
v|∂Ω = 0 on ST , (3.9e)
∂nϕ|∂Ω = ∂nµ|∂Ω = 0 on ST , (3.9f)
(v, ϕ) |t=0 = (v0, ϕ0) in Ω. (3.9g)
From [ADG12] we get the existence of a weak solution (vε, ϕε, µε) with the
properties
vε ∈ BCw([0, T ];L2σ(Ω)) ∩ L2(0, T ;H10 (Ω)d) ,
ϕε ∈ BCw([0, T ];H1(Ω)) ∩ L2(0, T ;H2(Ω)) , Ψ′ε(ϕε) ∈ L2(0, T ;L2(Ω)) ,
µε ∈ L2(0, T ;H1(Ω)) and
(vε, ϕε)|t=0 = (v0, ϕ0)
in the following sense:
− (ρεvε, ∂tψ)QT + (div(ρεvε ⊗ vε),ψ)QT + (2η(ϕε)Dvε, Dψ)QT
− ((vε ⊗ βmε(ϕε)∇µε),∇ψ)QT = (µε∇ϕε,ψ)QT
(3.10)
for all ψ ∈ [C∞0 (Ω× (0, T ))]d with divψ = 0,
− (ϕε, ∂tζ)QT + (vε · ∇ϕε, ζ)QT = − (mε(ϕε)∇µε,∇ζ)QT (3.11)
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for all ζ ∈ C∞0 ((0, T );C1(Ω)) and
µε =
√
a(ϕε)
(
Ψ˜′ε(A(ϕε))−∆A(ϕε)
)
almost everywhere in QT . (3.12)
Moreover,
Etot(ϕε(t),vε(t)) +
∫
Q(s,t)
2η(ϕε) |Dvε|2 dx dτ
+
∫
Q(s,t)
mε(ϕε)|∇µε|2 dx dτ ≤ Etot(ϕε(s),vε(s))
(3.13)
for all t ∈ [s, T ) and almost all s ∈ [0, T ) has to hold (including s = 0).
Herein ρε is given as ρε =
1
2(ρ˜1 + ρ˜2) +
1
2(ρ˜2 − ρ˜1)ϕε. Note that due to
the singular homogeneous potential Ψε we have |ϕε| < 1 almost everywhere.
Remark 3.6. Note that equation (3.10) can be rewritten with the help of
the identity
(µε∇ϕε,ψ)QT = −
(√
a(ϕε)∆A(ϕε)∇ϕε,ψ
)
QT
.
This can be seen by testing (3.12) with ∇ϕε ·ψ and noting that ψ is diver-
gence free.
For the weak solution (vε, ϕε, µε) we get the following energy estimates:
Lemma 3.7. For a weak solution (vε, ϕε, µε) of problem (3.9a)-(3.9g) we
have the following energy estimates:
(i) sup
0≤t≤T
∫
Ω
(
ρε(t)
|vε(t)|2
2
+
1
2
|∇ϕε(t)|2 + Ψε(ϕε(t))
)
dx
+
∫
QT
2η(ϕε)|Dvε|2 dx dt+
∫
QT
mε(ϕε)|∇µε|2 dx dt ≤ C ,
(ii) sup
0≤t≤T
∫
Ω
Gε(ϕε(t)) dx+
∫
QT
|∆A(ϕε)|2dx dt ≤ C ,
(iii) ε3
∫
QT
|Ψ′ln(ϕε)|2 dx dt ≤ C ,
(iv)
∫
QT
|Ĵε|2 dx dt ≤ C , where Ĵε = −
√
mε(ϕε)∇µε .
Here Gε is a non-negative function defined by Gε(0) = G
′
ε(0) = 0 and
G′′ε(s) =
1
mε(s)
√
a(s) for s ∈ [−1, 1].
Proof. ad (i): This follows directly from the estimate (3.13) derived in the
work of Abels, Depner and Garcke [ADG12]. We just note that for the esti-
mate of ∇ϕε we use ∇A(ϕε) =
√
a(ϕε)∇ϕε and the fact that a is bounded
from below by a positive constant due to Assumption 3.1.
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ad (ii): From line (3.11) we get that ∂tϕε ∈ L2(0, T ;
(
H1(Ω)
)′
), since
∇µε ∈ L2(QT ) and v · ∇ϕ = div(vϕ) with vϕ ∈ L2(QT ). Then we derive
for a function ζ ∈ L2(0, T ;H2(Ω)) the weak formulation∫ t
0
〈∂tϕε, ζ〉 dτ +
∫
Qt
vε · ∇ϕεζ dx dτ
= −
∫
Qt
mε(ϕε)∇µε · ∇ζ dx dτ
=
∫
Qt
√
a(ϕε)
(
Ψ˜′ε(A(ϕε))−∆A(ϕε)
)
div(mε(ϕε)∇ζ) dx dτ,
(3.14)
where we additionally used (3.12) to express µε. Now we set as test function
ζ = G′ε(ϕε), where Gε is defined by Gε(0) = G′ε(0) = 0 and G′′ε(s) =
1
mε(s)
A′(s) for s ∈ [−1, 1]. Note that Gε is a non-negative function, which
can be seen from the representation Gε(s) =
∫ s
0
(∫ r
0
1
mε(τ)
A′(τ) dτ
)
dr. With
ζ = G′ε(ϕε) it holds that
∇ζ = G′′ε(ϕε)∇ϕε =
1
mε(ϕε)
∇ (A(ϕε)) and therefore
div (mε(ϕε)∇ζ) = ∆ (A(ϕε)) .
Hence we derive∫ t
0
〈∂tϕε, G′ε(ϕε)〉dτ +
∫
Qt
vε · ∇ϕεG′ε(ϕε) dx dτ
=
∫
Qt
√
a(ϕε)
(
Ψ˜′ε(A(ϕε))−∆A(ϕε)
)
∆A(ϕε) dx dτ
=
∫
Qt
Ψ′ε(ϕε)∆A(ϕε) dx dτ −
∫
Qt
√
a(ϕε) |∆A(ϕε)|2 dx dτ .
(3.15)
With this notation we deduce∫ t
0
〈∂tϕε, G′ε(ϕε)〉dt =
∫
Ω
Gε(ϕ(t)) dx−
∫
Ω
Gε(ϕ0) dx and∫
Qt
vε · ∇ϕεG′ε(ϕε) dx dt =
∫
Qt
vε · ∇ (Gε(ϕε)) dx dt
= −
∫
Qt
div vεGε(ϕε) dx dt = 0 .
For the first term on the right side of (3.15) we observe∫
Qt
Ψ′ε(ϕε)∆A(ϕε) dx dτ
=
∫
Qt
Ψ′(ϕε)∆A(ϕε) dx dτ + ε
∫
Qt
Ψ′ln(ϕε)∆A(ϕε) dx dτ
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≤ −
∫
Qt
Ψ′′(ϕε)∇ϕε · ∇A(ϕε) dx dt
= −
∫
Qt
Ψ′′(ϕε)
√
a(ϕε)|∇ϕε|2 dx dt.
Herein the estimate ∫
Qt
Ψ′ln(ϕε)∆A(ϕε) dx dτ ≤ 0
for the logarithmic part of the homogeneous free energy density is derived
as follows. With an approximation of ϕε by ϕ
α
ε = αϕε for 0 < α < 1 we
have that |ϕαε | < α < 1 and therefore∫
Qt
Ψ′ln(ϕ
α
ε )∆A(ϕ
α
ε ) dx dτ = −
∫
Qt
Ψ′′ln(ϕ
α
ε )∇ϕαε · ∇A(ϕαε ) dx dτ ≤ 0 ,
where we used integration by parts. To pass to the limit for α↗ 1 in the left
side we observe that ϕαε → ϕε in L2(0, T ;H2(Ω)). Hence together with the
bound |Ψ′ln(ϕαε )| ≤ |Ψ′ln(ϕε)| we can use Lebesgue’s dominated convergence
theorem to conclude∫
Qt
Ψ′ln(ϕ
α
ε )∆A(ϕ
α
ε ) dx dτ −→
∫
Qt
Ψ′ln(ϕε)∆A(ϕε) dx dτ for α↗ 1.
With the bound from below a(s) ≥ c0 > 0 from Assumption 3.1 we derived
therefore∫
Ω
Gε(ϕ(t)) dx+
∫
Qt
|∆A(ϕε)|2 dx dτ
≤ C
(∫
Ω
Gε(ϕ0) dx+
∫
Qt
Ψ′′(ϕε)
√
a(ϕε) |∇ϕε|2 dx dτ
)
.
Now we use mε(τ) ≥ m(τ) to observe the inequality
Gε(s) =
∫ s
0
(∫ r
0
1
mε(τ)
A′(τ)︸ ︷︷ ︸
=
√
a(τ)
dτ
)
dr
≤
∫ s
0
(∫ r
0
1
m(τ)
√
a(τ) dτ
)
dr =: G(s) for s ∈ (−1, 1).
Due to the special choice of the degenerate mobility m in (3.2) we conclude
that G can be extended continuously to the closed interval [−1, 1] and that
therefore the integral
∫
ΩG(ϕ0) dx and in particular the integral
∫
ΩGε(ϕ0) dx
is bounded.
Moreover, since Ψ′′(s) is bounded in |s| ≤ 1 and since we estimated∫
Ω |∇ϕε(t)|2 dx in (i), we proved (ii).
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ad (iii): To show this estimate we will argue similarly as in the time-
discrete situation of Lemma 4.2 in Abels, Depner and Garcke [ADG12].
We multiply equation (3.12) with P0ϕε, integrate over Ω and get almost
everywhere in t the identity∫
Ω
µεP0ϕε dx =
∫
Ω
Ψ′(ϕε)P0ϕε dx+ ε
∫
Ω
Ψ′ln(ϕε)P0ϕε dx
−
∫
Ω
√
a(ϕε)∆A(ϕε)P0ϕε dx.
(3.16)
By using in identity (3.11) a test function which depends only on time t and
not on x ∈ Ω, we derive the fact that (ϕε)Ω = (ϕ0)Ω and by assumption this
number lies in (−1+α, 1−α) for a small α > 0. In addition with the property
lims→±1 Ψ′ln(s) = ±∞ we can show the inequality Ψ′ln(s)(s − (ϕ0)Ω) ≥
Cα|Ψ′ln(s)| − cα in three steps in the intervals [−1,−1 + α2 ], [−1 + α2 , 1− α2 ]
and [1− α2 , 1] successively. Altogether this leads to the following estimate:
ε
∫
Ω
|Ψ′ln(ϕε)| dx ≤ C
(
ε
∫
Ω
Ψ′ln(ϕε)P0ϕε dx+ 1
)
. (3.17)
We observe the fact that
∫
Ω µεP0ϕε dx =
∫
Ω(P0µε)ϕε dx and due to integra-
tion by parts
−
∫
Ω
√
a(ϕε)∆A(ϕε)P0ϕε dx
=
∫
Ω
√
a(ϕε)∇A(ϕε) · ∇ϕε dx+
∫
Ω
1
2
a(ϕε)
− 1
2∇ϕε · ∇A(ϕε)P0ϕε dx
=
∫
Ω
a(ϕε)|∇ϕε|2 dx+
∫
Ω
1
2
P0ϕε|∇ϕε|2 dx .
Combining estimate (3.17) with identity (3.16) we are led to
ε
∫
Ω
|Ψ′ln(ϕε)| dx ≤ C
(∫
Ω
|(P0µε)ϕε| dx+
∫
Ω
|Ψ′(ϕε)P0ϕε| dx
+
∫
Ω
|
√
a(ϕε)∆A(ϕε)P0ϕε| dx+ 1
)
≤ C (‖P0µε‖L2(Ω) + ‖∇ϕε‖L2(Ω) + 1)
≤ C (‖∇µε‖L2(Ω) + 1) .
In the last two lines we have used in particular the facts that ϕε is bounded
between −1 and 1, that Ψ′ is continuous, the energy estimate from (ii) for
sup0≤t≤T ‖∇ϕε‖L2(Ω) and the Poincare´ inequality for functions with mean
value zero.
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With the last inequality we can estimate the integral of µε by simply
integrating identity (3.12) over Ω:∣∣∣∣∫
Ω
µε dx
∣∣∣∣ ≤ ∫
Ω
|Ψ′(ϕε)| dx+ ε
∫
Ω
|Ψ′ln(ϕε)| dx+
∣∣∣∣∫
Ω
√
a(ϕε)∆A(ϕε) dx
∣∣∣∣
≤ C (‖∇µε‖L2(Ω) + 1) ,
where we used similarly as above integration by parts for the integral over√
a(ϕε)∆A(ϕε). By the splitting of µε into µε = P0µε + (µε)Ω we arrive at
‖µε‖2L2(Ω) ≤ C
(
‖∇µε‖2L2(Ω) + 1
)
.
Then, again from identity (3.12), we derive
ε2|Ψ′ln(ϕε)|2 ≤ C
(|µε|2 + |∆A(ϕε)|2 + 1)
and together with the last estimates and an additional integration over time
t this leads to
ε2‖Ψ′ln(ϕε)‖2L2(QT ) ≤ C
(
‖∇µε‖2L2(QT ) + 1
)
.
Note that we used the bound ‖∆A(ϕε)‖L2(QT ) ≤ C from (ii). Furthermore,
due to the bounds in (i), we see ε‖∇µε‖2L2(QT ) ≤ C since mε(s) ≥ ε for
|s| ≤ 1 and therefore we arrive at
ε3‖Ψ′ln(ϕε)‖2L2(QT ) ≤ C .
ad (iv): This follows directly from (i).
3.3 Passing to the limit in the Approximation
In this subsection we use the energy estimates to get weak limits for the se-
quences (vε, ϕε,Jε), where Jε =
√
mε(ϕε) Ĵε (= −mε(ϕε)∇µε). With some
subtle arguments we extend the weak convergences to strong ones, so that
we are able to pass to the limit for ε → 0 in the equations (3.10)-(3.12) to
recover the identities (3.5)-(3.7) in the definition of the weak solution for
the main problem (3.1a)-(3.1g).
Using the energy estimates in Lemma 3.7, we can pass to a subsequence
to get
vε ⇀ v in L
2(0, T ;H1(Ω)d),
ϕε ⇀ ϕ in L
2(0, T ;H1(Ω)),
Ĵε ⇀ Ĵ in L
2(0, T ;L2(Ω)d) and
Jε ⇀ J in L
2(0, T ;L2(Ω)d)
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for v ∈ L2(0, T ;H1(Ω)d)∩L∞(0, T ;L2σ(Ω)), ϕ ∈ L∞(0, T ;H1(Ω)) and Ĵ,J ∈
L2(0, T ;L2(Ω)d). Here and in the following all limits are meant to be for
suitable subsequences εk → 0 for k →∞.
With the notation Jε = −mε(ϕε)∇µε the weak solution of problem
(3.9a)-(3.9g) fulfills the following equations:
−(ρεvε,∂tψ)QT + (div(ρεvε ⊗ vε),ψ)QT + (2η(ϕε)Dvε, Dψ)QT
− ((vε ⊗ βJε),∇ψ)QT = −
(√
a(ϕε)∆A(ϕε)∇ϕε,ψ
)
QT
(3.18)
for all ψ ∈ [C∞0 (Ω× (0, T ))]d with divψ = 0,
−
∫
QT
ϕε ∂tζ dx dt+
∫
QT
(vε · ∇ϕε) ζ dx dt =
∫
QT
Jε · ∇ζ dx dt (3.19)
for all ζ ∈ C∞0 ((0, T ;C1(Ω)) and∫
QT
Jε · η dx dt
= −
∫
QT
(
Ψ′ε(ϕε)−
√
a(ϕε)∆A(ϕε)
)
div(mε(ϕε)η) dx dt
(3.20)
for all η ∈ L2(0, T ;H1(Ω)d) ∩ L∞(QT )d with η · n = 0 on ST . For the last
line we used that for functions η with η · n = 0 on ST it holds∫
QT
Jε · η dx dt =
∫
QT
∇µε ·mε(ϕε)η dx dt = −
∫
QT
µε div(mε(ϕε)η) dx dt
= −
∫
QT
(
Ψ′ε(ϕε)−
√
a(ϕε)∆A(ϕε)
)
div(mε(ϕε)η) dx dt .
Now we want to pass to the limit ε → 0 in the above equations to achieve
finally the weak formulation (3.5)-(3.7).
For the convergence in identity (3.18) we first note that
∂tϕε is bounded in L
2(0, T ;
(
H1(Ω)
)′
) and
ϕε is bounded in L
∞(0, T ;H1(Ω)) .
Therefore we can deduce from the Lemma of Aubins-Lions (2.1) the strong
convergence
ϕε → ϕ in L2(0, T ;L2(Ω))
and ϕε → ϕ pointwise almost everywhere in QT .
From the bound of ∆A(ϕε) in L
2(QT ) and from
∇A(ϕε) · n =
√
a(ϕε)∇ϕε · n = 0 on ST ,
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we get from elliptic regularity theory the bound
‖A(ϕε)‖L2(0,T ;H2(Ω)) ≤ C .
This yields
A(ϕε) ⇀ g in L
2(0, T ;H2(Ω))
at first for some g ∈ L2(0, T ;H2(Ω)), but then, due to the weak convergence
∇ϕε ⇀ ∇ϕ in L2(0, T ;L2(Ω)) and due to the pointwise almost everywhere
convergence a(ϕε)→ a(ϕ) in QT we can identify g with A(ϕ) to get
A(ϕε) ⇀ A(ϕ) in L
2(0, T ;H2(Ω)) .
The next step is to strengthen the convergence of ∇ϕε in L2(QT ). To this
end, we remark that by definition A is Lipschitz-continuous with
|A(r)−A(s)| ≤
∣∣∣∣∫ r
s
√
a(τ) dτ
∣∣∣∣ ≤ C|r − s| .
Furthermore from the bound of ∂tϕε in L
2(0, T ;
(
H1(Ω)
)′
) we get with the
notation ϕε(.+ h) for a shift in time
‖ϕε(.+ h)− ϕε‖L2(0,T−h;(H1(Ω))′) ≤ Ch ,
which leads to the estimate
‖A(ϕε(.+ h))−A(ϕε)‖L2(0,T−h;(H1(Ω))′)
≤ C‖ϕε(.+ h)− ϕε‖L2(0,T−h;(H1(Ω))′)
≤ Ch −→ 0 as h→ 0 .
Together with the bound of A(ϕε) in L
2(0, T ;H2(Ω)) we can use a theorem
of Simon [Sim87, Th. 5] to conclude the strong convergence
A(ϕε)→ A(ϕ) in L2(0, T ;H1(Ω)) .
From ∇A(ϕε) =
√
a(ϕε)∇ϕε we get then in particular the strong conver-
gence
∇ϕε → ∇ϕ in L2(0, T ;L2(Ω)) .
In addition we want to use an argument of Abels, Depner and Garcke from
[ADG12, Sec. 5.1] which shows that due to the a priori estimate in Lemma
3.7 and the structure of equation (3.18) we can deduce the strong conver-
gence vε → v in L2(0, T ;L2(Ω)d). In few words we show with the help
of some interpolation inequalities the bound of ∂t(Pσ(ρεvε)) in the space
L
8
7 (W 1∞(Ω)′) and together with the bound of Pσ(ρεvε) in L2(0, T ;H1(Ω)d)
17
this is enough to conclude with the Lemma of Aubin-Lions the strong con-
vergence
Pσ(ρεvε)→ Pσ(ρv) in L2(0, T ;L2(Ω)d) .
From this we can derive vε → v in L2(0, T ;L2(Ω)d). For the details we refer
to [ADG12, Sec. 5.1 and Appendix].
With the last convergences and the weak convergence Jε ⇀ J in L
2(QT )
we can pass to the limit ε→ 0 in line (3.18) to achieve (3.5).
The convergence in line (3.19) follows from the above weak limits of ϕε
and Jε in L
2(QT ) and the strong ones of vε and ∇ϕε in L2(QT ).
Finally, the convergence in line (3.20) can be seen as follows: The left
side converges due to the weak convergence of Jε and for the right side we
calculate∫
QT
(
Ψ′ε(ϕε)−
√
a(ϕε)∆A(ϕε)
)
div(mε(ϕε)η) dx dt
=
∫
QT
Ψ′(ϕε) div(mε(ϕε)η) dx dt+ ε
∫
QT
Ψ′ln(ϕε) div(mε(ϕε)η) dx dt
−
∫
QT
√
a(ϕε)∆A(ϕε) div(mε(ϕε)η) dx dt . (3.21)
The first and the third term can be treated similarly as in Elliott and Garcke
[EG96]. For the convenience of the reader we give the details.
First we observe the fact that mε → m uniformly since for all s ∈ R it
holds:
|mε(s)−m(s)| ≤ m(1− ε)→ 0 for ε→ 0 .
Hence we conclude with the pointwise convergence ϕε → ϕ a.e. in QT that
mε(ϕε)→ m(ϕ) a.e. in QT .
In addition with the convergences Ψ′(ϕε) → Ψ′(ϕ), a(ϕε) → a(ϕ) a.e. in
QT and with the weak convergence ∆A(ϕε)→ ∆A(ϕ) in L2(QT ) we are led
to ∫
QT
Ψ′(ϕε)mε(ϕε) div η dx dt −→
∫
QT
Ψ′(ϕ)m(ϕ) div η dx dt and∫
QT
√
a(ϕε)∆A(ϕε)mε(ϕε) div η dxdt −→
∫
QT
√
a(ϕ)∆A(ϕ)m(ϕ) div η dxdt.
The next step is to show that m′ε(ϕε)∇ϕε → m′(ϕ)∇ϕ in L2(QT ). To this
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end we split the integral in the following way:∫
QT
|m′ε(ϕε)∇ϕε −m′(ϕ)∇ϕ|2 dx dt
=
∫
QT∩{|ϕ|<1}
|m′ε(ϕε)∇ϕε −m′(ϕ)∇ϕ|2 dx dt
+
∫
QT∩{|ϕ|=1}
|m′ε(ϕε)∇ϕε −m′(ϕ)∇ϕ|2 dx dt .
Since ∇ϕ = 0 a.e. on the set {|ϕ| = 1}, see for example Gilbarg and
Trudinger [GT01, Lem. 7.7], we obtain∫
QT∩{|ϕ|=1}
|m′ε(ϕε)∇ϕε −m′(ϕ)∇ϕ|2 dx dt
=
∫
QT∩{|ϕ|=1}
|m′ε(ϕε)∇ϕε|2 dx dt
≤ C
∫
QT∩{|ϕ|=1}
|∇ϕε|2 dx dt −→ C
∫
QT∩{|ϕ|=1}
|∇ϕ|2 dx dt = 0 .
Although m′ε is not continuous, we can conclude on the set {|ϕε| < 1} the
convergence m′ε(ϕε) → m′(ϕ) a.e. in QT . Indeed, for a point (x, t) ∈ QT
with |ϕ(x, t)| < 1 and ϕε(x, t) → ϕ(x, t), it holds that |ϕε(x, t)| < 1− δ for
some δ > 0 and ε small enough and in that region m′ε and m′ are continuous.
Hence we have
m′ε(ϕε)∇ϕε −→ m′(ϕ)∇ϕ a.e. in QT (3.22)
and the generalized Lebesgue convergence theorem now gives∫
QT∩{|ϕ|<1}
|m′ε(ϕε)∇ϕε −m′(ϕ)∇ϕ|2 dx dt −→ 0 ,
which proves finally m′ε(ϕε)∇ϕε → m′(ϕ)∇ϕ in L2(QT ). Similarly as above,
together with the convergences Ψ′(ϕε) → Ψ′(ϕ), a(ϕε) → a(ϕ) a.e. in QT
and with the weak convergence ∆A(ϕε)→ ∆A(ϕ) in L2(QT ) we are led to∫
QT
Ψ′(ϕε)m′ε(ϕε)∇ϕε · η dx dt
−→
∫
QT
Ψ′(ϕ)m′(ϕ)∇ϕ · η dx dt and∫
QT
√
a(ϕε)∆A(ϕε)m
′
ε(ϕε)∇ϕε · η dx dt
−→
∫
QT
√
a(ϕ)∆A(ϕ)m′(ϕ)∇ϕ · η dx dt.
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Now we are left to show that the second term of the right side in (3.21)
converges to zero. To this end, we split it in the following way:
ε
∫
ΩT
Ψ′ln(ϕε) div(mε(ϕε)η) dx dt
= ε
∫
{|ϕε|≤1−ε}
Ψ′ln(ϕε) div(mε(ϕε)η) dx dt
+ ε
∫
{|ϕε|>1−ε}
Ψ′ln(ϕε) div(mε(ϕε)η) dx dt
=: (I)ε + (II)ε .
On the set {|ϕε| ≤ 1− ε} we use that Ψ′ln(ϕε) = ln(1 + ϕε)− ln(1− ϕε) + 2
and therefore
∣∣Ψ′ln(ϕε)∣∣ ≤ | ln ε|+ C to deduce that
|(I)ε| ≤ ε(| ln ε|+ C)
∫
QT
| div(mε(ϕε)η)| dx dt −→ 0 .
On the set {|ϕε| > 1− ε}, we use that mε(ϕε) = ε(2− ε) to deduce
(II)ε = ε
2(2− ε)
∫
{|ϕε|>1−ε}
Ψ′ln(ϕε) div η dx dt
≤ Cε2‖Ψ′ln(ϕε)‖L2(QT )
= C
√
ε
(
ε
3
2 ‖Ψ′ln(ϕε)‖L2(QT )
)
−→ 0 ,
since the last term in brackets is bounded by the energy estimate form
Lemma 3.7.
For the relation of Ĵ and J we note that due to Ĵε ⇀ Ĵ, Jε ⇀ J in
L2(QT ), Jε =
√
mε(ϕε) Ĵε and
√
mε(ϕε)→
√
m(ϕ) a.e. in QT from (3.22)
we can conclude
J =
√
m(ϕ) Ĵ .
From the weak convergence Ĵε ⇀ Ĵ in L
2(QT ) we can conclude that∫
Q(s,t)
|Ĵ|2 dx dτ ≤ lim inf
ε→0
∫
Q(s,t)
mε(ϕε)|∇µε|2 dx dτ
for all 0 ≤ s ≤ t ≤ T and this is enough to proceed as in Abels, Depner and
Garcke [ADG12] to show the energy estimate.
Finally we just remark that the continuity properties and the initial
conditions can be derived with the same arguments as in [ADG12, Sec. 5.2,
5.3], so that altogether we proved Theorem 3.5.
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