Abstract. In this work, we discuss the asymptotic behavior of solutions for semi-linear parabolic equations on the Heisenberg group with a singular potential. The singularity is controlled by Hardy's inequality, and the nonlinearity is controlled by Sobolev's inequality. We also establish the existence of a global branch of the corresponding steady states via the classical Rabinowitz theorem.
Introduction
In this work, we study a class of parabolic equations on the Heisenberg group H d . Let us recall that the Heisenberg group is the space R 2d+1 with the (non commutative) law of product (x, y, s) · (x , y , s ) = x + x , y + y , s + s + 2 (y|x ) − (y |x) .
The left invariant vector fields are
In the sequel, we shall denote Z j = X j and Z j+d = Y j for j ∈ {1, · · · , d}. We fix here some notations :
where ρ is the Heisenberg distance. Moreover, the Laplacian-Kohn operator on H d and Heisenberg gradient are given by
Let Ω be an open and bounded domain of H d , we define thus the associated Sobolev space by
and
We are concerned in the following semi-linear parabolic problem (1.1)
where λ is a real constant and 2 < p < 2 * ; the index 2 * = 2 + 2 d is the critical index of Sobolev's inequality on the Heisenberg group [6, 9, 10, 18] :
for all u ∈ H 1 0 (Ω, H d ).
The following Hardy inequality is first proved in [11, 7] :
for all u ∈ H 1 0 (Ω, H d ). By the work of Kombe [19] , we have the following improved Hardy inequality, for all u ∈ C ∞ 0 (H d \{0}):
2 ) 2 , C is a positive constant and r(B) is the radius of the ball B. Moreover µ is optimal and it is not attained in H 1 0 (Ω, H d ). We recall the following compact embedding result: In a remarkable paper, J. A. Goldstein and Q. S. Zhang [14] considered the following particular case
They found that if µ >μ, then the problem (1.5) has no negative solutions except u 0 = 0, and if µ ≤μ, then the problem (1.5) has a positive solution for some u 0 > 0. On the Euclidien space R d , problem (1.5) has been studied first by P. Barras and Goldstein [3] for the potential V (x) = 1 |x| 2 . Cabrel and Martel [5, Theorem 1, 2] , extend this result to
They show that the behavior of the solutions depends heavily on the critical value of the parameter µ which is the best constant of the classical Hardy inequality. The work [3] generated a lot of activity on this topic and various questions have been investigated as, for example: general positive singular potentials, the asymptotic behavior of the solutions, semilinear equations, etc. See, for example, [15, 14, 27, 29] .
Stimulated by the recent paper in the Euclidien space R d of Karachalios and Zographopoulos [20] which studied the global bifurcation of nontrivial equilibrium solutions on the bounded domain case for a reaction term f (s) = λs− | s | 2 s, where λ is a bifurcation parameter; our focus here is devoted to some results concerning the existence of a global attractor for the equation (1.1) and the existence of a global branch of the corresponding steady states
with respect λ. Let us recall some definitions on semiflows : Definition 1.2. Let E be a complete metric space, a semiflow is a family of contiuous maps S(t) : E → E, t ≥ 0, satisfying the semigroup identities
S(0) = I, S(t + t ) = S(t)S(t ).
For B ⊂ E and t ≥ 0, let
The positive orbit of u through u 0 is the set
and the positive orbit of B is the set γ
iii) J S(t) is constant for some orbit u and for all t ∈ R.
And we have the following theorem from the papers of Ball [1, 2] : 
If λ is a simple eigenvalue of L, then the closure of the set
The outline of the paper is as follows : In Section 2, we study the existence of global branch of nonnegative solutions of (1.6) with respect to the parameter λ. In Section 3, we describe the asymptotic behavior of solutions of (1.1) when u 0 has low energy smaller than the mountain pass level.
Existence of a global branch of the corresponding steady states
From the study of spectral decomposition of H 1 0 (Ω, H d ) with respect to the operator 4 where the singular potential V satisfies Hardy's inequality (1.3), we have:
, is simple with a positive associated eigenfunction φ 1,µ . For the proof of this proposition, we refer to [21] .
We discuss the behavior of λ 1,µ when 0 < µ <μ and µ ↑μ:
(ii) The corresponding normalized eigenfunction φ 1,µ convergis weakly to 0 in
• Let µ 1 < µ 2 . The characterization (2.10) of λ 1,µ implies that λ 1,µ 1 > λ 1,µ 2 . The improved Hardy inequality (1.4) implies that λ 1,µ is bounded from below by 1
.
So, there exist λ * > 0 such that λ 1,µ → λ * .
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• The eigenfunction φ 1,µ satisfies, for any v ∈ C ∞ 0 (Ω):
We still denote by φ 1,µ the sequence of normalized eigenfunction, forming a bounded sequence in
For some fixed small enough ε > 0 and any for v ∈ C ∞ 0 (Ω), we have
We assume that u = 0, so passing to the limit in (2.11), we get that u is a nontrivial solution of the problem
However,μ is not attained in H 1 0 (Ω, H d ), so u = 0. Thanks to Hardy inequality (1.3) and Poincaré inequality, (1.6) and C λ 1,µ is a global branch of nonnegative solutions of (1.6) .
Proof: First we prove the existence of C λ 1,µ : We define the space X as a completion of C ∞ 0 (Ω) with respect to the norm induced by
We have
, and from the characterization of λ 1,µ , we have
Since C ∞ (Ω) is dense both in X and
The bilinear form a(u, v) is continuous in X, so the Riesz representation theorem implies that there exists a bounded linear operator L such that
The operator L is self adjoint and compact and its largest eigenvalue ν 1 is characterized by (2.15)
Similarly to the classical case,
where X * is the dual space of X be defined as by (2.17 )
) is well defined, and
Thanks to the compact embedding (1.1), the map H is compact. On the other hand, we have
Since X = H 1 0 (Ω, H d ) and thanks to the compact embedding (1.1), we have
It remains to prove that C λ 1,µ is a global branch for nonnegative solutions of (1.6) : First, we prove that there exist ε 0 > 0 such that u > 0 for any (λ, u) ∈ C λ 1,µ ∩ B ε 0 (λ 1,µ , 0) where B ε 0 (λ 1,µ , 0) is the open ball of C λ 1,µ with center (λ 1,µ , 0) and radius ε 0 . By contradiction, we assume that there exists (λ n , u n ) ∈ C λ 1,µ a sequence of solutions of (1.6), such that λ n → λ 1,µ , u n → 0 in H 1 0 (Ω, H d ) and that (u n ) n are changing sign in Ω.
Let u − n ≡ min{0, u n } and U − n ≡ {x ∈ Ω : u n (x) < 0}. Since u n = u + n − u − n is a weak solution of (1.6), u − n satisfies (2.21)
We thus have (2.22)
But λ n is bounded, so we get by Hölder inequality, Sobolev inequality and Sobolev embedding
, then there exists a subsequence of v n , which we denote again by v n , such that
As L is a compact linear operator and H(u
, so v 0 = λ 1,µ Lv 0 and then v 0 = φ 1,µ > 0. Hence, by applying Egorov's Theorem [4, Theorem IV.28] or [17] , v n converges uniformly to φ 1,µ in the exterior of a set of arbitrarily small measure. Then, there exists Σ a piece of Ω of arbitrarily small measure in which v n is positive outside Σ for n large enough, obtaining a contradiction with (2.26) and we conclude that the functions u n are nonnegative, for n large enough. It them follows that u > 0 for any (λ, u) ∈ C λ 1,µ ∩ B ε 0 (λ 1,µ , 0) with ε 0 > 0 small enough. Assume now that there exists (λ, u) ∈ C λ 1,µ such that u(w 0 ) ≤ 0 at some point w 0 ∈ Ω. From the previous part, we have u(w) > 0 for all w ∈ Ω whenever (λ, u) ∈ C λ 1,µ is close to (λ 1,µ , 0). Since C λ 1,µ is connected, there exists (λ * , u * ) ∈ C λ 1,µ , such that u * (w) ≥ 0 for all w ∈ Ω, except possibly some point w 0 ∈ Ω where u * (w 0 ) = 0, and in any neighbourhood of (λ * , u * ), we can find a point (λ,ū) ∈ C λ 1,µ withū(w) < 0 for some w ∈ Ω. Then, the maximum principle implies that u * = 0 on Ω. Thus we can construct a sequence (λ n , u n ) ∈ C λ 1,µ such that
So, the subsequence (v n ) n converges to v 0 = λ * Lv 0 . Since v n > 0, for all n and v 0 H 1 0 (Ω,H d ) = 1, we have v 0 > 0. Thus λ * is an eigenvalue of (1.6) corresponding to a positive eigenfunction. But λ 1,µ is the only positive eigenvalue of (1.6) corresponding to a positive eigenfunction, so we deduce that λ * = λ 1,µ , and that (λ * , u * ) = (λ 1,µ , 0). This contradicts the fact that every neighbourhood of (λ * , u * ) must contain a point (λ,ū) ∈ C λ 1,µ withū(w) < 0 for some w ∈ Ω. Hence u(w) > 0 for all w ∈ Ω whenever (λ, u) ∈ C λ 1,µ , and C λ 1,µ cannot cross points of the form (λ, 0), where λ = λ 1,µ .
Asymptotic behavior of solutions for problem (1.1)
Similarly [22, 23] , we are interested here in the description of the behavior of solutions of (1.1) when u 0 has low energy smaller than the mountain pass level
In view of [21] , since 2 < p < 2 * , the functional I µ,λ satisfies the Palais-Smale condition and admits at least a positive solution (called mountain pass solution).
is locally Lipschitz, thanks to the following estimate :
, λ > 0 and 0 < µ <μ, the problem (1.1) has a unique weak solution u such that
and we have
Proof: By means of the Hille-Yosida theorem, T (t) = {e −tL µ } t≥0 is the semigroup generated by the operator 
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satisfying the variation of constants formula
Moreover, if T max < +∞, we say that T max is a blow-up time, whereas if T max = +∞, we say that u is global solution.
We will show that u satisfies (3.29
Thus, from (3.31),
Passing to the limit, we deduce (3.29). Next, we intoduce the following sets :
N is named the Nehari manifold relative to I µ,λ . The mountain-pass level c µ,λ defined in (3.27) may also be characterized as
Proof: Let t 0 ≥ 0 such that I µ,λ (u(t 0 )) ≤ 0 and we suppose that u(t) is a global solution to the problem (1.1). Since u(t) satisfies (3.29), we have
Set
Hence we get for any
2 ), so we deduce by (3.34) , that for any t ≥ t 0 :
Hence for t ≥ t 0 sufficiently large, we have
, which is a contradiction. 
Proof: Let u 0 ∈ O + and u(t) = u(t, w) be the unique solution, the existence of which has been proved in Proposition 3.2. From (3.29), we have that t → I µ,λ (u(t)) is strictly decreasing, so
Moreover since t → I µ,λ (u(t)), u(t) is continuous, there exists t 0 ∈ (0, t * ] such that
Hence u(t 0 ) = 0 in Ω, or u(t 0 ) ∈ N . If u(t 0 ) = 0 in Ω, then by the uniquess of u(t), we conclude that u(t) = 0 for any t ∈ [t 0 , T max ). Thus u(t) is global by extending to 0 for all t ≥ T max , and so I µ,λ (u(t)) > 0 for any t ≥ 0 by Theorem 3.3. But I µ,λ (u(t 0 )) = 0, which is a contradiction, and so u(t 0 ) ∈ N . It is well know that c µ,λ = inf
, which is a contradiction with (3.36). So, we conclude that
On other hand, we can write
Since u(t) satisfies (3.29), we have
Then we have (3.39)
which implies that u(t) is a global solution of the problem (1.1) and O + is invariant set.
Letting t → +∞ in (3.39), the integral
dτ is finitely determined. Therefore, there exists a sequence (t n ) n≥0 with t n → +∞ as n → +∞, such that
If v = 0, then v ∈ N , and so
Since u(t n ) satisfies (3.29), it follows by Hölder inequality and from (3.40), that
We deduce by (3.37), (3.41) and (3.44) that 
And since the application t → I µ,λ (u(t)), u(t) is continuous, there existst 0 ∈ (0,t ] such that I µ,λ (u(t 0 )), u(t 0 ) = 0.
Hence u(t 0 ) = 0 in Ω, or u(t 0 ) ∈ N . If u(t 0 ) = 0 in Ω, then by the uniquess of u(t), we conclude that u(t) = 0 for any t ∈ [t 0 , T max ). Thus u(t) is global by extending to 0 for all t ≥ T max , and thanks to Theorem 3.3, I µ,λ (u(t)) > 0 for any t ≥ 0. But I µ,λ (u(t 0 )) = 0, which is a contradiction, and so u(t 0 ) ∈ N . But by [28] , 
