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Abstract
In this work, the asymptotic behavior of all solutions of second-order nonlinear ordinary differential equations with impulses
is investigated. By impulsive differential inequality and Riccati transformation, sufficient conditions of asymptotic behavior of
all solutions of second-order nonlinear ordinary differential equations with impulses are obtained. An example is also inserted to
illustrate the impulsive effect.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Recently, the theory of differential equations has been intensively studied by many papers such as [1–5]. It is
well known, for example, that many biological phenomena involving thresholds, bursting rhythm models in medicine
and biology, optimal control models in economics, pharmacokinetics and frequency modulated systems, do exhibit
impulsive effects, they generally describe phenomena which are subject to steep or instantaneous changes which
appears as a natural descriptions of observed evolution phenomena of several real world problems. It is meaningful
to investigate the behavior of all solutions of impulsive differential equations. There are many papers have devoted to
the oscillation criteria of second-order differential equations with impulses [2,3,5,6], and to asymptotic behavior of all
solutions of differential equation without impulses [7]. Enlightened by [7], we devote to the asymptotic behavior of
all solutions of second-order nonlinear ordinary differential equations with impulses. It is worth mentioning that the
magnitude of impulses may greatly alter the state variable causing asymptotic behavior of all solutions of second-order
nonlinear ordinary differential equations.
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J. Jiao et al. / J. Math. Anal. Appl. 337 (2008) 458–463 459Li [3] researched the oscillation behavior of solutions of the following second-order nonlinear impulsive differential
equations:⎧⎪⎪⎨
⎪⎪⎩
(
r(t)x′(t)
)′ + p(t)x′(t) + Q(t, x(t))= 0, t = tk,
x′
(
t+k
)= Mk(x′(tk)),
x
(
t+k
)= Nk(x(tk)),
}
t = tk, n = 1,2, . . . , t  t0.
(1.1)
In this paper, our aim is to derive sufficient conditions of the asymptotic behavior of solutions of (1.1) by impulsive
differential inequality [2] and Riccati transformation.
2. Some conditions and two important lemmas
In this paper, we always assume that the following conditions hold:
(H1) Q(t, x) is continuous in [t0,+∞), xQ(t, x) > 0 (x(t) = 0), and Q(t, x)/f (x) q(t) (x = 0), where f (γ x)
γf (x) (γ > 0), f ′(x) > 0, and q(t) is continuous on [t0,+∞) and q(t)  0, r(t) > 0, r(t) is bounded on
[t0,+∞).
(H2) p(t), Mk(t), Nk(t) are continuous in R and there exist positive numbers a∗k , ak , b∗k , bk such that a∗k 
Mk(x)/x  ak , b∗k Nk(x)/x  bk .
(H3) limt→∞
∫ t
tj
∏
s<tk<t
a∗k
bk
exp(− ∫ t
s
r ′(σ )+p(σ)
r(σ )
dσ )ds = +∞.
(H4)
n−1∑
m=1
n−1∏
k=m
m−1∏
l=0
akb
∗
l
tm∫
tm−1
exp
[ u∫
t0
r ′(s) + p(s)
r(s)
ds
]
du +
n−1∏
k=0
bk
tn∫
tn−1
exp
[
−
u∫
t0
r ′(s) + p(s)
r(s)
ds
]
du = +∞.
(H5) limt→∞
∫ t
t0
∏
t0<tk<s
b∗k
ak
exp(
∫ s
t0
p(σ)
r(σ )
dσ )q(s) ds = +∞.
In the following, we also always assume that the solutions of (1.1) exist on [t0,+∞).
Lemma 1. (See [4, Lemma 2.2, p. 23].) Let the function m ∈ PC1(R+,R) satisfies the inequalities{
m′(t) p(t)m(t) + q(t), t = tk,
m
(
t+k
)
 dkm(tk) + bk, t = tk, k = 1,2, . . . , (2.1)
where p,q ∈ PC(R+,R) and dk  0, bk are constants, then for t > 0,
m(t)m(t0)
∏
t0tkt
dk exp
( t∫
t0
p(s) ds
)
+
∑
t0tkt
( ∏
t0tjt
dj exp
( t∫
tk
p(s) ds
))
bk
+
t∫
t0
∏
s<tk<t
dk exp
( t∫
s
p(σ )dσ
)
q(s) ds, t  t0.
Lemma 2. Let x(t) be a solution of (1.1). Suppose that there exist some T  t0 such that x(t) > 0, t  T . If (H1)–(H3)
are satisfied, then x′(tj ) > 0 and x′(t) > 0 for t ∈ (tk, tk+1], where tk  T , k = 1,2, . . . .
Proof. Firstly, for x(t) > 0, t  T , we will prove that x′(tk) > 0 for any tk  T , T  t0. If not, there must exist some j
such that x′(tj ) < 0, tj  T and x′(t+j ) = Mj(x′(tj )) a∗j x′(tj ), i.e., x′(t+j ) a∗j x′(tj ) < 0. Then, let
x′(tj ) exp
( tj∫
r ′(s) + p(s)
r(s)
ds
)
= β < 0.t0
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(
x′(t) exp
( t∫
t0
r ′(s) + p(s)
r(s)
ds
))′
= −Q(t, x(t))
r(t)
exp
( tj∫
t0
r ′(s) + p(s)
r(s)
ds
)
< 0. (2.2)
Hence, the function x′(t) exp (
∫ t
t0
r ′(s)+p(s)
r(s)
ds) is decreasing on (tj , tj+1],
x′(tj+1) exp
( tj+1∫
t0
r ′(s) + p(s)
r(s)
ds
)
 x′
(
t+j
)
exp
( t+j∫
t0
r ′(s) + p(s)
r(s)
ds
)
,
i.e.,
x′(tj+1) exp
( tj+1∫
t0
r ′(s) + p(s)
r(s)
ds
)
 a∗j x′(tj ) exp
( tj∫
t0
r ′(s) + p(s)
r(s)
ds
)
 a∗j β
and
x′(tj+2) exp
( tj+2∫
t0
r ′(s) + p(s)
r(s)
ds
)
 x′
(
t+j+1
)
exp
( t+j+1∫
t0
r ′(s) + p(s)
r(s)
ds
)
,
i.e.,
x′(tj+2) exp
( tj+2∫
t0
r ′(s) + p(s)
r(s)
ds
)
 a∗j+1a∗j β.
By induction, we obtain
x′(tj+n) exp
( tj+n∫
t0
r ′(s) + p(s)
r(s)
ds
)

n−1∏
k=0
a∗j+kβ,
while for t ∈ (tj+n, tj+n+1], we derive
x′(t) exp
( t∫
t0
r ′(s) + p(s)
r(s)
ds
)
 x′
(
t+j+n
)
exp
( tj+n∫
t0
r ′(s) + p(s)
r(s)
ds
)

∏
tj<tk<t
a∗kβ.
Then, we obtain
x′(t)
∏
tj<tk<t
a∗k β exp
(
−
t∫
t0
r ′(s) + p(s)
r(s)
ds
)
. (2.3)
From the condition x(t+n ) = Nn(x(tn)) bnx(tn), we have the following impulsive differential inequality:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x′(t)
∏
tj<tk<t
a∗k β exp
(
−
t∫
t0
r ′(s) + p(s)
r(s)
ds
)
, t = tk, k = j + 1, j + 2, . . . ,
x
(
t+k
)
 bkx(tk), t = tk, t  tj .
(2.4)
Applying Lemma 1, we have
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(
t+j
) ∏
tj<tk<t
bk + β
t∫
tj
∏
s<tk<t
bk
∏
tj<ti<s
a∗i exp
(
−
s∫
tj
r ′(σ ) + p(σ)
r(σ )
dσ
)
ds. (2.5)
In view of the fact that∏
tj<tk<t
bk =
∏
tj<ti<s
bi
∏
s<tl<t
bl .
So we derive
x(t)
∏
tj<tk<t
bk
{
x
(
t+k
)+ β
t∫
tj
∑
tj<ti<s
a∗i
bi
exp
(
−
t∫
s
r ′(σ ) + p(σ)
r(σ )
dσ
)
ds
}
. (2.6)
Since x(tk) > 0 (tk  T ), one can find that (2.6) contradicts condition (H3) as t → +∞, therefore
x′(tk) 0 (t  T ).
By condition (H2), we have x′(t+k )  a∗k x′(tk) for any tk  T . Because x′(t) exp (
∫ t
t0
r ′(s)+p(s)
r(s)
ds) is decreasing on
(tj+i−1, tj+i], we may get x′(t) exp (
∫ t
t0
r ′(s)+p(s)
r(s)
ds) > 0 for any t ∈ (tj+i−1, tj+i], which implies x′(t) 0 (t  T ).
This completes Lemma 2. 
Lemma 3. (See [3, Lemma 1].) Let x(t) be a solution of (1.1). Suppose that there exist some T  t0 such that x(t) > 0,
t  T . If (H1), (H2), (H4) are satisfied, then x′(tj ) > 0 and x′(t) > 0 for t ∈ (tk, tk+1], where tk  T , k = 1,2, . . . .
3. Main results
In this section, we investigate the asymptotic behavior of all solutions of second-order nonlinear differential equa-
tion with impulses, and obtain the following two theorems.
Theorem 1. If the conditions (H1)–(H3) and (H5) are satisfied, then every solution x(t) of (1.1) satisfies
lim inft→∞ |x(t)| = 0.
Proof. Let x(t) be a solution of (1.1) and suppose by contradiction that
lim inf
t→∞
∣∣x(t)∣∣> 0.
So x(t) is nonoscillatory. Without loss of generality, we may assume that x(t) > 0 on (T0,+∞) for some large T0  t0.
By Lemma 2, x′(t) > 0 for all t  T0. We employ a Riccati transformation as the following form:
V (t) = r(t)x
′(t)
f (x(t))
. (3.1)
Differentiating V (t), we obtain
V ′(t) = (r(t)x
′(t))′f (x(t)) − r(t)(x′(t))2f ′(t)
f 2(x(t))
= −p(t)x
′(t) − Q(t, x(t))
f (x(t))
− f
′(t)
r(t)
V 2(t)
−p(t)
r(t)
V (t) − q(t). (3.2)
From (3.1) and (H1), it is clear that
V
(
t+k
)= r(t+k )x′(t+k )
f (x(t+))
 ak
b∗
V
(
x(tk)
)
. (3.3)k k
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⎪⎪⎩
V ′(t)−p(t)
r(t)
V (t) − q(t), t = tk,
V
(
t+
)
 ak
b∗k
V
(
x(t)
)
, t = tk, k = 1,2, . . . .
(3.4)
Applying Lemma 2, we can have
V (t) V (t0)
∏
t0<tk<t
ak
b∗k
exp
(
−
t∫
t0
p(s)
r(s)
ds
)
−
t∫
t0
∏
s<tk<t
ak
b∗k
exp
(
−
t∫
s
p(σ )
r(σ )
dσ
)
q(s) ds,
i.e.,
V (t)
∏
t0<tk<t
ak
b∗k
exp
(
−
t∫
t0
p(s)
r(s)
ds
)[
V (t0) −
t∫
t0
∏
t0<tk<s
b∗k
ak
exp
( s∫
t0
p(σ)
r(σ )
dσ
)
q(s) ds
]
.
By the condition (H5), the above inequality is impossible. This contradiction establishes the result. 
Theorem 2. If the conditions (H1), (H2) and (H4), (H5) are satisfied, then every solution x(t) of (1.1) satisfies
lim inft→∞ |x(t)| = 0.
Proof. Let x(t) be a solution of (1.1) and suppose by contradiction that
lim inf
t→∞
∣∣x(t)∣∣> 0.
So x(t) is nonoscillatory. Without loss of generality, we may assume that x(t) > 0 on (T0,+∞) for some large T0  t0.
By Lemma 3, we can know that x′(t) > 0 for all t  T0. Then, the following proof can be same as Theorem 1. The
proof of the theorem is complete. 
Remark. The case of x(t) < 0 can also be discussed as same as in Theorem 1.
4. Example
Example 1. Consider⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x′′(t) + 1
4t2
x(t) = 0, t = tk, k  1,
x′
(
k+
)= k
k + 1x
′(k),
x
(
k+
)= x(k).
(4.1)
Comparing with (1.1), we see that r(t) = 1, p(t) = 0, q(t) = 14t2 , ak = a∗k = kk+1 , bk = b∗k = 1. Obviously (H1),
(H2) are satisfied, and
t∫
tj
∏
tj<tk<s
ak
bk
exp
(
−
t∫
s
r ′(σ ) + p(σ)
r(σ )
dσ
)
ds =
t∫
tj
ds → +∞ (t → +∞),
and
t∫
t0
∏
t0<tk<s
b∗k
ak
exp
( s∫
t0
p(σ)
r(σ )
dσ
)
q(s) ds >
1
4tj
t∫
tj
1
s
ds >
1
4tj
(ln t − ln tj ) → +∞ (t → +∞).
By Theorem 1, it is clear that lim inft→+∞ |x(t)| = 0, while 4t2x′′(t) + x(t) = 0 has a solution x(t) = 2√t which is
unbounded on [t0,+∞).
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