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A SYMPLECTIC PROOF OF THE HORN INEQUALITIES
ANTON ALEKSEEV, MASHA PODKOPAEVA, AND ANDRAS SZENES
Abstract. In this paper, we give a symplectic proof of the Horn in-
equalities on eigenvalues of a sum of two Hermitian matrices with given
spectra. Our method is a combination of tropical calculus for matrix
eigenvalues, combinatorics of planar networks, and estimates for the Li-
ouville volume. As a corollary, we give a tropical description of the
Duistermaat–Heckman measure on the Horn polytope.
1. Introduction
1.1. The Horn problem. Fix a positive integer n, and let H be the
set of Hermitian matrices of size n. For K ∈ H, denote by λ(K) =
(λ1 ≥ λ2,≥ · · · ≥ λn) the set of eigenvalues of K listed in decreasing order,
and introduce the map l : H → Rn defined by the equalities
l1(K) = λ1, l2(K) = λ1 + λ2, . . . , ln(K) = λ1 + · · ·+ λn = Tr(K).
We will call the set
CHorn = {(a, b, c) ∈ R
3n; ∃(K1,K2) ∈ H
×2 :
l(K1) = a, l(K2) = b, l(K1 +K2) = c}
(1)
the Horn cone.
Clearly, CHorn is a closed subset of the hyperplane
{(a, b, c) ∈ R3n; an + bn = cn} ⊂ R
3n,
and τCHorn = CHorn for any τ > 0.
The problem of determining this cone, known as the Horn problem, has a
long history (see [7] for details). The first conjectural description was given
by Horn [9] in 1962; it presents CHorn as the set of solutions of a complicated,
recursively defined list of linear inequalities. This description, in particular,
implies that CHorn is a closed convex cone. Later, a natural explanation
for this fact was found in terms of convexity properties of moment maps in
symplectic geometry.
In 1999, Knutson and Tao came up with the following much simpler, albeit
implicit description of CHorn (see [11], [4]). Consider the regular triangulation
of order n of an equilateral triangle. The triangle is divided into n2 small
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triangles. Two adjacent triangles form a rhombus, which can be of one of
the three types shown in Figure 1.
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n
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n
n
l10 l
1
1
l00
Figure 1: The triangular tableau with three types of rhombi.
We will call the assignment of a real number to each of the nodes of the
triangulation a tableau. Denoting by ∇ the set of nodes of the triangulation,
we can identify the space of tableaux with R∇.
Let lki be the number at the ith node in the kth row of the triangulation,
0 ≤ i ≤ k ≤ n. Then each rhombus gives rise to an inequality: the sum of
the two numbers assigned to the endpoints of the short diagonal is greater
than or equal to the sum of the two numbers assigned to the endpoints of
the long diagonal. A tableau is called a hive if it satisfies all the inequalities,
i.e., if for 0 < i ≤ k < n,
(2)
lk+1i + l
k
i−1 ≥ l
k+1
i−1 + l
k
i ,
lk+1i + l
k
i ≥ l
k+1
i+1 + l
k
i−1,
lki + l
k
i−1 ≥ l
k+1
i + l
k−1
i−1 .
Clearly, the set of hives C3, defined by the three sets of inequalities (2), is a
closed cone in R∇. Now consider the boundary map: ∂ : R∇ → R3n given
by
ai = l
n
i , bi = l
n−i
n−i − l
n
n, ci = l
n−i
0 , 1 ≤ i ≤ n
Denote by CKT = ∂(C3) the polyhedral cone obtained as the image of C3
along this map.
Theorem 1 (Knutson–Tao). The Horn cone coincides with the Knutson–
Tao cone: CHorn = CKT.
Speyer [13] gave another proof of this theorem using Viro’s patchworking and
Vinnikov curves. The purpose of the present article is to provide a proof
based on a combination of ideas from tropical and symplectic geometry.
31.2. The multiplicative problem. There is a similar multiplicative prob-
lem defined for the group B of complex upper-triangular matrices of size n
with positive entries on the diagonal.
For a matrix A ∈ B, the singular values are defined as the eigenvalues
λi(AA
∗), i = 1, . . . , n, of the matrix AA∗, which are positive real numbers
in this case. The map
(3) lB : B → Rn, lBi (A) =
1
2
i∑
k=1
log λk(AA
∗), i = 1, . . . , n
is intertwined with the map l : H → Rn by the diffeomorphism between H
and B given by exp(2K) = AA∗.
We can also define the multiplicative analog of the Horn cone:
CB = {(r, s, t) ∈ R
3n; ∃(A,C) ∈ B×2;
lB(A) = r, lB(C) = s, lB(AC) = t}.
(4)
The following surprizing result (also known as the Thompson Conjecture)
was proved by Klyachko [10]:
Theorem 2 (Klyachko). The set CB coincides with the Horn cone:
CB = CHorn.
In particular, this implies that CB is a polyhedral cone.
1.3. Planar networks. We define one more subset of R3n, this time using
the theory of planar networks.
Recall that a planar network is the following data:
• a finite oriented planar graph Γ with vertex set V Γ and edge set EΓ,
• an embedding of Γ into the strip {x0 ≤ x ≤ x1} ⊂ R
2 such that the
image of each edge is a segment of a straight line, which is not parallel
to the y-axis. This condition allows us to define an orientation of Γ:
we orient each edge in the positive direction along the x-axis.
The vertices on the line {x = x0} are called sources and the vertices on the
line {x = x1} are called sinks of Γ. A planar network with n sources and
n sinks is called a planar network of rank n. Without loss of generality, we
can assume that the set of y-coordinates of the sources and sinks is the set
of the first n integers {1, 2, . . . , n}.
A k-path in Γ is a collection of k vertex-disjoint oriented paths connecting
k sources with k sinks. The set of k-paths in Γ is denoted by PkΓ. For
I, J ⊂ {1, . . . , n}, two subsets of cardinality k, we denote by PkΓ(I, J) the
set of k-paths with the sources correponding to I and sinks corresponding
to J .
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Let Q be an abelian semigroup with unit, and let W (Γ, Q) be the set
of weightings of Γ with values in this semigroup: W (Γ, Q) = QEΓ. For
w ∈W (Γ, Q) and a collection of edges α ⊂ EΓ, we set
w(α) =
∏
e∈α
w(e).
If α = ∅, then we set w(α) = 1Q.
Example 1. When Q = U(1) is the group of unitary complex numbers,
then we will write Φ(Γ) =W (Γ, U(1)). For a weighting φ ∈ Φ(Γ), we have
φ(α) =
∏
e∈α
φ(e).
Example 2. Consider the tropical semigroup T = R ∪ {−∞} with group
law given by addition: (x, y) 7→ x+ y. Then for w ∈W (Γ,T) we have
(5) w(α) =
∑
e∈α
w(e).
1.4. Correspondence map. Let Γ be a planar network of rank n and
w ∈W (Γ, Q) a weighting of Γ with values in a commutative semiring Q. To
this pair, we can associate an n-by-n matrix with matrix elements in Q:
(6) Mi,j(Γ;w) =
∑
α∈P1Γ(i,j)
w(α) =
∑
α∈P1(i,j)
∏
e∈α
w(e).
In case the set of paths P1Γ(i, j) is empty, we set Mi,j(Γ;w) equal to the
additive unit (zero) of Q.
Let Γ1 and Γ2 be two rank-n planar networks and let Γ = Γ1 ◦ Γ2 be their
concatenation, i.e. Γ is a union of Γ1 and Γ2 with sinks of Γ1 identified with
sources of Γ2. Then a pair of weightings w1 ∈ W (Γ1, Q), w2 ∈ W (Γ2, Q)
gives rise to the weighting w = w1 ◦ w2 ∈ W (Γ, Q), where w(e) = w1(e) if
e ∈ EΓ1 and w(e) = w2(e) if e ∈ EΓ2.
Under the correspondence map, the concatenation of planar networks cor-
responds to matrix multiplication:
(7) M(Γ1 ◦ Γ2;w1 ◦ w2) =M(Γ1;w1) ·M(Γ2;w2).
If Q is a commutative ring, then we can define the minors MI,J(Γ;w) of the
matrix M(Γ;w), where I, J ⊂ {1, . . . , n} with |I| = |J | = k, but this defi-
nition does not work for a semiring, since it involves signs. The Lindstro¨m
Lemma asserts that these minors can be expressed in terms of multi-paths
in Γ as follows:
MI,J(Γ;w) =
∑
α∈PkΓ(I,J)
w(α).
Note that the right hand side is well-defined even if Q is only a semiring.
5For k = 1, . . . , n, we introduce the functions
mk(Γ, w) =
∑
I,J ;|I|=|J |=k
MI,J(Γ;w).
If it is clear which planar network is used, we omit Γ and use the shorthand
notation mk(w). When we want to emphasize the semiring in which mk
takes values, we include it in the notation mQk (w).
Example 3. Let T = R ∪ {−∞} be the tropical semiring, with addition
given by (x, y) 7→ max(x, y) and with multiplication (x, y) 7→ x + y. The
tropical weights are then defined by the formula (5). The functionsmTk (Γ, w)
take the form
(8) mTk (Γ, w) = max{w(α)|α ∈ PkΓ}.
In the case when PkΓ is empty, we set m
T
k (Γ, w) = −∞ for all weightings w.
Later on, we will see that the functions mTk provide a “tropical counterpart”
of the sums of singular values lBk . In view of this analogy, we can introduce
“tropical singular values” as
λTi (w) = m
T
i (w) −m
T
i−1(w),
for i ≥ 2, and λT1 (w) = m
T
1 (w). One can show that λ
T
i ≥ λ
T
i+1 for all
i = 1, . . . , n− 1 (the proof is similar to that of Theorem 2 in [3]).
Example 4. Let Q = T×U(1). The map (u, φ) 7→ exp(u)φ from Q to C is
a homomorphism for the product. We will use the correspondence map to
define the composition
W (Γ,T× U(1))→W (Γ,C)→ Matn(C).
The result is given by the formula
Mi,j(Γ;u, φ) =
∑
α∈P1Γ(i,j)
exp(u(α))φ(α),
where u is a weighting with values in T and φ is a weighting with values in
U(1).
1.5. Results: comparison of different cones. Let Γ0 be the planar net-
work of rank n shown in Figure 2.
Note that the matrices defined by the correspondence map M(Γ0;w) are
upper-triangular.
Inspired by the analogy with the multiplicative problem for B (cf. (7)), we
can define the following tropical cone:
CT = {(r, s, t) ∈ T
3n; ∃(w1, w2) ∈W (Γ0,T)
×2;
mT(w1) = r,m
T(w2) = s,m
T(w1 ◦ w2) = t}.
(9)
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Figure 2: The planar network Γ0.
Note that the set of multi-paths PkΓ0 is nonempty for every k, and hence,
we can consider the “real” part of this cone:
(10) C◦T = CT ∩ R
3n.
In [3], we proved the following theorem, which may be thought of as the
solution of the tropical Horn problem.
Theorem 3. C◦
T
= CKT.
The main result of this paper is as follows:
Theorem 4. C◦
T
= CB.
In combination with Klyachko’s theorem (Theorem 2), this result implies
C◦
T
= CHorn. Together with Theorem 3, this gives a new proof of the
Knutson–Tao theorem (Theorem 1).
1.6. The structure of the paper. Our purpose in Section 2 is to study
the relation between C◦
T
and CB via the correspondence map (6). First,
in Proposition 2, we show that away from a small set of tropical weights,
tropical singular values approximate the corresponding ordinary singular
values exponentially well.
A refinement of this statement is Proposition 5, where we show that this
approximation is valid on a large part of B, where we measure size in terms
of the image with respect to the Gelfand–Zeitlin map.
The main result of the section is Proposition 6. It states that the singular
values of the matrices A, C, and AC, for (A,C) ∈ B × B, are exponentially
close the corresponding tropical singular values except for a small part of
B × B. This is sufficient to prove the inclusion C◦
T
⊂ CB.
There is a canonical Poisson structure on the space of Hermitian matrices H,
whose symplectic leaves Hr are Hermitian matrices with fixed eigenvalues
r ∈ Rn, and it induces a Liouville measure µr on Hr. Similarly, there is a
canonical Poisson structure on the group B with symplectic leaves the upper-
triangular matrices with fixed singular values exp(r). The corresponding
Liouville measure is denoted µBr .
7In Section 3, we first recall the fact that these measures are compatible with
the corresponding Gelfand–Zeitlin maps (Theorem 6 and Section 3.3) in the
sense that the pushforwards of the measures of µr and µ
B
r onto the Gelfand–
Zeiltin polytope are equal to the Lebesgue measure. This is a corollary of
the complete integrability of the Gelfand–Zeitlin system.
According to Klyachko’s theorem, the images of the map (K,L)→ l(K+L)
on Hr×Hs, and the map (A,C)→ lB(AC) on Br×Bs coincide. This image
is a polytope, that we denote by Πr,s ⊂ R
n. Theorem 7 is a refinement of
this theorem: it states that the pushforward measures on Πr,s ⊂ R
n of the
measures µr × µs and µ
B
r × µ
B
s along these maps coincide; we denote this
measure by µr,s. The proof of this theorem (given in Appendix) uses the
theory of Poisson–Lie groups.
Combining these two pieces of information about pushforward measures with
our tropical analysis from Section 2, we present our final argument in the
proof of Theorem 8. Here we consider the hypothetical exceptional part of
Πr,s which does not lie in C
◦
T
, and prove that the measure of this part is zero.
Using standard arguments from symplectic geometry, this quickly leads to
the proof of our main theorem (Theorem 9). We conclude the paper with an
interesting corollary: we provide a tropical description of µr,s in Theorem 10.
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Index of notations
H the set of Hermitian matrices
B the set of upper-triangular matrices with pos-
itive diagonal entries
CHorn Horn cone Equation (1)
CKT Knutson–Tao cone defined in terms of hives Inequalities (2)
CB the multiplicative Horn cone Equation (4)
CT the tropical Horn cone Equation (9)
PkΓ(I, J) the set of k-paths in Γ connecting sources with
labels from I and sinks with labels from J
Section 1.3
W (Γ, Q) weightings of network Γ with values in the
semigroup Q
Section 1.3
W (Γ, Q) subset of W (Γ, Q) with vanishing weightings
on all horizontal edges except those adjacent
to sinks
Section 2.1.2
Φ(Γ) weightings of network Γ with values in U(1) Example 1
Φ(Γ) weightings from Φ(Γ) with all horizontal
edges having weight equal to 1
Proposition 5
l(K) vector of sums of eigenvalues of K Section 1.1
lB(A) multiplicative analog of l Equation (3)
M(Γ;w) correspondence map Equation (6)
mTk (Γ, w) maximal value of the weighting w on k-paths
in Γ
Equation (8)
LH the Gelfand-Zeitlin map H → R
∇ recording
the values of l on principal submatrices
Section 2.1.1
LB the map B → R
∇ with components given by
values of lB on principal submatrices
Section 2.3
LT the map W (Γ,T)→ T
∇ with components de-
fined by values of mTΓ on subnetworks
Section 2.1.2
Wδ(Γ,R) subset of points of W (Γ,R) with distance > δ
from certain critical hyperplanes
Section 2.2
∆GZ Gelfand–Zeitlin cone defined by interlacing
inequalities
Inequalities (11)
∆0 cone isomorphic to ∆GZ via LT Proposition 1
92. The tropical analysis
In this section, we establish tropical approximation estimates for singular
values of matrices defined by planar networks. These estimates imply the
inclusion of cones C◦
T
⊂ CB.
2.1. Preliminaries. We begin by recalling some standard facts about in-
terlacing inequalities and Gelfand–Zeiltin completely integrable systems.
2.1.1. The Gelfand–Zeitlin system and interlacing inequalities. For a given n,
let S∇ be the set of maps from the vertices of the triangular tableau of size
n to the set S. For instance, R∇ is the set of triangular tableaux of size n
filled with real numbers lki for 0 ≤ i ≤ k ≤ n.
We define the Gelfand–Zeitlin map LH : H → R
∇ as follows. For A ∈ H,
we assign li(A
(k)) to the ith node of the kth row for i > 0, where A(k) is the
principal k-by-k submatrix of A; we also set the first element in each row to
zero.
The basic result is that, for any A ∈ H, the tableau LH(A) lies in the
Gelfand–Zeitlin cone ∆GZ ⊂ R
∇ defined by the system
(11)
lk0 = 0 for all k,
lk+1i + l
k
i−1 ≥ l
k+1
i−1 + l
k
i ,
lk+1i + l
k
i ≥ l
k+1
i+1 + l
k
i−1.
These inequlities are also called the interlacing inequalities, since the num-
bers λki = l
k
i − l
k
i−1 (corresponding to the eigenvalues of Hermitian matrices
and their principal submatrices) satisfy the inequalities
λki ≥ λ
k−1
i ≥ λ
k
i+1.
Remark 1. Note that, somewhat surprisingly, the inequalities (11) are part
of the Knutson–Tao inequalities (2).
Example 5. For the case of n = 2, the interlacing inequalities read as
follows:
l21 ≥ l
1
1 and l
2
1 + l
1
1 ≥ l
2
2.
2.1.2. Tropical Gelfand–Zeitlin map. Let Γ be a planar network of rank n
and let Q = T the tropical semiring. We denote by Γ(k) the maximal sub-
graph of Γ that does not contain the sinks or sources with y-coordinates
above the line {y = k}. A weighting w ∈ W (Γ,T) induces weightings
on Γ(k) for all k, which, by abuse of notations, we also denote by w. For
each k = 1, . . . , n, consider the collection of functions mki (w) = m
T
i (Γ
(k), w),
for i = 1, . . . , k, and place the corresponding values in the k-th row of
the triangular tableau (see Figure 1); We will call the resulting map LT :
W (Γ,T)→ T∇ the tropical Gelfand–Zeitlin map.
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Theorem 5 ([3] Theorem 2). For any planar network Γ of rank n and any
weighting w ∈ W (Γ,T), the components mTi (Γ
(k), w) satisfy the interlacing
inequalities (11).
Let Γ0 be the planar network shown in Figure 2. Consider the subset
W (Γ0,T) ⊂ W (Γ0,T) which consists of weightings w vanishing on all hor-
izontal edges with the exception of those which end on a sink. Note that
the number of edges carrying non-vanishing weights is then exactly N =
n(n + 1)/2, which coincides with the number of entries in the triangular
tableaux and with the number of functions mki . The following result is
proved in [3]:
Proposition 1. There exists a cone ∆0 ⊂W (Γ0,T) such that the restriction
of LT to ∆0 is an isomorphism to ∆GZ.
Proposition 1, with some abuse of notation, allows us to define the bijective
inverse map, L−1
T
: ∆GZ → ∆0.
2.2. Tropical estimates for a single matrix. Let Γ be a planar network
of rank n. It will be convenient to work with the subsetW (Γ,R) ⊂W (Γ,T)
of real weightings of Γ, considering the reals R = T \ {−∞} as a subset of
the tropical numbers. Naturally, the “multiplication” in this situation is the
addition of real numbers, thus, for example, for w ∈W (Γ,R), we have
w(α) =
∑
e∈α
w(e).
For δ > 0, denote by Wδ(Γ,R) the subset of weightings w ∈ W (Γ,R) such
that
• for any two distinct subsets α, β ⊂ EΓ, we have
(12) |w(α) − w(β)| > δ.
• in all interlacing inequalities (11) for mki (w), the left hand side is
greater than the right hand side by at least δ (cf. Theorem 5):
(13)
lk0 = 0 for all k,
lk+1i + l
k
i−1 > l
k+1
i−1 + l
k
i + δ,
lk+1i + l
k
i > l
k+1
i+1 + l
k
i−1 + δ.
Note that the second condition implies, in particular, that we have the
gap inequality λTi (Γ
(k)) − λTi+1(Γ
(k)) > δ for the tropical eigenvalues of the
principal subnetworks of Γ.
The complement to the set Wδ(Γ,R) is contained in the δ-neighborhood of
a finite number of hyperplanes defined by the equations w(α) = w(β) and
by the equations resulting from the interlacing inequalities.
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Recall the definition of the correspondence map (6). The tropical approxi-
mation estimate is described by the following proposition:
Proposition 2. Let Γ be a planar network of rank n, fix δ > 0, and let
w ∈ Wδ(Γ,R). Then there is a constant c depending only on Γ, such that
for τ ≥ 1 and for any φ ∈ Φ(Γ) =W (Γ, U(1)), the inequalities
(14)
∣∣∣∣1τ lBi (M(Γ; τw, φ)) −mTi (Γ, w)
∣∣∣∣ < c · e−τδ, i = 1, . . . , n,
hold.
Proof. Let σi(A) be the elementary symmetric functions of the singular val-
ues of A:
1 +
n∑
i=1
σi(A) q
i =
n∏
i=1
(1 + qλi(AA
∗)).
The determinantal expansion for AA∗ with A = M(Γ; τw, φ) gives the for-
mula
σi(M(Γ; τw, φ)) =
∑
|I|,|J |=i
∣∣∣∣∣∣
∑
α∈PiΓ(I,J)
φ(α) exp(τw(α))
∣∣∣∣∣∣
2
.
Isolating the dominant term exp(2τmTi (Γ, w)) of the sum, and using condi-
tion (12) of w ∈Wδ(Γ,R), we obtain the estimate∣∣∣σi(M(Γ; τw, φ))/ exp(2τmTi (Γ, w))∣∣∣ ≤ 1 + c1e−τδ
for some constant c1. This implies
(15) | log σi(M(Γ; τw, φ)) − 2τm
T
i (Γ, w)| ≤ c1e
−τδ.
A simple calculation using the second condition (13) shows that σi(M(Γ; τw, φ))
may be replaced by the dominant term given by the product of the top k
singular values:
(16)
| log σi(M(Γ; τw, φ)) − log
i∏
j=1
λj(M(Γ; τw, φ)M(Γ; τw, φ)
∗)| < c2e
−τδ.
Now, combining (15) and (16), and using notation (3), we obtain the desired
inequality (14) for τ ≥ 1. 
Example 6. Consider the case of Γ0 and n = 2. To simplify things, we
choose φ(e) = 1 for all the edges of the network.
Then we have
mT1 (w) = max(x, y, z), m
T
2 (w) = x+ z.
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z
x
y
1
2
1
2
Figure 3: The planar network Γ for n = 2.
The correspondence map gives the matrix
M(Γ; τw) =
(
eτx eτy
0 eτz
)
.
For its singular values, we have
lB1 (M(Γ; τw)) =
1
2
log
(
1
2
(U +
√
U2 − 4V )
)
, lB2 (M(Γ; τw)) = τ(x+ y),
where U = e2τx + e2τy + e2τz and V = e2τ(x+z). Clearly, lB2 (M(Γ; τw)) =
τmT2 (w), and it is easy to verify that
lim
τ→+∞
1
τ
lB1 (M(Γ; τw)) = max(x, y, z) = m
T
1 (w).
Proposition 2 has the following corollary:
Corollary 3. Let Γ be a planar network of rank n. Then the convex poly-
hedral cone LT(W (Γ,R)) is contained in the smallest closed cone containing
the image of W (Γ,R) under the map LB ◦M .
Proof. Indeed, (14) implies that the distance of any element of the interior of
the cone LT(Wδ(Γ,R)) from the image of W (Γ,R) under the map
1
τL
B ◦M
is exponentially small as τ → ∞. But any point of LT(W (Γ,R)) may be
approximated by a point in LT(Wδ(Γ,R)) for δ small enough. 
2.3. Preimages under the Gelfand–Zeiltin map. Following Flaschka–
Ratiu [5], we introduce a notion of the Gelfand–Zeitlin map for upper tri-
angular matrices. By definition, the components of the map LB : B → R
∇
are the values lBi (A
(k)), where A(k) is the principal k-by-k submatrix of A.
The following statement is a standard fact from linear algebra:
Proposition 4. The image of the map LB is the cone ∆GZ, and the fibers
of LB : B → R
∇ are topological tori of various dimensions (or empty). In
particular, for an interior point Ξ ∈ ∆GZ in the Gelfand–Zeitlin cone, the
fiber of LB is a torus is of the maximal possible dimension n(n− 1)/2.
For the convenience of the reader, we sketch a proof of this proposition. Let
A be in Bk+1, and set a = AA
∗ to be the corresponding positive definite
Hermitian matrix. Denote the eigenvalues of a by λ0 ≥ λ1 ≥ · · · ≥ λk. By
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conjugating the matrix a with an element of h ∈ U(k) ⊂ U(k + 1), we can
bring it to the form
(17) hah−1 =


a0,0 a0,1 a0,2 . . . a0,k
a1,0 µ1 0 . . . 0
a2,0 0 µ2 . . . 0
. . . . . . . . . . . . . . .
ak,0 0 0 . . . µk

 .
Then the condition that λi’s are zeros of the characteristic polynomial of a
gives rise to a system for linear equations on a0,0, |a0,1|
2, . . . , |a0,k|
2, which
admits a unique solution. Hence, the set of matrices a of the form (17) with
given eigenvalues is a torus of dimension at most k. When the eigenvalues
λi and µj are all distinct, we have |a0,i| 6= 0 for all i. In this case, the torus
is parametrized by the angles φi = Arg(a0,i), and hence it is of dimension
exactly equal to k.
Applying this procedure to the natural chain of projections Bn → Bn−1 →
. . .B1, we see that that the fibers of LB are tori of dimension at most 1 +
· · ·+(n−1) = n(n−1)/2. When all eigenvalues of the principal submatrices
of a are distinct (i.e. LB(A) is in the interior of the Gelfand–Zeiltin cone),
then the dimension of the fiber is exactly n(n− 1)/2. 
The following proposition describes the preimages of the map LB for suf-
ficiently large values of the scaling parameter τ . Introduce the notation
∆0(δ) = Wδ(Γ0,R) ∩ ∆0, ∆GZ(δ) = LT(∆0(δ)), and let Φ ⊂ W (Γ0, U(1))
stand for the weightings of Γ0 with values in U(1) taking value 1 on all
horizontal edges.
Proposition 5. For every δ > 0, there exists τ0 > 0 such that for all τ ≥ τ0
the following statement holds: for Ξ ∈ ∆GZ(δ) and A ∈ L
−1
B (τΞ), there exist
w ∈ ∆0(δ/2) and φ ∈ Φ such that A =M(Γ; τw, φ).
For ξ ∈ ∆0 such that LT(ξ) = Ξ ∈ ∆GZ(δ), the point τΞ has the unique
preimage τξ ∈ ∆0 under the map LT. Proposition 5 states that for Uǫ an
ǫ-neighborhood of τξ, the image of Uε × Φ under the correspondence map
M contains the full preimage L−1B (τΞ) ⊂ B.
∆0 × Φ B
∆0 ∆GZ
M
LB
LT
Proof. Fix φ ∈ Φ , and consider the map
fφ : ∆0 → ∆0, fφ(w) = L
−1
T
◦ LB ◦M(Γ;w,φ).
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Fix ε > 0. According to Proposition 2, for some τ0 and c, as long as
w ∈Wδ/2(Γ0,R) and τ > τ0 we have∣∣∣∣1τ LB ◦M(Γ; τw, φ) − LT(w)
∣∣∣∣ ≤ c1e−τδ/2.
This inequality can be rewritten as
(18)
∣∣∣∣1τ LT(fφ(τw)) − LT(w)
∣∣∣∣ ≤ c1 · e−τδ/2.
Since the restriction of LT to ∆0 is a non-degenerate linear map, this implies∣∣∣∣1τ fφ(τw) −w
∣∣∣∣ ≤ c2 · e−τδ/2.
Recall the following standard homological argument: let S be a convex
subset of RN , and g : S → RN be a continuous map satisfying |g(w)−w| < ǫ;
then the image g(S) contains all points of S that are at least at the distance
ǫ from its boundary:
g(S) ⊃ {s ∈ S; d(s, ∂S) > ǫ}.
Now let S = ∆0(δ/2), g : w 7→
1
τ fφ(τw) and ǫ = δ/2. The argument above
shows that for large enough τ the image of the set ∆0(δ/2) under the map
w 7→ 1τ fφ(τw) will contain ∆0(δ).
Hence, for every φ, we constructed a point Aφ =M(Γ; τw, φ) in the preimage
L−1B (τΞ). By equation (18), we have
|Ξ− LT(w)| ≤ c1 exp(−δτ/2)
and
|ξ − w| ≤ c2 exp(−δτ/2).
By choosing τ sufficiently large, we can make sure that |ξ −w| ≤ ε. Then
M((∆0(δ/2)\Uε)× Φ) ∩ L
−1
B (τΞ) = ∅.
We would like to show that
L−1B (τΞ) ⊂M(Uε × Φ).
By Proposition 4, the preimage L−1B (τΞ) is connected. The argument above
shows that
L−1B (τΞ) ∩M(τ∆0(δ/2) × Φ)
is a nonempty connected component of L−1B (τΞ). This means that the entire
set L−1B (τΞ) is contained in M(τ∆0(δ/2) × Φ).

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2.4. Tropical analysis of the Horn problem. Now we can pass to our
main focus, the Horn problem. The tropical analysis is quite similar to that
of the previous section.
First, we need to define an approproate analog of the set Wδ. Let Ŵδ ⊂
W (Γ0 ◦ Γ0,R) be defined by the following conditions:
• for any two distinct subsets α, β ⊂ Γ0 ◦ Γ0, we have |α(w1 ◦ w2) −
β(w1 ◦ w2)| > δ,
• LT(w1), LT(w2), LT(w1 ◦ w2) ∈ ∆GZ(δ).
We will also need the corresponding image set Σ(δ) = L×2
T
Ŵδ ⊂ R
∇ × R∇.
Example 7. Consider the case of n = 2. The cone ∆GZ ×∆GZ is defined
by the inequalities r2 − r1 ≤ l ≤ r1 and s2 − s1 ≤ m ≤ s1. Among others,
we have the following inequalities defining Σ(δ):
(r2 − r1) + δ < l, l < r1 − δ, (s2 − s1) + δ < m, m < s1 − δ,
|(r2 + s1)− (l +m+ r1)| > δ.
Note that the first four inequalities state that the point is inside ∆GZ(δ) ×
∆GZ(δ) whereas the last inequality involves both copies of the cone ∆GZ at
the same time.
We also introduce the tropical and the usual Horn maps:
HT(w1, w2) = (m
T(Γ0, w1),m
T(Γ0, w2),m
T(Γ0 ◦ Γ0, w1 ◦ w2)),
HB(A1, A2) = (l
B(A1), l
B(A2), l
B(A1A2)).
With these preparations, we can formulate the tropical estimate for the Horn
problem as follows:
Proposition 6. For every δ > 0, there exist τ0 > 0 and a constant c such
that for every τ ≥ τ0 the following statement holds: for (Ξ1,Ξ2) ∈ Σ(δ)
and A1 ∈ L
−1
B (τΞ1), A2 ∈ L
−1
B (τΞ2), there exist w1 ◦ w2 ∈ Ŵδ/2, and
φ1, φ2 ∈ W (Γ0, U(1)) such that M(Γ; τw1, φ1) = A1, M(Γ; τw2, φ2) = A2,
and
(19)
∣∣∣∣1τ HB(A1, A2)−HT(w1, w2)
∣∣∣∣ ≤ ce−δτ .
Proof. Indeed, using Proposition 5, we can conclude that there are weights
w1, w2 ∈ W (Γ0,R) and φ1, φ2 ∈ Φ(Γ0) such that M(Γ; τw1, φ1) = A1 and
M(Γ; τw2, φ2) = A2 with∣∣∣∣1τ LB(A1)− LT(w1)
∣∣∣∣ < ce−δτ ,
∣∣∣∣1τ LB(A2)− LT(w2)
∣∣∣∣ < ce−δτ .
Since (Ξ1,Ξ2) ∈ Σ(δ), for τ sufficiently large we have w1 ◦ w2 ∈ Ŵδ/2.
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Then the equality
M(Γ; τw1, φ1) ·M(Γ; τw2, φ2) =M(Γ; Γ; τw1 ◦ w2, φ1 ◦ φ2).
together with Proposition 2 yields∣∣∣∣1τ LB(A1 ·A2)− LT(w1 ◦ w2)
∣∣∣∣ < ce−δτ ,
which clearly implies (19). 
Corollary 7. C◦
T
⊂ CB
Indeed, using Proposition 6, we can prove that the smallest closed cone
containing CB contains C
◦
T
exactly in the same way as we deduced Corollary
3 from Proposition 2. Now, it follows from Klyachko’s theorem that CB is
itself a closed cone, and hence we can conclude that C◦
T
⊂ CB.
3. Poisson Geometry and Duistermaat–Heckman measures
3.1. The Gelfand–Zeitlin system on Hermitian matrices. Recall that
the set of Hermitian matrices H can be naturally identified with the dual of
the Lie algebra u(n) by means of the nondegenerate pairing
〈a, ξ〉 = ImTr(aξ),
where a ∈ H and ξ ∈ u(n) (viewed as a skew-Hermitian matrix). Since H ∼=
u
∗(n), it carries a linear Kirillov–Kostant–Souriau (KKS) Poisson bracket
πH. Symplectic leaves under this bracket are formed by matrices with fixed
eigenvalues:
Hr = {a ∈ H; l(a) = r}, where r ∈ R
n.
Example 8. Consider the case of n = 2. The space of Hermitian 2-by-2
matrices is isomorphic to R4,
(x, y, z, t) 7→
(
t+ z x+ iy
x− iy t− z
)
.
Under the KKS bracket, t is a Casimir function (i.e., belongs to the Poisson
center), and brackets of the other variables take the form
{x, y} = z, {y, z} = x, {z, x} = y.
The symplectic leaves are either points (if x = y = z = 0) or 2-spheres:
H(r1,r2) =
{(
t+ z x+ iy
x− iy t− z
)
; r1 = t+
√
x2 + y2 + z2, r2 = 2t
}
.
Recall the defitnition of the Gelfand–Zeitlin map LH : H → R
∇ from Section
2.1.1. The following theorem is due to Guillemin and Sternberg [8]:
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Theorem 6. The map LH : (H, πKKS) → (R
N , 0) is a Poisson map. Its
components li = l
n
i are Casimir functions. For k < n, the functions l
k
i
generate a densely defined action of a torus of dimension n(n− 1)/2.
Over each symplectic leaf Hr with r ∈ R
n, the map LH defines a completely
integrable system in the sense of Liouville–Arnold, i.e.
{lki , l
m
j } = 0,
and the number of independent functions is equal to dimHr/2.
For generic r, the symplectic form on Hr is given by
(20) ωr =
n−1∑
k=1
k∑
i=1
dlki ∧ dφ
k
i ,
where φ
(k)
i ’s are some linear combinations (with integer coefficients) of the
angles defining the torus action. In these coordinates, the Liouville volume
form is expressed as
Λr =
n−1∏
k=1
k∏
i=1
dlki ∧ dφ
k
i .
Denote by Pr = LH(Hr) the image of Hr under the map LH. This is
a convex polytope defined by the interlacing inequalities and it carries a
natural measure (LH)∗Λr which is equal to the Lebesgue measure on Pr:
(LH)∗Λr = χPr
n−1∏
k=1
k∏
i=1
dlki .
Here χPr is the characteristic function of Pr. Sometimes it is more convenient
to consider the normalized measure
µr =
1
vol(Pr)
(LH)∗ Λr.
Let τ ∈ R+, and denote by Rτ : R
n → Rn the dilation map Rτ : r → τr.
Then we have Pτr = τPr and
µτr = (Rτ )∗µr.
Example 9. For the case of n = 2, the components of the map LH are as
follows
l21 = t+
√
x2 + y2 + z2, l22 = 2t, l
1
1 = t− z.
Restricting to the symplectic leaf Hr, we fix l
2
1 = r1 and l
2
2 = r2. The
polytope Pr is the closed interval l
1
1 ∈ [r2 − r1, r1]. The corresponding
normalized measure is
µr =
1
2r1 − r2
χ[r2−r1,r1]dl
1
1.
It is invariant under scaling ri 7→ τri, l
1
1 7→ τ l
1
1.
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3.2. The Duistermaat–Heckman measure for the Horn problem.
For r, s ∈ Rn, the symplectic manifold Hr ×Hs carries the diagonal Hamil-
tonian action of U(n) with moment map ΨH : (a, b) → a+ b. By Kirwan’s
Convexity Theorem, the image
Πr,s = l ◦ΨH (Hr ×Hs)
is a convex polytope (the Horn polytope). We clearly have
Πr,s = {t ∈ R
n; (r, s, t) ∈ CH}.
The push-forward of the Liouville measure
DHr,s = (l ◦Φ)∗ (Λr × Λs)
is the Duistermaat–Heckman measure on Πr,s. By the Duistermaat–Heckman
Theorem, DHr,s is absolutely continuous with respect to the Lebesgue mea-
sure on Πr,s, and the corresponding Radon–Nykodim derivative is a piece-
wise polynomial function, which is strictly positive on the interior of Πr,s.
We can again define the normalized measure
µr,s =
1
vol(Pr)vol(Ps)
DHr,s,
with the obvious scaling property:
Πτr,τs = τΠr,s, µτr,τs = (Rτ )∗µr,s.
Example 10. Let n = 2 and choose r1 = r, r2 = 0, s1 = s, and s2 = 0.
Then it is easy to check that the Horn polytope is of the form
Πr,s = {(t, 0) ∈ R
2; |r − s| ≤ t ≤ r + s}.
It is equipped with the normalized measure
µr,s =
1
2rs
χ[|r−s|,r+s] tdt.
This measure is invariant under scaling r 7→ τr, s 7→ τs, t 7→ τt.
3.3. The Gelfand–Zeitlin system on the group B = U∗(n). The group
B carries a natural action of the group U(n). Recall that the Iwasawa
decomposition
g = Au, for g ∈ Gl(n,C), A ∈ B, and u ∈ U(n),
gives rise to the identification
B ∼= GL(n,C)/U(n)
of the group B with a homogeneous space. This presentation defines a
natural action of GL(n,C) on B by multiplication on the left. The restriction
of this action to the subgroup U(n) is called the dressing action. For x ∈ u(n)
we denote by ξx the corresponding fundamental vector field on B.
The group B has a canonical multiplicative Lu–Weinstein Poisson struc-
ture πB, that is defined as follows. Let dAA
−1 be the right-invariant
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Maurer–Cartan 1-form on B with values in the Lie algebra Lie(B). There is
a canonical pairing between Lie(B) and u(n) given by
〈ξ, x〉 = ImTr(ξx).
The bivector πB is the unique bivector on B such that
πB(〈dAA
−1, x〉, ·) = ξx.
Note that for x a diagonal skew-Hermitian matrix, we have
〈dAA−1, x〉 = d 〈log(Ad), x〉,
where A = AdN(A) with Ad a diagonal matrix and N(A) a unipotent upper-
triangular matrix. Hence, the action of the Cartan subgroup of U(n) con-
sisting of unitary diagonal matrices is Hamiltonian with the moment map
Ψ(A) = log(Ad).
Example 11. For n = 2, we have a parametrization
A =
(
y z
0 y−1
)
,
with y ∈ R+ and z ∈ C. The Poisson brackets read
{y, z}B =
i
2
yz, {y, z}B = −
i
2
yz, {z, z}B = i(z
2 − z2).
The dressing action of the diagonal circle diag(exp(iθ), exp(−iθ)) is given by
y 7→ y, z 7→ z exp(2iθ). The moment map for this action is Ψ(A) = log(y).
Symplectic leaves of the Poisson structure πB are orbits of the dressing action
and at the same time fibers of the map lB. For r ∈ Rn, we denote by Br =
(lB)−1(r) the corresponding symplectic leaf. The leaf Br consists of matrices
A ∈ B such that the eigenvalues of AA∗ are given by (exp(r1), . . . , exp(rn)).
Similarly to the case of Hermitian matrices, the map LB defines a completely
integrable system on each leaf Br. The image LB(Br) is the same polytope
Pr defined by the interlacing inequalities. Moreover, in action-angle vari-
ables (lki , φ
k
i ) the symplectic form is again described by equation (20) and
the induced normalized measure on Pr is again the measure µr (see [5] for
details).
3.4. Duistermaat–Heckman measure for the multiplicative prob-
lem. For a pair of symplectic leaves Br and Bs, the space Br × Bs carries
the dressing action of U(n) defined by g : (A,B) 7→ (A′, B′), where
gA = A′g′, g′B = B′g′′
with g, g′, and g′′ in U(n) and A,A′, B,B′ ∈ B. This action has a moment
map in the sense of Lu, Ψ(A,B) = AB. By the Klyachko Theorem, the
composition map lB ◦ Ψ sends Br × Bs to the same polytope Πr,s ⊂ R
n
as in the case of Hermitian matrices. Denote the normalized push-forward
measure on Πr,s by µ
B
r,s.
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Theorem 7.
µBr,s = µr,s.
We give a proof of this theorem in Appendix.
An important corollary of this Theorem is the scaling invariance of µBr,s:
µBτr,τs = (Rτ )∗µ
B
r,s,
which follows from the analogous (obvious) property µr,s.
4. Comparison of the multiplicative and tropical Horn
problems
In this section, we put all the elements of our argument together, and prove
the equivalence of the multiplicative and tropical Horn problems.
For r, s ∈ Rn, define the polytope
ΠTr,s = {t ∈ R
n; (r, s, t) ∈ C◦T}.
Since C◦
T
⊂ CB = CHorn, we have Π
T
r,s ⊂ Πr,s. We introduce the exceptional
set
Xr,s = Πr,s\Π
T
r,s.
Clearly, showing that C◦
T
= CB is equivalent to showing that Xr,s is empty.
Theorem 8.
µr,s(Xr,s) = 0.
Proof. Choose δ > 0, ε > 0 and τ > 0 such that τ > τ0 with τ0 defined in
Proposition 6 and c exp(−τδ) < ε, where c is the maximum of the constants
corresponding to the graphs Γ0 and Γ0 ◦ Γ0.
Let
(u, v) ∈ (Pr × Ps)\Σ(δ)
and consider a pair (A,B) ∈ Bτr ×Bτs such that LB(A) = τu, LB(B) = τv.
Then, by Proposition 6, there exist weights w1, w2 ∈W (Γ0,R) and φ1, φ2 ∈
Φ(Γ0) ⊂ W (Γ0, U(1)) such that A =M(Γ; τw1, φ1) and B = M(Γ; τw2, φ2)
with
(21) |LT(w1)− u| < ε, |LT(w2)− v| < ε,
and
(22)
∣∣∣∣1τ LB(AB)− LT(w1 ◦ w2)
∣∣∣∣ < ε.
Denote by wu = L
−1
T
(u) and wv = L
−1
T
(v) the preimages of u and v under
the map LT. Since LT is a non-degenerate linear map, the inequalities (21)
imply |wu − w1| ≤ c1ε, |wv − w2| ≤ c1ε and
|LT(wu ◦ wv)− LT(w1 ◦ w2)| < c2 ε,
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where ci’s are appropriately chosen constants. Then, combining this with
inequality (22), we obtain∣∣∣∣1τ LB(AB)− LT(wu ◦ wv)
∣∣∣∣ < c3 ε,
and, as a consequence,∣∣∣∣1τ lB(AB)−mT(wu ◦ wv)
∣∣∣∣ < c3 ε.
Hence,
lB
(
(LB × LB)
−1(Pτr × Pτs)\Σ(τδ))
)
⊂ Uτε(Π
T
τr,τs),
where Uτε(Π
T
τr,τs) is the τε neighborhood of the polytope Π
T
τr,τs. This im-
plies that
µτr,τs(Xτr,τs) ≤ c4δ + c5ε,
where c4 is the total volume of intersections of the hyperplanes defining Σ(δ)
with Pr × Ps and c5 is the total volume of the boundary of Π
T
r,s.
Recall that µτr,τs(Xτr,τs) = µr,s(Xr,s) which implies
µr,s(Xr,s) ≤ c4δ + c5ε.
Since the constants δ and ε were chosen arbitrarily, we can conclude that
µr,s(Xr,s) = 0, as required. 
Theorem 9. Xr,s = ∅ and Πr,s = Π
T
r,s.
Proof. The polytope Πr,s is the image of the symplectic manifold Hr × Hs
under the composition of the moment map (a, b) → a + b with the map l.
By the Duistermaat–Heckman theorem, the induced measure µr,s on Πr,s is
piece-wise polynomial and non-vanishing on its interior. Since both Πr,s and
ΠTr,s are closed polytopes, their difference Xr,s is either empty or contains
points of the interior of Πr,s. The vanishing of the measure µr,s(Xr,s) = 0
implies that Xr,s contains no points in the interior of Πr,s. Then it must be
empty, as required. 
This construction has the following interesting corollary:
Theorem 10. Let κ : Pr × Ps → Πr,s be the map defined by
κ(u, v) = mT(L−1
T
(u) ◦ L−1
T
(v)).
Then
κ∗(µr × µs) = µr,s.
Proof. Themeasure µr,s is piece-wise polynomial by the Duistermaat–Heckman
Theorem. The measure
µTr,s = κ∗(µr × µs)
is the image of the Lebesgue measure on Pr × Ps under a piece-wise linear
map. Hence, µTr,s is also piece-wise polynomial, and to establish the equality
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µTr,s = µr,s, it is enough to compare them on open balls. Let B ⊂ Πr,s be an
open ball. Then, similar to the proof of the previous theorem, we have an
estimate
|µTr,s(B)− µr,s(B)| < c4δ + c6ε,
where c4 (as before) is the total volume of intersections of the hyperplanes
defining Σ with Pr × Ps, and c6 is the volume of the boundary of B. As
the constants δ and ε can be chosen arbitrarily, we conclude that µTr,s(B) =
µr,s(B). Hence, µ
T
r,s = µr,s, as required. 
Example 12. Let n = 2 and r = (r, 0), s = (s, 0). Then, Pr = [−r, r], Ps =
[−s, s]. The map κ is of the form
κ : (x, y) 7→ max(r − y, x+ s).
It is easy to see that im(κ) = [|r − s|, r + s] = Πr,s. For t ∈ [|r − s|, r + s],
and its preimage is a union of two segments:
κ−1(t) = [−r, t− s]× {r − t} ∪ {t− s} × [r − t, s].
x
y
−r r
−s
s
Figure 4: Pr × Ps and κ−1(t).
The induced measure on Πr,s is given by
κ∗
(
1
2r
χ[−r,r]dx×
1
2s
χ[−s,s]dy
)
=
=
1
4rs
χ[|r−s|,r+s] ((t− s+ r) + (s − r + t)) dt =
1
2rs
χ[|r−s|,r+s]tdt,
which coincides with the measure µr,s.
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Appendix: proof of Theorem 7
In order to prove this theorem, we need to use several facts from symplectic
geometry. First, we recall the Linearization Lemma of [1].
Theorem 11 (Linearization Lemma). Let G be a compact connected semisim-
ple Lie group, and g its Lie algebra. Then there exist a 2-form ν ∈ Ω2(g∗)
and a map u : g∗ → G such that for any symplectic manifold (M,ω) en-
dowed with a Poisson G-action and a map Ψ :M → G∗, which is a moment
map in the sense of Lu, the triple (M,̟ = ω − ψ∗ν, ψ = Exp−1 ◦ Ψ) is a
Hamiltonian G-space with the moment map ψ.
In addition, in this case, the map uM : M → M, uM (m) = u(ψ(m)) ·m is
a symplectomorphism between (M,̟) and (M,ω).
In particular, linearizations of dressing orbits on G∗ are coadjoint orbits
in g∗. For example, let G = U(n) with the standard Poisson structure;
then G∗ = B with the Lu–Weinstein Poisson structure. The indentification
of B with H via the equation AA∗ = exp(2K) induces an isomorphism of
G-spaces Br ∼= Hr between dressing and coadjoint orbits. Moreover, the
linearization of Br with the Lu–Weinstein Poisson structure is exactly Hr
with the KKS Poisson structure.
For a G-Hamiltonian space (M,̟,ψ), we can define the projection map onto
the positive Weyl chamber σ = π ◦ ψ : M → W+ and the corresponding
Duistermaat–Heckman measure DH0(M,̟,ψ) = σ∗̟
N/N !, where N =
dimM/2. Similarly, we define the measure DH(M,ω,Ψ) = σ∗ ω
N/N !.
Lemma 8. In the setup of Theorem 11, we have DH(M,ω,Ψ) = DH0(M,̟,ψ).
Proof. According to Theorem 11, there is a map uM : M → M such that
u∗Mω = ̟. This implies (uM )∗̟
N = ωN , and therefore we have
DH(M,ω,Ψ) = σ∗
(
ωN
N !
)
= σ∗ ◦ (uM )∗
(
̟N
N !
)
= π∗ ◦ ψ∗ ◦ (uM )∗
(
̟N
N !
)
=
= π∗ ◦ (Ad
∗
u)∗ ◦ ψ∗
(
̟N
N !
)
= DH0(M,̟,ψ).
Here we used that π ◦ Ad∗g = π for any g ∈ G. 
Next, recall Theorem 3.4 of [2].
Theorem 12 (“Linearization commutes with products”). Let (Mi, ωi,Ψi),
i = 1, 2, be two Hamiltonian G-spaces endowed with moment maps in the
sense of Lu, and let (Mi,̟i, ψi), i = 1, 2, be the corresponding linearizations
(cf. Theorem 11). Then the space (M1 ×M2, ω = ω1 + ω2,Ψ(m1,m2) =
Ψ1(m1)Ψ2(m2)) carries a Poisson G-action for which Ψ is the moment map
in the sense of Lu, and the linearization of this space is G-equivariantly
symplectomorphic to the G-Hamiltonian space (M1×M2,̟ = ̟1+̟2, ψ =
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ψ1 + ψ2). Moreover, the symplectomorphism ξ : M1 × M2 → M1 × M2
intertwines the moment maps Exp−1 ◦Ψ and ψ.
Since theG-equivariant symplectomorphism ξ intertwines the moment maps,
the Duistermaat–Heckman measures of the corresponding G-Hamiltonian
spaces coincide, and we obtain the following corollary of Lemma 8 and The-
orem 12:
Corollary 9. In the setup of Theorem 12, we have
DH(M1 ×M2, ω,Ψ) = DH0(M1 ×M2,̟, ψ).
We are now ready to prove Theorem 7.
Proof of Theorem 7. Let G = U(n), G∗ = B andM1 = Br ∼= Hr,M2 = Bs ∼=
Hs. Then, DH0(M1×M2,̟, ψ) = µr,s and DH(M1×M2, ω,Ψ) = µ
B
r,s, and,
the equality µBr,s = µr,s follows from Corollary 9. 
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