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Resumen
Los procesadores multicore asime´tricos (AMPs) fueron propuestos como una alterna-
tiva de bajo consumo energe´tico a los procesadores multicore convencionales (CMPs)
formados por cores ide´nticos. Los AMPs integran cores ra´pidos y complejos de al-
to rendimiento, y cores ma´s simples de bajo consumo. Los AMPs plantean un gran
desaf´ıo: distribuir eficientemente los ciclos de los distintos tipos de core entre las
aplicaciones. Para evitar modificar el co´digo de las aplicaciones, la mayor´ıa de las
propuestas se realizan a nivel de sistema operativo incluyendo algoritmos de pla-
nificacio´n conscientes de la asimetr´ıa. Los algoritmos de planificacio´n para AMPs
propuestos hasta el momento intentan optimizar el rendimiento global pero degra-
dan aspectos como la justicia o la eficiencia energe´tica. Asimismo, la mayor´ıa fueron
evaluados mediante simuladores o plataformas asime´tricas emuladas. El principal
objetivo de esta tesis doctoral es superar estas limitaciones disen˜ando estrategias de
planificacio´n conscientes de la justicia y la eficiencia energe´tica alcanzando un rendi-
miento global aceptable. Implementamos nuestras estrategias en el kernel de un SO
real y las evaluamos sobre hardware multicore asime´trico real.
Palabras clave: multicore asime´trico, AMP, planificacio´n, sistema operativo,
rendimiento global, justicia, eficiencia energe´tica
1
XX Workshop de Investigadores en Ciencias de la Computacio´n 1275
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
1. Introduccio´n
La mayor´ıa de los CMPs (Chip Multi-Processors) son sime´tricos, es decir, esta´n
compuestos por cores ide´nticos. Podemos encontrar CMPs formados por cores com-
plejos (Haswell de Intel o Power8 de IBM) y CMPs formados por cores ma´s simples
de consumo reducido (ARM Cortex A9 o Intel Xeon Phi). Los procesadores del pri-
mer grupo poseen caracter´ısticas microarquitecto´nicas sofisticadas (ejecucio´n fuera
de orden y superescalar) y son adecuados para aplicaciones secuenciales que los usan
eficientemente. Los procesadores del segundo grupo son ma´s simples en su microar-
quitectura y son adecuados para aplicaciones con un elevado paralelismo a nivel de
hilo (TLP).
Podemos encontrar CMPs en varias plataformas donde se ejecutan cargas de
trabajo muy diversas [13], que presentan distintas demandas y exigen al sistema
operativo que optimice objetivos como el rendimiento global, la justicia o la eficiencia
energe´tica. Los CMPs presentan una limitacio´n: un modelo particular de CMP puede
resultar ideal, en cuanto a rendimiento por watt, para un conjunto de aplicaciones
pero no para todas. Los AMPs fueron propuestos como alternativa a los CMPs para
superar esta limitacio´n [12, 2]. Un AMP esta´ compuesto por dos tipos de core: cores
ra´pidos de alto rendimiento (big o fast cores) y cores lentos de bajo consumo (small o
slow cores). Todos los cores de un AMP poseen el mismo repertorio de instrucciones
(ISA - Instruction-Set Architecture).1
En un AMP es posible utilizar te´cnicas de especializacio´n, es decir garantizar
que una aplicacio´n se ejecute en el tipo de core que ofrece la mejor relacio´n entre
rendimiento y consumo energe´tico. En general, en un AMP los cores simples son
adecuados para la ejecucio´n de aplicaciones paralelas escalables[8]. Por el contrario,
los cores complejos son adecuados para la ejecucio´n de aplicaciones secuenciales. En
el caso de aplicaciones paralelas que tienen fases secuenciales, es posible utilizar los
cores ra´pidos para acelerar estas fases [1].
1.1. Motivacio´n
A pesar de sus beneficios, los AMPs plantean importantes desaf´ıos [6, 3, 13].
Uno de ellos es distribuir eficientemente los ciclos de los cores ra´pidos y lentos entre
las distintas aplicaciones. Esta responsabilidad recae en el planificador del sistema
operativo, de esta forma no es necesario modificar el co´digo de las aplicaciones.
Al inicio de esta tesis doctoral, la mayor´ıa de los algoritmos de planificacio´n
propuestos para AMPs ten´ıan como objetivo optimizar el rendimiento global [12, 2,
10]. Para ello, el planificador debe ejecutar en los cores ra´pidos aquellas aplicaciones
que usan estos cores de forma eficiente. La optimizacio´n de otros aspectos como la
justicia o la eficiencia energe´tica no hab´ıan recibido suficiente atencio´n por parte
de los investigadores. En esta tesis doctoral demostramos que los planificadores que
intentan optimizar so´lo el rendimiento global degradan estos otros aspectos.
1Utilizar el mismo ISA permite ejecutar el mismo binario en los distintos cores sin tener que
recompilar el co´digo para cada uno de ellos.
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1.2. Objetivos y principales desaf´ıos
El principal objetivo de esta tesis es disen˜ar estrategias de planificacio´n a nivel
de sistema operativo para optimizar el rendimiento global, la justicia y la eficiencia
energe´tica. Para lograr este objetivo fue necesario superar tres grandes desaf´ıos:
Desarrollamos un framework de planificacio´n que facilita la implementacio´n y
evaluacio´n de las estrategias de planificacio´n en un entorno realista: un sistema
operativo real sobre hardware multicore asime´trico real. Por la complejidad que
esto representa muchos investigadores evaluaron sus estrategias de planificacio´n
utilizando simuladores [li10, 2, 10, 16]. En esta tesis implementamos dichas
estrategias sobre un SO real, esto nos permitio´ identificar ciertas limitaciones
de algunas propuestas que no se manifiestan en entornos emulados[4].
Equipamos al planificador del SO con un mecanismo para estimar en tiempo
de ejecucio´n el beneficio relativo (speedup) que una aplicacio´n obtiene al usar
los distintos tipos de cores en un AMP. Una aplicacio´n puede obtener diferente
speedup al ejecutarse en cores ra´pidos con respecto a hacerlo en los cores len-
tos [2]. Asignar aplicaciones a cores en base a esta diversidad de speedups es
clave para mejorar el rendimiento global, la justicia o la eficiencia energe´tica en
AMPs. En una aplicacio´n secuencial, el speedup se conoce como Speedup Factor
SF y es el ratio del nu´mero de instrucciones por segundo (IPS) que el u´nico
hilo de la aplicacio´n experimenta en ambos tipos de core (
IPSfast
IPSslow
). En apli-
caciones paralelas, el speedup se obtiene a partir del SF de hilos individuales,
el nu´mero de hilos de la aplicacio´n y el nu´mero de cores ra´pidos. Medir direc-
tamente el SF da lugar a imprecisiones y genera overhead [15]. Por esta razo´n,
optamos por estimar el SF. Para esto, construimos modelos de estimacio´n de
SF basados en contadores hardware.
Seleccionamos me´tricas adecuadas para cuantificar el rendimiento global, la
justicia y la eficiencia energe´tica en un AMP. Las me´tricas que exist´ıan al
inicio de la tesis estaban definidas para sistemas sime´tricos y no eran aptas
para AMPs. Por este motivo, fue necesario construir nuevas me´tricas y adaptar
me´tricas definidas previamente para CMPs.
1.3. Contribuciones de la tesis
Las principales contribuciones de la tesis doctoral son las siguientes:
Construimos un modelo anal´ıtico para hallar los planificadores teo´ricos que
optimizan el rendimiento global, la justicia y la eficiencia energe´tica, respecti-
vamente. A partir de e´ste modelo analizamos la interrelacio´n entre estos tres
aspectos y mostramos que no es posible optimizarlos simultaneamente.
Proponemos los algoritmos de planificacio´n para AMPs: Prop-SP, ACFS, EEF-
Driven y ACFS-E. Prop-SP es la primera propuesta de planificacio´n orientada
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a justicia en AMPs que tiene en cuenta la diversidad de speedups entre aplica-
ciones. Aunque Prop-SP supera a otras estrategias de planificacio´n, no es capaz
de optimizar la justicia. Para superar esta limitacio´n creamos ACFS, que ma-
ximiza la justicia en AMPs y permite ajustar gradualmente el nivel relativo
de justicia y rendimiento global. EEF-Driven es el algoritmo que maximiza la
eficiencia energe´tica en AMPs en base al Energy-Efficiency Factor (EEF ). El
EEF de un hilo es una nueva me´trica propuesta en esta tesis que se define
como SFEPIfast
, donde EPIfast es la energ´ıa por instruccio´n consumida por el
hilo en el core ra´pido. ACFS-E es una variante de ACFS que maximiza la jus-
ticia, el rendimiento global y la eficiencia energe´tica en un u´nico algoritmo de
planificacio´n. Este planificador permite ajustar el nivel de eficiencia energe´tica
o rendimiento global a costa de degradar la justicia de forma gradual.
Proponemos una metodolog´ıa para construir modelos precisos de estimacio´n
de SF y EEF basados en el uso de contadores hardware.
A diferencia de otras propuestas nuestras estrategias ofrecen soporte para ace-
lerar distintos tipos de aplicaciones paralelas.
1.4. Publicaciones derivadas
J. C. Saez, M. Prieto-Mat´ıas, A. Pousa, and A. Fedorova, ”Explotacio´n de
te´cnicas de especializacio´n de cores para planificacio´n eficiente en procesadores
multicore asime´tricos”, Jornadas de paralelismo, 2011.
A. Pousa, J. C. Saez, A. D. Giusti, and M. Prieto-Mat´ıas, ”Evaluation of sche-
duling algorithms on an asymmetric multicore prototype system”, XX Congreso
Argentino de Ciencias de la Computacio´n, 2014.
J. C. Saez, A. Pousa, F. Castro, D. Chaver, and M. Prieto Mat´ıas, ”Exploring
the throughput-fairness trade-off on asymmetric multicore systems”, Proc. of
Euro-Par 2014: Parallel Processing Workshops - Euro-Par 2014 International
Workshops, Part II, 2014.
J. C. Saez, A. Pousa, F. Castro, D. Chaver, and M. Prieto-Mat´ıas, ”ACFS: A
completely fair scheduler for asymmetric single-ISA multicore systems”, Pro-
ceedings of ACM/SIGAPP Symposium On Applied Computing, 2015.
J. C. Saez, A. Pousa, R. Rodriguez-Rodriguez, F. Castro, and M. Prieto-Mat´ıas,
”PMCtrack: Delivering performance monitoring counter support to the OS
scheduler”, The Computer Journal, 2016.
A. Pousa, J. C. Saez, F. Castro, D. Chaver, and M. Prieto-Mat´ıas, ”Towards
completely fair scheduling on asymmetric single-ISA multicore processors”,
Journal of Parallel and Distributed Computing, 2017.
J. C. Saez, A. Pousa, A. D. Giusti, and M. Prieto-Mat´ıas, ”On the interplay
between throughput, fairness and energy efficiency on asymmetric multicore
processors”, The Computer Journal, 2017.
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2. Entorno experimental
El entorno experimental utilizado en esta tesis esta´ compuesto por el hardware
asime´trico y el framework de planificacio´n para AMPs.
Al inicio de esta tesis no exist´ıan plataformas asime´tricas. Por esta razo´n, emula´ba-
mos el hardware asime´trico reduciendo la frecuencia de un conjunto de cores en un
CMP para obtener los ”cores lentos”. Durante el desarrollo de la tesis surgieron
AMPs con los cuales pudimos experimentar (Intel QuickIA y ARM Juno). Estas pla-
taformas integran cores con diferencias en la frecuencia y en su microarquitectura.
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Figura 1: Framework de planificacio´n.
La Figura 1 muestra la estructura del framework de planificacio´n. Su componente
central es el planificador del sistema operativo que interactu´a con varios componentes
que ayudan a la toma de decisiones de los algoritmos de planificacio´n.
3. Me´tricas
La mayor´ıa de las me´tricas existentes para cuantificar los distintos objetivos del
planificador han sido definidas espec´ıficamente para CMPs y no resultan adecuadas
para AMPs. Por lo tanto, definimos nuevas me´tricas y adaptamos me´tricas existentes.
Para cuantificar el rendimiento global en un AMP utilizamos el Aggregate Speedup
(ASP ), que se define como:
ASP =
n∑
i=1
CTSmall,i
CTSched,i
− 1 (1)
donde n es el nu´mero de aplicaciones en la carga de trabajo, CTSmall,i es el tiempo
de ejecucio´n de la aplicacio´n i cuando corre sola en el sistema y utiliza solamente los
cores lentos, y CTSched,i es el tiempo de ejecucio´n de la aplicacio´n i ejecutada bajo
un planificador determinado junto al resto de aplicaciones de la carga de trabajo.
Para cuantificar la justicia adaptamos la me´trica de injusticia o unfairness2 pro-
puesta por [14, 5], que se define como:
2Un algoritmo de planificacio´n es justo si garantiza que las aplicaciones de una carga de trabajo
experimentan la misma degradacio´n del rendimiento (slowdown) al ejecutarse de forma simulta´nea
con otras aplicaciones.
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Unfairness =
max(Slowdown1, Slowdown2, · · · , Slowdownn)
min(Slowdown1, Slowdown2, · · · , Slowdownn) (2)
donde Slowdown para una aplicacio´n i se define como
CTSched,i
CTFast,i
. CTFast,i es el tiempo
de ejecucio´n de la aplicacio´n i cuando corre sola en el sistema.
Para cuantificar la eficiencia energe´tica en un AMP, utilizamos la me´trica Energy-
Delay Product (EDP)[9, 7], que se define como:
EDP =
Energia total consumida · CT
Instrucciones retiradas totales
(3)
donde CT es el tiempo de ejecucio´n de la carga de trabajo (tiempo de ejecucio´n de
la aplicacio´n ma´s lenta).
4. Algoritmo de planificacio´n Prop-SP
Al inicio de esta tesis, la mayor´ıa de los algoritmos de planificacio´n propuestos
para AMPs persegu´ıan maximizar el rendimiento global [12, 2, 10]. Sin embargo,
maximizar el rendimiento degradaba la justicia. El objetivo de Prop-SP es ofrecer
un buen equilibrio entre estos dos aspectos.
Prop-SP distribuye los ciclos de core ra´pido entre las aplicaciones utilizando una
estrategia basada en cre´ditos inspirada en el planificador Credit Scheduler de Xen
sobre CMPs. Cada hilo tiene asociado un contador de cre´ditos de core ra´pido. Aque-
llos hilos que poseen cre´ditos pueden ejecutarse en este tipo de cores. Cuando un hilo
se ejecuta en un core ra´pido, sus cre´ditos se van consumiendo. Cada cierto tiempo,
Prop-SP inicia un proceso que otorga cre´ditos de core ra´pido a las aplicaciones acti-
vas teniendo en cuenta sus speedups. Cuando un hilo que esta´ ejecutando en un core
ra´pido agota todos sus cre´ditos, el planificador intentara´ intercambiarlo con otro hilo
que este´ asignado a un core lento y posea cre´ditos de cores ra´pidos.
Prop-SP mejora las propuestas de otros autores pero no optimiza la justicia.
5. Relacio´n rendimiento, justicia y eficiencia energe´tica
Realizamos un estudio teo´rico donde evaluamos la efectividad de diferentes al-
goritmos de planificacio´n en cuanto al rendimiento global, la justicia y la eficiencia
energe´tica. A partir de este estudio analizamos la interrelacio´n entre estos aspectos.
Para esto, utilizamos varias cargas de trabajo (Cuadro 2) y las analizamos sobre un
AMP compuesto por dos cores ra´pidos y dos cores lentos.
Cada carga de trabajo esta´ formada por cuatro aplicaciones secuenciales de la
suite de benchmarks SPEC CPU (Cuadro 1). Para construir las cargas de trabajo
analizamos el comportamiento de varias aplicaciones cuando se ejecutan sobre la
placa ARM Juno. Para obtener los valores de IPS y EPI utilizamos los contadores
hardware y los registros de energ´ıa integrados en esta placa.
Analizamos los valores de las me´tricas ASP , unfairness y EDP al ejecutar las
cargas de trabajo bajo cuatro estrategias de planificacio´n para AMP:
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Cuadro 1: Aplicaciones sinte´ticas
App. Benchmark IPSfast IPSslow SF EPIfast EPIslow
A1 art 0.60 0.24 2.47 1.59 1.86
A2 astar 0.58 0.31 1.86 1.40 1.10
A3 bzip2 1.49 0.73 2.02 0.61 0.45
A4 equake 0.80 0.26 3.07 1.31 1.45
A5 galgel 1.30 0.41 3.16 0.82 0.91
A6 gamess 2.01 0.69 2.91 0.51 0.49
A7 gobmk 1.09 0.61 1.79 0.75 0.54
A8 gzip 1.07 0.63 1.70 0.78 0.56
A9 h264ref 1.83 0.93 1.96 0.51 0.37
A10 hmmer 2.80 1.04 2.69 0.42 0.36
A11 mcf 0.18 0.09 2.02 3.98 4.44
A12 mgrid 1.28 0.59 2.17 0.85 0.65
A13 perlbench 1.42 0.71 2.01 0.60 0.47
A14 perlbmk 1.77 0.78 2.27 0.54 0.41
A15 povray 1.15 0.53 2.19 0.85 0.66
A16 soplex 0.52 0.20 2.53 1.68 1.86
A17 swim 0.25 0.11 2.24 3.11 3.34
A18 vortex 1.73 0.72 2.41 0.56 0.45
A19 wupwise 1.63 0.64 2.56 0.66 0.54
Cuadro 2: Cargas de
trabajo
Carga de trabajo Aplicaciones
W1 A5,A4,A6,A10
W2 A16,A17,A13,A9
W3 A16,A1,A18,A14
W4 A5,A4,A10,A15
W5 A5,A4,A6,A12
W6 A1,A12,A3,A13
W7 A1,A17,A7,A8
W8 A15,A11,A13,A2
W9 A4,A11,A3,A8
W10 A10,A19,A16,A9
HSP: planificador que optimiza el rendimiento asignando a cores ra´pidos aque-
llas aplicaciones de la carga de trabajo con mayor speedup.
Opt-Unf : planificador teo´rico que optimiza la justicia ( asegura el o´ptimo un-
fairness - valor ma´s bajo - para el ma´ximo valor de ASP alcanzable).
Opt-EDP : planificador teo´rico que optimiza la eficiencia energe´tica (asegura el
o´ptimo EDP -valor ma´s bajo- para el ma´ximo valor de ASP alcanzable).
EEF-Driven: nuestro planificador que asigna a cores ra´pidos las aplicaciones
que alcanzan el valor ma´s alto de EEF (las restantes se asignan a cores lentos).
Las Figuras 2a y 2b muestran la relacio´n entre rendimiento global (ASP ) y efi-
ciencia energe´tica (EDP ), y justicia (unfairness) y eficiencia energe´tica, respectiva-
mente. HSP alcanza los valores ma´s altos de ASP a expensas de degradar la eficiencia
energe´tica. Opt-EDP alcanza el menor valor de EDP pero degrada significativamen-
te el rendimiento global. Asimismo, tanto HSP como Opt-EDP son inherentemente
injustos. Por otro lado, Opt-Unf alcanza los mejores valores de unfairness pero
degrada tanto el rendimiento global como la eficiencia energe´tica.
La principal conclusio´n que obtenemos de estos resultados es que la justicia,
el rendimiento global y la eficiencia energe´tica son objetivos contrapuestos, ya que
cualquier intento de optimizar una de las me´tricas lleva a degradar las otras.
Opt-Unf y Opt-EDP no pueden ser implementados en el kernel de un SO, debido
a que son algoritmos de orden exponencial. Observamos que EEF-Driven aproxima
a Opt-EDP, ya que ambas realizan la misma distribucio´n de ciclos de core ra´pido.
6. Algoritmo de planificacio´n ACFS
ACFS intenta aproximar el planificador o´ptimo de justicia (Opt-Unf ) mediante
el seguimiento del progreso realizado por los distintos hilos de la carga de trabajo du-
rante su ejecucio´n. Para seguir el progreso de las distintas aplicaciones, el planificador
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(a) EDP vs.ASP (b) EDP vs. Unfairness
Figura 2: ASP, EDP y Unfairness para las cargas de trabajo del Cuadro 2 bajo distin-
tos planificadores. Los mejores resultados en a) se encuentran pro´ximos a la esquina
superior izquierda y en b) se encuentran pro´ximos a la esquina inferior izquierda.
asocia a cada hilo un contador (amp vruntime). Cuando un hilo se ejecuta durante
un tick de reloj en un tipo de core determinado, ACFS incrementa el contador del
hilo en ∆amp vruntime, que se calcula como sigue:
∆amp vruntime =
100 ·Wdef
Score ·Wt (4)
donde Wdef es el peso de las aplicaciones con la prioridad por defecto, Score es la
degradacio´n en rendimiento (slowdown) experimentada por la aplicacio´n y Wt es el
peso del hilo (prioridad especificada por el usuario).
Cuando un hilo se ejecuta en un core ra´pido, Score = 1 (no hay degradacio´n del
rendimiento). Si el hilo se ejecuta en un core lento Score = Speedup.
ACFS aproxima el Speedup en tiempo de ejecucio´n teniendo en cuenta el SF
del hilo y el nu´mero de hilos activos de la aplicacio´n. A su vez, el SF del hilo se
estima alimentando un modelo de estimacio´n con valores de me´tricas de rendimiento
obtenidos para el hilo mediante contadores hardware.
Para garantizar justicia, el planificador debe lograr que las aplicaciones realicen
el mismo progreso. Para esto, ACFS garantiza que el valor de los contadores de
progreso de los hilos sea lo ma´s cercano posible, realizando migraciones de hilos entre
los diferentes tipos de core cada cierto tiempo. ACFS efectu´a intercambios de hilos
cuando detecta que la diferencia entre los contadores de progreso (amp vruntime)
de estos supera un cierto umbral.
ACFS esta´ equipado con un para´metro de configuracio´n, Unfairness Factor o
UF, que permite incrementar gradualmente el rendimiento global del sistema en
escenarios donde los requisitos de justicia son menos estrictos.
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Figura 3: Resultados para las cargas de trabajo bajo la configuracio´n 2F-4S
7. Ana´lisis experimental
Comparamos EEF-Driven y ACFS con otros planificadores para AMP: HSP,
PRIM [16] (orientado a mejorar la eficiencia energe´tica) y RR (orientado a pro-
porcionar justicia). Utilizamos la placa de desarrollo ARM Juno que integra 2 cores
ra´pidos y 4 cores lentos (2F-4S). Evaluamos 10 cargas de trabajo (M1-M10), cada
una compuesta por 6 aplicaciones de la suite de benchmarks SPEC CPU.
La Figura 3 muestra los valores de EDP, ASP y Unfairness obtenidos. Los valores
de EDP y ASP esta´n normalizados con respecto a los resultados de HSP , y las
cargas de trabajo esta´n ordenadas por el EDP relativo dado por EEF-Driven.
Los resultados experimentales muestran tendencias similares al estudio teo´rico:
optimizar una me´trica puede llevar a degradar las otras. HSP alcanza los mejores
valores de ASP pero sufre de degradacio´n en EDP. EEF-Driven obtiene los mejores
valores de EDP pero sufre de degradacio´n rendimiento. Ambos planificadores sufren
de degradacio´n en la justicia.
ACFS obtiene mejoras en justicia pero degrada el EDP y el ASP. ACFS supera
a RR en rendimiento global y justicia. Esto se debe a que ACFS tiene en cuenta el
speedup de las aplicaciones al tomar decisiones de planificacio´n, a diferencia de RR.
EEF-Driven supera a PRIM en varios aspectos. En particular, PRIM hace in-
tercambio de hilos de forma aleatoria, lo que provoca asignaciones de hilos a cores
subo´ptimas y esto lo lleva a obtener valores de EDP peores a los esperados.
8. Algoritmo de planificacio´n ACFS-E
Las estrategias de planificacio´n evaluadas anteriormente ofrecen un compromiso
fijo entre justicia, rendimiento global y eficiencia energe´tica. Dado que estos aspectos
no se pueden optimizar simultaneamente disen˜amos ACFS-E. Este planificador, va-
riante de ACFS, esta´ equipado con dos para´metros de configuracio´n: EDP factor y
Unfairness factor (UF ). ACFS-E permite modificar la relacio´n eficiencia energe´tica-
justicia mediante EDP factor, o rendimiento global-justicia mediante UF. Cuando
estos para´metros se establecen a sus valores por defecto, el algoritmo se comporta
como la implementacio´n base del algoritmo ACFS, que maximiza la justicia.
Analizamos cuatro cargas de trabajo bajo ACFS-E. Los resultados se muestran
en las Figuras 4a y 4b. La Figura 4a muestra el impacto sobre la justicia y la efi-
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Figura 4: a) EDP Factor y b) Unfairness Factor.
ciencia energe´tica al variar EDP factor. En general, observamos que valores altos
de EDP factor tienden a reducir el EDP degradando la justicia. As´ı, ACFS-E se
aproxima a EEF-Driven. La Figura 4b muestra el impacto sobre la justicia y el
rendimiento global al variar UF. En general, observamos que valores altos de UF
mejoran el rendimiento global degradando la justicia. As´ı, ACFS-E se aproxima a
HSP.
Conclusiones
El principal objetivo de esta tesis doctoral ha sido disen˜ar estrategias de planifi-
cacio´n para AMPs sobre un sistema operativo real, conscientes de la justicia y de la
eficiencia energe´tica, garantizando un rendimiento global aceptable. Con este obje-
tivo, analizamos la relacio´n entre estos tres aspectos y concluimos que son objetivos
contrapuestos y no pueden ser optimizados simulta´neamente en un AMP.
Este ana´lisis fue clave para el disen˜o de nuestras estrategias de planificacio´n:
Prop-SP, ACFS, EEF-Driven y ACFS-E. El objetivo de Prop-SP es ofrecer un buen
equilibrio entre justicia y rendimiento global. Sin embargo, este algoritmo no es capaz
de optimizar la justicia en un AMP. Para superar esta limitacio´n disen˜amos ACFS,
un algoritmo que aproxima el comportamiento del planificador teo´rico que optimiza
la justicia en un AMP. Adema´s, permite ajustar gradualmente el nivel relativo de jus-
ticia y rendimiento global. EEF-Driven aproxima el planificador teo´rico que optimiza
la eficiencia energe´tica en AMPs. ACFS-E es una variante de ACFS que constituye
la primera estrategia de planificacio´n para AMPs que puede configurarse para opti-
mizar el rendimiento global, la justicia y la eficiencia energe´tica individualmente, con
un u´nico algoritmo de planificacio´n. Asimismo, ACFS-E permite al usuario ajustar
el compromiso rendimiento-justicia o energ´ıa-justicia.
En el ana´lisis experimental, mostramos que nuestros algoritmos superan estrate-
gias propuestas por otros autores.
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