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ABSTRACT 
Thermal motion in complex fluids is a complicated stochastic process but ubiquitously exhibits 
initial ballistic, intermediate sub-diffusive, and long-time non-Gaussian diffusive motion, unless 
interrupted. Despite its relevance to numerous dynamical processes of interest in modern science, 
a unified, quantitative understanding of thermal motion in complex fluids remains a long-standing 
problem. Here, we present a new transport equation and its solutions, which yield a unified 
quantitative explanation of the mean square displacement (MSD) and the non-Gaussian parameter 
(NGP) of various fluid systems. We find the environment-coupled diffusion kernel and its time 
correlation function are two essential quantities determining transport dynamics of complex fluids. 
From our analysis, we construct a general, explicit model of the complex fluid transport dynamics. 
This model quantitatively explains not only the MSD and NGP, but also the time-dependent 
relaxation of the displacement distribution for various systems. We introduce the concepts of 
intrinsic disorder and extrinsic disorder that have distinct effects on transport dynamics and 
different dependencies on temperature and density. This work presents a new paradigm for 
quantitative understanding of transport and transport-coupled processes in complex disordered 
media. 
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Thermal motion in complex fluids is a complex stochastic process, which underlies a diverse 
range of dynamical processes of interest in modern science. Although thermal motion in condensed 
media has been the subject of a great deal of research since Einstein’s seminal work on Brownian 
motion1 and is the most mature topic in non-equilibrium statistical physics, it still remains a 
daunting task to achieve a quantitative understanding of the transport dynamics and the 
displacement distribution in disordered fluidic systems, including cell nuclei and cytosols2, 
membranes and biological tissue3, polymeric fluid4, supercooled water 5, 6, ionic liquids7, 8, and 
dense hard-disc fluids9. Interestingly, thermal motion of diverse complex fluid systems commonly 
exhibits time-dependent phase changes in the mean square displacement, from initial ballistic 
dynamics, to intermediate sub-diffusive dynamics, and then to terminal diffusion10, 11, 12; the 
associated displacement distribution is non-Gaussian except in the short and long time limits, and 
its deviation from Gaussian increases at short times but decreases at long times, as long as thermal 
motion is uninterrupted. These phenomena cannot be quantitatively explained by the original 
theory of Brownian motion13.  
The theory of Brownian motion has undergone a number of important generalizations14, 15, 
16, 17, 18, 19, 20, 21, 22, 23, 24. Among these generalizations, the continuous time random walk (CTRW) 
model proposed by Montroll and Weiss20 enables quantitative description of anomalous transport 
caused by tracer particle being trapped by other objects in media and non-classical kinetics of 
chemical reactions in disordered media25, 26, 27; the CTRW with a power-law waiting time 
distribution (WTD), (1 )( )t t αψ − +∝  (0 1)α< < , successfully explains charge transport in 
amorphous semiconductors28, which shows a sub-diffusive power-law mean square displacement. 
This sub-diffusive transport dynamics can be described by the fractional diffusion equation or the 
4 
 
fractional Fokker-Planck equation29, 30, 31 in the continuum limit. Fractional Brownian motion 
(FBM) proposed by Mandelbrot and Ness21 models anomalous diffusion due to anti-persistent 
motion in a viscoelastic medium; FBM is a Gaussian sub-diffusive process, while the CTRW with 
a power-law WTD is a non-Gaussian process. O'Shaughnessy and Procaccia, and Havlin and Ben-
Avraham investigate anomalous transport originating from self-similarity of transport media, 
considering a random walk or diffusion in a fractal23, 24. Recently, Novikov et al., introduced a 
model of anomalous thermal motion dependent on mesoscopic structures of media and analyze the 
long-time behavior of the diffusion coefficient by using the renormalization group solution32, 33. 
Despite their applicability to a number of natural phenomena28, 32, 34, 35, the predictions of these 
models are not consistent with Fickian yet non-Gaussian diffusion ubiquitously observed in 
disordered fluidic systems36, 37, 38, 39, 40, 41. This issue was recently addressed by stochastic 
diffusivity (SD) models, in which the diffusion coefficient is treated as a stochastic variable42, 43, 
44, 45. While SD models successfully demonstrate Fickian yet non-Gaussian diffusion, to the best 
of our knowledge, these models are inconsistent with the transient sub-diffusive mean square 
displacement (MSD) and non-monotonic time-dependence of the non-Gaussian parameter (NGP), 
widely observed features of complex fluids.  
Transport equation of complex fluids 
Here, to solve this challenging problem, we present a new transport equation that provides 
an accurate quantitative description of thermal motion for various complex fluid systems. This 
equation can be derived by considering the continuum limit of a random walk model with a general 
sojourn time distribution, ( )tψ Γ , that is coupled to arbitrary hidden environmental variables Γ  
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(See Fig.1). In this model, hidden environmental variables designate the entire set of dynamical 
variables that affect transport dynamics in disordered fluids. Our transport equation reads as 
2ˆˆ ˆ ˆ( , , ) ( ) ( , , ) ( ) ( , , )p s s p s L p s= ∇ +Γr Γ r Γ Γ r Γ   (1) 
where ˆ ( , , )p sr Γ  and ˆ ( , , )p sr Γ  denote the Laplace transform of ( , , )p t t∂ ∂r Γ  and ( , , )p tr Γ , 
respectively; ( , , )p tr Γ  denotes the joint probability density that a particle is at position r  and the 
hidden environment is at state Γ at time t. This joint probability density satisfies the following 
normalization condition: ( , , ) 1d d p t =∫ ∫r Γ r Γ . Throughout this work, ˆ ( )f s  denotes 0 ( )
stdte f t
∞ −∫ . 
In equation (1), ˆ ( )sΓ  designates the diffusion kernel defined by 
2ˆ ˆ( ) ( ) 2s s dε κ=Γ Γ  with 
[ ]ˆ ˆ ˆ( ) ( ) 1 ( )s s s sκ ψ ψ≡ −Γ Γ Γ , where ε  and d  respectively denote the lattice constant and the 
spatial dimension. ˆ ( )sκΓ  is dependent on ε ; for the continuum limit description, we assume 
2
0 ˆlim ( )sε ε κ→ Γ  exists. ( )L Γ  designates a mathematical operator describing the dynamics of the 
hidden environmental variables Γ . For the sake of generality, we do not assume a particular model 
of environmental state dynamics, nor do we assume a particular form of mathematical operator 
( )L Γ . A correct mathematical form of ( )L Γ  is dependent on the environment surrounding the 
system in question; when environmental state dynamics is a non-Markov process, ( )L Γ  may be 
dependent on Laplace variable s . As demonstrated in this work, robust and quantitative 
information about transport dynamics coupled to hidden environmental variables can be extracted 
from simultaneous analysis of the MSD and NGP time profiles. This information can then be used 
to construct a more explicit model of transport dynamics of complex fluidic systems. Equation (1) 
encompasses the CTRW model, the diffusing diffusivity models, and their various generalizations. 
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We present the derivation of equation (1) in Methods. A further generalization of equation (1) for 
complex fluidic systems under an external potential is presented in Supplementary Note 1 of 
Supplementary Information.  
Analytic Expressions of the Moments 
From equation (1), we obtain the exact analytical expressions of the first two non-vanishing 
moments, ( )2 2| ( ) (0) | ( )t t〈 − 〉 ≡ ∆r r  and ( )4 4| ( ) (0) | ( )t t〈 − 〉 ≡ ∆r r , of the displacement distribution:  
2 2
2 ˆˆ ( ) ( )ds s
s
∆ = 〈 〉Γ  (2a) 
2
4 2
2 ˆˆ ˆ( ) 1 2 ( ) 1 ( )s s s sC s
d
   ∆ = + ∆ +    
  (2b) 
In obtaining equations (2a) and (2b), we assume that the hidden environment reaches a stationary 
state, such as the equilibrium state or the nonequilibrium steady-state, at long times. The bracket 
notation here designates the average over the stationary distribution of environmental states.  
The average diffusion kernel, ( )t〈 〉Γ , in equation (2a) is nothing but the velocity 
autocorrelation function, i.e., ( ) ( ) (0)t t d〈 〉 = 〈 ⋅ 〉Γ v v  with ( )tv  being the velocity vector. This 
can be clearly seen by comparing equation (2a) and the Laplace transform of the well-known 
relation, 22 2 1 2 10 0( ) 2 ( ) (0)
t
t d d
τ
τ τ τ τ∆ = 〈 − ⋅ 〉∫ ∫ v v 46, valid for any stationary transport process. 
Knowing this and utilizing the Tauberian theorem, we obtain 
2
0
ˆlim ( ) lim ( ) (0) | |s t Bs s t d d k T M→∞ →〈 〉 = 〈 ⋅ 〉 = 〈 〉 =Γ v v v  with Bk T  and M  denoting thermal 
energy and the mass of the particle, respectively. This means that ˆ ( )s〈 〉Γ  is proportional to the 
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mean square velocity in the large s limit, i.e., 1 2ˆ ( ) | |s s d−〈 〉 ≅ 〈 〉Γ v  ( )s →∞ . On the other hand, 
in the small s limit, the value of ˆ ( )s〈 〉Γ  approaches 0
ˆ (0) ( ) (0)dt t d
∞
〈 〉 = 〈 ⋅ 〉∫Γ v v , which is 
simply the diffusion constant, D ,  according to the Green-Kubo relation 47. Substituting the small 
(large) s limit asymptotic behavior of ˆ ( )s〈 〉Γ  into equation (2a), we recover the well-known 
asymptotic behavior of the MSD: 2( )Bd k T M t  at short times and 2dDt  at long times.  
While the second moment, 2 ( )t∆ , is dependent only on the averaged diffusion kernel, 
( )t〈 〉Γ , the fourth moment, 4 ( )t∆ , is dependent on the environment-coupled fluctuation of the 
diffusion kernel, ( )tΓ . In equation (2b), ˆ ( )C s  is the Laplace transform of the time correlation 
function (TCF) of the diffusion kernel fluctuation (see Methods for the precise definition). At long 
times where the MSD is linear in time, the diffusion kernel becomes the diffusion coefficient, i.e., 
( )ˆ ˆ( ) (0)s D≅ ≡Γ Γ Γ   so that ( )C t  can be identified as the TCF of the diffusion coefficient 
fluctuation, i.e., 2 2( ) ( ) (0) ( )D DC t D t D D tδ δ η φ≅ 〈 〉 〈 〉 = . Throughout this work, 
2
qη  and ( )q tφ
2( { , })q v D∈  designate the relative variance, 2 2q qδ〈 〉 〈 〉 , and the normalized time correlation 
function of q, defined by 2( ) ( ) (0)q t q t q qφ δ δ δ= 〈 〉 〈 〉 . At short times, on the other hand, ( )C t  
can be identified as the TCF of squared speed ( )2 2( ) | ( ) |v t t≡ v , i.e., 2 22( ) ( )v vC t d tη φ≅
2 2 2 2( ) (0)d v t v vδ δ = 〈 〉 〈 〉   (see Methods). Given that the initial speed distribution obeys the 
Maxwell-Boltzmann distribution, we obtain 4 2 2(1 2 )v d v〈 〉 = + 〈 〉 , and the initial value of ( )C t  
can then only be given by ( )4 2 2 2 20lim ( ) 2t C t d v v v→ = 〈 〉 − 〈 〉 〈 〉 = . We find this is true for both 
the supercooled water and the dense hard disc fluids investigated in the current work (see Fig. 2d 
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and Supplementary Fig. 1). In our theory, ( )C t  is the essential function that characterizes 
environment-coupled fluctuation of the transport dynamics of complex fluids. When ( ) 0C t = , 
equations (2a) and (2b) reduce to the results of the CTRW model in the continuum limit.  
Using equations (2a) and (2b) and the definition of NGP, 
2
2 4 2( ) ( ) (1 2 ) ( ) 1t t d tα   = ∆ + ∆ −   , we can quantitatively explain the MSD and NGP of thermal 
motion of various complex fluids. In Fig. 2, we demonstrate our quantitative analysis of molecular 
dynamics (MD) simulation results of the MSD and NGP for supercooled water. From the 
quantitative analysis, we extract the time profiles of ( )t〈 〉Γ  and ( )C t . This quantitative 
information is robust and model-independent, because the time profiles are extracted without 
assuming a particular model for the hidden environment or its influence over the diffusion kernel. 
As shown later in this work, this information is useful in constructing an explicit model of transport 
dynamics of complex fluid systems; from this explicit model, we can predict or quantitatively 
understand the time-dependence of the displacement distribution.  
It is worth mentioning that the long-time limit value of ( )C t  is equal to the long-time 
limiting value of the NGP, i.e., 2( ) ( )C α∞ = ∞ , which can be shown by using equations (2a) and 
(2b) and the definition of the NGP (see Methods). This result shows that 2 ( )α ∞  remains finite 
only for a non-ergodic system, for which the TCF of the diffusion coefficient does not vanish even 
in the long-time limit. Therefore, the long-time limit value of the NGP can serve as an ergodicity 
measure for transport systems (see Supplementary Fig. 2).  
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Intrinsic and Extrinsic disorder 
For an ergodic system, the long-time limit value of the product between the MSD and NGP 
can serve as a measure of disorder strength for complex fluids and is decomposable into intrinsic 
disorder, originating from non-Poisson mean transport dynamics, and extrinsic disorder, 
originating from environment-coupled fluctuation in transport dynamics. To show this, let us 
examine the long-time asymptotic behavior of the MSD and NGP:  
2 ( ) 2 ct dDt∆ ≅ + ∆                ( )t →∞  (3a) 
2
ˆ2 (0)( ) cC dDt
t
α
+ ∆
≅             ( t →∞ ) (3b) 
Equation (3a) can be obtained by substituting the Maclaurin series of ˆ ( )s〈 〉Γ , 
( ) ( )[ ]2 2ˆ ˆ ˆ ˆ( ) 2 ( ) 2 ( ) ( )s d s d s s sε κ ε κ κ′〈 〉 = 〈 〉 = 〈 〉 + 〈 〉 +Γ Γ Γ Γ  , into equation (2a) and by taking the 
inverse Laplace transform of the resulting equation. In equation (3a), c∆  emerges whenever the 
transport dynamics deviates from a simple Poisson process, or whenever the environment-coupled 
sojourn time distribution, ( )tψ Γ , deviates from an exponential function (see Supplementary Note 
2 in the Supplementary Information). We present the derivation of equations (3a) and (3b) in 
Methods. From these equations, we obtain the long-time limit value of the product of the MSD 
and NGP as 
2
2
ˆlim ( ) ( ) 2 2 (0)ct r t t dDCα→∞
 〈 〉 = ∆ +   (4) 
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We define the disorder strength of complex fluids as 2 22lim ( ) ( )t r t tα σ→∞ 〈 〉 , with σ  being the 
effective diameter of a tracer particle. Equation (4) tells us that disorder strength has two different 
sources: 22 c σ∆  and 
2ˆ4 (0)dDC σ , which originate from the non-Poisson mean transport 
dynamics and from the environment-coupled fluctuation in transport dynamics, respectively. We 
designate the latter term extrinsic disorder, which is quite sensitive to temperature and density of 
the environment, as demonstrated in Fig. 2e and Supplementary Fig. 1e. On the other hand, we 
designate 22 c σ∆  intrinsic disorder because this term persists even when environment-coupled 
fluctuation in transport dynamics is negligible. Intrinsic disorder is far less sensitive to the 
temperature and density of media than extrinsic disorder and can be easily estimated from equation 
(3a), the asymptotic long-time behavior of the MSD. Extrinsic disorder can be estimated by a direct 
numerical calculation of 2ˆ4 (0)dDC σ  or, more simply, by subtracting intrinsic disorder from 
total disorder strength (Fig. 2e).  
Quantitative Analysis of MSD and NGP 
Intrinsic disorder, or non-Poisson mean transport dynamics, causes the MSD to deviate from 
2dDt , the prediction of the simple diffusion equation. We find that the following formula provides 
a quantitative description of the entire range of the MSD time profiles for various disordered fluids 
(see Supplementary Note 3 in the Supplementary Information):  
0
2 0 02 2
10 0,
( ) 2 ( 1 ) 2 1 cosh sinhi
n
t ti iB B
i i
i i i
ck T k Tt d c t e d e t t
M M
γ γ γγ ω ω
γ ω ω
− −
=
  
∆ = − + + − +  
  
∑  (5) 
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This equation represents the MSD of a bead in a polymer, but quantitatively explains the MSD of 
liquid water and dense hard disc fluids as well, as shown in Fig. 2a and Supplementary Fig. 1a. 
The applicability of equation (5) to various disordered fluid systems implies a universality in the 
transport dynamics of disordered fluids, which is decomposable into an unbound mode dynamics 
and multiple bound mode dynamics, comparable to viscoelastic motion of a bead in a polymer 
network. At short times, a tracer molecule is in a bound state, trapped by the surrounding molecules. 
This bound state consists of multiple bound modes with their own characteristic frequencies. At 
long times, on the other hand, a tracer molecule escapes the cage of the surrounding molecules and 
moves around in the media, repeatedly being caged and escaping the cage. The first term on the 
right-hand side of equation (5) accounts for the contribution from the unbound mode, and the 
second term accounts for the contribution from the bound modes. In equation (5), ic  and iγ  
designate the weight coefficient and relaxation rate of the ith mode ( 0 i n≤ ≤ ). The weight 
coefficients are normalized by  
0
1n ii c= =∑ . 0,iω  is the natural frequency of the ith bound mode and 
is related to iω  as 
2 2
0,i i iω γ ω= − . At all times, temperatures, and densities investigated, equation 
(5) with only two bound modes ( 2)n =  already provides an accurate, quantitative explanation of 
the simulation results for the anomalous MSD of supercooled water and hard disc fluids (see Figs. 
2a and Supplementary Fig. 1a), and the experimental results for colloidal particles moving along 
lipid tubes (see Fig. 4)36. According to equation (2a), the analytic expression of diffusion kernel 
yielding the MSD given in equation (5) can be obtained by 2 22( ) ( )t t t〈 〉 = ∂ ∆ ∂Γ .  
The NGP is dependent not only on the mean transport dynamics, or ˆ ( )s〈 〉Γ , but also on 
fluctuation in transport dynamics, or ( )C t . For a simple diffusion process, we have ˆ ( )s D〈 〉 =Γ  
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and ( ) 0C t = , and equations (2a) and (2b) yield 2 ( ) 2t dDt∆ =  and 
2
4 2( ) (1 2 ) ( )t d t∆ = + ∆  so that 
the NGP vanishes. However, whenever ( )t〈 〉Γ  is not constant and/or ( ) 0C t ≠ , the NGP does 
not vanish. We find that, for disordered fluid systems investigated in this work, the time profiles 
of the NGP cannot be quantitatively understood when we assume ( ) 0C t = , or fluctuations in the 
transport dynamics are absent (Supplementary Fig 3).  
The NGP of disordered fluids is a non-monotonic function of time with a single peak. We 
find that the NGP quadratically increases with time, 22 ( )t tα ∝ ,  at short times (Supplementary 
Note 4) but decreases with time, 12 ( )t tα
−∝ , at long times following equation (3b). As shown in 
Fig. 2a it is only after the NGP peak time that Fickian diffusion emerges. These properties of the 
NGP are not specific to supercooled water but common across various disordered fluids 9.  
The NGP peak height, 2 ( )ngα τ , serves as a measure of the relative variance of the diffusion 
coefficient for disordered fluids. From the displacement distribution at the NGP peak time, we can 
extract the distribution of the diffusion coefficient using the method proposed in ref. 37. We find 
the relative variance, 2Dη , of the extracted diffusion coefficient distribution has the same value as 
the NGP peak height (see Supplementary Fig. 4 in the Supplementary Information). This is not a 
coincidence. We can show that the NGP peak height has the same value as the relative variance of 
the diffusion coefficient at the Fickian diffusion onset time, or the NGP peak time, ngτ  (Methods). 
Both the NGP peak height and the NGP peak time increase with inverse temperature and density, 
as demonstrated in Fig. 2b and Supplementary Fig. 1b.  
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Construction of an Explicit Model 
In order to provide a quantitative explanation of the time profile of ( )C t  extracted from the 
MSD and NGP, we construct an explicit model of the environment-coupled diffusion kernel. By 
comparing equation (2a) and Laplace transform of the MSD given in equation (5), we obtain the 
following expression: 0 0 1
ˆ ˆˆ ( ) ( ) ( )n i iis c f s c f s=〈 〉 = +∑Γ , where 0ˆ ( )f s  and ˆ ( )if s  denote the 
diffusion kernels associated with the unbound mode dynamics and the ith bound mode dynamics, 
given by 10 0ˆ ( ) ( )( )Bf s k T M s γ
−= +  and  
12 2ˆ ( ) ( ) ( )i B i if s k T M s s γ ω
−
 = + −  , respectively. We 
can extend this equation by assuming the weight coefficients 0 1{ , , , }nc c c  are dependent on 
environmental state variables Γ , obtaining the following model of the diffusion kernel:  
0 0 1
ˆ ˆˆ ( ) ( ) ( ) ( ) ( )n i iis c f s c f s== +∑Γ Γ Γ  (6) 
From this model, we obtain the following analytic expression for ˆ ( )C s  (see Methods):  
2 2
2 '0
2
0 00
ˆ ˆˆ ( ) ( )( )ˆ ˆ( ) ( )
( )
n n
ij i jD
i j ij
f s f sD sC s s
s s
ζγ δ φ
γ λ= =
〈 〉
〈 〉 = +
+ +∑∑Γ   (7)  
where the prime notation in the second term signifies that the sum excludes the term with 0i j= = . 
In the derivation of equation (7), we assume the time correlation between weight coefficients is 
given by ( ) (0) exp( )i j ij ijc t c tδ δ ζ λ〈 〉 = −  with ijζ  and ijλ  being constant in time, unless i  and j  are 
zero. Noting that, in equation (6), ( )0 0ˆ ( ) ( ) Bs c k T Mγ≅Γ Γ  in the small s regime, is γ<< , we can 
relate the weight coefficient TCF, 0 0( ) (0)c t cδ δ〈 〉 , of the unbound mode to the TCF of the diffusion 
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coefficient fluctuation by 20 0 0( ) (0) ( ) (0) ( )Bc t c D t D M k Tδ δ δ δ γ〈 〉 = 〈 〉  at times longer than any 
element of 1{ }iγ
− , whose magnitudes are less than 1 picosecond for supercooled water (see Table 
1). In the small s regime, only the first term on the R.H.S. equation (7) contributes to the relaxation 
of diffusion kernel fluctuation, which leaves us with 2( ) ( )D DC t tφ η≅ . This result shows that 
diffusion kernel correlation becomes the TCF of the diffusion coefficient at long times. Recalling 
that 2 2 ( )D ngη α τ≅ , we then extract ( )D tφ  from the time-profile of 2( ) ( )ngC t α τ  at times longer 
than the NGP peak time. The long-time tail of ( )C t  or ( )D tφ  extracted from the MSD and NGP 
can be explained by an explicit model of the diffusion coefficient fluctuation described in the next 
section. With this model, equation (7) provides a quantitative explanation of the ( )C t  time profile 
of supercooled water for the entire time range (see Fig. 2f).   
Quantitative Explanation of Fickian yet non-Gaussian Diffusion 
Disordered fluids exhibit Fickian yet non-Gaussian diffusion, where the displacement 
distribution is strongly non-Gaussian even at long times where the MSD linearly increases with 
time9, 10, 36, 37, 38. Put briefly, the displacement distribution of disordered fluids starts as Gaussian 
with variance given by 2 Bt k T M   at short times but deviates from Gaussian at any finite time. At 
the NGP peak time, where the deviation from Gaussian is greatest, the displacement distribution 
appears similar to a Laplace distribution with an exponential tail. It is at this time that the non-
Gaussian displacement distribution begins its relaxation to Gaussian and the MSD becomes linear 
in time. This phenomenon is widely observed across various disordered fluid systems7, 9, 10, but 
has yet to be quantitatively explained. 
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To understand the time-dependent relaxation of the non-Gaussian displacement distribution 
in the Fickian diffusion regime, we need an explicit model of the diffusion coefficient fluctuation 
for the fluid system in question. In the literature, the diffusion coefficient is often modelled as 
exp( )D A Eβ= − , where A , β , and E  are the entropic factor, inverse thermal energy, and 
activation energy, respectively48. This model can be generalized by assuming that the entropic 
factor and activation energy can be stochastic variables dependent on hidden environmental 
variables. In this work, we make this generalization and consider two exactly solvable models. The 
first model assumes that the diffusion coefficient is given by exp( )D A Eβ= −Γ Γ  where the 
fluctuation of EΓ  around its mean value, E〈 〉Γ , is given by ( ) ( )k kkE t E b t− 〈 〉 = Γ∑Γ , where { }kb  
and { }( )k tΓ  are constants and stationary Gaussian Markov processes, also known as Ornstein-
Uhlenbeck (OU) processes (see Methods)49. For this model, an exact analytic expression of ( )D tφ  
is available (see Methods and Figure 3). Combined with the analytic expression of ( )D tφ , equation 
(7) provides a quantitative explanation of ( )C t  for supercooled water, as shown in Figure 2f. The 
optimized parameter values are presented in Table 1. Using the first model with optimized 
parameter values, we can predict the time-dependent relaxation of the non-Gaussian displacement 
distribution in the Fickian diffusion regime (see Methods). The prediction of this model is in 
excellent agreement with the MD simulation results for supercooled water, as shown in Fig. 3b. In 
the second model, we model the diffusion coefficient as
2( ) ( ) exp( ( )) ( )k kkD t A t E t D a tβ= − ≅ 〈 〉 Γ∑Γ Γ Γ  where { }ka  and { }( )k tΓ  are constants and OU 
processes, respectively. This model is a generalization of the model in ref. 44 and yields an analytic 
expression of the displacement distribution (see equation (53) in Methods). We find this expression 
16 
 
provides an excellent quantitative explanation of the experimentally measured displacement 
distribution of colloidal beads diffusing on lipid tubes reported in ref. 36 (See Fig. 3d). The 
optimized parameters of the second model are also presented in Table 1. Equation (7) with 
optimized parameter values allows us to calculate the time profiles of the MSD and the diffusion 
kernel correlation for the colloidal bead system (see Supplementary Fig. 5).  
The displacement distribution approaches Gaussian only after individual displacement 
trajectories become statistically equivalent. If individual displacement trajectories are statistically 
equivalent, the ergodicity breaking (EB) parameter proposed by He, Burov, Metzler, and Barkai50 
is linear in maxt t , where t  and maxt  denote the time lag, or the interval over which the time-
averaged MSD is calculated, and the maximum trajectory length, respectively51. Otherwise, the 
EB parameter deviates from its linear dependence on maxt t . As shown in Fig. 4a, at temperatures 
lower than 230 K, the EB parameter of supercooled water shows anomalous power-law 
dependence on maxt t  at short times but resumes normal linear dependence on maxt t  at times 
longer than characteristic time EBτ . Deviation of the displacement distribution from Gaussian, 
measured by the NGP, becomes negligible only at times much longer than EBτ , as demonstrated 
in Fig. 4b for supercooled water. On the other hand, ( )C t  is negligibly small at characteristic 
time EBτ   (see Fig. 4b). This is due to the fact that the long-time relaxation of the NGP is not only 
contributed from extrinsic disorder leading to the trajectory-to-trajectory variation in the transport 
dynamics, but also from intrinsic disorder, whose effects persist even for homogeneous systems 
with statistically equivalent displacement trajectories (see equation (3b)). This analysis shows that 
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the long-time tail of ( )C t  better characterizes the relaxation of diffusivity fluctuation than the 
NGP52.  
Outlook 
The essential feature of our approach to transport dynamics of complex fluids is hidden 
environmental variables that represent the entire set of dynamic variables affecting transport 
dynamics of our tracer particles. By accounting for their effects without using an a priori explicit 
model, this approach enables the extraction of robust, quantitative information about the transport 
dynamics of complex fluid systems. This information can then be used to construct a more explicit 
model of transport dynamics of the environment-coupled system in question. In achieving 
quantitative understanding of complex systems, this type of approach is advantageous over the 
conventional approach that relies on fully explicit models of the system, the environment, and their 
interactions. This is because, for a system interacting with a complex environment, it is difficult 
to construct a model that is both accurate and explicit from the onset, due to lack of information. 
Our approach is applicable to quantitative investigation of various other complex systems in 
natural science53, 54. We leave further applications of this work for future research.  
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Figures 
 
FIG. 1 | Schematic representation of the current random walk model with environmental 
state dependent dynamics. In our model, the sojourn time distribution ( )tψ Γ  of a random walker 
at each point is dependent on environmental state variables. Γ  represents an entire set of dynamic 
variables that affects transport dynamic or sojourn time distribution of the random walker. Any 
assumption about dynamics of Γ  and its coupling to the sojourn time distribution is not assumed.  
The probabilistic dynamics of this random walker model can be described by equation (1) in the 
continuum limit.  
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FIG. 2 | Quantitative analysis of the MSD and NGP for the TIP4P/2005 water system. a, b, 
MSDs and NGPs as functions of time at various temperatures. The solid lines represent the best 
least-square fits of equation (5) and a linear combination of three or four Gaussian-shaped 
functions to the simulation results (open circles), respectively. c, Averaged diffusion kernel, or 
equivalently the velocity autocorrelation function, obtained from the second-order time derivatives 
of the best MSD fits given in a. d, The diffusion kernel correlation function, ( )C t ,  obtained by 
analyzing the MSD and NGP (see Methods). The dotted line represents the mean-scaled time 
correlation function of squared speed fluctuation at 193 K, which is the short-time approximation 
of ( )C t . In a, b, and d, the navy-blue triangles and the red squares represent the caging times, 
cτ , and the NGP peak times, ngτ , respectively. In d, the yellow triangles represent the alpha 
relaxation times, ατ , estimated from the intermediate scattering function (see Supplementary Fig. 
6). e, Total disorder, 22 2 Olim ( ) ( )t r t tα σ→∞〈 〉 , scaled by an oxygen atom’s Lennard-Jones diameter 
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squared, 2Oσ (= 3.15892 Å2) (green circles) and its two components: intrinsic and extrinsic disorder 
(yellow and cyan lines) (see text below equation (4)). Extrinsic disorder, estimated from the 
difference between the total disorder and intrinsic disorder, is in good agreement the value of 
ˆ4 (0) DdC τ  (red circles), where d, ˆ (0)C , and ( )2OD Dτ σ=  respectively denote the spatial 
dimension, the whole-time integration of ( )C t  given in d, and the diffusion time scale. mT  and 
WT  denote the melting temperature55 and the Widom line temperature56 at which a crossover 
between fragile supercooled water and strong supercooled water occurs57 (see Supplementary Fig. 
7). f. The time profile of ( )C t  for supercooled water at 193 K. (red circles) Results extracted 
from the simulation results of MSD and NGP, (red line) best-fitted result of equation (7), (yellow 
line) the contribution of the pure unbound mode, or the first term on the R.H.S. of equation (7), 
(blue line) the contribution of the bound modes, or the second term on the R.H.S. of equation (7).  
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FIG. 3 | Quantitative explanation of displacement distributions for the supercooled water 
and colloidal beads on lipid tubes. a, Displacement distributions, ( , )p x t , along x axis at three 
different times, ( 2.9 ns)ατ ≅ , 5 ( 14.4 ns)ατ ≅ , and ( 36.4 ns)EBτ ≅ . (circles) Simulation results for 
the TIP4P/2005 water system at 193 K, (lines) theoretical predictions of our first model, 
( ) exp( ( ))D t A E tβ= −Γ Γ  with 
3
1
( ) ( )k kkE t E b t== 〈 〉 + Γ∑Γ , where { }kb  and { ( )}k tΓ  are constants 
and stationary Gaussian Markov processes, also known as Ornstein-Uhlenbeck (OU) processes, 
respectively. b, Scaled displacement distributions, ( , )p x tσ , along the x axis at various times for 
colloidal beads with diameter σ  moving on lipid tubes at various times36: (circles) experimental 
results reported in ref. 36, (lines) theoretical results of our second model, ( )1 1 2 2D D a a= 〈 〉 Γ + ΓΓ , 
where { }ia  and { ( )}k tΓ  are constants and OU processes. In both models, OU processes satisfy the 
following property: ( ) ( ) exp( )i j ij it t tδ λ〈Γ Γ 〉 = −   (see Methods).  Although the relaxation of the 
non-Gaussian displacement distribution occurs in vastly different time scales between supercooled 
water and colloidal beads, the two systems show remarkably similar relaxation dynamics, 
demonstrating the universality in thermal motion dynamics of complex fluid systems.   
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FIG. 4 | Ergodicity breaking parameter, the non-Gaussian parameter, and the diffusion 
kernel correlation function of supercooled water. a, Dependence of the EB parameter on the 
maximum length, maxt , of displacement time traces when the lag time, t, is fixed to 20 ps for the 
TIP4P/2005 water system. At T = 230 K or higher, the EB paramter behaves as max max( , )EB t t t t , 
which is expected for the case where time traces are statistically homogeneous. However, at 
temperatures lower than 230 K, the EB parameter shows anomalous power-law behavior with 
exponents smaller than 1−  at short times and reattains homogeneous behavior at long times. EBτ  
indicates the time at which the crossover between the two regimes occurs. b, The NGP, 2 ( )tα , and 
the diffusion kernel correlation function, ( )C t , at various temperatures. At EBτ , the NGP remains 
substantially finite while the diffusion kernel correlation function fully relaxes to zero. This shows 
that only after the long-time relaxation of ( )C t  is complete, does the EB parameter resume the 
time dependence expected for homogeneous systems. 
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Supercooled water Value 
Mean square 
displacement 
[in equation (5)] 
0 1 2, ,c c c  5 4 14.03 10 , 6.28 10 , 9.99 10− − −× × ×  
0 1 2, ,γ γ γ  1.16 ps−1, 6.14 ps−1, 11.9 ps−1 
1 2,ω ω  6.13 ps−1, 2.46×10−8 ps−1 
Time correlation function 
of diffusion coefficient, 
( )D tφ  
[in equations (7) and 
(49c) ] 
1 2 3, ,b b bβ β β  1.51×10−2, 2.12×10−1, 6.19×10−1 
1 2 3, ,λ λ λ  
7.61×10−3 ns−1, 1.30×10−1 ns−1, 
5.84×10−1 ns−1 
( ) (0)i jc t cδ δ〈 〉
exp( )ij ijtζ λ = −   
[in equation (7)] 
11 22,ζ ζ  3.48×10−2, 2.56 
01 02 12, ,ζ ζ ζ  1.14×10−7, −7.43×10−5, −2.98×10−1 
11 22,λ λ  4.88×102 ps−1, 3.70×101 ps−1 
01 10,λ λ  2.14×101 ps−1, 2.90×10−3 ps−1 † 
02 20,λ λ  2.51×102 ps−1, 1.72×10−2 ps−1 † 
12 21,λ λ  1.45×101  ps−1, 1.45×101 ps−1 
Table 1. Optimized values of adjustable parameters for supercooled water self-diffusion. The 
MSD is analyzed by equation (5) with 2n = . The diffusion kernel correlation ( )C t  is analyzed 
by the inverse Laplace transform of equation (7). We use the diffusion coefficient fluctuation 
model described above equation (47) and use equation (49c) for the TCF, ( )D tφ , of the diffusion 
coefficient fluctuation, which appears in the first term on the R.H.S. of equation (7). Because ( )D tφ  
governs the long-time relaxation of ( )C t , ( )D tφ  can be separately optimized against the time 
profile of ( )C t  at times longer than the NGP peak time (see Supplementary Fig. 10). { }ijζ  and 
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{ }ijλ  are parameters determining the weight coefficient correlations, { ( ) (0) }i jc t cδ δ〈 〉 , which 
appear in the second term on the R.H.S. of equation (7). The parameter values are optimized 
against the entire ( )C t  time profile data of supercooled water at 193 K, shown in Fig. 2 (see 
Methods). †Any one of the two tabulated values can be assigned to either ijλ  or jiλ . This can be 
seen by noting that the second term on the R.H.S. of equation (7) can be rewritten as 
2
1 0 1
1 1ˆ ˆ ˆ( ) ( ) ( )
( ) ( )
n n n
ii
i ij i j
i i j iii ij ji
f s f s f s
s s s
ζ
ζ
λ λ λ= = = +
 
+ + 
+ + +  
∑ ∑ ∑ , which is invariant under the exchange 
of ijλ  and jiλ .  
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Colloidal beads on lipid tubes Value 
( , )p x t  
[in equation (53)] 
1 2,a a  4.02×10−1, 5.98×10−1 
1 2,λ λ  3.43 s−1, 1.04×10−2 s−1 
Table 2. Optimized values of adjustable parameters for colloidal bead diffusion on lipid tubes. 
The experimental data for the time-dependent displacement distribution of colloidal beads reported 
in ref. 36 are analyzed by equation (53) (see Fig. 3b). For the model of the diffusion coefficient 
fluctuation defined in equation (51), { }ia  and { }iλ  are related to the relative variance, the time 
correlation function of the diffusion coefficient fluctuation, and the displacement distribution by 
equations (52a), (52b), and (53), respectively. This system exhibits Fickian diffusion in the 
experimental time scale. The diffusion constant is estimated to be 2 41.5 HzD σ〈 〉 ≅ , where σ  
denotes the diameter of a colloidal bead.  Using the optimized parameter values, we can also 
calculate the time profiles of the NGP and ( )C t  using equation (45) and (52b) (see 
Supplementary Fig. 5). 
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Methods 
Derivation of equation (1). Let ( , , )p m tΓ  denote the joint probability that a random walker is 
located at the mth site and the environmental state is at Γ at time t. ( , , )p m tΓ can then be written 
as45, 58 
0
( , , ) ( | ) ( , )N
N
p m t p m N P t
∞
=
= ∑Γ Γ   (8) 
where ( | )p m N  is given by ( )( | ) ! ! ! 2 Np m N N m m −+ −=  with ( ) 2m N m± = ± when | |N m≥ , 
and ( | ) 0p m N =  when | |N m< . In equation (8), ( , )NP tΓ  denotes the joint probability that the 
total number of jumps made by a random walker is N and the environmental state is at Γ  at time 
t. ( , )NP tΓ  satisfies Sung and Silbey’s generalized master equation59: 
1
ˆ ˆ ˆ ˆˆ( , ) ( ) ( , ) ( , ) ( ) ( , )N N N NP s s P s P s L P sκ − = − + ΓΓ Γ Γ Γ Γ
  (9) 
Substituting equation (9) into the Laplace transform of the time derivative of equation (8), we 
obtain 
{ }1
0
ˆ ˆ ˆ ˆˆ( , , ) ( | ) ( )[ ( , ) ( , )] ( ) ( , )N N N
N
p m s p m N s P s P s L P sκ
∞
−
=
= − +∑ ΓΓ Γ Γ Γ Γ  (10) 
By noting that 10 1
ˆ ˆ( | ) ( , ) ( | 1) ( , )N NN Np m N P s p m N P s
∞ ∞
−= =−
= +∑ ∑Γ Γ  and 1ˆ ( , ) 0p s− =Γ , we can 
rewrite equation (10) as 
[ ]
0
ˆ ˆˆ ˆ( , , ) ( ) ( | 1) ( | ) ( , ) ( ) ( , , )N
N
p m s s p m N p m N P s L p m sκ
∞
=
= + − +∑ ΓΓ Γ Γ Γ   (11) 
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It is easy to show that ( | 1)p m N +  satisfies 
[ ]1( | 1) ( 1| ) ( 1| )
2
p m N p m N p m N+ = − + +   (12) 
The substitution of equation (12) into equation (11) yields 
[ ]ˆ ( )ˆ ˆ ˆ ˆ ˆ( , , ) ( 1, , ) ( 1, , ) 2 ( , , ) ( ) ( , , )
2
sp m s p m s p m s p m s L p m sκ= − + + − +ΓΓ Γ Γ Γ Γ Γ  (13) 
In terms of position, ( )x mε=  with ε being a lattice constant, equation (13) can be written 
as 
[ ]ˆ ( )ˆ ˆ ˆ ˆ ˆ( , , ) ( , , ) ( , , ) 2 ( , , ) ( ) ( , , )
2
sp x s p x s p x s p x s L p m sκ ε ε= − + + − +ΓΓ Γ Γ Γ Γ Γ  (14) 
where ˆ ( , , )p x sΓ  denotes the Laplace transform of the joint probability density, ( , , )p x tΓ , of the 
random walker position, x , and the environmental state, Γ , at time t. Using the Taylor expansions 
of ˆ ( , , )p x sε± Γ  with respect to ε  and taking the small ε limit, i.e., 
2 21
2ˆ ˆ ˆ ˆ( , , ) ( , , ) ( , , ) ( , , )x xp x s p x s p x s p x sε ε ε± ≅ ± ∂ + ∂Γ Γ Γ Γ , we obtain the following transport 
equation from equation (14): 
2
2
ˆˆ ˆ ˆ( , , ) ( ) ( , , ) ( ) ( , , )p x s s p s L p x s
x
∂
= +
∂Γ
Γ r Γ Γ Γ   (15) 
where ˆ ( )sΓ  is defined by 
2ˆ ˆ( ) ( ) 2s sε κ=Γ Γ . ˆ ( )sΓ  denotes the environment state-dependent 
diffusion kernel.  
The d-dimensional extension of equation (15) is simply given by 
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2ˆˆ ˆ ˆ( , , ) ( ) ( , , ) ( ) ( , , )p s s p s L p s= ∇ +Γr Γ r Γ Γ r Γ    (16) 
with 2ˆ ˆ( ) ( ) 2s s dε κ=Γ Γ  and r being a position vector of a tracer particle in d-dimensional space. 
Equation (16) is equivalent to equation (1) in the main text. 
Derivation of equations (2a) and (2b). In equation (1), ˆ ( , , )p sr Γ  can be written as 
ˆ ˆ( , , ) ( , , ) ( , ,0)p s sp s p= −r Γ r Γ r Γ , where ( , ,0)p r Γ  is given here by ( , ,0)p r Γ 0( ) ( )stpδ= −r r Γ  
with ( )stp Γ  denoting the stationary distribution of the environmental state, Γ. Performing the 
Fourier transform of equation (1) with 0ˆ ˆ( , , ) ( , , ) ( ) ( )stp s sp s pδ= − −r Γ r Γ r r Γ  over r, we obtain  
0 2ˆ ˆ ˆ ˆ( , , ) ( ) ( ) ( , , ) ( ) ( , , )i stsp s e p k s p s L p s
⋅− = − +k r Γk Γ Γ k Γ Γ k Γ    (17) 
where ˆ ( , , )p sk Γ  and k respectively denote the Fourier transform of ˆ ( , , )p sr Γ  defined by 
ˆ ( , , )p sk Γ ˆ ( , , )id e p s⋅= ∫ k rr r Γ  and the magnitude of the wave vector, k, i.e. | |k = k . By setting the 
initial position, 0r , to be the origin of the coordinate system, explicitly, 0 =r 0 , r can be then 
regarded as a displacement vector. 
The first two non-vanishing moments, ( )2 2 2| ( ) | ( ) ( )t r t t〈 〉 = 〈 〉 ≡ ∆r  and 
( )4 4 4| ( ) | ( ) ( )t r t t〈 〉 = 〈 〉 ≡ ∆r , are related to the Γ-dependent displacement distribution, ( , , )p tr Γ , 
as 
1
2,4 0
( ) ( , , )d qq dt dr r r p tγ
∞ −
=∆ = ∫ r Γ  (18) 
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with dγ  denoting the dimension-dependent factor given by 
22 ( 2)dd dγ π= Γ . 
1d
d rγ
−  is the 
surface area of a d-dimensional sphere with radius r. Taking the second and fourth derivatives of 
( , , )p tk Γ  with respect to k and setting 0k =  in the resulting equations, we have 
( )
cos
0 0
1 2
10 0
2
4
( , , ) ( , , )
cos ( , , )
sin cos ( , , )
( ) , for 2
3 ( ) (2 ) , for 4
q q ikr
k kk k
qq
q d d q q
d
p t d e p t
i d r p t
i dr d r r p t
t d q
t d d q
θ
π
θ
θγ θ θ
= =
∞ − −
−
∂ = ∂
 =  
 =  
−∆ =
=  ∆ + =
∫
∫
∫ ∫
k Γ r r Γ
r r Γ
r Γ

 (19) 
where θ is the angle between the two vectors, k and r, defined by cos krθ = ⋅k r . In equation (19), 
the third equality holds for the d-dimensional spherical coordinate system. For the fourth equality, 
we have used the following equation: 
1
2 12
1 2 20
sin cos 2 ( ) ( )
d q d qd q
d d
π
γ θ θ θ π
− + +−
− = Γ Γ∫  when q is 
even. Applying the operation, 2
0
( )k kd =− ∂  , to both sides of equation (17) and using equation (19), 
we obtain 
2 2
ˆ ˆˆ ˆ( , ) 2 ( ) (0, , ) ( ) ( , )s s d s p s L s∆ = + ∆ΓΓ Γ Γ Γ  (20) 
With ˆ ˆ(0, , ) ( , , ) ( )stp s d p s p s= =∫Γ r r Γ Γ  at hand, we can obtain the expression of 2ˆ ( , )s∆ Γ from 
equation (20), which is given by 
1
2
ˆ ( ) ( )ˆ ( , ) 2 [ ( )] sts ps d s L
s
−∆ = − Γ
Γ
Γ Γ
  (21) 
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Using the property of the Dirac delta function and 10 0ˆ ( , | ) [ ( )] ( )G s s L δ
−= − −Γ Γ Γ Γ Γ  , where 
0
ˆ ( , | )G sΓ Γ  denotes the Laplace transform of the propagator, 0( , | )G tΓ Γ  , or the conditional 
probability density that the environment is at state Γ  at time t, given that the environment was at 
state 0Γ  at time 0, equation (21) can be rewritten as 
0
0
01
2 0 0
0
0 0
ˆ ( ) ( )ˆ ( , ) 2 [ ( )] ( )
ˆ ( ) ( )ˆ2 ( , | )
st
st
s p
s d d s L
s
s p
d d G s
s
δ−∆ = − −
=
∫
∫
Γ
Γ
Γ
Γ Γ Γ Γ Γ
Γ
Γ Γ Γ


 (22) 
Integrating both sides of equation (22) over Γ and using the normalization condition, 
0
ˆ ( , | ) 1d G s s=∫ Γ Γ Γ , we finally obtain the expression of the mean square displacement, 
2 2
ˆ ˆ( ) ( , )s d s ∆ = ∆ ∫ Γ Γ , in the Laplace domain: 
2 2
2 ˆˆ ( ) ( )ds s
s
∆ = 〈 〉Γ  (23) 
where ˆ ( )sΓ〈 〉  denotes the averaged diffusion kernel defined by ˆ ˆ( ) ( ) ( )sts d s pΓ〈 〉 = ∫ ΓΓ Γ  . 
 Applying the operation, 4
0
(2 ) ( ) 3k kd d =+ ∂  , to both sides of equation (17) and using 
equation (19), we obtain 
1
4 4
8 ( 2) ˆ ˆˆ ˆ( , ) ( )[ ( )] ( ) ( ) ( ) ( , )st
d ds s s s L s p L s
s
−+∆ = − + ∆Γ ΓΓ Γ Γ Γ Γ   (24) 
From equation (24), we have 
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1 0
1 1
4
1 0 1 1 0 0
8 ( 2) ˆ ˆˆ ( , ) [ ( )] ( )[ ( )] ( ) ( )
8 ( 2) ˆ ˆ ˆ ˆ( , | ) ( ) ( , | ) ( ) ( )
st
st
d ds s L s s L s p
s
d d d d G s s G s s p
s
− −+∆ = − −
+
= ∫ ∫
Γ Γ
Γ Γ
Γ Γ Γ Γ
Γ Γ Γ Γ Γ Γ Γ
 
 
  (25) 
whose integration over Γ yields the expression of 4 4ˆ ˆ( ) ( , )s d s ∆ = ∆ ∫ Γ Γ : 
04 0 0 02
8 ( 2) ˆ ˆ ˆˆ ( ) ( ) ( , | ) ( ) ( )st
d ds d d s G s s p
s
+
∆ = ∫ ∫ Γ ΓΓ Γ Γ Γ Γ   (26) 
Equation (26) can be rearranged to 
2
4 3
8 ( 2) ˆ ˆˆ ( ) ( ) 1 ( )d ds s sC s
s
+  ∆ = 〈 〉 + Γ   (27) 
where ˆ ( )C s  denotes the Laplace transform of the generalized time correlation function, defined 
by 
0
0
0 0 0
ˆˆ ( )( )ˆ ˆ( ) ( , | ) ( )ˆ ˆ( ) ( ) st
ssC s d d G s p
s s
δδ
=
〈 〉 〈 〉∫ ∫
ΓΓ
Γ Γ
Γ Γ Γ Γ Γ

 
 (28) 
In equation (26), ˆ ( )D sδ Γ  denotes the deviation, ˆ ˆ ˆ( ) ( ) ( )s s sδ = − 〈 〉Γ Γ Γ   , of the diffusion kernel 
from its average. Substituting 2 2ˆ ˆ( ) ( ) 2s s s d〈 〉 = ∆Γ , or equation (23), into equation (27), we 
finally obtain 
2
4 2
2 ˆˆ ˆ( ) 1 2 ( ) 1 ( )s s s sC s
d
   ∆ = + ∆ +    
  (29) 
Equations (23) and (29) are equivalent to equations (2a) and (2b) in the main text. 
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Time correlation function of squared speed. Here, we provide a short derivation of the time 
correlation function of squared speed, 2v , which describes the short-time behavior of the diffusion 
kernel correlation function, ( )C t , discussed in the main text. Let vα  denote the α component of 
a velocity vector, v, which follows the Maxwell-Boltzmann distribution. The time correlation 
function of 2vα , 
2 2( ) (0)v t vα α〈 〉  can be regarded as the fourth-order correlation, 
( ) ( ) (0) (0)v t v t v vα α α α〈 〉 , which can be easily calculated as 
( ) ( ) (0) (0) ( ) ( ) (0) (0) 2 ( ) (0) ( ) (0)v t v t v v v t v t v v v t v v t vα α α α α α α α α α α α〈 〉 = 〈 〉〈 〉 + 〈 〉〈 〉  (30) 
because vα  is a Gaussian random variable at thermal equilibrium. After rearranging equation (30), 
we have 
2 2 2 2 2 2
2
( ) (0) ( ) (0)
2 ( ) (0)
v t v v t v v
v t v
α α α α α
α α
δ δ〈 〉 = 〈 〉 − 〈 〉
= 〈 〉
  (31) 
Dividing both sides of equation (31) by 2 2vα〈 〉 , we obtain the mean-scaled correlation function of 
2vα , which is given by 
2 2
2
2 2
( ) (0) 2 ( )v
v t v t
v α
α α
α
δ δ
φ
〈 〉
=
〈 〉
 (32) 
where 2( ) ( ) (0)v t v t v vα α α αφ  = 〈 〉 〈 〉   denotes the normalized time correlation function of vα . 
Noting the well-known relation, 22 2 1 2 10 0( ) 2 ( ) (0)
t
t d d
τ
τ τ τ τ∆ = 〈 − ⋅ 〉∫ ∫ v v , ( )v tαφ  can be calculated 
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as the second-order time derivative of the MSD, explicitly, ( )v tαφ
2
2 ( ) 2t d vα= ∆ 〈 〉  with 
2
Bv k T Mα〈 〉 = . In terms of squared speed, ( )2 2, ,x y zv vαα==∑ , equation (32) can be rewritten as 
2 2 2 2
2 2 2 2
( ) (0) ( ) (0)v t v v t vd
v v
α α
α
δ δ δ δ〈 〉 〈 〉
=
〈 〉 〈 〉
 (33) 
by noting that 2v〈 〉  and 2 2( ) (0)v t v〈 〉  are related to 2vα〈 〉  and 
2 2( ) (0)v t vα α〈 〉  as 
2 2v d vα〈 〉 = 〈 〉  and 
2 2 2 2( ) (0) ( ) (0)v t v d v t vα αδ δ δ δ〈 〉 = 〈 〉 . Equation (32) or (33) gives the short-time profile of ( )C t  as 
shown in Fig. 2d and Supplementary Fig. 1d (see also Supplementary Fig. 8). 
Long-time asymptotic behavior of the non-Gaussian parameter. In this method section, we 
derive equation (3b) in the main text. At long times, the MSD assumes 2 ( ) 2 ct dDt∆ ≅ + ∆  [see 
equation (3a)], whose Laplace transform is given by 
2 2
2ˆ ( ) cdDs
s s
∆
∆ ≅ +  (34) 
Substituting equation (34) into equation (29), we obtain 
22 2
4 3 2
42 4 ˆˆ ( ) 2 1 1 ( )c cdDd Ds sC s
d s s s
 ∆ ∆   ∆ ≅ + + + +      
  (35) 
The inverse Laplace transform of equation (35) is given by 
2 2 2 2
4
2 2 2
0 0
2( ) 2 1 2 4
4 ( ) ( ) 4 ( ) ( )
c c
t t
c c
t d D t dD t
d
d D dt t t C t dD dt C t C t
  ∆ ≅ + + ∆ + ∆ +   
′ ′ ′ ′ ′+ − + ∆ + ∆ ∫ ∫  
 (36) 
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At long times, equation (36) further reduces to  
( )2 2 2 2 2 24 2 ˆ ˆ( ) 2 1 2 4 4 (0) 4 (0)c c ct d D t dD d D C t dD Cd
   ∆ ≅ + + ∆ + + ∆ + ∆    
   (37) 
Substituting equations (3a) and (37) into the definition of the NGP,
2
2 4 2( ) ( ) (1 2 ) ( ) 1t t d tα   = ∆ + ∆ −   , we obtain the long-time expression of the NGP as follows: 
( )
4
2 2
2
2 2 2 2 2 2
2 2 2 2
( )( ) 1
(1 2 ) ( )
ˆ ˆ2 4 4 (0) 4 (0)
2 1
4 4
c c c
c c
tt
d t
d D t dD d D C t dD C
d D t dD t
α
∆
= −
+ ∆
+ ∆ + + ∆ + ∆
≅ −
+ ∆ + ∆
 
 (38) 
Taking only the leading-order term on the right-hand side of equation (36), we obtain equation (3b) 
in the main text. This conclusion is valid only when ( ) 0C ∞ = . When ( )C ∞  is a nonzero value, 
equation (36) can be rewritten as ( )2 2 2 24 ( ) 2(1 2 ) 2 4 [1 ( )]c ct d d D t dD t C∆ ≅ + + ∆ + ∆ + ∞  by 
noting that 0 ˆlim ( ) ( )s sC s C→ = ∞   in equation (35). With this equation, we reach the following 
conclusion from the definition of the NGP: 2 ( ) ( )Cα ∞ = ∞ . 
Extraction of diffusion kernel correlation function from MSD and NGP. Here, we present the 
procedure for extracting the diffusion kernel correlation function, ( )C t , from the MSD and NGP 
obtained by computer simulation, where ( )C t  is defined by equation (28) in the Laplace domain. 
From equation (27), we can represent ˆ ( )C s  in terms of the first two non-vanishing moments as 
follows: 
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4
2 2
2
ˆ ( ) 1ˆ ( )
2 ˆ1 2 ( )
sC s
ss s
d
∆
= −
 + ∆ 
 
  (39) 
On the other hand, the NGP, 2 ( )tα , is defined by 
4
2
2
2
( )( ) 1
21 ( )
tt
t
d
α
∆
= −
 + ∆ 
 
 (40) 
which can be rearranged with respect to the fourth moment, 4 ( )t∆ , as 
[ ]24 2 2
2( ) 1 ( ) 1 ( )t t t
d
α ∆ = + ∆ + 
 
 (41) 
The simulation results for the MSD and NGP are well represented by equation (5) with two bound 
modes (n = 2) and a linear combination of three or four Gaussian shaped functions given by 
3 or 4
2
2 10
1
( ) exp (log )i i i
i
t a t b cα
=
 ≅ − − ∑  (42) 
respectively. We perform the best fits of equations (5) and (42) to the simulation results for the 
MSD and NGP. By substituting the optimized results into equation (41), we obtain the analytic 
expression of 4 ( )t∆  as a function of time. Taking the Laplace transforms of the best fitted 2 ( )t∆  
and 4 ( )t∆ , and substituting the results into equation (39), we obtain the Laplace transform of 
( )C t  for a given set of the MSD and NGP data. To obtain the value of ( )C t  at a given time, t, 
we perform the numerical Laplace inversion of equation (39) using the Stehfest algorithm60. 
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NGP for stochastic diffusivity model. Here, we derive the NGP of the SD model from equations 
(2a) and (2b). The MSD and the fourth moment for the SD model can be regarded as the asymptotic 
expressions of equations (2a) and (2b) in the small-s limit, explicitly, 
2 2
2ˆ ( ) dDs
s
∆ ≅  (43a) 
22
2
4 3
2 8 ˆˆ ( ) 1 1 ( )D D
d Ds s s
d s
η φ   ∆ ≅ + +    
 (43b) 
where D  denotes the small-s limit of the averaged diffusion kernel, ˆ ( )s〈 〉Γ , in the Laplace 
domain. Equation (43b) is obtained by substituting equation (43a) and the small-s limit expression, 
2 ˆ ( )D D sη φ , of ˆ ( )C s  into equation (2b). The inverse Laplace transformations of equations (43a) and 
(43b) respectively give  
2 ( ) 2t dDt∆ ≅  (44a) 
2 2 2 2 2 2
4 0
2( ) 2 1 2 4 ( ) ( )
t
D Dt d D t d D dt t t td
η φ   ′ ′ ′∆ ≅ + + −      ∫
 (44b) 
Finally, the NGP for the SD model is obtained by substituting equations (44a) and (44b) into 
equation (40): 
2
2 2 0
2
2
2( ) ( ) ( )
as 0
ˆ2 (0) as 
tD
D
D
D D
t dt t t t
t
t
t
t
η
α φ
η
η φ
′ ′ ′= −
 →
= 
→∞

∫
 (45) 
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where the second equality holds in either the short-time or the long-time limit. When stochastic 
diffusivity is modeled as the square of the OU process, equation (45) reduces to the result given in 
ref. 45. 
Equations (44a) and (45) suggest that, in the time scales where the MSD is linear in time,  
the initial NGP value is related to 2Dη . Since the MSD becomes linear in time only after the NGP 
peak time, it is reasonable to assume that the NGP value at the peak time, or the NGP peak height, 
is the same as the value of 2Dη . We find this is indeed case and the NGP peak value, 2 ( )ngα τ , is 
the same as the relative variance of diffusion coefficient, as demonstrated in Supplementary Fig. 
4 for supercooled water. The second peak height, ( )C t∗ , of ( )C t  is also related to the diffusion 
coefficient fluctuation (see Supplementary Fig. 9). In Fig. 3a and Supplementary Fig. 10, we use 
2 ( )ngα τ  as an estimation of 
2
Dη . 
Analytic expression of diffusion kernel correlation (equation (7)). Substituting equation (6) 
into the definition of ˆ ( )C s  or equation (28), we obtain  
2 2 '
00 0
0 0
ˆ ˆ ˆˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( )
n n
ij i j
i j
C s s C s f s C s f s f s
= =
〈 〉 = +∑∑Γ    (46) 
where ˆ ( )ijC s  denotes the Laplace transform of the TCF of the weight coefficients, i.e., 
( ) (0)i jc t cδ δ〈 〉 0 0 0 0( ) ( , | ) ( ) ( )i j std d c G t c pδ δ ≡ ∫ ∫Γ Γ Γ Γ Γ Γ Γ . The prime notation in the second 
term signifies that the sum does not include the term with 0i j= = . Noting that 0 0ˆ ( ) Bf s k T Mγ≅  
and 0ˆ ( ) 0if s≠ ≅  in the small s regime where is γ<< , we obtain ( )0 0ˆ (0) ( )( )Bc k T M Dγ= ≡Γ ΓΓ  
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from equation (6). Therefore, we obtain 200 0 0 0( ) ( ) (0) ( ) (0) ( )BC t c t c D t D M k Tδ δ δ δ γ= 〈 〉 = 〈 〉 . We 
assume that, in equation (46), ( )ijC t , except for 00 ( )C t , can be described by 
( ) ( ) (0) exp( )ij i j ij ijC t c t c tδ δ ζ λ= 〈 〉 = − . { ijζ } should satisfy the following relation: 
2 2
0 0
(0) 2iji jC ζ= == =∑ ∑  with 00ζ  being identified as 2 200 0 Dcζ η= 〈 〉 . This condition follows 
from the initial condition of the NGP, 2 ( 0) 0tα = = . To satisfy the initial condition of the NGP, 
the value of ( 0)C t = 0
ˆlim ( )
s
sC s
→
 = 
 should be given by two (see Supplementary Note 4 in the 
Supplementary Information). Using this model, we obtain equation (7) in the main text. At long 
times where 1it γ
−>> , equation (46) reduces to 2 2( ) ( ) (0) ( )D DC t D t D D tδ δ φ η≅ 〈 〉 〈 〉 = , consistent 
with the definition of ˆ ( )C s  in the small s limit where the diffusion kernel can be regarded as the 
diffusion coefficient, i.e., ˆ ˆ( ) (0)s D≅ =Γ Γ Γ  . The explicit expression of ( ) (0)D t Dδ δ〈 〉  is 
dependent on the model of DΓ .  
First model of diffusion coefficient fluctuation. When the diffusion coefficient depends on 
environmental variables through activation energy, i.e., 0
E ED Ae D eβ βδ− −= =Γ ΓΓ  with 0D  being 
defined by 0
ED Ae β− 〈 〉= , the fluctuation, Eδ Γ , in activation energy is modelled by a linear 
combination of bn  number of independent OU processes ( )i tΓ : 
1
bn
k k
k
E bδ
=
= Γ∑Γ   (47) 
In equation (47), kb  accounts for the relative contribution of the kth OU process, kΓ  , which has 
zero mean and unit variance, and obeys the following Langevin equation: 
40 
 
( ) ( ) ( )t k k k kt t tλ ξ∂ Γ = − Γ +   (48) 
where kλ  and ( )k tξ  respectively denote the relaxation rate of the TCF, ( ) (0) ( )k
t
k kt e
λ−〈Γ Γ 〉 = , and 
white Gaussian noise characterized by zero mean and ( ) ( ) 2 ( )k k kt t t tξ ξ λ δ′ ′〈 〉 = − . Because the 
statistics of kΓ  follows a symmetric Gaussian distribution such that positive and negative values 
are equally probable, the sign of kb  can be freely chosen. All kb ’s here are chosen to be positive. 
Using the second-order cumulant expansion, 
21
2z zze e δ〈 〉+ 〈 〉〈 〉 = , which is exact when z is a 
Gaussian random variable, we can calculate the mean, relative variance, and mean-scaled TCF of 
the diffusion coefficient as 
2 21
2
0
ED D e β δ〈 〉〈 〉 =   (49a) 
2 22 1ED e
β δη 〈 〉= −   (49b) 
2 2 ( )2 2( ) ( ) (0) 1EE tD D t D t D D e δ
β δ φη φ δ δ 〈 〉= 〈 〉 〈 〉 = −  (49c) 
respectively. In equation (49c), the normalized TCF, ( )E tδφ , of Eδ Γ  is given by 
2 2( ) k kt tE k k kk k kt b e b b e
λ λ
δφ
− −′= =∑ ∑ ∑ with kb′  denoting 2 2k k kkb b b′ = ∑ . The values of 0D  and 
2 2 2 2( )kkE bβ δ β〈 〉 = ∑  can be extracted by comparing equations (49a) and (49b) with the diffusion 
constant, ( )2lim ( ) 2tD t dt→∞= ∆ , and the relative variance of the diffusion coefficient estimated 
from the NGP peak height, 2 ( )ngα τ , respectively (see text below equation (45) and Supplementary 
Fig. 4). The values of { }kb′  and { }kλ  characterizing ( )E tδφ  can be obtained by comparing equation 
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(48c) to the time profile of ( )C t  at times longer than the NGP peak time, ngτ  (see Supplementary 
Fig. 10). From the extracted values of 2 2Eβ δ〈 〉  and { }kb′ , we can calculate the value of kbβ  by 
2 2 1 2( )k kb E bβ β δ ′= 〈 〉 .  
Using the optimized model, we can predict the relaxation of the non-Gaussian displacement 
distribution in the Fickian diffusion regime at times longer than the NGP peak time. The theoretical 
prediction is found to be in excellent agreement with simulation results for the displacement 
distribution at various times. For this model, we obtain the displacement distribution using the 
following Brownian dynamics (BD) simulation algorithm for a tracer particle with a fluctuating 
diffusion coefficient; trajectories of one-dimensional displacement, x, are generated by 
( ) ( ) 2 ( ) [0,1]x t t x t D t t+ ∆ = + ∆    (50a) 
0
1
( ) exp ( ) ( )
bn
k k
k
D t D b tβ
=
 
= − Γ 
 
∑   (50b) 
2 1 2( ) ( ) (1 ) [0,1]k kt tk kt t t e e
λ λ− ∆ − ∆Γ + ∆ = Γ + −    (50c) 
where [0,1]  represents a standard Gaussian random variable with zero mean and unit variance. 
In the analysis shown in Figs. 2f and 3b, we consider three OU modes in equation (50b), i.e., 
3bn = .  
One drawback of the numerical solution by the BD simulation is that it cannot accurately 
describe the non-Fickian transport dynamics emerging at times shorter than the NGP peak time, 
which affects the long-time dynamics of the MSD, NGP, and displacement distribution. For 
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example, the MSD calculated by the BD simulation is directly proportional to the BD simulation 
time, t′ , i.e., 2 ( ) 2
BD t d D t′ ′∆ = 〈 〉 ,  which is inconsistent with the exact long-time MSD given in 
equation (3a). However, the MSD calculated by the BD simulation becomes consistent with 
equation (3a), valid at times longer than the NGP peak time, ngτ , if we identify the BD simulation 
time t′  as st t+  where st  is defined by 2 s cd D t〈 〉 = ∆ , i.e., 2 2( ) ( )
BD
st t t∆ = ∆ + . Accordingly, the 
NGP and the displace distribution, 2, ( )BD tα ′  and ( , )BDp x t′ , calculated by the BD simulation are 
consistent with the exact long-time results, 2 ( )tα  and ( , )p x t , valid at times longer than the NGP 
peak time only when BD simulation time t′  is identified as st t+ , i.e., 2 2,( ) ( )BD st t tα α= +  and 
( , ) ( , )BD sp x t p x t t= + . Using the BD simulation, we can obtain accurate results only at times 
longer than the NGP peak time, ngτ , where the diffusion kernel can be regarded as the diffusion 
coefficient, i.e., ˆ ˆ( ) (0)s D≅ =Γ Γ Γ  . Since the diffusion coefficient has a physical meaning only 
after the NGP peak time and the value of the NGP peak height, 2 ( )ngα τ , is the same as the value 
of 2Dη , the initial value of the 
2( )D Dtφ η , we assume that the dynamic fluctuation or time-dependent 
relaxation of the diffusion coefficient occurs only after the NGP peak time.  
Second Model of the diffusion coefficient fluctuation. Here, we model the diffusion coefficient 
by ED A e β−=Γ Γ , where DΓ  is a linear combination of an  independent, squared OU processes. In 
this equation, the weight coefficients, { }ja , are normalized by 1jj a =∑ . For this model, we have 
2
1
( 0)
an
j j j
j
D D a a
=
= 〈 〉 Γ >∑Γ   (51) 
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where ED A e β−〈 〉 = 〈 〉 . The Langevin equation governing each OU process is given by equation 
(48). Using the fact that 22 2 2 2 2( ) (0) 2 ( ) (0) 1 2 jtj j j j jt t e
λ−〈Γ Γ 〉 = 〈Γ 〉 + 〈Γ Γ 〉 = + , the relative variance 
and mean-scaled TCF of the diffusion coefficient can be calculated as 
2 2
1
2
an
D j
j
aη
=
= ∑   (52a) 
22 2
1
( ) 2
a
j
n
t
D D j
j
t a e λη φ −
=
= ∑  (52b) 
Here, values of 2Dη applicable to this model are 
22 2a Dn η≤ ≤  in order for both conditions, 
1jj a =∑  and 2 2 2j Dj a η=∑ , to be satisfied (see Supplementary Fig. 11). For the model 
described by equation (51), the analytical expression of the displacement distribution can be 
obtained as 
1 2( 1)
22 2
1
41( , )
2 ( 1) ( 1)
j ja
j j
q tn
jikx
q t
j j j
q e
p x t dke
q q e
λ
λπ
− −
∞ −
−−∞
=
 
=  
+ − −  
∏∫   (53) 
with jq  denoting 
2 1 1 2(1 4 )j j jq a k D λ
−= + 〈 〉 . Equation (53) is a simple extension of the previous 
result reported in refs. 44, 45, where 1 2 ana a a= = =  and 1 2 anλ λ λ= = = . Equation (53) can be 
used to determine the values of { }ja  and { }jλ  when the experimental data for the displacement 
distribution are available. For the colloidal bead diffusion data36, the value of D〈 〉  is taken from 
the MSD shown in Supplementary Fig. 5a and the values of the other adjustable parameters are 
determined by fitting equation (53) to the multiple data sets at different times. Here, we use two 
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modes, i.e., 2an = . In Fig. 3d, the NGP for the diffusion profile at 0.06 seconds is estimated to be 
roughly 0.75 so that the value of 2Dη  is expected to be similar to or larger than 0.75. Thus, it is 
necessary to use at least three modes, but the best fit of equation (53) with three modes varies only 
slightly from the result with two modes. The extracted values of the adjustable parameters are 
collected in Table 1. 
Quantitative Analysis of ( )DC t  of supercooled water at 193K in Fig. 2f. For TIP4P/2005 
supercooled water, we model DΓ  as 0
E ED Ae D eβ βδ− −= =Γ ΓΓ  with EΓ  given by equation (47). For 
this model, the mean-scaled TCF, the analytic expression of ( )2 2( ) ( ) (0)D D t D t D Dη φ δ δ= 〈 〉 〈 〉 , is 
given by equation (49c). As mentioned before, the values of adjustable parameters in equation 
(49c) can be obtained by fitting equation (49c) with three OU modes to the time profile of ( )C t  
at times longer than the NGP peak time, ngτ . The values of the other adjustable parameters in the 
second term on the R.H.S. of equation (7) are then obtained by fitting equation (7) to the time 
profile of ( )C t  over the entire time range. The extracted values of the adjustable parameters are 
presented in Table 1. 
Simulation method for TIP4P/2005 water. In Fig. 2, we performed molecular dynamics (MD) 
simulations in the NVT ensemble with 32000 TIP4P/2005 water molecules 55 in a cubic box and 
temperatures ranging from 193 K, near the hypothetical liquid-liquid critical point (LLCP) 56, 57, 
to 300 K along the isochore line at density,  ρ  = 1.012 g∙cm-3, close to the LLCP density 57. At 
temperatures lower than the melting temperature, ( 250 K)mT ≅ , of TIP4P/2005 water 56, 61, this 
system is in supercooled states. All MD simulations were performed using GROMACS 5.1.4 
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molecular dynamics simulation package 62. In all cases, periodic boundary conditions were applied, 
and a time step of 2 fs with a Verlet integration63 was used. The short-range interactions were 
truncated 9.5 Å. Long range electrostatic terms were computed using a particle mesh Ewald 64 with 
a grid spacing of 1.2 Å. Long range corrections were applied to the short-range Lennard-Jones 
interaction for both energy and pressure. Bond constraints were maintained using the LINCS 
(Linear Constraint Solver) algorithm 65. To maintain constant temperature, we applied the Nosé-
Hoover thermostat 66, 67 with the relaxation time given by 0.4 ps. 
  
46 
 
References 
1. Einstein A. On the motion of small particles suspended in liquids at rest required by the molecular-kinetic theory of heat. Ann Phys (Leipzig) 1905, 17: 549-560.  2. Di Rienzo C, Piazza V, Gratton E, Beltram F, Cardarelli F. Probing short-range protein Brownian motion in the cytoplasm of living cells. Nat Commun 2014, 5: 5891.  3. Golan Y, Sherman E. Resolving mixed mechanisms of protein subdiffusion at the T cell plasma membrane. Nat Commun 2017, 8: 15851.  4. Doi M, Edwards S. Dynamics of concentrated polymer systems. Part 1.—Brownian motion in the equilibrium state. J Chem Soc, Faraday Trans 1978, 74: 1789-1801.  5. Sciortino F, Gallo P, Tartaglia P, Chen S-H. Supercooled water and the kinetic glass transition. Phys Rev E 1996, 54(6): 6331.  6. Overduin S, Patey G. An analysis of fluctuations in supercooled TIP4P/2005 water. J 
Chem Phys 2013, 138(18): 184502.  7. Del Pópolo MG, Voth GA. On the structure and dynamics of ionic liquids. J Phys Chem 
B 2004, 108(5): 1744-1752.  8. Hu Z, Margulis CJ. Heterogeneity in a room-temperature ionic liquid: Persistent local environments and the red-edge effect. Proc Natl Acad Sci USA 2006, 103(4): 831-836.  9. Kim J, Kim C, Sung BJ. Simulation study of seemingly fickian but heterogeneous dynamics of two dimensional colloids. Phys Rev Lett 2013, 110(4): 047801.  10. Van Der Meer B, Qi W, Sprakel J, Filion L, Dijkstra M. Dynamical heterogeneities and defects in two-dimensional soft colloidal crystals. Soft matter 2015, 11(48): 9385-9392.  11. Charbonneau P, Jin Y, Parisi G, Zamponi F. Hopping and the Stokes–Einstein relation breakdown in simple glass formers. Proc Natl Acad Sci USA 2014, 111(42): 15025-15030. 
47 
 
 12. Larini L, Ottochian A, De Michele C, Leporini D. Universal scaling between structural relaxation and vibrational dynamics in glass-forming liquids and polymers. Nat Phys 2008, 4(1): 42.  13. Wax N. Selected papers on noise and stochastic processes. Courier Dover Publications, 1954.  14. Smoluchowski Mv. Versuch einer mathematischen Theorie der Koagulationskinetik kolloider Lösungen. Z Phys Chem 1918, 92(1): 129-168.  15. Onsager L. Initial recombination of ions. Phys Rev 1938, 54(8): 554.  16. Debye P. Reaction rates in ionic solutions. Trans Elec Soc 1942, 82(1): 265-272.  17. Rouse Jr PE. A theory of the linear viscoelastic properties of dilute solutions of coiling polymers. J Chem Phys 1953, 21(7): 1272-1280.  18. Zimm BH. Dynamics of polymer molecules in dilute solution: viscoelasticity, flow birefringence and dielectric loss. J Chem Phys 1956, 24(2): 269-278.  19. Mori H. Transport, collective motion, and Brownian motion. Prog Theor Phys 1965, 
33(3): 423-455.  20. Montroll EW, Weiss GH. Random walks on lattices. II. J Math Phys 1965, 6(2): 167-181.  21. Mandelbrot BB, Van Ness JW. Fractional Brownian motions, fractional noises and applications. SIAM review 1968, 10(4): 422-437.  22. Kawasaki K. Kinetic equations and time correlation functions of critical fluctuations. 
Ann Phys 1970, 61(1): 1-56.  23. O'Shaughnessy B, Procaccia I. Analytical solutions for diffusion on fractal objects. Phys 
Rev Lett 1985, 54(5): 455. 
48 
 
 24. Havlin S, Ben-Avraham D. Diffusion in disordered media. Adv Phys 1987, 36(6): 695-798.  25. Sung J, Silbey RJ. Exact dynamics of a continuous time random walker in the presence of a boundary: Beyond the intuitive boundary condition approach. Phys Rev Lett 2003, 
91(16): 160601.  26. Sung J, Barkai E, Silbey RJ, Lee S. Fractional dynamics approach to diffusion-assisted reactions in disordered media. J Chem Phys 2002, 116(6): 2338-2341.  27. Seki K, Wojcik M, Tachiya M. Fractional reaction-diffusion equation. J Chem Phys 2003, 
119(4): 2165-2170.  28. Scher H, Montroll EW. Anomalous transit-time dispersion in amorphous solids. Phys 
Rev B 1975, 12(6): 2455.  29. Metzler R, Barkai E, Klafter J. Anomalous diffusion and relaxation close to thermal equilibrium: a fractional Fokker-Planck equation approach. Phys Rev Lett 1999, 
82(18): 3563.  30. Barkai E, Metzler R, Klafter J. From continuous time random walks to the fractional Fokker-Planck equation. Phys Rev E 2000, 61(1): 132.  31. Barkai E. CTRW pathways to the fractional diffusion equation. Chem Phys 2002, 
284(1): 13-27.  32. Novikov DS, Fieremans E, Jensen JH, Helpern JA. Random walks with barriers. Nat 
Phys 2011, 7(6): 508.  33. Novikov DS, Jensen JH, Helpern JA, Fieremans E. Revealing mesoscopic structural universality with diffusion. Proc Natl Acad Sci USA 2014: 201316944.  34. Shlesinger MF, Zaslavsky GM, Klafter J. Strange kinetics. Nature 1993, 363(6424): 31.  
49 
 
35. Lutz E, Renzoni F. Beyond Boltzmann–Gibbs statistical mechanics in optical lattices. 
Nat Phys 2013, 9(10): 615.  36. Wang B, Anthony SM, Bae SC, Granick S. Anomalous yet brownian. Proc Natl Acad Sci 
USA 2009, 106(36): 15160-15164.  37. Wang B, Kuo J, Bae SC, Granick S. When Brownian diffusion is not Gaussian. Nat Mater 2012, 11(6): 481-485.  38. Guan J, Wang B, Granick S. Even hard-sphere colloidal suspensions display fickian yet non-gaussian diffusion. ACS nano 2014, 8(4): 3331-3336.  39. Jeon J-H, Javanainen M, Martinez-Seara H, Metzler R, Vattulainen I. Protein crowding in lipid bilayers gives rise to non-Gaussian anomalous lateral diffusion of phospholipids and proteins. Phys Rev X 2016, 6(2): 021006.  40. Tyagi N, Cherayil BJ. Non-Gaussian Brownian Diffusion in Dynamically Disordered Thermal Environments. J Phys Chem B 2017, 121(29): 7204-7209.  41. Acharya S, Nandi UK, Maitra Bhattacharyya S. Fickian yet non-Gaussian behaviour: A dominant role of the intermittent dynamics. J Chem Phys 2017, 146(13): 134504.  42. Hapca S, Crawford JW, Young IM. Anomalous diffusion of heterogeneous populations characterized by normal diffusion at the individual level. J Royal Soc Interface 2009, 
6(30): 111-122.  43. Chubynsky MV, Slater GW. Diffusing diffusivity: A model for anomalous, yet Brownian, diffusion. Phys Rev Lett 2014, 113(9): 098302.  44. Jain R, Sebastian KL. Diffusion in a crowded, rearranging environment. J Phys Chem B 2016, 120(16): 3988-3992.  45. Chechkin AV, Seno F, Metzler R, Sokolov IM. Brownian yet non-Gaussian diffusion: from superstatistics to subordination of diffusing diffusivities. Phys Rev X 2017, 7(2): 021002.  
50 
 
46. Risken H. Fokker-planck equation.  The Fokker-Planck Equation. Springer, 1996, pp 63-95.  47. Kubo R. The fluctuation-dissipation theorem. Rep Prog Phys 1966, 29(1): 255.  48. Krynicki K, Green CD, Sawyer DW. Pressure and temperature dependence of self-diffusion in water. Faraday Discuss 1978, 66: 199-208.  49. Uhlenbeck GE, Ornstein LS. On the theory of the Brownian motion. Phys Rev 1930, 
36(5): 823.  50. He Y, Burov S, Metzler R, Barkai E. Random time-scale invariant diffusion and transport coefficients. Phys Rev Lett 2008, 101(5): 058101.  51. Deng W, Barkai E. Ergodic properties of fractional Brownian-Langevin motion. Phys 
Rev E 2009, 79(1): 011112.  52. Uneyama T, Miyaguchi T, Akimoto T. Fluctuation analysis of time-averaged mean-square displacement for the Langevin equation with time-dependent and fluctuating diffusivity. Phys Rev E 2015, 92(3): 032140.  53. Lim YR, Kim J-H, Park SJ, Yang G-S, Song S, Chang S-K, et al. Quantitative Understanding of Probabilistic Behavior of Living Cells Operated by Vibrant Intracellular Networks. Phys Rev X 2015, 5(3): 031014.  54. Park SJ, Song S, Yang G-S, Kim PM, Yoon S, Kim J-H, et al. The Chemical Fluctuation Theorem governing gene expression. Nat Commun 2018, 9(1): 297.  55. Abascal JL, Vega C. A general purpose model for the condensed phases of water: TIP4P/2005. J Chem Phys 2005, 123(23): 234505.  56. Abascal JL, Vega C. Widom line and the liquid–liquid critical point for the TIP4P/2005 water model. J Chem Phys 2010, 133(23): 234502.  
51 
 
57. Singh RS, Biddle JW, Debenedetti PG, Anisimov MA. Two-state thermodynamics and the possibility of a liquid-liquid phase transition in supercooled TIP4P/2005 water. J 
Chem Phys 2016, 144(14): 144504.  58. Sokolov I, Klafter J. From diffusion to anomalous diffusion: a century after Einstein’s Brownian motion. Chaos 2005, 15(2): 026103.  59. Sung J, Silbey RJ. Counting statistics of single molecule reaction events and reaction dynamics of a single molecule. Chem Phys Lett 2005, 415(1): 10-14.  60. Stehfest H. Algorithm 368: Numerical inversion of Laplace transforms [D5]. 
Communications of the ACM 1970, 13(1): 47-49.  61. Sumi T, Sekino H. Effects of hydrophobic hydration on polymer chains immersed in supercooled water. RSC Advances 2013, 3(31): 12743-12750.  62. Van Der Spoel D, Lindahl E, Hess B, Groenhof G, Mark AE, Berendsen HJ. GROMACS: fast, flexible, and free. J Comput Chem 2005, 26(16): 1701-1718.  63. Verlet L. Computer" experiments" on classical fluids. I. Thermodynamical properties of Lennard-Jones molecules. Phys Rev 1967, 159(1): 98.  64. Essmann U, Perera L, Berkowitz ML, Darden T, Lee H, Pedersen LG. A smooth particle mesh Ewald method. J Chem Phys 1995, 103(19): 8577-8593.  65. Hess B, Bekker H, Berendsen HJ, Fraaije JG. LINCS: a linear constraint solver for molecular simulations. J Comput Chem 1997, 18(12): 1463-1472.  66. Nosé S. A molecular dynamics method for simulations in the canonical ensemble. Mol 
Phys 1984, 52(2): 255-268.  67. Hoover WG. Canonical dynamics: equilibrium phase-space distributions. Phys Rev A 1985, 31(3): 1695.  
 
Supplementary Information 
for 
Universal Transport Dynamics of Complex Fluids  
 
   
Supplementary Note 1 | Generalization of equation (1) for the complex fluids under a 
potential field. 
In this note, we present the generalization of equation (1) for the complex fluids under a 
potential field. Let ( )L m  or ( )R m  denote the probability that the random walker located at 
the mth site makes jump to the left or right adjacent site. Then the probability, ( | )p m N , of 
finding the random walker at the mth site given that jump events occur N times satisfies the 
following equation: 
( | 1) ( 1) ( 1| ) ( 1) ( 1| )p m N R m p m N L m p m N+ = − − + + +   (N1-1) 
In the continuum limit, equation (N1-1) can be written as1,  
2 ( )( | 1) ( | ) ( | )
2
U xp x N p x N p x N
x x x
ε β∂ ∂ ∂ + − = + ∂ ∂ ∂ 
  (N1-2) 
where ε  is a lattice constant, 1 Bk Tβ = , and ( )U x  is the external potential given by 
2 [ ( ) ( )]U L x R x
x
β
ε
∂
= −
∂
. 
Substituting the equation (N1-2) to equation (11) in Methods, we immediately obtain 
2
0
ˆ ( ) ( )ˆ ˆ ˆ( , , ) ( | ) ( , ) ( ) ( , , )
2 NN
s U xp x s p x N P s L p x s
x x x
κ ε
β
∞
=
∂ ∂ ∂ = + + ∂ ∂ ∂ 
∑ ΓΓ Γ Γ Γ   (N1-3) 
Using the continuum limit version of equation (8), i.e., 
0
( , , ) ( | ) ( , )NNp x t p x N P t
∞
=
=∑Γ Γ , we 
can obtain the following transport equation in the potential field, 
ˆˆ ˆ ˆ( , , ) ( ) ( , , ) ( ) ( , , )Up x s s p x s L p x s
x x x
β∂ ∂ ∂ = + + ∂ ∂ ∂ 
ΓΓ Γ Γ Γ   (N1-4) 
where the definition of diffusion kernel, ˆ ( )sΓ , is the same as that given below equation (1) 
in the main text. The d-dimensional extension of equation (N1-4) is simply given by 
ˆˆ ˆ ˆ( , , ) ( ) [ ( )] ( , , ) ( ) ( , , )p s s U p s L p sβ= ∇ ⋅ ∇ + ∇ +Γ r r rr Γ r r Γ Γ r Γ    (N1-5) 
where r denotes the position vector of a tracer particle in d-dimensional space.  
We can further generalize equation (N1-5) for the transport system under a fluctuating 
potential as follows:  
ˆˆ ˆ ˆ( , , ) ( ) [ ( , )] ( , , ) ( ) ( , , )p s s U p s L p sβ= ∇ ⋅ ∇ + ∇ +Γ r r rr Γ r Γ r Γ Γ r Γ   (N1-6) 
where ( , )U r Γ  denote the fluctuating potential dependent not only on the position of the tracer 
particle but also on hidden environmental variables. We leave applications of equations (N1-
5) and (N1-6) for future researches.  
 
  
Supplementary Note 2 | Emergence of c∆  from non-Poisson transport dynamics. 
In this note, we briefly discuss the emergence of finite c∆  when the transport 
dynamics deviates from a simple Poisson process. Noting that [ ]ˆ ˆ ˆ( ) ( ) 1 ( )s s s sκ ψ ψ= −Γ Γ Γ , one 
can obtain ˆ (0)κΓ  and ˆ (0)κ′Γ  in terms of the first two moments of the environment-coupled 
sojourn time distribution, ( )tψ Γ , as follows: ( )1ˆ (0) t kκ −= 〈 〉 ≡Γ Γ Γ  and 
( ) ( )1 2 2 2 1 ,ˆ (0) 2 1 2 tt t t Rκ − − ′ = 〈 〉 − 〈 〉 〈 〉 − ≡ Γ Γ Γ Γ Γ . Here, kΓ  and ,tR Γ  represent the inverse 
mean and the randomness of the sojourn time when the environment is at state Γ . In equation 
(3a), D  and c∆  are given by ( )2 2D d kε= 〈 〉Γ  and 2 , 2c tRε∆ = 〈 〉Γ , respectively. This 
result tells us that a finite c∆  results from ,tR〈 〉Γ , which does not vanish whenever ( )tψ Γ  is 
a non-exponential function of time. When the Poisson jump process with ( ) exp( )t k ktψΓ = − , 
we obtain 2 2 22 2t t k −〈 〉 = 〈 〉 =Γ Γ  , and the mean square displacement (MSD) is directly 
proportional to time, that is, , 0c tR∆ = 〈 〉 =Γ  in equation (3a). This is also the case for the 
stochastic diffusivity model in ref. 2. For any stochastic diffusivity model, the jump process is 
given by a generalized Poisson process with ( ) exp( )t k k tψ = −Γ Γ Γ , for which the randomness, 
,tR Γ , of the sojourn time vanishes regardless of environmental state Γ . 
 
Supplementary Note 3 | Derivation of equation (5).  
Disordered fluids exhibit a universal behaviour in their transport dynamics, that is, 
ballistic motion at short times, diffusive motion at long times, and sub-diffusive motion at 
intermediate times. This universality leads us to assume that the anomalous time-dependence 
of the MSD observed for a variety of disordered fluids has a universal functional form. Given 
that this assumption is valid, the analytic expression for the MSD of a polymer fluid should 
also provide a quantitative explanation of the MSD of other disordered fluids. Figure 1a and 
Supplementary Fig. 1 demonstrate that this is indeed the case for supercooled water. In liquid 
water, water molecules interact with each other through hydrogen bond networks. As 
temperature decreases, the strength of individual hydrogen bonds grows stronger and the 
lifetime of hydrogen bonds increases. At supercooled temperatures, a hydrogen bond network 
composed of water molecules can be viewed as a polymer with slowly fluctuating bond 
strength and connectivity. This is why the transport dynamics of a water molecule in a hydrogen 
bond network is qualitatively similar to viscoelastic motion of a bead in a polymer network. 
Both a bead in a polymer network and a water in a hydrogen bond network have transport 
dynamics that are composed of an unbound mode and multiple bounds mode. Equation (5) also 
provides a quantitative explanation of the MSD of dense, hard-disc fluids as demonstrated in 
Supplementary Fig. 1. We propose equation (5) as a universal, analytic expression for the MSD 
of disordered fluids. 
Here, we provide the derivation of equation (5) for the MSD of a bead in a polymer with 
an arbitrary topological connectivity. Let us consider a polymer consisting of 1n +  beads with 
potential energy given by  
2
, ,
3
2
T
B
x y z
U k T
b α αα=
= ⋅ ⋅∑ X XA , (N3-1) 
where b is the root-mean-squared bond length between two adjacent beads, and αX  
represents the ( 1)n + -dimensional column vector defined by 
0 0 0
1 1 1, ,x y z
n n n
x y z
x y z
x y z
     
     
     = = =
     
     
     
X X X
  
  (N3-2) 
with ( , , )i i ix y z  being a position of the ith bead. In equation (N3-1), the superscript T denotes 
the transpose. 23 /Bk T bA  is the Hessian matrix of the polymer. Because A  is a 
( 1) ( 1)n n+ × + symmetric matrix, it can be transformed into a diagonal matrix, Λ , by  
T= ⋅ ⋅A Q Λ Q , (N3-3) 
where Q  is a diagonal matrix satisfying T T⋅ = ⋅ =Q Q Q Q I  with I  being the 
( 1) ( 1)n n+ × +  identity matrix. Diagonal elements of Λ  are the eigenvalues of A , that is, 
( )ij i ijλδ=Λ . A  has a single zero eigenvalue and n positive eigenvalues, i.e. 
0 1 2( 0) nλ λ λ λ= < ≤ ≤ ≤ . 
When a polymer is embedded in a three-dimensional isotropic medium, the Langevin 
equation of αX  is given by 
2
3 ( )Bk TM t
bα α α α
ζ= − − ⋅ +X X X f  A ,    ( { , , })x y zα ∈  (N3-4) 
where M and ζ denote the mass and friction coefficient of a single bead, respectively. The upper 
dot and double dot on top of αX  in equation (N3-4) respectively denote the first- and second-
order time derivatives. On the right-hand side of equation (N3-4), the second term is an ( 1)n +  
-dimensional column vector, the ith element of which is the systematic force exerted by the 
potential energy, equation (N3-1), on the ith bead along α axis. The third term, ( )tαf , 
represents a random fluctuating force. More specifically, ( )tαf  is a ( 1)n + -dimensional 
column vector defined by  
00 0
11 1, ,
yx z
yx z
x y z
ynxn zn
ff f
ff f
ff f
    
    
    = = =
    
         
f f f

 
, (N3-5) 
where ifα  is a random force satisfying the zero mean and the white noise correlation: 
( ) 0,if tα〈 〉 =  (N3-6a) 
( ) ( ) 2 ( ).   , { , , }i j B ijf t f t k T t t x y zα β αβζδ δ δ α β′ ′〈 〉 = − ∈  (N3-6b) 
We can rewrite equation (N3-4) as Langevin equations for 1n +  independent normal 
coordinates, defined by Tα α= ⋅q XQ . This normal mode representation of equation (N3-4) 
can be obtained by multiplying both sides of equation (N3-4) by TQ  from the left: 
2
3 Bk TM
bα α α α
ζ= − − ⋅ +q q q η  Λ , (N3-7) 
where αη  is the ( 1)n + -dimensional column vector, the ith element of which is the α 
component of the random force exerted on the ith normal coordinate, defined by Tα α= ⋅η fQ . 
Here, the elements of αη  also satisfy equation (N3-6), that is, 
0
( ) ( ) ( ) 0
n
T
i ik k
k
t f tα αη
=
〈 〉 = 〈 〉 =∑ Q , (N3-8a) 
0 0
0 0
0
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T
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ζδ δ δ
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ζδ δ δ
= =
= =
=
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∑
Q Q
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 (N3-8b) 
Therefore, the time evolution of the 1n +  normal modes are independent of each other. For 
the zeroth mode, equation (N3-7) gives 
0 0 0q q Mα α αγ η= − +   (N3-9) 
with γ being the velocity relaxation rate defined by Mγ ζ= . Otherwise, i.e. 1i ≥ , we have 
2
0,i i i i iq q q Mα α α αγ ω η= − − +  . (N3-10) 
with 0,iω  being the natural frequency of the ith bound mode defined by 
2 2
0, 3i B iM k T bω λ= . 
Using the relation, Tα α= ⋅q XQ  or α α= ⋅X qQ , the MSD of the ith bead can be 
written as 
2
, , 0 0
2 2
, , 0
[ ( ) (0)] ( ) ( ) [ ( ) (0)][ ( ) (0)]
( ) [ ( ) (0)] .
n n
i i ik il k k l l
x y z k l
n
ik k k
x y z k
t q t q q t q
q t q
α α α α
α
α α
α
= = =
= =
− = − −
= −
∑ ∑∑
∑ ∑
r r Q Q
Q
 (N3-11) 
To calculate equation (N3-11), we need the MSD of the kth mode, which can be obtained with 
equations (N3-9) and (N3-10). The ordinary Langevin equation, (N3-10), of a free particle can 
be easily solved with respect to 0qα :  
( )
0 0 00
( ) (0) ( )
tt t tq t e q dt e t Mγ γα α αη
′− − −′ ′= + ∫  . (N3-12) 
Using equation (N3-12) and noting that 0 0 00( ) (0) ( )
t
q t q dt q tα α α′ ′− = ∫  , the MSD of the zeroth 
mode can then be calculated as 3 
2
0 0 1 2 0 1 0 20 0
2
[ ( ) (0)] ( ) ( )
2 ( 1 ),
t t
tB
q t q dt dt q t q t
k T t e
M
α α α α
γγ
γ
−
− =
= − +
∫ ∫  
 (N3-13) 
where we have used 2 0 Bq k T Mα〈 〉 =  for the initial Maxwell-Boltzmann distribution and the 
orthogonality condition, 0 0( ) (0) 0t qα αη〈 〉 = . After some rearrangement, the MSD of the kth 
mode ( 1k ≥ ) can be rewritten as 
2 2[ ( ) (0)] 2 1 ( )
kk k k q
q t q q t
αα α α
φ − = 〈 〉 −   (N3-14) 
with the initial equilibrium condition. In equation (N3-14), 2kqα〈 〉  denotes the mean square of 
kqα  at equilibrium, which is given by 
2 2
0,k B kq k T Mα ω〈 〉 = . ( )kq tαφ ( )2( ) (0)k k kq t q qα α α= 〈 〉 〈 〉  
is the normalized time correlation function of kqα . ( )kq tαφ  satisfies the following equation: 
2
0,k k kq q i qα α α
φ γφ ω φ= − −  , (N3-15) 
which is obtained from equation (N3-10) with the orthogonality condition, ( ) (0) 0k kt qα αη〈 〉 = .  
The ordinary second-order differential equation, equation (N3-15), can be easily solved with 
two initial conditions, (0) 1
kqα
φ =  and (0) 0
kqα
φ = . The condition (0) 0
kqα
φ =  is needed for 
the MSD of the ith bead to be quadratic in time at short times. The explicit expression of 
( )
kq
t
α
φ  is given by 
2( ) cosh( ) sinh( )
2k
t
q k k
k
t e t t
α
γ γφ ω ω
ω
−  = + 
 
 (N3-16) 
with 2 20,( 2)k kω γ ω= − . With equations (N3-13), (N3-14), and (N3-16) at hand, equation 
(N3-11) can be rewritten as 
2
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1 0,
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2
tB
i i
n
tkB
k k
k k k
k Tt c t e
M
ck T e t t
M
γ
γ
γ
γ
γω ω
ω ω
−
−
=
− = − +
  
+ − +  
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∑
r r
 (N3-17) 
where 2( )k ikc  ≡ Q  denotes the normalized weight coefficient for the kth mode. The diffusive 
version of equation (N3-17) can be found in ref. 4.  
Let kγ  denote the relaxation rate for the kth mode. Equation (N3-17) can then be 
regarded as a special case in which 0γ γ=  and 2kγ γ= . In general, kγ  can differ from 
mode to mode 5. With the k-dependent mode relaxation rates, { }kγ , equation (N3-17) can be 
rewritten as 
02
0 02
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 (N3-18) 
with 2 20,k k kω γ ω= − . Equation (5) given in the main text is the d-dimensional version of 
equation (N3-18). Equation (5) or (N3-18) can be generalized to include weakly damped modes 
characterized by 0,k kγ ω< , whose contributing terms show an oscillatory behavior over time. 
In applying equation (5) to supercooled TIP4P/2005 water and dense hard-disc systems, we 
assume only overdamped modes ( 0,k kγ ω> ) in equation (5).  
  
Supplementary Note 4 | Short-time limiting behaviour of the non-Gaussian parameter. 
In this note, we provide a brief discussion of the short-time limiting value of the non-
Gaussian parameter (NGP), which complements the long-time limiting value of the NGP on 
the basis of equation (2b). Without loss of generality, the short-time limiting behaviour of the 
MSD can be represented by 2 ( )t ct
β∆ ≅  ( 0β > ), whose Laplace transform is given by 
1
2
ˆ ( ) (1 )s cs β β− −∆ ≅ Γ +  with ( )zΓ  denoting the Gamma function defined by 
1
0
( ) z tz dt t e
∞ − −Γ = ∫ . Substituting 2ˆ ( )s∆ 1 (1 )cs β β− −≅ Γ +  into equation (2b) and taking the 
large-s limit of the resulting equation, we have 
[ ]2 1 2 24
2ˆ ( ) 1 2 (1 ) 1 (0)s c s C
d
β β− − ∆ ≅ + Γ + + 
 
 , (N4-1) 
where we have used the Tauberian theorem, i.e. 0ˆlim ( ) lim ( ) (0)s tsC s C t C→∞ →= =   . The 
inverse Laplace transform of equation (N2-1) is then given by 
[ ]
2 2
2
4
2 2 (1 )( ) 1 1 (0)
(1 2 )
ct C t
d
ββ
β
Γ + ∆ ≅ + +  Γ + 
 . (N4-2) 
Substituting equation (N4-2) and 2 ( )t ct
β∆ ≅  into the definition of the NGP, equation (40), 
the short-time limiting value of the NGP can be obtained as 
[ ]
2
2
2 (1 )(0) 1 (0) 1
(1 2 )
Cβα
β
Γ +
= + −
Γ + 
, (N4-3) 
which reduces to 
[ ]2 (0) (0) 2 3Cα = −  (N4-4) 
for 2β = . Given that the initial velocity follows the Maxwell-Boltzmann distribution, the 
values of β and (0)C  are respectively given by 2β =  and (0) 2C = , which is discussed 
in the main text. In this case, the initial value of the NGP, equation (N2-4), is zero, which is 
consistent with the simulation results shown in Fig. 3b and Supplementary Fig. 1b.  
For other transport models, the initial value of the NGP is nonzero. For the stochastic 
diffusivity (SD) model, the value of β is unity and ( 0)C t =  is replaced by 
2 ( 0)D D tη φ =
2
Dη= , 
yielding the following result: 22 (0) Dα η= , which is consistent with equation (45) in Methods. 
For the environment-invariant model characterized by ( ) 0C t = , the initial value of the NGP 
is given by 2 (0) 2 3α = − . 
When the MSD is given by equation (5), we can discuss the next leading term of the NGP 
in addition to the initial value of the NGP. At short times, equation (5) can be expanded as 
2 2 3 4 5
2
1 1 1( ) 2 ( )
2 6 24
t d v t t t tα γ µ∆ 〈 〉 = − + +  (N4-5) 
with 2 Bv k T Mα〈 〉 = . In equation (N4-5), γ and µ are given by 0 0 12
n
i ii
c cγ γ γ
=
= + ∑  and 
2 2 2
0 0 1
(3 )n i i iic cµ γ γ ω== + +∑ , respectively. In addition, the short-time behavior of ( )C t  is 
described by equation (32) as shown in Fig. 2a and Supplementary Fig. 1a, explicitly, 
2( ) 2 ( )vC t tαφ≅  at short times. The analytical expression of the TCF, ( )v tαφ , of { , , }x y zvα∈  can 
be obtained by differentiating equation (5) two times with respect to time. The resulting 
equation is given by 
0
0
1
( ) cosh sinhi
n
t t i
v i i i
i i
t c e c e t t
α
γ γ γφ ω ω
ω
− −
=
 
= + − 
 
∑  (N4-6) 
whose initial decay rate is given by γ. We can then obtain the short-time expansion of ( )C t , 
which is given by 
2 2 3( ) 2 1 2 ( ) ( )C t t t tγ γ µ= − + + +   (N4-7) 
Substituting the Laplace transforms of equations (N4-6) and (N4-7) into equation (2b), the 
inverse Laplace transformation of the resulting expression of 4ˆ ( )s∆  gives the short-time 
expansion of 4 ( )t∆ : 
2
2 2 4 5 6 7
4
2 1 1( ) (2 ) 1 ( )
4 6 24 36
t d v t t t t
dα
γ µγ
   ∆ = 〈 〉 + − + + +   
    
  (N4-8) 
Substituting equations (N4-6) and (N4-8) into the definition of the NGP, 
2
2 4 2( ) ( ) (1 2 ) ( ) 1t t d tα   = ∆ + ∆ −   , we finally have 
2 2 3
2
1( ) ( ) ( )
18
t t tα γ µ= − +  (N4-9) 
To understand which sign 2γ µ−  has on the R.H.S. of equation (N4-9), let’s look into 
equation (N4-5). When µ is replaced by 2γ  on the R.H.S. of equation (N4-5), in other words, 
2µ γ= , equation (N4-5) is just a short-time expansion of 2( 1 )tt e γγ γ−− + . Note here that the 
MSD given by 2 22 ( ) 2 ( 1 )
tt d v t e γα γ γ
−∆ = 〈 〉 − +  corresponds to the upper limit of equation (5) 
with the nonzero bound mode contribution as shown in Fig. 2a or Supplementary Fig. 1a. 
Therefore, one can conclude that µ is smaller than 2γ  when the MSD shows a subdiffusive 
behaviour around the caging time, i.e., 2 0γ µ− > , which is consistent with the short-time 
behaviour of the NGP as shown in Fig. 2b or Supplementary Figs. 1b, 2b, and 3. 
  
Supplementary Note 5 | Relationship between displacement statistics and jump number 
statistics. 
In this note, we present the mapping of jump number on lattice and displacement statistics. 
Let im  denote the on-lattice coordinate of a random walker along the ith axis in d-dimensional 
space. Given that a random walker is initially located at the coordinate origin, the second and 
fourth moments of the displacement, ( )r t , of the random walker at time t are then given by 
2 2 2
2
1
( ) ( ) ( )
d
i
i
r t t m tε
=
〈 〉 ≡ ∆ = 〈 〉∑  (N5-1a) 
4 4 2 2
4
1 1
( ) ( ) ( ) ( )
d d
i j
i j
r t t m t m tε
= =
〈 〉 ≡ ∆ = 〈 〉∑∑   (N5-1b) 
with ε denoting a lattice constant. Here, im  is equal to the difference between the number, 
,in + , of jumps made in the positive direction and the number, ,in − , of jumps made in the 
negative direction along the ith axis, i.e. . Equations (N5-1a) and (N5-1b) can 
be rewritten as  
2 2
2 , ,
0 1
( ) ( ) ( )
d
i i N N
N i
t n n P tε
∞
+ −
= =
 
∆ = 〈 − 〉 
 
∑ ∑  (N5-2a) 
4 2 2
4 , , , ,
0 1 1
4 4 2 2
, , , , , ,
0 1
( ) ( ) ( ) ( )
( ) 2 ( ) ( ) ( )
d d
i i j j N N
N i j
d
i i N i i j j N N
N i j i
t n n n n P t
n n n n n n P t
ε
ε
∞
+ − + −
= = =
∞
+ − + − + −
= = >
 
∆ = 〈 − − 〉 
 
 
= 〈 − 〉 + 〈 − − 〉 
 
∑ ∑∑
∑ ∑ ∑
  (N5-2b) 
where N〈 〉  and ( )NP t  denote, respectively, the average taken under the condition that the 
total number of jumps made by a random worker is N and the probability that the total number 
of jump made by a random walker is N at time t.  
, ,i i im n n+ −= −
The conditional averages ( ) Nf〈 〉n  can be calculated by ( ) ( ) ( | )nf f p N
∗
〈 〉 =∑nn n n , 
where ( )∗∑n   and ( | )p Nn  represent, respectively, the sum over all possible jump number 
vectors 1, 1, , ,( , , , , )d dn n n n+ − + − = n   satisfying , ,1( )
d
i ii
n n N+ −= + =∑ , and the multinomial 
distribution given by 
, ,
, ,
1
, ,
1
!( | )
! !
i i
d
n n
i id
i
i i
i
Np N p p
n n
+ −
+ −
=
+ −
=
= ∏
∏
n  (N5-3) 
where , ( )ip + −  is the probability of a jump in the positive (negative) direction along the ith axis. 
,{ }ip ±  satisfies the normalization condition, , ,1( ) 1
d
i ii
p p+ −= + =∑ . Henceforth, we consider 
isotropic, unbiased random walks, for which the value of ,ip ±  is given by , 1 2ip p d± = =  
for any i . 
In order to calculate the conditional moments, 2, ,( )i i Nn n+ −〈 − 〉 , 
4
, ,( )i i Nn n+ −〈 − 〉 , and 
2 2
, , , ,( ) ( )i i j j Nn n n n+ − + −〈 − − 〉  , in equations (N5-2a) and (N5-2b), it is convenient to make use 
of the moment generating function, ( | )f Nλ 1, 1, , ,( , , , , )d dλ λ λ λ+ − + − = λ  , of equation (N5-
3). The moment generating function is defined by 
1, 1, 2, 2, , ,
1, 1, 2, 2, , ,( | ) ( | )d d
n n n n n n
d df N p Nλ λ λ λ λ λ+ − + − + −
∗
+ − + − + −=∑
n
λ n  (N5-4) 
where the asterisk next to the summation signifies the constraint, , ,1( )
d
i ii
n n N+ −= + =∑ , and it 
is well-known that ( | )f Nλ  is given by 
,
1
( | )
Nd
i
i
f N p λ +
=
 
=  
 
∑λ  (N5-5) 
It is also well-known that the derivatives of ( | )f Nλ  with respect to ,iλ ± ’s are directly 
related to the conditional moments: 
, , ,
,
( 1) ( 1)i i i N
i
f n n n
α
α αλ ± ± ±± =
∂
= 〈 − − + 〉
∂
λ 1
  (N5-6a) 
, , , , , ,
, ,
( 1) ( 1) ( 1) ( 1)i i i j j j N
i j
f n n n n n n
α β
α β α βλ λ
+
± ± ± ± ± ±
± ± =
∂
= 〈 − − + − − + 〉
∂ ∂
λ 1
   (N5-6b) 
2
, , , , ,
, , ,
( 1) ( 1)i i j j j N
i i j
f n n n n n
α
α αλ λ λ
+
+ − ± ± ±
+ − ± =
∂
= 〈 − − + 〉
∂ ∂ ∂
λ 1
  (N5-6c) 
4
, , , ,
, , , ,
i i j j N
i i j j
f n n n n
λ λ λ λ + − + −+ − + − =
∂
= 〈 〉
∂ ∂ ∂ ∂
λ 1
 (N5-6d) 
where α and β are positive integers. On the left-hand side of equation (N5-6), 1 designates the 
2d-dimensional row vector, every element of which is unity. Substituting equation (N5-5) into 
equation (N5-6), we obtain  
, , ,( 1) ( 1) ( 1) ( 1)i i i Nn n n N N N p
αα α± ± ±〈 − − + 〉 = − − +   (N5-7a) 
, , , , , ,( 1) ( 1) ( 1) ( 1)
( 1) ( 1)
i i i j j j Nn n n n n n
N N N pα β
α β
α β
± ± ± ± ± ±
+
〈 − − + − − + 〉
= − − − +
 

 (N5-7b) 
2
, , , , ,( 1) ( 1) ( 1) ( 1)i i j j j Nn n n n n N N N p
αα α ++ − ± ± ±〈 − − + 〉 = − − −   (N5-7c) 
4
, , , , ( 1)( 2)( 3)i i j j Nn n n n N N N N p+ − + −〈 〉 = − − −  (N5-7d) 
From equation (N5-7), one can obtain 2, ,( )i i Nn n+ −〈 − 〉 , 
4
, ,( )i i Nn n+ −〈 − 〉 , and 
2 2
, , , ,( ) ( )i i j j Nn n n n+ − + −〈 − − 〉 : 
2 2
, , , , ,( ) 2 2i i N i i in n n n n n d+ − ± + −〈 − 〉 = 〈 〉 − 〈 〉 =  (N5-8a) 
4 4 3 2 2
, , , , , , ,
2
( ) 2 8 6
3 ( 1)
i i N i i i i in n n n n n n
n n d n d
+ − ± ± + −〈 − 〉 = 〈 〉 − 〈 〉 + 〈 〉
= − +
   (N5-8b) 
2 2 2 2 2 2
, , , , , , , ,
2 2
, , , , , , , , , ,
2
( ) ( ) 2 2
2 2 4
( 1)
i i j j N i j i j
i i j i j j i i j j
n n n n n n n n
n n n n n n n n n n
n n d
+ − + − ± ± ±
+ − ± ± + − + − + −
〈 − − 〉 = 〈 〉 + 〈 〉
− 〈 〉 − 〈 〉 + 〈 〉
= −

  (N5-8c) 
Substituting equation (N5-8) into equation (N5-2), we obtain the analytic expressions for the 
mean square displacement (MSD), the fourth moment, and the non-Gaussian parameter (NGP) 
as 
2
2 ( ) ( )t N tε∆ = 〈 〉  (N5-9) 
4
4
2( ) 1 ( 1)( ) ( )t N N t N t
d
ε   ∆ = + 〈 − 〉 + 〈 〉    
 (N5-10) 
4
2 2
2
( ) 1( ) 1 ( )
3 ( ) ( ) 2N
t dt Q t
t N t d
α
∆  = − = + ∆ 〈 〉 + 
 (N5-11) 
where ( )kN t〈 〉  and ( )NQ t  denote the kth moment of jump number N, defined by
0
( ) ( )k k NNN t N P t
∞
=
〈 〉 =∑ , and the Mandel’s Q parameter6 of the jump number defined by 
2 2( ) ( ( ) ( ) ) ( ) 1NQ t N t N t N t= 〈 〉 − 〈 〉 〈 〉 − . 
  
Supplementary Note 6 | Description of the enzyme reaction-coupled transport model in 
Supplementary Fig. 2. 
In this note, we present the analytical expressions of the MSD and NGP along with the 
simulation method used in Supplementary Fig. 2. For the enzyme reaction-coupled transport 
model shown in Supplementary Fig. 2a, where a single enzyme turnover event leads to a single 
random step of the motor enzyme along a one-dimensional track, we use equations (N5-9) and 
(N5-11) to calculate the MSD and NGP of motor enzyme displacement. Note that equations 
(N5-9) and (N5-11) relate the MSD and NGP to the first two moments of the jump number 
distribution, [ ]1( ) ( )N t tµ〈 〉 ≡  and 2 ( )N t〈 〉  or [ ]2( 1)( ) ( )N N t tµ〈 − 〉 ≡ . The Laplace domain 
expressions of 1( )tµ  and 2 ( )tµ  can be obtained by using equations (23) and (26) in Method 
as follows 7, 8: 
1 2
1 ˆˆ ( ) ( ) ( )sts d s ps
µ κ= ∫ ΓΓ Γ  (N6-1a) 
02 0 0 02
2 ˆ ˆˆ ( ) ( ) ( , | ) ( ) ( )sts d d s G s s ps
µ κ κ= ∫ ∫ Γ ΓΓ Γ Γ Γ Γ  (N6-1b) 
Here, the enzyme state-dependent rate kernel, ˆ ( )sκΓ , is related to the enzyme state-dependent 
sojourn time distribution, ˆ ( )sψ Γ , by  
ˆ ( )ˆ ( )
ˆ1 ( )
s ss
s
ψ
κ
ψ
=
−
Γ
Γ
Γ
 (N6-2) 
For the model considered in Supplementary Fig. 2, the enzyme state-dependent sojourn time 
distribution, ˆ ( )sψ Γ , in the Laplace domain can be obtained as 8 
2 1
1 1
ˆ ˆ( ) ( ) ( )ˆ ( )
ˆ ˆ1 ( ) ( ) ( )
ES
ES
p s ss
p s s
ϕ ϕ
ψ
ϕ ϕ−
=
−Γ
Γ
Γ
 (N6-3) 
where 1ˆ( )sϕ  or ˆ ( )ES sϕ  denotes the Laplace transform of the distribution, 1( )tϕ , of time 
elapsed to complete an enzyme-substrate association reaction or the Laplace transform of the 
lifetime distribution, ( )ES tϕ , of the enzyme-substrate complex. In equation (N6-3), 2 ( )p Γ  or 
[ ]1 2( ) 1 ( )p p− = − ΓΓ  denotes the enzyme state-dependent probability for an ES complex to 
undergo a catalytic reaction ( )ES E P→ +  or complex dissociation reaction ( )E S ES+ ← . 
Substituting equation (N6-3) into equation (N6-2), we obtain the expression of the rate kernel 
as follows: 
 12
1
ˆ ˆ( ) ( )ˆ ( ) ( )
ˆ ˆ1 ( ) ( )
ES
ES
s s ss p
s s
ϕ ϕ
κ
ϕ ϕ
=
−Γ
Γ  (N6-4) 
Further substituting equation (N6-4) into equations (N6-1a) and (N6-1b), we have 
12
1
1
ˆ ˆ( ) ( )ˆ ( )
ˆ ˆ1 ( ) ( )
ES
ES
s sps
s s s
ϕ ϕ
µ
ϕ ϕ
〈 〉
=
−
 (N6-5a) 
2
1
2 0 2 0 2 0 0
1
ˆ ˆ( ) ( ) ˆˆ ( ) 2 ( ) ( , | ) ( ) ( )
ˆ ˆ1 ( ) ( )
ES
st
ES
s ss d d p G s p p
s s
ϕ ϕ
µ
ϕ ϕ
 
=  − 
∫ ∫Γ Γ Γ Γ Γ Γ Γ .  (N6-5b) 
In equation (N6-5a), 2p〈 〉  designates the average of 2 ( )p Γ  over the steady-state 
distribution, ( )stp Γ , of enzyme state Γ , i.e.,  2 2 ( ) ( )stp d p p〈 〉 = ∫ Γ Γ Γ . Using equation (N6-
5a), we rewrite equation (N6-5b) as 
2 2
2 2
2 1
ˆˆ ˆ( ) 2 ( ) 1 ( )p ps s s s sµ µ η φ = +  , (N6-6) 
where 
2
2
pη  and 2
ˆ ( )p sφ  denote, respectively, the relative variance of 2p  and the Laplace 
transform of the time correlation function, 
2
( )p tφ , of fluctuation in 2p , that is, 
22 2
2
2
0 2 0 2 0 0
2
2
( ) (0)( ) ,
( ) ( , | ) ( ) ( )
.
( ) ( )
p
st
st
p t pt
p
d d p G t p p
d p p
δ δ
φ
δ
δ δ
δ
〈 〉
=
〈 〉
= ∫ ∫
∫
Γ Γ Γ Γ Γ Γ Γ
Γ Γ Γ
 (N6-7) 
In equation (N6-7), 2 ( )pδ Γ  denotes 2 2( )p p− 〈 〉Γ . 
In our model calculation shown in Supplementary Fig. 2, 1ˆ( )sϕ  and ˆ ( )ES sϕ  are 
modeled by 11 1ˆ ( ) (1 [ ])s s k Sϕ
−= +  and 1ˆ ( ) (1 )ES ESs s tϕ
−= + 〈 〉 , respectively. Here, 1k , [ ]S , 
and ESt〈 〉  denote the enzyme-substrate association rate, the substrate concentration, and the 
mean lifetime of the ES complex, respectively. For this model, the time domain expressions of 
equations (N6-5a) and (N6-6) can be obtained as 
(1 )
2 2( ) (1 ) 1( 1)
t xxN t p x t e
x
− + 〈 〉 = 〈 〉 + − + +

  , (N6-8a) 
2 2
2 2 2
2 2 0
( 1)( ) ( , ) ( , ) ( )
t
p pN N t p g x t p dt g x t t tη φ′ ′ ′〈 − 〉 = 〈 〉 + 〈 〉 −∫

     
 , (N6-8b) 
where t  and x respectively denote the dimensionless time and substrate concentration given 
by ESt t t= 〈 〉  and 1 [ ]ESx k t S= 〈 〉 . In equation (N7-8b), ( , )g x t , and ( , )g x t  are defined by  
2
2 2 (1 ) (1 )
4( , ) (1 ) 2(2 )(1 ) 6(1 )( 1)
t x t xxg x t x t e x t e
x
− + − + = + − + + + − +
 
   , (N6-9) 
and ( , ) ( , )g x t g x t t≡ ∂ ∂   , respectively.  
The analytic expressions of the MSD and NGP of the models considered in 
Supplementary Fig. 2a are given by equations (N5-9) and (N5-11), where ( )N t〈 〉  and 
( )2( ) ( 1)( ) ( ) ( )NQ t N N t N t N t = 〈 − 〉 − 〈 〉 〈 〉   can be calculated by equations (N6-8a) and (N7-
8b). To perform an explicit calculation by using (N6-8a) and (N6-8b), we also need the 
expression of the time correlation function, 
2
( )p tφ , and the mean and relative variance, 2p〈 〉  
and 
2
2
pη , of 2p . For the three-state model shown in the inset of Supplementary Fig. 2a, 2 ( )p tφ  
is given by 8 
12 12
2
( ) tk tkp t c e c e
λ λφ + −− −+ −= + , (N6-10) 
where 1c c+ −+ =  and 1 r Dλ± = + ±  with r and D denoting 23 12r k k=  and 
21D r r= − + , respectively. In equation (N6-10), c+  or c−  is given by 
2 2 2
1 2,1 2,2 2 2,2 2,3 3 2,3 2,12
2
11 ( ) ( ) ( )
6
c c a p p a p p a p p
pδ+ −
 = − = − + − + − 〈 〉
, (N6-11) 
where 1 (1 ) ( )a D Dλ+= + , 2 1 31a a a= − − , and 3 ( )a r Dλ+= − . In equation (N6-11), 2,ip  
denotes 2 ( )ip Γ ; for the model shown in the inset of Supplementary Fig. 2a, we have 2,1 1p = , 
2,2 0.6p = , and 2,3 0.3p = . For this three-state model, where the forward and backward 
transition rates between a pair of enzyme states are the same, the stationary probability of every 
enzyme state is given by 1/3; therefore, the mean, variance, and relative variance of 2p  are 
given by 32 2,1 3 0.63iip p=〈 〉 = =∑  , 
32 2
2 2,1
3 0.123iip pδ δ=〈 〉 = =∑  , and 
2
2 2 2
2 2 0.307p p pη δ= 〈 〉 〈 〉 ≅ , respectively. For the non-ergodic case where 23 12 0r k k= = , 
equation (N6-10) reduces to 
12
2
2 2
2,1 2,2 2,1 2,22
2 2
2 2
( ) ( )
( ) 1
6 6
k t
p
p p p p
t e
p p
φ
δ δ
−  − −= + − 〈 〉 〈 〉 
, (N6-12) 
whose long-time limit value does not vanish. The result for the non-ergodic case is represented 
by the red line in Supplementary Fig. 2c-f.  
For the model considered in Supplementary Fig. 2b, the MSD and NGP can be easily 
calculated by substituting equations (N6-8a) and (N6-8b) with 
2
2 0pη =  into equations (N5-9) 
and (N5-11). In the absence of fluctuation in 2p , i.e. 2
2 0pη = , equations (N6-8a) and (N6-8b) 
conform to the result of the CTRW model, namely, 22 1ˆ ˆ( ) 2 ( )s s sµ µ= . 
Values of the NGP calculated with equation (N5-11) for the model shown in 
Supplementary Fig. 2a approach values of the NGP calculated with equation (2b) in the 
continuum limit. To show this, we rewrite equation (N5-10) as  
4 2
4 2
2( ) 1 ( 1)( ) ( )t N N t t
d
ε ε ∆ = + 〈 − 〉 + ∆ 
 
  (N6-13) 
using equation (N5-9). Substituting equation (N6-13) into the definition of the NGP, we obtain 
equation (N5-11), which generally yields different results from equation (2b). However, in the 
small ε limit, equation (N6-13) reduces to  
4
4 2
2( ) 1 ( )t t
d
ε µ ∆ = + 
 
, (N6-14) 
given that 2 ( )t∆  remains finite in this limit. By substituting equation (N6-6) into the Laplace 
transform of equation (N6-14), we obtain  
2 2
2 2
22 2
4 1
2 2
2
2 ˆˆ ˆ( ) 1 2 ( ) 1 ( ) ,
2 ˆˆ1 2 ( ) 1 ( ) ,
p p
p p
s s s s s
d
s s s s
d
ε µ η φ
η φ
    ∆ = + +      
   = + ∆ +    
 (N6-15) 
where the second equality follows from equation (N5-9). Equation (N6-15) is equivalent to 
equation (2b), because 
2 2
2 ( )p p tη φ  in equation (N6-15) is the same as ( )C t  in equation (N6-
11) for this model with the rate kernel, ˆ ( )sκΓ , given by equation (N6-4). This can be easily 
confirmed by substituting equation (N6-4) into equation (28). In the long-time limit as well, 
the NGP calculated with equation (N5-10) is the same as the NGP calculated with equation 
(N6-14), that is, [ ]2 ( ) ( ) ( ) ( )N Nt t Q t N tα ≅ Θ = 〈 〉 , which is demonstrated in Supplementary Fig. 
2f. 
Finally, we provide a detailed simulation algorithm used to generate the simulation results 
in Supplementary Fig. 28. Every stochastic trajectory begins with the enzyme-substrate 
association step ( )E S ES+ → . The units of length and time are chosen as ε and ESt〈 〉 , 
respectively. Time elapsed for each enzyme-substrate association event ( )E S ES+ →  is 
sampled from 01 ( )tϕ 
txxe−=  . Lifetime of an ES complex is then sampled from ( )ES tϕ 
te−=  . 
The fate of an ES complex between the dissociation reaction ( E S ES+ ← ) and the catalytic 
reaction ( ES E P→ + ) is probabilistically chosen using the enzyme state iΓ -dependent 
probability, ( )2, 2 ( )i ip p= Γ , of a catalytic reaction. A uniform random number is generated 
between 0 and 1, and if it is smaller than [ ]2, 2( ) ( ( ))i ip t p t= Γ  at that time, a catalytic reaction 
occurs, and the model motor protein jumps to one of two adjacent sites, showing no bias 
between either site. Otherwise, the ES complex is dissociated into a free enzyme and a substrate, 
and the motor protein does not move. Either case is followed by another round of enzyme-
substrate association reactions. A stochastic realization of 2, ( )ip t  is generated, irrespective of 
the enzymatic reaction process. An initial value, 2 (0)p , is sampled with the stationary weight, 
1/3, for each state. Lifetimes of 1Γ  and 3Γ  enzyme states are sampled from 1212
k tk e−  and 
23
23
k tk e− , respectively. As shown in Fig. 2a, an enzyme at both states changes to enzyme state 
2Γ . Then the lifetime of enzyme state 2Γ  is stochastically determined by sampling 12t  and 
23t  from 1212
k tk e−  and 2323
k tk e−  and by choosing whichever is smaller, or 12 23min( , )t t . If 
12 23 12min( , )t t t= , enzyme state 2Γ  changes to state 1Γ  at the end of its lifetime; otherwise, 
it changes to state 3Γ . The values of 2,1 2,2 2,3( , , )p p p , x, and 12 ESk t〈 〉  are given by 
(1, 0.6, 0.3) , 1, 0.1, respectively. 
  
SUPPLEMENTARY FIGURES 
 
Supplementary Figure 1. Quantitative analysis of the mean square displacement and the 
non-Gaussian parameter for dense hard-disc fluids. a, b, MSDs and NGPs as functions of 
time at various area fractions, φ. The solid lines respectively represent the best least-square fits 
of equation (5) and a linear combination of three or four Gaussian-shaped functions to the 
simulation results (open circles). c, Averaged diffusion kernel, or equivalently the velocity 
autocorrelation function obtained from the second-order time derivatives of the best MSD fits 
given in a. d, Diffusion kernel correlation function, ( )C t , calculated using equations (2a) 
and (2b) (see Methods). The dotted line represents the mean-scaled correlation function of 
squared speed at φ = 0.717. In a, b, and d, the navy-blue triangles and the red squares represent 
the caging times, cτ , and the NGP peak times, ngτ , respectively. e, Total disorder, 
2
2lim ( ) ( )t r t tα→∞〈 〉 , scaled by a hard disk diameter squared, 
2σ  (green circles) and its two 
components: intrinsic disorder and disorder (yellow and cyan lines). Extrinsic disorder 
estimated from the difference between the total disorder and intrinsic disorder is in good 
agreement the value of ˆ4 (0) DdC τ  (red circles) directly calculated from ( )C t  in d. 
Extrinsic disorder varies both largely and non-monotonically upon phase changes while 
intrinsic noise does not. 
* For the two lowest densities, 0.664φ =  and 0.680 in the dense hard-disc system, we assume 
no bound modes in equation (5) because the minimum values of the non-Fickian coefficient, 
( )2( ) ln ( ) lnt d t d tν = ∆ , are estimated to be unity, indicating an absence of any noticeable 
caging feature in the MSD. 
  
 Supplementary Figure 2. Random walk of a motor protein with state-dependent catalytic 
activity. a, State-dependent waiting time distribution, ( )tψ Γ , between successive enzymatic 
reactions for the three-state motor protein model. In the event of an enzyme reaction, the motor 
protein performs an unbiased random jump to one of the two adjacent positions.  1( ) ( )ES tϕ , 
S , and P  represent an enzyme, substrate, and product, respectively. 1( )tϕ  denotes the 
distribution of time required to complete an enzyme-substrate association reaction, given that 
the association reaction begins at time 0.  ( )ES tϕ  denotes the lifetime distribution of the 
enzyme-substrate complex 2( 1) ( )p − Γ . 2 ( )p Γ  or ijk  denotes the probability of catalytic 
reaction or dissociation of the enzyme-substrate complex at state Γ. 2 ( )p Γ  has different 
values depending on the state. ijk  or jik  denotes the transition rate between iΓ  and jΓ . 
All states are equally probable. b, Averaged waiting time distribution ( )tψ . 2p〈 〉  denotes 
the mean value of 2 ( )p Γ . c, normalized time correlation functions, 
2
2
2 2 2( ) ( ) (0)p t p t p pφ δ δ δ = 〈 〉 〈 〉  , of 2 ( )p Γ , d, mean square displacement (MSD), e, non-
Gaussian parameter (NGP), f, non-Poisson component [ ]( ) ( ) ( )N Nt Q t N tΘ = 〈 〉 , of the relative 
variance in the jump event number, N , for three different values of 23 12k k . In d, e, and f, 
the coloured lines represent the theoretical results obtained by using ( )tψ Γ  given in a, which 
are in excellent agreement with the simulation results (open symbols) (see Supplementary Note 
6). In d, e, and f, the black lines represent the results in the limiting case where ( ) 0C t = , 
which are obtained by using ( )tψ  given in b for each quantity. In f, the dash-dot lines 
represent the NGPs given in e. The NGP and ( )N tΘ  are equal at long times. For the non-
ergodic case with 23 12 0k k =  (red lines and symbols), the NGP and ( )N tΘ  do not vanish in 
the long-time limit but have the same finite value as 
2 2
2
2 ( ) ( )p pα η φ∞ = ∞ . For the ergodic case 
with 23 12 0k k > , both vanish following inverse time dependence. 
  
 Supplementary Figure 3. NGP comparsion between the environment-invariant model 
and simulation results. The solid lines represent the NGP in the limiting case where 
( ) 0C t =  for a, the TIP4P/2005 water system and b, the dense hard-disc system. In this case, 
the NGP is calculated by using the best fit of equation (5) to the MSD data and equation (2b) 
with ( ) 0C t = . Circles represent the simulation results for the NGP. This figure shows that 
the environment-invariant model with ( ) 0C t =  cannot quantitatively explain the time-
dependence of NGP for either system; the value of the NGP for the environment-invariant 
model approaches −2/3 in the short-time limit, whereas the value of NGP from the simulation 
approaches zero (see Supplementary Note 4). 
  
 Supplementary Figure 4. Heterogeneous diffusion coefficients extracted from the 
diplacement distribution for the TIP4P/2005 water system. a, The one-dimensional 
diplacement distribution, ( , )p x t , at the NGP peak time, ngt τ= , for the TIP4P/2005 water 
system at temperature, T = 193 K. The displacement distribution (circles) obtained from the 
MD simulation is highly non-Gaussian with exponential-like tails, which largely deviates from 
a Gaussian distribution (dashed line) fitted to the central portion. b, The distribution, ( )DP D , 
of diffusion coefficients (D) for the TIP4P/2005 water system at various temperatures. The 
distribution of diffusion coefficients is obtained by inverting the following equation, 
2 1 24 ( )
0
( , ) ( ) 4 ( )ng sx D tng D ng sp x t dDP D e D t
ττ π τ
∞ − +  = = + ∫ 9. Here, ( , )ngp x t τ=  indicates the 
displacement distribution from the MD simulation, which is interpreted as the average of a 
single Gaussian displacement distribution at ng st tτ= +  over the stationary distribution of 
diffusion coefficients. This interpretation corresponds to the short-time limit of the 
displacement distribution in the SD model2, 7, 8. The value of the shifting time, st , is determined 
by identifying the long-time MSD, given in equation (3a), as 2 ( )sd D t t〈 〉 +  (see Methods). 
The solid line in a represents the displacement distribution reconstructed with the distribution 
of diffusion coefficients at T = 193 K, which is well superimposed on the simulation result. c, 
The mean diffusion coefficient, D〈 〉 , calculated using the distribution of diffusion coefficients 
given in b is nearly the same as the mean diffusion coefficient, D , obtained from the Fickian 
regime of the MSD given in Fig. 2a. d, The relative variance, 2Dη , of the diffusion coefficient, 
calculated by using the distribution of diffusion coefficients given in b, is also essentially the 
same as the peak height, 2 ( )ngα τ , of the NGP. 
  
 
Supplementary Figure 5. MSD, NGP and diffusion kernel correlation function extracted 
from the analysis of the experimental data for colloidal beads on lipid tubes. a, MSD scaled 
by bead diameter squared, 2σ , and b, NGP, 2 ( )tα , and diffusion kernel correlation function, 
( )C t , for colloidal beads moving on lipid tubes. In a, circles and solid lines represent the 
experimental data and the best fit of 2 ( ) 2x t D t〈 〉 = 〈 〉  to the data, respectively. The value of 
2D σ〈 〉  is found to be 41.5 s−1. In b, the red and blue solid lines respectively represent 
equations (45) and (52b) with the values of the adjustable parameters given in Table 2, which 
are determined by fitting equation (53) to the experimental data for the displacement 
distributions at four different times (see Methods). 
  
 Supplementary Figure 6. Static structure factor and self-part of intermediate scattering 
function for the TIP4P/2005 water system. a, The oxygen-oxygen static structure factor, 
( )
1 1
1( ) i j
N N
i
i j
S k e
N
⋅ −
= =
= ∑∑ k r r  for the TIP4P/2005 water system. Here, k, N, and ir  denote the 
magnitude of a scattering vector, k, the number of water molecules, and the position vector of 
the central oxygen atom in the ith water molecule, respectively. ( )S k  is calculated by using 
the method given in ref. 12. k∗  indicates the first peak position of ( )S k . b, The self-part, 
( )[ ( ) (0)]( , ) i tsF k t e ⋅ −= 〈 〉k r r , of the intermediate scattering function at k k∗=  for the TIP4P/2005 
water system. r denotes the position vector of the central oxygen atom in a water molecule. 
The alpha relaxation time, ατ , is defined by 
1( , )sF k eατ
∗ −= . 
  
 Supplementary Figure 7. Widom line temperature and fragile-to-strong crossover. a, The 
pressure-temperature phase diagram of TIP4P/2005 water. The isochore line with density, 
31.012g cm−⋅ , joining the phase points at which our MD simulation runs meets the melting line 
at 250 K 13 and the Widom line at 200 K. The critical pressure and temperature at the liquid-
liquid critical point (LLCP) are tabulated in Table I of ref. 14. The Widom line here is given by 
the pressure-temperature curve satisfying the condition that equation (3), given in ref. 14, is 
equal to zero. b, The Arrhenius plot of the alpha relaxation time, ατ  (see Fig. S5). At 
temperatures higher than the Widom line temperature, 200KWT = , the temperature 
dependence of ατ  is well described by the mode coupling theory (MCT) prediction, i.e. 
( )cT T
γ
ατ
−−  with cT  denoting the MCT glass transition temperature. At temperatures 
lower than 210KT = , ατ  follows the Arrhenius behavior, i.e. ατ a BE k Te  with aE  
denoting the activation energy for the escape of a tracer particle from a cage. The values of cT , 
γ, and aE  are respectively obtained as 183KcT = , 3.41γ = , and 
149.1kJ molaE
−= ⋅ , 
which are consistent with the results given in ref. 15. The fragile-to-strong crossover between 
the two regimes occurs around the Widom line temperature, 200KWT = . 
 Supplemenatry Figure 8. Time correlation function of squared speed for the TIP4P/2005 
water and dense hard-disc systems. The mean-scaled time correlation function, equation (33), 
of squred speed, 2 2( | | )v = v , a, at short times and b, over the whole time range for the 
TIP4P/2005 water system. c, d, The mean-scaled time correlation function, equation (33), of 
squred speed, 2 2( | | )v = v , at short times and over the whole time range for the dense hard-disc 
system. Equation (33), 2 2 2 2( ) (0)d v t v vδ δ〈 〉 〈 〉 , is calculated by using equations (32) and (N4-
6). Here, 2 ( )t∆  is given by the best fit of equation (5) to the MSD data. As shown in a and c, 
the time correlation function of squared speed decays faster as temperature (T) decreases or the 
area fraction (φ) increases. However, as shown in b and d, the changes in the time correlation 
function of squared speed with temperature or density are not easily discernible in a linear scale.  
  
 Supplementary Figure 9. Linear relationship between peak heights of the NGP and the 
diffusion kernel correlation function. The NGP, 2 ( )tα , has a single peak at the peak time, 
ngτ , as shown in Figs. 2b and Supplementary Fig. 1b. The diffusion kernel correlation function, 
( )C t , reaches its second peak at the peak time, t
∗ , as shown in Figs. 2d and Supplementary 
Fig. 1d. The two peak heights, 2 ( )ngα τ  and ( )C t
∗
 , of the NGP and the diffusion kernel 
correlation function are found to be positively and linearly correlated with each other for a, the 
TIP4P/2005 water system and b, the dense hard-disc system. As inverse temperature (1/T) or 
the area fraction (φ) increases, values of the peak heights also increase. The solid lines indicate 
simple linear fits to the data. In the case of the TIP4P/2005 water system at temperatures higher 
than the melting temperature, 250KmT = , 2 ( )ngα τ  is linearly dependent on ( )C t
∗
  but with 
a different slope. 
  
 Supplementary Figure 10. The long-time behavior of the diffusion kernel correlation 
function for the TIP4P/2005 water system at 193 K. The blue solid line represents the 
diffusion kernel correlation funciton, ( )C t , for the TIP4P/2005 water system at 193 K, which 
is given in Fig. 2d. The red solid line represents the best fit of equation (49c) with three modes 
to the time profile of ( )C t  over the time range beyond the NGP peak time. As shown in this 
figure, the long-time profile of ( )C t  shows a highly non-exponential relaxation behavior. 
  
  
Supplementary Figure 11. The range of 2Dη  over which the diffusion coefficient 
fluctuation model, equation (51) can be used. In the model of the diffusion coefficient 
fluctuation, which is described by equations (48) and (51), the Ornstein-Uhlenbeck mode 
coefficients, 1{ }aj na ≤ ≤ , in equation (51) should satisfy both conditions, 1jj a =∑  and 
2 2 2j Dj a η=∑ , simulataneously. In other words, two surfaces, ( ) 1 0jjf a= − =∑a  and 
( )g =a 2 2 2 0j Dj a η− =∑  in the an -dimensional coordinate space spanned by positive ia ’s 
should intersect each other. Because of this condition, values of 2Dη  available for this model 
are limited to the following range: 22 2a Dn η≤ ≤ . The gradient vector, 
( ) ( )j j jj jf f a ∇ = ∂ ∂ = ∑ ∑a e e , where je  denotes the jth basis vector along ja  axis, 
intersects with the plane, ( ) 0f =a , at the point, 1 1 1( , , , )a a an n n
− − −
 . Because ( )f∇ a  is 
perpendicular to ( ) 0f =a , the minimum distance between the coordinate origin and the plane 
is given by the distance between the coordinate origin and 1 1 1( , , , )a a an n n
− − −
 , that is, 
2 1 2 1 2( )a aj n n
− −=∑ , which is, simultaneously, the minimum radius the sphere, ( ) 0g =a , can 
take to intersect with the plane; accordingly, 1 2 1 22a Dn η
− ≤  or  22 a Dn η≤ . On the other 
hand, the maximum radius the sphere, ( ) 0g =a , can take to intersect with the plane is unity; 
accordingly, 1 22 1Dη ≤  or  
2 2Dη ≤ . There are, in total, an  intersecting points between the 
plane and an  coordinate axes , explicitly, (1,0, ,0) , (0,1, ,0) , …, (0,0, ,1) . These 
points are also intersecting points between the plane and the unit sphere, 2 1jj a =∑ . The figure 
shows an explicit example when 3an = . The yellow, pink, and pale-green surfaces 
respectively represent 2 2 2 21 2 3 2 1 1 3D aa a a nη+ + = = = , 1 2 3 1a a a+ + = , and 
2 2 2
1 2 3 1a a a+ + = . 
The cyan sphere indicates the intersecting point between the yellow and pink surfaces, 
explicitly, 1 1 13 3 3( , , ) . 
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