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A difference polynomial is one of the form P(x, y) = p(x) - q(y). Another 
proof is given of the fact that every difference polynomial has a connected zero 
set, and this theorem is applied to give an irreducibility criterion for difference 
polynomials. Some earlier problems about hereditarily irreducible polynomials 
(HIPS) are solved. For example, P(x, y) is called a HIP (two-variable case) if 
P(a(x), b(y)) is always irreducible, and it is shown that such two-variable HIPS 
actually exist. 
Let k be a field. A difference polynomial over k is a polynomial P in two 
variables X, y, of the form 
where p(x) and q( JJ) are nonconstant polynomials in one variable. In what 
follows, k = C, the complex field. In this note, we revisit the paper [l]-we 
give a different proof of the main theorem, use the theorem to prove an 
irreducibility criterion, and answer some of the problems raised at the end 
about hereditarily irreducible polynomials. 
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THEOREM (1). If P(x, y) is a generalized dfirence polynomial and if 
Q(x, y) and R(x, y) are two nonconstant factors of P(x, y), then Q and R have 
a common zero. 
Note. By “generalized difference polynomial” (g.d.p.), we mean a 
polynomial of the form 
P(x, Y) = Ay” + i P,(x) y”-“, 
i=l 
where A is a nonzero constant, n > 0, and polynomials P,(x) satisfy 
deg P,(x) = m > 0 and deg P,(x) < mi/n for 1 < i < n. 
Note. It was pointed out in [l] that if P(x, y) is a g.d.p., then P( y, x) is a 
g.d.p. and so is P(a(x), b(y)) if a(x) and b(y) are nonconstant polynomials 
in one variable. It is clear that any difference polynomial is a g.d.p. 
COROLLARY (Irreducibility criterion for difference polynomials). Let 
P(x, y) = p(x) - q(y) be a difirence polynomial and let 01~ ,..., am and 
/$ ,..., Pn be the zeros of the derivativesp’(x) and q’( y), respectively. Consider 
the m x n points (ai , /3j). Iff OF every i, j we have p&) # q(/$), then P(x, y) 
must be irreducible. 
Remark. A much stronger result is given as Theorem 1 of 12, p. 3061. 
Proof of the corollary. Suppose, to the contrary, that P(x, y) = 
Q(x, y)R(x, y) were a nontrivial factorization. On taking derivatives, we 
would have 
P’(X) = QzR + QR, : -q’(y) = QyR + QR, , 
and if we take (x, y) = (x,, , y,) as a common zero of Q and R (whose 
existence is guaranteed by the theorem above), then 
P’(X0) = 0 and 4YYo) = 03 
so that x,, = 01~ , y0 = & for some i and j, and then P(x, , yO) = P(ai , &) = 0, 
which contradicts p(c+) # q(&). 
We turn now to the new proof of the theorem, which uses the (weak) 
Hilbert Nullstellensatz [4] instead of relying directly on resultants. (There is, 
of course, a close connection between resultants and the Nullstellensatz 
as shown, for instance, by the proof of the latter given in [4].) 
Proof of the theorem. We want to show that the two factors Q and R 
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have a common zero, so let us proceed by contradiction and suppose that 
they do not. Writing P = QRS we get 
P(xn, Y”) = QW, Y’WX”, Y’WX~, Y”). 
By our remark after the definition of g.d.p., we see that P(x”, y”) is also a 
g.d.p. Furthermore Q(x~, y”) and R(x”, y”) have no common zero. The gist 
of this is that we may as well assume that m = n, i.e., that 
P(x, Y) = AY” + Bx” + W, y), 
where the degree of L is less than n and A and B are both nonzero constants. 
Since Q and R have no common zero, we may, by the Nullstellensatz write 
1 = GQ + HR with G, HE C[x, y]. 
Now consider G and R as polynomials in x alone, with coefficients in C(y) 
(rational functions) and put G = MR + N with deg,iV < deg,R. The 
leading coefficient of R is in C, as R divides Bx” + .... The division algorithm 
then shows that M and N are in C[ y][x] and not merely in C( y)[x]. We now 
have 
(MR+N)Q+HR=NQ+(H+MQ)R=l. 
In other words, changing notation, 
GQ + HR = 1 with deg, G -=c deg, R. 
Now let G* be the part of G of maximal degree, with similar notation for the 
other polynomials. We get 
G*Q* + H*R* = 0. 
Now R* and Q* have no common factor, as Ayn + Bxn has no multiple 
factor. Thus R* 1 G*. We now have 
deg, R* < deg, R < deg R = deg R* = deg, R* 
(as R* divides Ay” + Bx’l, so that R* is a product of linear homogeneous 
factors). Hence 
Furthermore, 
deg, R* = deg, R. 
deg, R = deg, R* < deg, G* < deg, G c deg, R. 
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The first inequality is because R* 1 G* and the last inequality is by construc- 
tion. The resulting inequality deg, R < deg, R is the contradiction that 
proves the theorem. 
We now give solutions to Problems l(a), 5(a), 6(a), 7(n), lo(n), and 15(a) of 
[l]. (The designation (a) signifies an u$irmatiue answer, while (n) signifies a 
negative one.) Some of the solutions now seem embarrassingly simple, but 
this is hindsight. We recall the next pertinent definition from [l]. 
DEFINITION. The polynomial P(+ ,..., x,) is a hereditarily irreducible 
polynomial (HIP) if P(h,(x,),..., h,(xJ) is irreducible for every n-tuple 
WA.., hn(xn) of nonconstant one-variable polynomials. Moreover, P is a 
basic HIP if whenever P(x, ,..., x,) = Q(h,(x,),..., h,(x,)) where Q is a 
HIP, we must have all the hi affine (i.e., hi(x) = mix + /&). 
Answer to Problem 1. We claim that (x2 f 1)~ + 1 is a HIP that involves 
only two variables. 
Proof. We suppose that 
WY + lY4.d + 1 
is reducible, and reach a contradiction. First, we claim that h(x) = a(x)” + 1 
has at least one simple zero 5. For if fi is a zero of h(x), of multiplicity ni , 
then it is a zero of h’(x) = 24x) a’(x) of multiplicity ni - 1, hence of a’(x), as 
0 = u(tJ2 + 1. Thus if every ni 3 2, we get deg h(x) - 2 = 2 deg a’(x) > 
2x (ni - 1) 3 2C 42 = deg h(x), which is a contradiction. 
So we may choose .$ as a simple root of h(x). We let p(x) = x - 5, and we 
regard Q(x, r) = (a(x)” + l)b(y) + 1 as a polynomial A(v) in y whose 
coefficients are polynomials in x, say, n(y) = a# + ... + a, , and we can 
apply the (reverse) Eisenstein criterion since a, f: 0 mod p, ai = 0 mod p 
for i = l,..., n, and a, + 0 mod p2, to conclude that Q is irreducible. 
Remark. The same proof shows that iff(x) is any square-free polynomial 
of degree exceeding 1, then f(x)y + 1 is a HIP. 
Remark. The question (Problem 2) whether a difference polynomial can 
be a HIP remains open, and seems hard. Michael Fried has reduced this 
problem to a question, although a complicated one, in combinatorial group 
theory. 
Answer to Problem 10. From the penultimate remark, k(x, y) =(l -x2)y-1 
is a HIP, but if we make the substitutions of sin x for x and y2 for y, we get 
k(sin x, ~2) = (1 - sin2x) y2 - 1 = y2 cos2x - 1 = (y cos x + l)( y cos x - I), 
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so that even though k(x, y) is a HIP, k(sin x, J?) is not an irreducible entire 
function. 
Remark. It would be interesting to find all HIPS P(xl ,..., x,J so that 
P&(x,),..., h,(xJ) is always an irreducible entire function whenever the 
one-variable functions h,(x) are entire and nonconstant. It is shown in [3] 
that x + y + z and xy + xz + yz do have this property. 
Answer to Problem 5. If P is a HIP, then there does exist a basic HIP Q 
so that 
P(Xl ,***, x,1 = Qth,tx~),..., h&n)). (4 
Proof. Among all systems (Q; h, ,..., h,) that satisfy (7) with Q a HIP 
(and they surely exist since P is itself a HIP), choose one for which the sum 
deg h, + **. + deg h, is the greatest. The relevant Q must be a basic HIP. 
Answer to Problem 6. There can be two really different basic HIPS Q 
that give rise (as in (r) above) to the same HIP P. 
EXAMPLE 1. P = T,(x)y + I, Q, = T,(x)y + 1, Q, = T,(x)y + 1, where 
Tn(x) = cos (n arc cos x). By the remark after the answer to Problem 1, P, 
Ql , and Qz are all HIPS. Since TB(x) = T,(T,(x)) = T,(T,(x)) we see that 
both Q, and Q, give rise to P. 
EXAMPLE 2. P = (x2 + l)(y2 + 1) + 1, Q, = (x2 + 1)y + 1, and 
Qz = x(y2 + 1) + 1. 
Answer to Problem 7. P(h,(x,),..., h,(x,)) can be a HIP even though 
P(Xl ,**-, x,) is not a HIP. For consider P = xy + 1, h,(x) = x2 + 1 and 
h,(y) = y, and use the answer to Problem 1. 
Answer to Problem 15. Yes, x3 + xy + y3 is indeed the sum of three 
squares of polynomials that vanish at (0, 0): 
X3+Xy+y3=(xa;~Z +2py2 
( 
x2 - y2 x-y 2 - - ~ 
2 2 1 
- (xy)? 
Finally, we remark that in view of the answers to Problems 5, 6, 7, the 
hopes seem dim for a reasonable classification of HIPS asked for in Problem 9. 
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