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Abstract
We thoroughly study a novel and still basic combinatorial matrix completion problem: Given a
binary incomplete matrix, fill in the missing entries so that the resulting matrix has a specified
maximum diameter (that is, upper-bounding the maximum Hamming distance between any two
rows of the completed matrix) as well as a specified minimum Hamming distance between any two of
the matrix rows. This scenario is closely related to consensus string problems as well as to recently
studied clustering problems on incomplete data.
We obtain an almost complete complexity dichotomy between polynomial-time solvable and
NP-hard cases in terms of the minimum distance lower bound and the number of missing entries
per row of the incomplete matrix. Further, we develop polynomial-time algorithms for maximum
diameter three, which are based on Deza’s theorem from extremal set theory. On the negative side
we prove NP-hardness for diameter at least four. For the parameter number of missing entries per
row, we show polynomial-time solvability when there is only one missing entry and NP-hardness
when there can be at least two missing entries. In general, our algorithms heavily rely on Deza’s
theorem and the correspondingly identified sunflower structures pave the way towards solutions
based on computing graph factors and solving 2-SAT instances.
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Figure 1 An illustration of matrix completion problems with the input matrix (left). Missing
entries (and their completions) are framed by thick lines. The middle matrix is a completion of
diameter four and the right matrix is a completion of radius three with the center vector below. Note
that missing entries in the same column might be filled with different values to meet the diameter
constraint, whereas this is never necessary for the radius constraint.
1 Introduction
In combinatorial matrix completion problems one is given an incomplete matrix over a
fixed alphabet with some missing entries, and the goal is to fill in the missing entries such
that the resulting “completed matrix” (over the same alphabet) fulfills a desired property.
Performing a parameterized complexity analysis, Ganian et al. [11] and Eiben et al. [7] recently
contributed to this growing field by studying various desirable properties. More specifically,
Ganian et al. [11] studied the two properties of minimizing the rank or of minimizing the
number of distinct rows of the completed matrix. Eiben et al. [7] investigated clustering
problems where one wants to partition the rows of the completed matrix into a given number
of clusters of small radius or of small diameter. In addition, in companion work [16] we
studied two cases of completing the matrix into one which has small (local) radius. The
latter two papers rely on Hamming distance as a measure; in general, all considered matrix
completion problems are NP-hard and thus the above three papers [7, 11, 16] mostly focused
on parameterized complexity studies. In this work, we research on a desirable property closely
related to achieving small radius, namely achieving diameter bounds. Doing so, we focus on
the case of binary alphabet. For a matrix S ∈ {0, 1}n×`, let γ(S) = mini 6=i′∈[n] d(S[i],S[i′])
and δ(S) = maxi 6=i′∈[n] d(S[i],S′[i]), where d denotes the Hamming distance. Specifically, we
study the following core problem.
Diameter Matrix Completion (DMC)
Input: An incomplete matrix S ∈ {0, 1,}n×` and α ≤ β ∈ N.
Question: Is there a completion T ∈ {0, 1}n×` of S with α ≤ γ(T) and δ(T) ≤ β?
Before further motivating the study of DMC, let us first consider an example (see Figure 1)
that also illustrates significant differences between radius minimization [16] and diameter
minimization (the latter referring to δ(T) ≤ β above).
Compare DMC with Constraint Radius Matrix Completion as studied in our
companion work [16]:
Constraint Radius Matrix Completion (ConRMC)
Input: An incomplete matrix S ∈ {0, 1,}n×` and r ∈ Nn.
Question: Is there a row vector v ∈ {0, 1}` with d(v,S[i]) ≤ r[i] for all i ∈ [n]?
An important difference between DMC and ConRMC is that in DMC we basically have
to compare all rows against each other, but in ConRMC we have to compare one “center row”
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against all others. Indeed, this makes these two similarly defined problems quite different in
many computational complexity aspects.
Now let us consider potential application scenarios where DMC may appear. It is a
natural combinatorial matrix problems which may appear in the following contexts:
In coding theory, one may want to “design” (by filling in the missing entries) codewords
that are pairwise neither too close (parameter α in DMC) nor too far (parameter β in
DMC) from each other.
In computational biology, one may want to minimize the maximum distance of sequences
in order to determine their degree of relatedness (thus minimizing β); missing entries
refer to missing data points.1
In data science, each row may represent an entity with its attributes, and solving the
DMC problem may fulfill some constraints with respect to the pairwise (dis)similarity of
the completed entities.
In stringology, DMC seems to constitute a new and natural problem, closely related to
many intensively studied consensus problems [4, 14].
Somewhat surprisingly, although simple to define and well-motivated, in the literature
there seems to be no systematic study of DMC and its computational complexity. The two
closest studies are the work of Eiben et al. [7] and our companion work [16]. On the problem
level, Eiben et al. [7] focus on clustering while we focus on only finding one cluster (that is,
the whole resulting matrix with small diameter). However, other than Eiben et al. [7] with the
lower-bound parameter α we also model the aspect of achieving a minimum pairwise distance
(not only a maximum diameter); actually, one may say that we essentially combine their
“dispersion” and diameter clustering problems (for the special case of a single cluster). Indeed,
in this sense the problems are incomparable. We perform a more fine-grained study of special
cases, identifying polynomial-time cases as well as already NP-hard cases; actually, we make
significant steps towards a computational complexity dichotomy (polynomial-time solvable
versus NP-hard), leaving fairly few cases open. While the focus of the previous works [7, 16]
is on parameterized complexity studies, in this work we settle very basic questions on the
DMC problem, relying on several combinatorial insights, including results from (extremal)
combinatorics (most prominently, Deza’s theorem [6]). Indeed, we believe that exploiting
sunflowers based on Deza’s theorem in combination with corresponding use of algorithms
for graph factors and for 2-SAT is perhaps our contribution of highest technical interest. In
this context, we also observe the phenomenon that the running time bounds that we can
prove for odd values of α (the “lower bound for dissimilarity”) are significantly better than
the ones for even values of α—indeed, for even values of α the running time exponentially
depends on α while it is independent of α for odd values of α.
We survey our results in Figure 2, also spotting few remaining open cases in terms of
polynomial-time versus NP-hard classification.
2 Preliminaries
For m ≤ n ∈ N, let [m,n] := {m, . . . , n} and let [n] := [1, n].
For a matrix T ∈ {0, 1}n×`, we denote by T[i, j] the entry in the i-th row and j-th
column (i ∈ [n] and j ∈ [`]) of T. We use T[i, :] (or T[i] in short) to denote the row
1 Here, it would be particularly natural to also study the case of non-binary alphabets; however, most of
our positive results probably only hold for binary alphabet.
4 Complexity of Combinatorial Matrix Completion With Diameter Constraints
0 1 2 3 4 5 6 7 8
0
1
2
3
4
5
6
7
8
α
β
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(b) Complexity of DMC with respect to com-
binations of parameters k and β − α.
Figure 2 Overview of our results. Green denotes polynomial-time solvability and Red denotes
NP-hardness. White cells indicate open cases.
vector (T[i, 1], . . . ,T[i, `]) and T[:, j] to denote the column vector (T[1, j], . . . ,T[n, j])T . For
subsets I ⊆ [n] and J ⊆ [`], we write T[I, J ] to denote the submatrix containing only the
rows in I and the columns in J . We abbreviate T[I, [`]] and T[[n], J ] as T[I, :] (or T[I]
for short) and T[:, J ], respectively. We use the special character  for a missing entry.
A matrix S ∈ {0, 1,}n×` called incomplete if it contains a missing entry and complete
otherwise. We say that T ∈ {0, 1}n×` is a completion of S ∈ {0, 1,}n×` if either S[i, j] = 
or S[i, j] = T[i, j] holds for all i ∈ [n] and j ∈ [`].
Let u,w ∈ {0, 1,}` be row vectors. Let D(u,w) := {j ∈ [`] | u[j] 6= w[j] ∧ u[j] 6=  ∧
w[j] 6= } be the set of column indices where u and v disagree (not considering positions with
missing entries). The Hamming distance between u and w is d(u,w) := |D(u,w)|. Note that
the Hamming distance obeys the triangle inequality d(u,w) ≤ d(u, v)+d(v, w) for a complete
vector v ∈ {0, 1}`. For a subset J ⊆ [`], we also define dJ(u,w) := d(u,w). Let u′, v′, w′ ∈
{0, 1}` be complete row vectors. Then, it holds that d(u′, w′) = |D(u′, v′)4D(v′, w′)| =
|D(u′, v′)|+ |D(v′, w′)| − 2|D(u′, v′) ∩D(v′, w′)|.
The binary operation u ⊕ v replaces the missing entries of u with the corresponding
entries in v for v ∈ {0, 1}`. We sometimes use string notation to represent row vectors, such
as 001 for (0, 0, 1).
3 Constant Diameter Bounds α and β
In this section we consider the special case (α, β)-DMC of DMC, where α ≤ β are some
fixed constants. We prove the results depicted in Figure 2a. To start with, we show the
following simple linear-time special case which will subsequently be used several times.
I Lemma 1. DMC can be solved in linear time for matrices with a constant number ` of
columns.
Proof. Consider a set V ⊆ {0, 1}` in which the pairwise Hamming distances are all between
α and β. We simply check whether each row vector in the input matrix can be completed
to some row vector in V in O(n · 2`) = O(n) time. Since there are at most 22` (that is,
constantly many) choices for V, this procedure can be done in linear time. J
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3.1 Polynomial time for α = 0 and β ≤ 3
As an entry point, we show that (0, 1)-DMC is easily solvable. To this end, we call a column
vector dirty if it contains both 0 and 1. Clearly, for α = 0, we can ignore columns that are
not dirty since they can always be completed without increasing the Hamming distances
between rows. Hence, throughout this subsection, we assume that the input matrix contains
only dirty columns. Now, any (0, 1)-DMC instance is a Yes-instance if and only if there is
at most one dirty column in the input matrix:
I Lemma 2. A matrix S ∈ {0, 1,}n×` admits a completion T ∈ {0, 1}n×` with δ(T) ≤ 1
if and only if S contains at most one dirty column.
Proof. Suppose that S contains two dirty columns S[j0] and S[j1] for j0 6= j1 ∈ [`]. We claim
that δ(T) ≥ 2 holds for any completion T of S. Let i ∈ [n]. Then, there exist i0, i1 ∈ [n] with
T[i, j0] 6= T[i0, j0] and T[i, j1] 6= T[i1, j1]. If δ(T) ≤ 1, then we obtain T[i0, j1] = T[i, j1]
and T[i1, j0] = T[i, j0]. Now we have d(T[i0],T[i1]) ≥ 2 because T[i0, j0] 6= T[i1, j0] and
T[i0, j1] 6= T[i1, j1]. The reverse direction follows easily. J
Lemma 2 implies that one can solve (0, 1)-DMC in linear time. In the following, we extend
this to a linear-time algorithm for (0, 2)-DMC (Theorem 12) and a polynomial-time algorithm
for (0, 3)-DMC (Theorem 18).
For these algorithms, we make use of a concept from extremal set theory, known as
∆-systems [15]. We therefore consider matrices as certain set systems.
I Definition 3. For a matrix T ∈ {0, 1}n×`, let T denote the set system {D(T[i],T[n]) |
i ∈ [n − 1]}. Moreover, for x ∈ N, let Tx denote the set system {D(T[i],T[n]) | i ∈
[n− 1], d(T[i],T[n]) = x} .
The set system T contains the subsets (without duplicates) of column indices corresponding
to the columns where the row vectors T[1], . . . ,T[n − 1] differ from T[n]. For given T[n],
since we have binary alphabet this clearly determines the full matrix T.
The concept of ∆-systems has previously been used to obtain efficient algorithms [8, 9, 7].
They are defined as follows:
I Definition 4 (Weak ∆-system). A set family F = {S1, . . . , Sm} is a weak ∆-system if
there exists an integer λ ∈ N such that |Si ∩ Sj | = λ for any pair of distinct sets Si, Sj ∈ F .
The integer λ is called the intersection size of F
I Definition 5 (Strong ∆-system, Sunflower). A set family F = {S1, . . . , Sm} is a strong
∆-system (or sunflower) if there exists a subset C ⊆ S1 ∪ · · · ∪ Sm such that Si ∩ Sj = C for
any pair of distinct sets Si, Sj ∈ F . We call the set C the core and the sets Pi = Si \ C the
petals of F .
Clearly, every strong ∆-system is a weak ∆-system.
Our algorithms are based on the combinatorial property that under certain conditions
the set system T of a matrix T with bounded diameter forms a strong ∆-system (which can
be algorithmically exploited) . We say that a family F of sets is h-uniform if |S| = h holds
for each S ∈ F . Deza [6] showed that an h-uniform weak ∆-system is a strong ∆-system if
its cardinality is sufficiently large (more precisely, if |F| ≥ h2 − h+ 2). Moreover, Deza [5]
also proved a stronger lower bound for uniform weak ∆-systems in which the intersection
size is exactly half of the cardinality of each set.
I Lemma 6 ([5, Théorème 1.1]). Let F be a (2µ)-uniform weak ∆-system with intersection
size µ. If |F| ≥ µ2 + µ+ 2, then F is a strong ∆-system.
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We extend this result to the case in which the set size is odd.
I Lemma 7. Let F be a (2µ+ 1)-uniform weak ∆-system.
(i) If the intersection size of F is µ+ 1 and |F| ≥ µ2 +µ+ 3, then F is a strong ∆-system.
(ii) If the intersection size of F is µ and |F| ≥ (µ+1)2+µ+3, then F is a strong ∆-system.
Proof. (i) Let S ∈ F and let F ′ = {T4S | T ∈ F \ {S}}. Here T4S denotes the symmetric
difference (T \ S) ∪ (S \ T ). Note that F ′ is a 2µ-uniform weak ∆-system with intersection
size µ:
For each T ∈ F \ {S}, we have |T4S| = |S \ T |+ |T \ S| = 2µ.
We show that |(T4S) ∩ (U4S)| = µ for each distinct T,U ∈ F \ {S}. We rewrite
|(T4S) ∩ (U4S)|
= |((T \ S) ∪ (S \ T )) ∩ ((U \ S) ∪ (S \ U))|
= |((T \ S) ∩ (U \ S)) ∪ ((T \ S) ∩ (S \ U))
∪ ((S \ T ) ∩ (U \ S)) ∪ ((S \ T ) ∩ (S \ U))|
= |((T ∩ U) \ S) ∪ (S \ (T ∪ U))|
= |((T ∩ U) \ S)|+ |(S \ (T ∪ U))|.
Here the third equality follows from (T \ S) ∩ (S ∩ U) = (S \ T ) ∩ (U \ S) = ∅. Let κ =
|S ∩T ∩U |. Since |S ∩T | = |S ∩U | = µ+ 1, it follows that |(S ∩T ) \U | = |(S ∩U) \T | =
µ− κ+ 1. Thus, we obtain
|S \ (T ∪ U))| = |S| − |(S ∩ T ) \ U | − |(S ∩ U) \ T | − |S ∩ T ∩ U |
= (2µ+ 1)− (µ− κ+ 1)− (µ− κ+ 1)− κ = κ− 1.
Moreover, we obtain
|((T ∩ U) \ S)| = |T ∩ U | − |S ∩ T ∩ U | = µ− κ+ 1.
Now we have |(T4S) ∩ (U4S)| = |(S \ (T ∪ U))|+ |((T ∩ U) \ S)| = µ.
Now, Lemma 6 tells us that F ′ is a strong ∆-system. Let C ′ be the core of F ′. Note that
|(T4S)∩S| = |S \T | = µ for each T ∈ F \{S} or equivalently |T ′ ∩S| = µ for each T ′ ∈ F ′.
We claim that T ′ ∩S = C ′ for each T ′ ∈ F ′. Suppose not. Then, we have C ′ \S 6= ∅ because
|T ′ ∩S| = µ. It follows that there exists an element x ∈ (T ′ \C ′)∩S for each T ′ ∈ F ′. Since
the set family {T ′ \C ′ | T ′ ∈ F ′} is pairwise disjoint, it gives us |S| ≥ µ2 + µ+ 2 > 2µ+ 1, a
contradiction. Thus, F is a sunflower with its core being S \ C ′.
(ii) Let x be an element which is not included in any set of F . Consider the set family
F ′ = {S ∪ {x} | S ∈ F}. It is easy to see that F ′ is a (2µ+ 2)-uniform weak ∆-system with
intersection size µ+ 1. Since F ′ is a sunflower by Lemma 6, so is F . J
In order to obtain a linear-time algorithm for DMC with α = 0 and β = 2, we will prove
that for T ∈ {0, 1}n×` with δ(T) ≤ 2 the set system T is a sunflower if ` is sufficiently large.
This yields a linear-time algorithm via a reduction to a linear-time solvable special case of
ConRMC. We start with a simple observation on matrices of diameter two, which will be
helpful in the subsequent proofs.
I Observation 8. Let T ∈ {0, 1}n×` be a matrix with δ(T) ≤ 2. For each T1 ∈ T1 and
T2, T
′
2 ∈ T2, it holds that T1 ⊆ T2 and that |T2 ∩ T ′2| ≥ 1 (otherwise there exists a pair of
rows with Hamming distance three).
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(a) The case T2 = ∅. (b) The case |T2| ≥ 4.
Figure 3 Illustration of Lemma 11 with n = 6. A black cell denotes a value different from row
vector T[6]. In (b) the set system T2 forms a sunflower with core {2}. In both cases the radius is
one.
The next lemma states that |T2| restricts the number of columns.
I Lemma 9. Let T ∈ {0, 1}n×` be a matrix consisting of dirty columns with δ(T) ≤ 2. If
T2 6= ∅, then ` ≤ |T2|+ 1.
Proof. First, observe that ` = |⋃T1∈T1 T1 ∪⋃T2∈T2 T2| because each column of T is dirty.
Thus, it follows from Observation 8 that ` = |⋃T2∈T2 T2|. We prove the lemma by induction
on |T2|. Clearly, we have at most two columns if |T2| = 1. Suppose that |T2| ≥ 2. For T2 ∈ T2,
we claim that
` =
∣∣∣∣∣ ⋃
T ′2∈T2
T ′2
∣∣∣∣∣ =
∣∣∣∣∣ ⋃
T ′2∈T2\{T2}
T ′2
∣∣∣∣∣+
∣∣∣∣∣T2 ∖ ⋃
T ′2∈T2\{T2}
T ′2
∣∣∣∣∣ ≤ |T2|+ 1.
The induction hypothesis gives us that |⋃T ′2∈T2\{T2} T ′2| ≤ |T2|. For the other term, observe
that |T2 \
⋃
T ′2∈T2\{T2} T
′
2| ≤ |T2 \ T ′′2 | = |T2| − |T2 ∩ T ′′2 | for T ′′2 ∈ T2 \ {T2}. Hence, it follows
from Observation 8 that the second term is at most 1. J
Next, we show that a matrix with diameter at most two has radius at most one as long
as it has at least five columns. Thus, we can solve DMC by solving ConRMC with radius
one, which can be done in linear time [16]. We use the following lemma concerning certain
intersections of a set with elements of a sunflower.
I Lemma 10 ([9, Lemma 8]). Let λ ∈ N, let F be a sunflower with core C, and let X be a
set such that |X ∩ S| ≥ λ for all S ∈ F . If |F| > |X|, then λ ≤ |C| and |X ∩ C| ≥ λ.
I Lemma 11. Let T ∈ {0, 1}n×` be a matrix with δ(T) ≤ 2. If ` ≥ 5, then there exists a
vector v ∈ {0, 1}` such that d(v,T[i]) ≤ 1 for all i ∈ [n].
Proof. If T2 = ∅, then we are immediately done by definition, because d(T[n],T[i]) ≤ 1 for
all i ∈ [n] (see Figure 3a for an illustration). Since ` ≥ 5, Lemma 9 implies |T2| ≥ 4.
It follows from Observation 8 that T2 is a 2-uniform weak ∆-system with intersection
size one (see Figure 3b). Thus, T2 is a sunflower by Lemma 6. Let {jcore} denote the core of
T2. Note that |T1 ∩ T2| ≥ 1 holds for each T1 ∈ T1 and T2 ∈ T2 by Observation 8. Now we
can infer from Lemma 10 that T1 = {jcore} for each T1 ∈ T1.
Hence, it holds that d(v,T[i]) ≤ 1 for all i ∈ [n], where v ∈ {0, 1}` is a row vector such
that v[jcore] = 1−T[n, jcore] and v[j] = T[n, j] for each j ∈ [`] \ {jcore}. J
We arrive at the following theorem.
I Theorem 12. (0, 2)-DMC can be solved in O(n`) time.
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Proof. Let S ∈ {0, 1,}n×` be an input matrix of (0, 2)-DMC. If ` ≤ 4, then we use the
linear-time algorithm of Lemma 1. Henceforth, we assume that ` ≥ 5.
We claim that S is a Yes-instance if and only if the ConRMC instance I ′ = (S, 1n) is a
Yes-instance.
(⇒) Let T be a completion of S with δ(T) ≤ 2. Since ` ≥ 5, there exists a vector v such
that d(v,T[i]) ≤ 1 for all i ∈ [n] by Lemma 11. It follows that I ′ is a Yes-instance.
(⇐) Let v be a solution of I ′. Let T be the matrix such that T[i] = S[i] ⊕ v for each
i ∈ [n]. Then, we have d(v,T[i]) ≤ 1 for each i ∈ [n]. By the triangle inequality, we obtain
d(T[i],T[i′]) ≤ d(v,T[i]) + d(v,T[i′]) ≤ 2 for each i, i′ ∈ [n].
Since ConRMC can be solved in linear time when maxi∈[n] r[i] = 1 [16, Theorem 1], it
follows that (0, 2)-DMC can be solved in linear time. J
Next, we show polynomial-time solvability of (0, 3)-DMC. The overall idea is, albeit
technically more involved, similar to (0, 2)-DMC. We first show that the set family T of
a matrix T with δ(T) = 3 contains a sunflower by Lemma 7. We then show that such a
matrix has a certain structure (Lemma 16) which again allows us to reduce the problem to
the linear-time solvable special case of ConRMC with radius one (Theorem 18). We start
with an observation on a matrix whose diameter is at most three.
I Observation 13. Let T ∈ {0, 1}n×` be a matrix with δ(T) ≤ 3. It holds for each T1 ∈ T1,
T2 ∈ T2, and T3, T ′3 ∈ T3 that T1 ⊆ T3, T2 ∩ T3 6= ∅, and |T3 ∩ T ′3| ≥ 2 (otherwise there exists
a pair of rows with Hamming distance four).
From Observation 13, we obtain (by induction) the following lemma analogously to
Lemma 9.
I Lemma 14. Let T ∈ {0, 1}n×` be a matrix consisting of dirty columns with δ(T) ≤ 3. If
T3 6= ∅, then ` ≤ |T2|+ |T3|+ 2.
Our goal is to use Lemma 7 to derive that T3 forms a sunflower, that is, we need that
|T3| ≥ 5. The next lemma shows that this holds when T has at least 14 dirty columns.
I Lemma 15. Let T ∈ {0, 1}n×` be a matrix consisting of ` ≥ 14 dirty columns with
δ(T) = 3. Then, |T3| ≥ 5 (for some permutation of rows).
Proof. Assume that the rows are permuted such that |T3| is maximized. If |T3| ≤ 4, then
we have |T2| ≥ 8 by Lemma 14. Let T3 ∈ T3. By Observation 13, T2 ∩ T3 6= ∅ holds for
each T2 ∈ T2. There are at most three sets T2 ∈ T2 with T2 ⊆ T3. Thus, there are at
least five sets T2 ∈ T2 such that |T2 ∩ T3| = 1. For each of these five sets, it holds that
|T24T3| = |T2|+ |T3|−2|T2∩T3| = 3. This contradicts the choice of the row permutation. J
With Lemma 15 at hand, we are ready to reveal the structure of a diameter-three matrix
(see Figure 4 for an illustration).
I Lemma 16. Let T ∈ {0, 1}n×` be a matrix with δ(T) ≤ 3 and |T3| ≥ 5. Then, there exist
j1 6= j2 ∈ [`] such that the following hold:
T1 ⊆ {j1, j2} for each T1 ∈ T1.
T2 ∩ {j1, j2} 6= ∅ for each T2 ∈ T2.
T3 ⊇ {j1, j2} for each T3 ∈ T3.
Moreover, exactly one of the following holds for T ′2 = {T2 ∈ T2 | j1 ∈ T2 ∧ j2 6∈ T2} and
T ′′2 = {T2 ∈ T2 | j1 6∈ T2 ∧ j2 ∈ T2}:
(a) T ′2 = ∅ or T ′′2 = ∅.
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T1
T2
T3
j1 j2 j1 j2 j3
T1
T2
T3
Figure 4 Illustration (for smaller `) of Lemma 16 (a) (left) and (b) (right). A black cell indicates
that the entry differs from the last row vector in the corresponding column.
(b) T ′2 = {{j1, j3}} and T ′3 = {{j2, j3}} for j3 ∈ [`].
Proof. Note that T3 is 3-uniform by definition and note also that it is a weak ∆-system with
intersection size two by Observation 13. Hence, Lemma 7 gives us column indices j1, j2 ∈ [`]
such that {j1, j2} ⊆ T3 for each T3 ∈ T3. It follows from Observation 13 and Lemma 10 that
T1 ⊆ {j1, j2} for each T1 ∈ T1 and T2 ∩ {j1, j2} 6= ∅ for each T2 ∈ T2.
Now we show that either (a) or (b) holds. Suppose that |T1| ≥ 2 and |T2| ≥ 1, and let
T2 6= T ′2 ∈ T ′2 and T ′′2 ∈ T ′′2 . Then, either T2 ∩ T ′′2 = ∅ or T ′2 ∩ T ′′2 = ∅ must hold. However,
this is a contradiction because the corresponding row vectors have Hamming distance four.
Thus, we have that |T ′2 | ≤ 1 or T ′′2 = ∅. Analogously, we obtain T ′2 = ∅ or |T ′′2 | ≤ 1.
If T ′2 = ∅ or T ′′2 = ∅, then (a) is satisfied. Otherwise, we have |T ′2 | = |T ′′2 | = 1. Since
|T ′24T ′′2 | = |T ′2|+ |T ′′2 | − 2|T ′2 ∩ T ′′2 | ≤ δ(T) ≤ 3, we obtain T ′2 ∩ T ′′2 6= ∅ for each T ′2 ∈ T ′2 and
T ′′2 ∈ T ′′2 . Hence, (b) holds. J
The following lemma establishes a connection to ConRMC. For v, v′ ∈ {0, 1}` and J ⊆ [`],
we write dJ(v, v′) to denote d(v[J ], v[J ]).
I Lemma 17. Let T ∈ {0, 1}n×` be a matrix consisting of dirty columns with δ(T) = 3. If
` ≥ 14, then there exists a v ∈ {0, 1}` such that at least one of the following holds:
(a) There exists j ∈ [`] such that d[`]\{j}(v,T[i]) ≤ 1 for all i ∈ [n].
(b) There exist three column indices J = {j1, j2, j3} ⊆ [`] such that all of the following hold
for each i ∈ [n]:
d(vJ , ti,J) ≤ 2.
If d(vJ , ti,J) ≥ 1, then d[`]\J(v,T[i]) = 0.
If d(vJ , ti,J) = 0, then d[`]\J(v,T[i]) ≤ 1.
Here vJ = (v[j1], v[j2], v[j3]) and ti,J = (T[i, j1],T[i, j2],T[i, j3]) for each i ∈ [n].
Proof. From Lemma 15, we can assume that |T3| ≥ 5. Hence, Lemma 16 applies. Let j1 and
j2 be the according column indices. Let v ∈ {0, 1}` be the row vector with
v[j] =
{
1−T[n, j] if j ∈ {j1, j2},
T[n, j] otherwise,
for each j ∈ [`]. We claim that (a) corresponds to Lemma 16 (a), and (b) corresponds to
Lemma 16 (b).
Suppose that Lemma 16 (a) holds with T ′′2 = ∅ (the case T ′2 = ∅ is completely anal-
ogous). We prove that d[`]\{j2}(v,T[i]) ≤ 1 for all i ∈ [n]. Since d[`]\{j2}(v,T[i]) =
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|{j1}4(D(T[i],T[n]) \ {j2})|, it suffices to show that |{j1}4(T \ {j2})| ≤ 1 holds for all
T ∈ T . Due to Lemma 16, we have
{j1}4(T \ {j2}) ⊆ {j1} for each T ∈ T1 and
|{j1}4(T \ {j2})| = |T \ {j1, j2}| ≤ 1 for each T ∈ T2 ∪ T3 since j1 ∈ T .
Hence, (a) is true.
Now, assume that Lemma 16 (b) holds and let J = {j1, j2, j3}. If there exists i ∈ [n] with
d(vJ , ti,J) = 3, then this implies {j3} ∈ T1 which yields the contradiction {j3} 6⊆ {j1, j2}.
Further, for each T ∈ T1 ∪ T2, we have T \ J = ∅. Hence, for the row vector T[i]
corresponding to T , we have d[`]\J(v,T[i]) = 0. Now, let T3 ∈ T3 with corresponding row
vector T[i]. If T3 = {j1, j2, j3}, then d(vJ , ti,J) = 1 and d[`]\J(v,T[i]) = 0. Otherwise,
we have T3 = {j1, j2, j} for some j ∈ [`] \ J . Hence, d(vJ , ti,J) = 0 and d[`]\J(v,T[i]) =
|T3 \ {j1, j2}| = 1. Hence, (b) is true. J
Based on the connection to ConRMC, we obtain a polynomial-time algorithm.
I Theorem 18. (0, 3)-DMC can be solved in O(n`4) time.
Proof. We first apply Theorem 12 to determine whether there exists a completion T ∈
{0, 1}n×` of S ∈ {0, 1,}n×` such that δ(T) ≤ 2. If not, then it remains to determine
whether there exists a completion T with δ(T) = 3. We can assume that ` ≥ 14 by Lemma 1.
We solve the problem by solving several instances of ConRMC based on Lemma 17.
For j ∈ [`], let Ij = (S[:, [`] \ {j}], 1n) be a ConRMC instance and let I1 = {Ij | j ∈ [`]}.
These instances correspond to Lemma 17 (a).
Now, we describe the instances corresponding to Lemma 17 (b). Let j1, j2, j3 ∈ [`] be
three distinct column indices and let v1, v2, v3 ∈ {0, 1}. We define an instance Iv1,v2,v3j1,j2,j3 =
(Sj1,j2,j3 , r) of ConRMC as follows:
Sj1,j2,j3 = S[:, [`] \ {j1, j2, j3}].
For each i ∈ [n], let
r[i] =
{
0 if (S[i, j1] = 1− v1) ∨ (S[i, j2] = 1− v2) ∨ (S[i, j3] = 1− v3).
1 otherwise.
Let I2 contain those instances Iv1,v2,v3j1,j2,j3 in which for each i ∈ [n] at least one of S[i, j1] 6= 1−v1,
S[i, j2] 6= 1− v2, or S[i, j3] 6= 1− v3 holds. We claim that S is a Yes-instance if and only if
at least one instance in I1 or I2 is a Yes-instance.
If Ij ∈ I1 is aYes-instance, then there exists v ∈ {0, 1}`−1 such that d(v′,S[i, [`]\{j}]) ≤ 1
for each i ∈ [n]. Let T be the completion of S in which T[i, [`] \ {j}] = S[i, [`] \ {j}]⊕ v
for each i ∈ [n]. Then, we have
d(T[i],T[i′]) ≤ d(T[i, [`] \ {j}],T[i′, [` \ {j}]]) + 1
≤ d(v,T[i, [`] \ {j}]) + d(v,T[i′, [` \ {j}]]) + 1 ≤ 3
for each i, i′ ∈ [n].
If Iv1,v2,v3j1,j2,j3 = (Sj1,j2,j3 , r) ∈ I2 is a Yes-instance with solution v′ ∈ {0, 1}`−3, then let
v ∈ {0, 1}` be the row vector obtained from v′ by inserting v1, v2, and v3 in the j1-th, j2-th,
and j3-th column, respectively, and let T be the completion of S in which T[i] = S[i]⊕ v
or each i ∈ [n]. We prove that δ(T) ≤ 3. Let Rx ⊆ [n] be the set of row indices i with
r[i] = x for x ∈ {0, 1}. Then, we have that
d(v,T[i]) = d{j1,j2,j3}(v,T[i]) + d[`]\{j1,j2,j3}(v,T[i]) ≤ 2 + 0 = 2 for each i ∈ R0 and
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d(v,T[i]) = d{j1,j2,j3}(v,T[i]) + d[`]\{j1,j2,j3}(v,T[i]) ≤ 0 + 1 = 1 for each i ∈ R1.
By the triangle inequality, we obtain d(T[i],T[i′]) ≤ 3 for each i, i′ ∈ [n] with i ∈ R1
or i′ ∈ R1. Thus, it suffices to show δ(T[R0]) ≤ 3. Since T[i, [`] \ {j1, j2, j3}] =
T[i′, [`] \ {j1, j2, j3}] = v′ for each i, i′ ∈ R0, this clearly holds.
The reverse direction is easily verified using Lemma 17.
Overall, we construct O(`3) ConRMC instances, each of which can be solved in O(n`)
time [16, Theorem 1]. Hence, (0, 3)-DMC can be solved in O(n`4) time. J
Our algorithms presented here work via reductions to ConRMC. Although ConRMC
imposes an upper bound on the diameter implicitly by the triangle inequality, it is seemingly
difficult to enforce any lower bounds (that is, α > 0). In the next section, we will see
polynomial-time algorithms for α > 0, based on reductions to the graph factorization
problem.
3.2 Polynomial time for β ≤ α + 1
We now give polynomial-time algorithms for (α, β)-DMC with constant α > 0 given that
β ≤ α+ 1. As in Section 3.1, our algorithms exploit combinatorial structures revealed by
Deza’s theorem (Lemmas 6 and 7). Recall that T denotes a set system obtained from a
complete matrix T (Definition 3). We show that T essentially is a sunflower when γ(T) ≥ α
and δ(T) ≤ α+ 1. For the completion into such a sunflower, it suffices to solve the following
matrix completion problem, which we call Sunflower Matrix Completion.
Sunflower Matrix Completion (SMC)
Input: An incomplete matrix S ∈ {0, 1,}n×` and s,m ∈ N.
Question: Is there a completion T ∈ {0, 1}n×` of S such that
D(T[1],T[n]), . . . , D(T[n − 1],T[n]) are pairwise disjoint sets of
each size at most s and
∑
i∈[n−1] |D(T[i],T[n])| ≥ m.
Intuitively speaking, the problem asks for a completion into a sunflower with empty core
and bounded petal sizes. All algorithms presented in this subsection are via reductions to
SMC. First, we show that SMC is indeed polynomial-time solvable. We prove this using a
well-known polynomial-time algorithm for the graph problem (g, f)-Factor [10].
(g, f)-Factor
Input: A graph G = (V,E), functions f, g : V → N, and m′ ∈ N.
Question: Does G contain a subgraph G′ = (V,E′) such that |E′| ≥ m′ and g(v) ≤
degG′(v) ≤ f(v) for all v ∈ V ?
I Lemma 19. For constant s > 0, SMC can be solved in O(n`
√
n+ `) time.
Proof. Let (S, s,m) be an SMC instance. Let axj be the number of occurrences of x ∈ {0, 1}
in S[:, j] for each j ∈ [`]. We can assume that a0j ≥ a1j for each j ∈ [`] (otherwise swap the
occurrences of 0’s and 1’s in the column). If a0j ≥ 2 and S[n, j] = 1 for some j ∈ [`], then we
can return No since there will be two intersecting sets. Also, if a1j ≥ 2, then we can return
No.
We construct an instance of (g, f)-Factor as follows. We introduce a vertex ui for
each i ∈ [n− 1] and a vertex vj for each j ∈ [`]. The resulting graph G will be a bipartite
graph with one vertex subset {u1, . . . , un−1} representing rows and the other {v1, . . . , v`}
representing columns. Essentially, we add an edge between ui and vj if the column S[:, j] can
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Figure 5 A completion of a 5× 5 incomplete matrix (left). The known entries are highlighted in
gray. A bipartite graph as constructed in the reduction (right). Note that the entries framed by
thick lines (which differ from all others in the same column) correspond to the subgraph represented
by the thick lines.
be completed such that the i-th entry differs from all others (see Figure 5 for an illustration).
Intuitively, such an edge encodes the information that column index j can be contained
in a petal of the sought sunflower. Formally, there is an edge {ui, vj} if and only if there
is a completion tj ∈ {0, 1}n of S[:, j] in which tj [i] = 1 − tj [n] and tj [h] = tj [n] for all
h ∈ [n − 1] \ {i}. We set g(ui) := 0 and f(ui) := s for each i ∈ [n − 1], g(vj) := a1j and
f(vj) := 1 for each j ∈ [`], and m′ := m. This construction can be done in O(n`) time. To
see this, note that the existence of an edge {ui, vj} only depends on a0j , a1j , and S[i, j].
If a0j ≤ 1 and a1j = 0, then add the edge {ui, vj}. The corresponding completion tj can
be seen as follows:
If S[h, j] =  for all h ∈ [n− 1], then let tj [i] := 1 and let tj [h] := 0 for all h ∈ [n] \ {i}.
If S′[h, j] = 0 for some h ∈ [n − 1], then S′[h′, j] =  for all h′ ∈ [n] \ {h}. If h 6= i,
then let tj [i] := 1 and let tj [h] := 0 for all h ∈ [n] \ {i}. Otherwise, let tj [h] := 1 for all
h ∈ [n] \ {i}.
If a0j = 1 and a1j = 1, then add the edge {ui, vj} if S[i, j] 6= .
If a0j ≥ 2 and a1j = 0, then add the edge {ui, vj} if S[i, j] = .
If a0j ≥ 2 and a1j = 1, then add the edge {ui, vj} if S[i, j] = 1 (because S[n, j] must be
completed with 0).
The correctness of the reduction easily follows from the definition of an edge: If T is a
solution for (S, s,m), then the corresponding subgraph of G contains the edge {ui, vj} for
each i ∈ [n− 1] and each j ∈ D(T[i],T[n]). Conversely, a completion of S is obtained from
a subgraph G′ by taking for each edge {ui, vj} the corresponding completion tj as the j-th
column. Note that no vertex vj can have two incident edges since f(vj) = 1. Moreover, if vj
has no incident edges, then this implies g(vj) = a1j = 0. Hence, we can complete all missing
entries in column j by 0.
As regards the running time, note that the constructed graph G has at most n` edges
and
∑
i∈[n−1] f(ui) ∈ O(n) and
∑
j∈[`] f(vj) ∈ O(`). Since (g, f)-Factor can be solved in
O(|E|√f(V )) time [10] for f(V ) = ∑v∈V f(v), SMC can be solved in time O(n`√n+ `). J
As a first application of Lemma 19, we show that (α, α)-DMC can be solved in polynomial
time.
I Theorem 20. (α, α)-DMC can be solved in O(n`
√
n+ `) time.
Proof. We first show that (α, α)-DMC can easily be solved if α is odd. Consider row vectors
u, v, w ∈ {0, 1}` and let U := D(u, v) and W := D(v, w). Then, d(u, v) + d(v, w) + d(w, u) =
|U |+|W |+(|U |+|W |−2|U∩W |) = 2(|U |+|W |−|U∩W |) and hence d(u, v)+d(v, w)+d(w, u)
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is even. Thus, we can immediately answer No if n ≥ 3. It is also easy to see that DMC can
be solved in linear time if n ≤ 2.
We henceforth assume that α is even. Eiben et al. [7, Theorem 34] provided a linear-time
algorithm for (0, α)-DMC with constant n (and arbitrary α) using reductions to ILP. It is
straightforward to adapt their ILP formulation to show that (α, α)-DMC can also be solved
in linear time for constant n (basically, we just need the additional constraint that each
pairwise distance is at least α). So we can assume that n ≥ (α/2)2 + (α/2) + 3. We claim
that there is a completion T of S with γ(T) = δ(T) = α if and only if the SMC instance
(S′, α/2, αn/2) is a Yes-instance for the matrix S′ ∈ {0, 1,}(n+1)×` obtained from S with
an additional row vector `.
(⇒) Let T be a completion of S with γ(T) = δ(T) = α. Then, T is a weak ∆-system
with intersection size α/2. Since |T | ≥ (α/2)2 + (α/2) + 2, Lemma 6 tells us that T is a
sunflower. Let C be the core of T . Consider the completion T′ of S′ such that
T′[[n], :] = T,
T′[n+ 1, j] = 1−T[n, j] for each j ∈ C, and
T′[n+ 1, j] = T[n, j] for each j ∈ [`] \ C.
Note that D(T′[i],T′[n + 1]) = D(T′[i],T′[n]) \ C for each i ∈ [n − 1]. Note also that
D(T′[n],T′[n + 1]) = C. Hence, D(T′[1],T′[n + 1]), . . . , D(T′[n],T′[n + 1]) are pairwise
disjoint sets of size α/2.
(⇐) Let T′ be a completion of S′ such that D(T′[1],T′[n+ 1]), . . . , D(T′[n],T′[n+ 1])
are pairwise disjoint sets of size α/2. For the completion T = T′[[n], :] of S, it holds
that d(T[i],T[i′]) = |D(T′[i],T′[n + 1])4D(T′[i′],T′[n + 1])| = |D(T′[i],T′[n + 1])| +
|D(T′[i′],T′[n+ 1])| = α for each i, i′ ∈ [n]. J
Now we proceed to develop polynomial-time algorithms for the case α+ 1 = β. We will
make use of the following observation made by Froese et al. [9, Proof of Theorem 9].
I Observation 21. Let T ∈ {0, 1}n×` with γ(T) ≥ α and δ(T) ≤ β = α + 1. For
Tα 6= T ′α ∈ Tα and Tβ 6= T ′β ∈ Tβ, it holds that |Tα∩T ′α| = bα/2c, |Tα∩Tβ | = dα/2e = bβ/2c,
and |Tβ ∩ T ′β | = dβ/2e.
Surprisingly, odd α seems to allow for significantly more efficiently algorithms than even α.
I Theorem 22. (α, β)-DMC with β = α+ 1 can be solved in
(i) O(n`
√
n+ `) time for odd α, and
(ii) (n`)O(α3) time for even α.
Proof. (i) We can assume that n ≥ β2/2 + β + 7 holds since otherwise the problem is
linear-time solvable (as in the proof of Theorem 20. Suppose that S admits a completion T
with γ(T) ≥ α and δ(T) ≤ β. Since T = Tα ∪ Tβ and |T | ≥ β2/2 + β + 6, it follows that
max{|Tα|, |Tβ |} ≥ c := (β/2)2 + (β/2) + 3. We consider two cases depending on the size of
Tα and Tβ .
Suppose that |Tα| ≥ c. Since Tα is a weak ∆-system with intersection size (α−1)/2, Tα is a
sunflower with a core of size (α−1)/2 and petals of size (α+1)/2 by Lemma 7 (ii). We claim
that Tβ = ∅. Suppose not and let Tβ ∈ Tβ . Consequently, we obtain |Tα∩Tβ | = (α+ 1)/2
for all Tα ∈ Tα by Observation 21, which contradicts Lemma 10.
Suppose that |Tβ | ≥ c. Again, Tβ is a sunflower whose core C has size β/2 by Lemma 6.
By Observation 21 and Lemma 10, Tα ⊇ C holds for each Tα ∈ Tα. Now suppose that
there exist Tα 6= T ′α ∈ Tα. Since C ⊆ Tα and C ⊆ T ′α, it follows that |Tα ∩ T ′α| ≥ β/2,
thereby contradicting Observation 21. Hence, we have |Tα| ≤ 1.
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We construct an instance I of SMC covering both cases above, as in Theorem 20. We
use the matrix S′ obtained from S by appending a row vector `, and we set s := β/2 and
m := ns− 1. Basically, we allow at most one “petal” to have size s− 1. We return Yes if
and only if I is a Yes-instance. The correctness can be shown analogously to the proof of
Theorem 20.
(ii) Suppose that there is a completion T of S with γ(T) ≥ α and δ(T) ≤ β. Again, we
can assume that n > 2c for c := (β/2)2 + (β/2) + 4, and consider a case distinction regarding
the size of Tα and Tβ .
Suppose that |Tα| ≥ c and |Tβ | ≥ c. It follows from Observation 21 and Lemmas 6 and 7
that Tα and Tβ are sunflowers. Let Cα and Cβ be the cores of Tα and Tβ , respectively.
Note that |Cα| = α/2 and |Cβ | = α/2 + 1, and hence Cα ( Cβ holds by Observation 21
and Lemma 10. Let j ∈ [`] be such that Cα ∪{j} = Cβ and let T′ := T[:, [`] \ {j}]. Then,
the set family T ′ is a sunflower with a core of size α/2 and petals of size α/2. Hence,
there exists j ∈ [`] such that the (α, α)-DMC instance S[:, [`] \ {j}] is a Yes-instance.
On the other hand, if there is a completion T′ of S[:, [`] \ {j}] with γ(T′) = δ(T′) = α,
then γ(T) ≥ α and δ(T) ≤ α+ 1 hold for any completion T of S with T[:, [`] \ {j}] = T′.
Suppose that |Tα| ≥ c and |Tβ | < c. The same argument as above shows that Tα∩Tβ = C
holds for each Tα ∈ Tα and Tβ ∈ Tβ , where C is the size-α/2 core of sunflower Tα. Let
Iβ = {i ∈ [n− 1] | d(T[i],T[n]) = β} be the row indices that induce the sets in Tβ and
let Jβ =
⋃
Tβ∈Tβ Tβ . Consider T
′ = S[[n] \ Iβ , [`] \ (C ∪ Jβ)] and note that the family T ′
consists of pairwise disjoint sets, each of size α/2. We use this observation to obtain a
reduction to SMC. The idea is to test all possible choices for T′, that is, we simply try
out all possibilities to choose the following sets:
C ⊆ [`] of size exactly α/2.
Iβ ⊆ [n− 1] of size at most c.
Jβ ⊆ [`] \ C of size at most β · c such that d[`]\(C∪Jβ)(S[iβ ],S[n]) = 0 for all iβ ∈ Iβ .
For each possible choice, we check whether it allows for a valid completion. Formally, it
is necessary that the following exist:
A completion tC of S[n,C] such that S[i, j] 6= tC [j] for all i ∈ [n− 1] and j ∈ C.
A completion tJβ of S[n, Jβ ] such that d(tJβ ,S[i, Jβ ]) = 0 for all i ∈ [n− 1] \ Iβ .
A completion tiβ of S[iβ , Jβ ] for each iβ ∈ Iβ such that d(tiβ , tJβ ) = α/2 + 1 for each
iβ ∈ Iβ and d(tiβ , ti′β ) = α for each iβ 6= i′β ∈ Iβ .
The existence of the above completions can be checked in O(n) time. We then construct
an SMC instance (S′, α/2, (n− |Iβ | − 1) · α/2), where S′ is an incomplete matrix with
n′ = n− |Iβ | rows and `− |C| − |Jβ | columns defined as follows:
S′[[n′ − 1]] = S[[n− 1] \ Iβ , [`] \ (C ∪ Jβ)].
S′[n′, j] =  for each j ∈ [`] \ (C ∪ Jβ) such that S[iβ , j] =  for all iβ ∈ Iβ ∪ {n}.
S′[n′, j] = S[iβ , j] for each j ∈ [`]\(C∪Jβ) such that S[iβ , j] 6=  for some iβ ∈ Iβ∪{n}.
Overall, we solve at most (n`)O(α3) many SMC instances. Hence, this case is solvable
in (n`)O(α3) time.
Suppose that |Tα| < c and |Tβ | ≥ c. Let i ∈ [n− 1] be such that d(T[i],T[n]) = β. Then,
d(T[i],T[i′]) = α holds for each i′ ∈ [n−1]\{i}. Since there are at least n−2 > 2c−2 > c
such row indices, it follows that this case is essentially equivalent to the previous case (by
considering row i as the last row).
J
A natural question is whether one can extend our approach above to the case β = α+ 2
(especially α = 1 and β = 3). The problem is that the petals of the sunflowers T2 and T3
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may have nonempty intersections. Therefore, reducing to SMC to obtain a polynomial-time
algorithm is probably impossible.
3.3 NP-hardness
Hermelin and Rozenberg [14, Theorem 5] proved that ConRMC (under the name Closest
String with Wildcards) is NP-hard even if r[i] = 2 for all i ∈ [n]. We use this result to
prove the following.
I Theorem 23. (α, β)-DMC is NP-hard if β ≥ 2dα/2e+ 4.
Proof. We show a polynomial-time reduction from ConRMC. Let (S ∈ {0, 1,}n×`, r) be
a ConRMC instance with r[i] = 2 for all i ∈ [n].
Let C ∈ {0, 1}(n+1)×m be the binary matrix with m = (n− 1) · dα/2e+ β − 2 columns
obtained by horizontally stacking
the (n+ 1)× (n+ 1) identity matrix dα/2e times and
the column vector (0n1)T β − 2dα/2e − 2 times.
Since the pairwise row Hamming distances in the identity matrix are all two, we have that:
d(C[i],C[i′]) = 2dα/2e for each i 6= i′ ∈ [n] and
d(C[i],C[n+ 1]) = β − 2 for each i ∈ [n].
Consider the matrix S′ ∈ {0, 1,}(n+1)×(`+m) obtained from S by adding the row ` and then
horizontally appending C. We show that there exists a vector v ∈ {0, 1}` with d(v,S[i]) ≤ 2
for all i ∈ [n] if and only if S′ admits a completion T′ with γ(T′) ≥ α and δ(T′) ≤ β.
(⇒) Let T′ be the completion of S′ such that for each i ∈ [n+ 1], T′[i, [`]] = S′[i]⊕ v.
Then, we have the following:
γ(T′) ≥ γ(C) = 2dα/2e ≥ α.
d(T′[i],T′[n+ 1]) = d(S[i], v) + β − 2 ≤ β for each i ∈ [n].
By the triangle inequality, d(T′[i],T′[i′]) ≤ d(v,S[i]) + d(v,S[i′]) + d(C[i],C[i′]) ≤
2 + 2 + 2dα/2e ≤ β holds for each i, i′ ∈ [n]
(⇐) Let v = T′[n+1, [`]]. It is easy to see that d(S[i], v) = d(T′[i],T′[n+1])−d(C[i],C[n+
1]) ≤ β − (β − 2) ≤ 2 holds for each i ∈ [n]. J
It remains open whether NP-hardness also holds for (α, α+ 3)-DMC with α ≥ 1 (recall
that (0, 3)-DMC is polynomial-time solvable). In Section 4.3, however, we show NP-hardness
for β = α+ 3 when α and β are part of the input.
4 Bounded number k of missing entries per row
In this section, we consider DMC with α and β being part of the input, hence not necessarily
being constants. We consider the maximum number k of missing entries in any row as a
parameter. Clearly, DMC is trivial for k = 0. We will show that DMC is polynomial-time
solvable for k = 1, and also for k = 2 if α = β. On the negative side, we show that DMC is
NP-hard for k ≥ 2 with β − α ≥ 3 and for k ≥ 3 with β − α = 0.
4.1 Polynomial time for k = 1
We show that DMC can be solved in polynomial time when k = 1, via a reduction to
2-SAT. For a Boolean variable x, we use (x = 1) and (x 6= 0) to denote the positive literal x.
Similarly, we use (x = 0) and (x 6= 1) for the negative literal ¬x.
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I Theorem 24. DMC can be solved in O(n2`) time when k = 1.
Proof. We construct a 2-CNF formula φ of polynomial size such that φ is satisfiable if and
only if the input matrix S admits a completion T with γ(T) ≥ α and δ(T) ≤ β.
First, we compute the distances d(S[i],S[i′]) for each i, i′ ∈ [n] in O(n2`) time. Clearly, if
there exists a pair with distance less than α− 2 or larger than β, then we have a No-instance.
Let I ⊆ [n] be the set of row indices corresponding to row vectors with a missing entry and
let ji ∈ [`] be such that S[i, ji] = .
We introduce a variable xi for each i ∈ I, where xi is set to true if S[i, ji] is completed
with a 1. We construct the formula φ as follows:
For each i < i′ ∈ [n] with d(S[i],S[i′]) = α− 2:
If i 6∈ I or i′ 6∈ I, or ji = ji′ , then return No. Otherwise, add the clauses (xi = 1−S[i′, ji])
and (xi′ = 1− S[i, ji′ ]).
For each i < i′ ∈ [n] with d(S[i],S[i′]) = α− 1:
If i 6∈ I and i′ 6∈ I, then return No.
If i ∈ I and i′ 6∈ I, then add the clause (xi 6= S[i′, ji]).
If i 6∈ I and i′ ∈ I, then add the clause (xi′ 6= S[i, ji]).
If i ∈ I and i′ ∈ I and ji = ji′ , then add the clauses (xi ∨ xi′) and (¬xi ∨ ¬xi′).
If i ∈ I and i′ ∈ I and ji 6= ji′ , then add the clause (xi 6= S[i′, ji] ∨ xi′ 6= S[i, ji′ ]).
It is easy to see that these clauses ensure that γ(T) ≥ α. Similarly, to ensure that δ(T) ≤ β,
we add the following clauses:
For each i < i′ ∈ [n] with d(S[i],S[i′]) = β:
If i ∈ I and i′ 6∈ I, then add the clause (xi = S[i′, ji]).
If i 6∈ I and i′ ∈ I, then add the clause (xi′ = S[i, ji′ ]).
If i ∈ I and i′ ∈ I and ji = ji′ , then add the clauses (xi ∨ ¬xi′) and (¬xi ∨ xi′).
If i ∈ I and i′ ∈ I and ji 6= ji′ , then add the clauses (xi = S[i′, ji]) and (xi′ = S[i, ji′ ]).
For each i < i′ ∈ [n] with d(S[i],S[i′]) = β − 1:
If i ∈ I and i′ ∈ I and ji 6= ji′ , then add the clause (xi = S[i′, ji] ∨ xi′ = S[i, ji′ ]).
Thus, φ is of size O(n2) and can be solved in O(n2) time [1]. The correctness follows directly
from the construction. J
We remark that the quadratic dependence on n in the running time of Theorem 24 is
presumably inevitable. To prove this, we will use the Orthogonal Vectors conjecture,
which states that Orthogonal Vectors cannot be solved in time O(n2− · `c) for any
, c > 0 (assuming the Strong Exponential Time Hypothesis) [12].
Orthogonal Vectors
Input: Sets U ,V of row vectors in {0, 1}` with |U| = |V| = n.
Question: Are there row vectors u ∈ U and v ∈ V such that u[j] · v[j] = 0 holds for
all j ∈ [`]?
I Theorem 25. DMC cannot be solved in time O(n2− · `c) for any c,  > 0, unless the
Orthogonal Vectors conjecture breaks.
Proof. We reduce from Orthogonal Vectors. Let u1, . . . , un, v1, . . . , vn ∈ {0, 1}` be row
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T =

001 111 001 000000000
111 001 001 000000000
111 111 010 111111111
111 010 111 111111111

Figure 6 An illustration of the reduction from Orthogonal Vectors, where U = {010, 110}
and V = {110, 101}.
vectors. Consider the matrix T ∈ {0, 1}2n×6` where
T[i, [3j − 2, 3j]] =

001 if j ≤ ` and ui[j] = 0
111 if j ≤ ` and ui[j] = 1
000 otherwise
T[n+ i, [3j − 2, 3j]] =

010 if j ≤ ` and vi[j] = 0
111 if j ≤ ` and vi[j] = 1
111 otherwise
for each i ∈ [n] and j ∈ [2`]. It is easy to see that there are i, i′ ∈ [n] such that ui and vi′
are orthogonal if and only if δ(T) = 5` (see Figure 6 for an illustration). J
4.2 Polynomial time for k = 2 with α = β
We extend the polynomial-time solvability for k = 1 to the case k = 2 when α = β. Again,
we show a polynomial-time reduction to 2-SAT based on a more extensive case distinction.
I Theorem 26. DMC can be solved in O(n2`) time for k = 2 and α = β.
Proof. Since k = 2, there are at most four possible ways to complete the row vector S[n].
Assuming that S[n] is complete (without loss of generality, S[n] = 0`) we show that DMC
can be solved in O(n2`) time.
First, we check whether α− 2 ≤ d(S[i], 0`) ≤ α holds for each i ∈ [n− 1] (otherwise, we
return No). We do the following for each i ∈ [n− 1]:
S[i] contains exactly one missing entry: If d(S[i], 0`) = α− 1, then fill the missing entry
by 1. If d(S[i], 0`) = α, then fill the missing entry by 0. If d(S[i], 0`) = α− 2, then return
No.
S[i] contains exactly two missing entries: If d(S[i], 0`) = α − 2, then fill both missing
entries by 1. If d(S[i], 0`) = α, then fill both missing entries by 0.
Now, each row vector either contains no missing entry or exactly two missing entries. Let
I0 ⊆ [n] be the set of row indices corresponding to row vectors without any missing entry
and let I2 = [n] \ I0. We check in O(n2`) time whether all pairwise Hamming distances in
S[I0] are α. If not, then we return No. Note that we have d(S[i], 0`) = α− 1 for each i ∈ I2,
and thus there are exactly two ways to complete S[i]: One missing entry filled by 1 and the
other by 0, or vice versa. For each i ∈ I2, let j1i < j2i ∈ [`] be such that S[i, j1i ] = S[i, j2i ] = .
We verify whether the following necessary conditions hold:
d(S[i0],S[i]) = α− 1 for each i0 ∈ I0 and i ∈ I2 with S[i0, j1i ] = S[i0, j2i ].
d(S[i0],S[i]) ∈ {α− 2, α} for each i0 ∈ I0 and i ∈ I2 with S[i0, j1i ] 6= S[i0, j2i ].
Let i 6= i′ ∈ I2 be such that {j1i , j2i } ∩ {j1i′ , j2i′} = ∅. Observe that if S[i′, j1i ] = S[i′, j2i ],
then the completion of S[i] increases the distance between S[i] and S[i′] by exactly one.
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Otherwise, the distance either stays the same or increases by exactly two. It is analogous
for the completion of S[i′]. Thus, the following must hold for each i 6= i′ ∈ I2 with
{j1i , j2i } ∩ {j1i′ , j2i′} = ∅:
d(S[i],S[i′]) = α− 2 if S[i, j1i′ ] = S[i, j2i′ ] and S[i′, j1i ] = S[i′, j2i ].
d(S[i],S[i′]) = {α − 3, α − 1} if either S[i, j1i′ ] = S[i, j2i′ ] and S[i′, j1i ] 6= S[i′, j2i ], or
S[i, j1i′ ] 6= S[i, j2i′ ] and S[i′, j1i ] = S[i′, j2i ].
d(S[i],S[i′]) = {α− 4, α− 2, α} if S[i, j1i′ ] 6= S[i, j2i′ ] and S[i′, j1i ] 6= S[i′, j2i ].
Let i 6= i′ ∈ I2 be such that j2i = j1i′ . Note that S[i, j2i ] and S[i′, j1i′ ] are completed by the
same value, if and only if S[i, j1i ] and S[i′, j2i′ ] are completed by the same value. Hence,
the following must hold for each i 6= i′ ∈ I2 with j2i = j1i′ :
d(S[i],S[i′]) ∈ {α− 2, α} if S[i, j1i′ ] = S[i′, j2i ].
d(S[i],S[i′]) ∈ {α− 3, α− 1} if S[i, j1i′ ] 6= S[i′, j2i ].
d(S[i],S[i′]) ∈ {α− 2, α} for each i 6= i′ ∈ I2 with j1i = j1i′ and j2i = j2i′ .
We return No if at least one of the above fails. Clearly this requires O(n2`) time.
Now, we construct a 2-CNF formula which is satisfiable if and only if our DMC instance
is a Yes-instance. We introduce a variable xi for each i ∈ I2, which basically encodes the
completion of S[i]. Intuitively speaking, (S[i, j1i ],S[i, j2i ]) are filled by (1, 0) if xi is true and
by (0, 1) if xi is false. We add clauses as follows:
For each i0 ∈ I0 and i ∈ I2 with d(S[i0],S[i]) = α − 2, add a singleton clause (xi) if
(S[i0, j1i ],S[i0, j2i ]) = (0, 1) and (¬xi) otherwise.
For each i 6= i′ ∈ I2 with {j1i , j2i } ∩ {j1i′ , j2i′} = ∅, S[i, j1i′ ] = S[i, j2i′ ], and S[i, j1i′ ] 6=
S[i, j2i′ ], add a clause (xi) if either (S[i, j1i ],S[i, j2i ]) = (0, 1) and d(S[i],S[i′]) = α− 3, or
(S[i, j1i ],S[i, j2i ]) = (1, 0) and d(S[i],S[i′]) = α− 1. Analogously, we add a clause (xi′) or
(¬xi′) for the case {j1i , j2i } ∩ {j1i′ , j2i′} = ∅, S[i, j1i′ ] = S[i, j2i′ ], and S[i, j1i′ ] 6= S[i, j2i′ ].
We do as follows for each i 6= i′ ∈ I2 with {j1i , j2i } ∩ {j1i′ , j2i′} = ∅, S[i, j1i′ ] 6= S[i, j2i′ ], and
S[i, j1i′ ] 6= S[i, j2i′ ].
Suppose that d(S[i],S[i′]) = α− 4. Add a clause (xi) if (S[i′, j1i ],S[i′, j2i ]) = (0, 1) and
(¬xi) otherwise. Moreover, add a clause (xi′) if (S[i, j1i′ ],S[i, j2i′ ]) = (0, 1) and (¬xi′)
otherwise.
Suppose that d(S[i],S[i′]) = α− 2. If (S[i, j1i′ ],S[i, j2i′ ]) = (S[i′, j1i ],S[i′, j2i ]), then add
clauses (xi ∨ xi′) and (¬xi ∨ ¬xi′). Note that these clauses are satisfied if and only if
xi 6= xi′ . Otherwise, we add clauses (xi ∨ ¬xi′) and (¬xi ∨ xi′), which are satisfied if
and only if xi = xi′ .
Suppose that d(S[i],S[i′]) = α. Add a clause (xi) if (S[i′, j1i ],S[i′, j2i ]) = (1, 0) and
(¬xi) otherwise. Moreover, add a clause (xi′) if (S[i, j1i′ ],S[i, j2i′ ]) = (1, 0) and (¬xi′)
otherwise.
We do as follows for each i 6= i′ ∈ I2 with j2i = j1i′ .
If d(S[i],S[i′]) = α− 2 and S[i, j1i′ ] = S[i′, j2i ] = 0, then add a clause (xi ∨ ¬xi′).
If d(S[i],S[i′]) = α and S[i, j1i′ ] = S[i′, j2i ] = 0, then add clauses (¬xi) and (xi′).
If d(S[i],S[i′]) = α− 2 and S[i, j1i′ ] = S[i′, j2i ] = 1, then add a clause (¬xi ∨ xi′).
If d(S[i],S[i′]) = α and S[i, j1i′ ] = S[i′, j2i ] = 1, then add clauses (xi) and (¬xi′).
If d(S[i],S[i′]) = α− 3 and (S[i, j1i′ ],S[i′, j2i ]) = (1, 0), then add clauses (xi) and (xi′).
If d(S[i],S[i′]) = α− 1 and (S[i, j1i′ ],S[i′, j2i ]) = (1, 0), then add a clause (¬xi ∨ ¬xi′).
If d(S[i],S[i′]) = α − 3 and (S[i, j1i′ ],S[i′, j2i ]) = (0, 1), then add clauses (¬xi) and
(¬xi′).
If d(S[i],S[i′]) = α− 1 and (S[i, j1i′ ],S[i′, j2i ]) = (0, 1), then add a clause (xi ∨ xi′).
For each i 6= i′ ∈ I2 with j1i = j1i′ and j2i = j2i′ , add clauses (xi ∨ ¬xi′) and (¬xi ∨ xi′) if
d(S[i],S[i′]) = α− 2 and add clauses (xi ∨ xi′) and (¬xi ∨ ¬xi′) if d(S[i],S[i′]) = α.
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It is easy to check that the constructed formula is correct. The formula contains O(n2)
clauses and can thus be solved in O(n2) time [1]. J
4.3 NP-hardness
In this subsection we prove two NP-hardness results. Namely, we prove that DMC is NP-hard
for k = 2 and β ≥ α + 3 (Theorem 28) and for k = 3 and β = α (Theorem 33). To start
with, we introduce a tool to increase the distance of one specific pair of row vectors relative
to all other pairs. This will be useful for the subsequent reductions.
I Lemma 27. For each n ≥ 3 and each i < i′ ∈ [n], one can construct in nO(1) time, a
matrix Bni,i′ ∈ {0, 1}n×` with n rows and ` = (
(
n
2
)− 1)(2n− 1) columns such that
d(Bni,i′ [h],Bni,i′ [h′]) =
{
γ(Bni,i′) + 2 if (h, h′) = (i, i′),
γ(Bni,i′) otherwise.
for all h 6= h′ ∈ [n].
Proof. First, we define a binary matrix An ∈ {0, 1}n×(2n−1) as follows:
An :=

1 0 0 0 0 · · · 0 0 0 · · · 0
0 1 0 0 0 · · · 0 0 0 · · · 0
1 1 1
I I1 1 1...
1 1 1

,
where I is the (n − 2) × (n − 2) identity matrix. Note that d(An[1],An[2]) = 2 and
d(An[h],An[h′]) = 4 for all h < h′ ∈ [n] with (h, h′) 6= (1, 2). We also define the matrix
Anh,h′ obtained from An by swapping the row vectors An[1] (and An[2]) with An[h] (and
An[h′], respectively) for each h < h′ ∈ [n]. The matrix Anh,h′ is a matrix in which the
distance between the h-th and h′-th row vectors are exactly two smaller than all other pairs.
Now we use the matrix Anh,h′ to obtain a binary matrix in which the distance of a certain
pair of row vectors is exactly two greater than all others. We define Bni,i′ ∈ {0, 1}n×` as the
matrix obtained by horizontally stacking
(
n
2
) − 1 matrices Anh,h′ for all h < h′ ∈ [n] with
(h, h′) 6= (i, i′):
Bni,i′ :=
[
An1,1 · · ·An1,n · · ·Ani,i+1 · · ·Ani,i′−1Ani,i′+1 · · ·Ani,n · · ·Ann−1,n
]
.
Observe that d(Bni,i′ [i],Bni,i′ [i′]) = 4 · (
(
n
2
)− 1) = 2n(n− 1)− 4, since d(Ani,i′ [h],Ani,i′ [h′]) = 4
for all h < h′ ∈ [n] with (h, h′) 6= (i, i′). Note also that for each h < h′ ∈ [n] with
(h, h′) 6= (i, i′), we have d(Bni,i′ [h],Bni,i′ [h′]) = 2n(n − 1) − 6 because the distance between
Ani,i′ [h˜] and Ani,i′ [h˜′] is four for every h˜ < h˜′ ∈ [n] except that it is smaller by two for the pair
Ani,i′ [i] and Ani,i′ [i′]. It is easy to see that the matrix Bni,i′ can be constructed in polynomial
time. J
We now prove that DMC is NP-hard for k = 2 and α+ 3 ≤ β. Our proof is based on a
polynomial-time reduction from the following NP-hard variant of 3-SAT [2].
(3, B2)-SAT
Input: A Boolean formula in conjunctive normal form, in which each literal occurs
exactly twice and each clause contains exactly three literals of distinct
variables.
Question: Is there a satisfying truth assignment?
20 Complexity of Combinatorial Matrix Completion With Diameter Constraints
The most challenging technical aspect of the reduction is to ensure the upper and lower
bounds on the Hamming distances. We achieve this by making heavy use of Lemma 27.
I Theorem 28. DMC is NP-hard for k = 2 and α+ 3 ≤ β.
Proof. We reduce from (3, B2)-SAT. We divide our proof into two parts as follows. We
first provide a set C of incomplete matrices and describe rules under which the matrices of C
are completed. We prove that the given formula of (3, B2)-SAT is satisfiable if and only if
the matrices C can be completed under those rules. We then show that one can construct in
polynomial time a single incomplete matrix S containing each matrix in C as a submatrix,
such that S admits a solution if and only if the completions to C according to the rules are
feasible. We are going to exploit the matrix Bni,i′ of Lemma 27 for this construction.
Part I.
Let φ be an instance of (3, B2)-SAT with clauses C0, . . . , Cm−1. We define the following
matrix for each clause Ci
Ci :=

l1i 0 0 0 0 1 1
0 0 l2i 0 0 1 0
0 0 0 0 l3i 0 1
1 0 1 0 1 0 ci
 .
Here we use l1i , l2i , l3i , and ci to represent two missing entries for notational purposes. Note
that the matrices Ci are identical for all i ∈ [0,m− 1]. We will prove that φ is satisfiable
if and only if it is possible to complete matrices C := {Ci | i ∈ [0,m − 1]} satisfying the
following constraints:
1. The missing entries lji are filled by 10 or 01 for each i ∈ [0,m− 1] and j ∈ [3].
2. The missing entries ci are filled by 00, 01, or 10 for each i ∈ [0,m− 1].
3. If the missing entries ci are filled by 00 (01, 10), then l1i (l2i , l3i , respectively) are filled by
10 for each i ∈ [0,m− 1].
4. Let Z be the set such that (i, j, i′, j′) ∈ Z if and only if the j-th literal in Ci and the j′-th
literal in Ci′ correspond to the same variable and one is the negation of the other for each
i < i′ ∈ [0,m− 1] and j, j′ ∈ [3]. If (i, j, i′, j′) ∈ Z, then either lji or lj
′
i′ is filled by 01.
Note that there are three choices for the completion of ci by Constraint 2. The intuitive
idea is that the completion of ci dictates which literal (in binary encoding) in the clause Ci is
satisfied. We then obtain a satisfying truth assignment for φ, as we shall see in the following
claim.
B Claim 29. The formula φ is satisfiable if and only if the matrices C can be completed
according to Constraints 1 to 4.
Proof. (⇒) If there exists a truth assignment τ satisfying φ, then at least one literal in the
clause Ci evaluates to true for each i ∈ [0,m− 1]. We choose an arbitrary number li ∈ [3]
such that the li-th literal of Ci is satisfied in τ for each i ∈ [0,m− 1]. For each i ∈ [0,m− 1]
we complete the matrix Ci as follows:
If li = 1, then the missing entries ci, l1i , l2i , l3i are filled by 00, 10, 01, 01, respectively.
If li = 2, then the missing entries ci, l1i , l2i , l3i are filled by 01, 01, 10, 01, respectively.
If li = 3, then the missing entries ci, l1i , l2i , l3i are filled by 10, 01, 01, 10, respectively.
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
l1i 0 0 0 0 1 1
0 0 l2i 0 0 1 0
0 0 0 0 l3i 0 1
1 0 1 0 1 0 ci
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 1 0 0 0 0 1 1
0 0 1 1 0 0 1 0
0 0 0 0 1 1 0 1
1 0 1 0 1 0 0 0

...
...
· · · lji · · · 00 · · · 00 · · · 01 · · ·
...
...
00 00
... . . .
...
00 00
...
...
· · · 01 · · · 00 · · · 00 · · · lj′i′ · · ·
...
...
Figure 7 The matrix C′i ∈ {0, 1,}11×8 (left). The rows {11i + j, 11i′ + j′} and the columns
{8i+ 2j − 1, 8i+ 2j, 8j′ + 2j′ − 1, 8j′ + 2j′} of C for (i, j, i′, j′) ∈ Z (right).
It is easy to verify that Constraints 1 to 3 are satisfied. We claim that Constraint 4 is also
satisfied. Suppose to the contrary that there exists an (i, j, i′, j′) ∈ Z such that the missing
entries lji and l
j′
i′ are both filled by 10. Then, we have li = j and li′ = j′, meaning that τ
satisfies both x and ¬x (a contradiction).
(⇐) For each i ∈ [0,m − 1] and j ∈ [3] where lji is filled by 10, we construct a truth
assignment such that the j-th literal of Ci is satisfied. No variable is given opposing truth
values by such a truth assignment because of Constraint 4. It also satisfies every clause:
Otherwise, there exists an integer i ∈ [0,m− 1] such that all l1i , l2i , l3i are completed by 01
due to Constraint 1. Now we have a contradiction because Constraints 2 and 3 imply that at
least one of l1i , l2i , l3i is filled by 10. C
Part II.
We provided matrices C as well as the constraints on the completion of C in Part I. Now,
we describe how to construct a matrix S that admits a completion T with γ(T) ≥ α and
δ(T) ≤ β if and only if C can be completed fulfilling Constraints 1 to 4.
First, we introduce a matrix C′i ∈ {0, 1,}11×8 obtained from Ci by adding row vectors
as follows (see Figure 7):
The first four row vectors of C′i are identical to the row vectors of Ci.
The row vectors C′i[5], C′i[6], and C′i[7] are obtained by completing the missing entries in
Ci[1], Ci[2], and Ci[3], respectively, with 00.
The row vectors C′i[8], C′i[9], and C′i[10] are obtained by completing the missing entries
in Ci[1], Ci[2], and Ci[3], respectively, with 11.
The row vector C′i[11] is obtained by completing the missing entries in Ci[4] with 00.
Next, we construct a matrix C ∈ {0, 1,}11m×8m from the matrices C′i as follows (see
also Figure 7): We start with an empty matrix of size 11m×8m. We first place C′0, . . . ,C′m−1
on the diagonal. Then, we place 01 at the intersection of the row containing lji (l
j′
i′ ) and the
columns containing lj
′
i′ (l
j
i , respectively), for each (i, j, i′, j′) ∈ Z. Finally, let the remaining
entries be all 0. The formal definition is given as follows:
C[[11i+ 1, 11i+ 11], [8i+ 1, 8i+ 8]] = C′i for each i ∈ [0,m− 1].
C[11i+ j, 8i′ + 2j′] = 1 and C[11i′ + j′, 8i+ 2j] = 1 for each (i, j, i′, j′) ∈ Z.
All other entries are 0.
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Let n = 11m be the number of rows in C. We show in the next claim that δ(C) ≤ 8.
B Claim 30. d(C[h],C[h′]) ≤ 8 for each h < h′ ∈ [n].
Proof. It suffices to show that d(C[h], 08m) ≤ 4 for each h ∈ [n], because we then have
d(C[h],C[h′]) ≤ d(C[h], 08m) + d(C[h′], 08m) ≤ 8 by the triangle inequality. Suppose that
h = 11i+ j for i ∈ [0,m− 1] and j ∈ [3]. Then, the row vector C[h] contains at most two 1’s
in C′i, and exactly two 1’s elsewhere because each literal appears in the formula φ exactly
twice. It follows that C[h] contains at most four 1’s. Hence, we can assume that h = 11i+ j
for i ∈ [0,m−1] and j ∈ [4, 11]. Then, the row vector C[h] contains at most four 1’s, because
all 1’s appear in C′i. This shows the claim. C
Now we define seven “types” H1, . . . ,H7 of row index pairs. For each h < h′ ∈ [n],
(h, h′) ∈ H1 if h = 11i + j and h = 11i + j′ for some i ∈ [0,m − 1] and (j, j′) ∈
{(1, 5), (2, 6), (3, 7), (1, 8), (2, 9), (3, 10)}.
(h, h′) ∈ H2 if h = 11i+ j and h = 11i+ j′ for some i ∈ [0,m− 1] and (j, j′) = (4, 11).
(h, h′) ∈ H3 if h = 11i + j and h = 11i + j′ for some i ∈ [0,m − 1] and (j, j′) ∈
{(1, 4), (2, 4), (3, 4)}.
(h, h′) ∈ H4 if h = 11i+ j and h = 11i′ + j′ for (i, j, i′, j′) ∈ Z.
For each h < h′ ∈ [n] with (h, h′) 6∈ H1, . . . ,H4,
(h, h′) ∈ H5 if both C[h] and C[h′] have missing entries.
(h, h′) ∈ H6 if exactly one of C[h] and C[h′] have missing entries.
(h, h′) ∈ H7 if neither of C[h] and C[h′] has missing entries.
For each type of row index pairs, we adjust the pairwise distances using Lemma 27.
B Claim 31. There exists a β ∈ N and a complete matrix D over {0, 1} with n rows such
that all of the following hold for S =
[
C D
]
:
d(S[h],S[h′]) = β − 1 for each (h, h′) ∈ H1 (cf. Constraint 1).
d(S[h],S[h′]) = β − 1 for each (h, h′) ∈ H2 (cf. Constraint 2).
d(S[h],S[h′]) = β − 3 for each (h, h′) ∈ H3 (cf. Constraint 3).
d(S[h],S[h′]) ∈ {β − 3, β − 2} for each (h, h′) ∈ H4 (cf. Constraint 4).
d(S[h],S[h′]) ∈ {β − 3, β − 2} for each (h, h′) ∈ H5.
d(S[h],S[h′]) ∈ {β − 2, β − 1} for each (h, h′) ∈ H6.
d(S[h],S[h′]) ∈ {β − 1, β} for each (h, h′) ∈ H7.
Proof. We obtain the matrix D by horizontally stacking Bnh,h′ of Lemma 27 ch,h′ times
(where ch,h′ ∈ N is to be defined) for each h < h′ ∈ [n]. Recall that d(Bnh,h′ [i],Bnh,h′ [i′])
equals γ(Bnh,h′) if (h, h′) = (i, i′) and γ(Bnh,h′) + 2 otherwise) and let
β =
∑
h<h′∈[n′]
ch,h′ · γ(Bnh,h′) + 11.
Observe that the pairwise row distance can be rewritten as follows for each h < h′ ∈ [n]:
d(S[h],S[h′]) = d(C[h],C[h′]) + ch,h′ · (γ(Bnh,h′) + 2) +
∑
i<i′∈[n],
(i,i′)6=(h,h′)
ch,h′ · γ(Bnh,h′)
= d(C[h],C[h′]) + 2ch,h′ + β − 11.
We define ch,h′ for each (h, h′) ∈ H1 ∪H2 ∪H3 as follows.
Let ch,h′ = 4 for each (h, h′) ∈ H1. Then, we have d(S[h],S[h′]) = 2+2 ·4−β−11 = β−1.
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Let ch,h′ = 5 for each (h, h′) ∈ H2. Then, we have d(S[h],S[h′]) = 0+2 ·5−β−11 = β−1.
Let ch,h′ = 2 for each (h, h′) ∈ H3. Then, we have d(S[h],S[h′]) = 4+2 ·2−β−11 = β−3.
For the remainder (that is, (h, h′) ∈ H4 ∪ · · · ∪ H7), it has to be shown that there
exists ch,h′ ∈ N such that d(S[h],S[h′]) ∈ {x, x + 1} holds for x ∈ N with x ≥ β − 3. Let
ch,h′ = d(11+x−β−d(C[h],C[h′]))/2e. Clearly, ch,h′ is an integer and it holds that ch,h′ ≥ 0
because x−β ≥ −3 and d(C[h],C[h′]) ≤ 8 by Claim 30. Moreover, we have d(S[h],S[h′]) = x
if 11 + x− β − d(C[h],C[h′]) is even and d(S[h],S[h′]) = x+ 1 otherwise. C
Finally, we show that Constraints 1 to 4 are essentially the same as the pairwise row
distance constraints on the matrix S of Claim 31.
B Claim 32. The matrices C can be completed according to Constraints 1 to 4, if and only
if S admits a completion T with δ(T) ≤ β.
Proof. (⇒) Let T be the matrix where the missing entries of S are filled as in the completion
of C. We show that d(T[h],T[h′]) ≤ β holds for each h < h′ ∈ [n].
Suppose that (h, h′) ∈ H1. Then, the missing entries in S[h] are filled by 10 or 01 by
Constraint 1 and S[h′] (which has no missing entries) has 00 or 11 in the corresponding
positions. Hence, d(T[h],T[h′]) = d(S[h],S[h′]) + 1 = β.
Suppose that (h, h′) ∈ H2. Then, the missing entries in S[h] are filled by 00, 01, or 10
by Constraint 2 and S[h′] (which has no missing entries) has 00 in the corresponding
positions. Hence, d(T[h],T[h′]) = d(S[h],S[h′]) + 1 = β.
Suppose that (h, h′) ∈ H3. Note that S[h] has missing entries lji and S[h′] has missing
entries ci for i ∈ [0,m− 1] and j ∈ [3]. Let c1i c2i be the completion of ci for c1i , c2i ∈ {0, 1}.
If T[h] has 1 − c1i and 1 − c2i in the corresponding positions, then d(T[h],T[h′]) =
d(S[h],S[h′]) + 2 = β − 1. Otherwise, T[h] matches in at least one position where T[h′]
has missing entries ci. Therefore, d(T[h],T[h′]) ≤ d(S[h],S[h′]) + 3 = β.
Suppose that (h, h′) ∈ H4. Note that S[h] has missing entries lji and S[h′] has missing
entries lj
′
i′ . Also note that S[h] and S[h′] have 01 where the other row vector has missing
entries. Since either lji or l
j′
i′ must be completed by 01 due to Constraint 4, we have
d(T[h],T[h′]) = d(S[h],S[h′]) ≤ β − 2 + 2 = β.
Suppose that (h, h′) ∈ H5 ∪ H6 ∪ H7. Let x ∈ {0, 1, 2} be the number of row vectors
with missing entries in {S[h],S[h′]}. Then, we have d(S[h],S[h′]) ∈ {β − x− 1, β − x}. If
S[h] has missing entries, then S[h′] has 00 in the corresponding positions, and vice versa.
Since the missing entries are filled by 00, 01, or 10 according to Constraint 1 and 2, we
have d(T[h],T[h′]) ≤ d(S[h],S[h′]) + x = β.
(⇐) We complete the matrices in C in the same way as in the completion of S. It is easy
to verify all Constraints 1 to 4 are satisfied. C
Note that γ(T) ≥ γ(S) ≥ β − 3 for any completion T of S. Hence, it follows from Claims 29
and 32 that φ is satisfiable if and only if the DMC instance (S, α, β) is a Yes-instance, for
any α ≤ β − 3. This concludes the proof of Theorem 28. J
To prove that DMC is NP-hard for α = β and k = 3, we provide a polynomial-time
reduction from another NP-hard variant of 3-SAT [17]:
Cubic Monotone 1-in-3 SAT
Input: A Boolean formula in conjunctive normal form, in which each variable
appears exactly three times and each clause contains exactly three distinct
positive literals.
Question: Is there a truth assignment that satisfies exactly one literal in each clause?
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C =

a1 00 00 00 011 011 011 000 1
00 a2 00 00 101 101 000 011 1
00 00 a3 00 110 000 101 101 1
00 00 00 a4 000 110 110 110 1
10 10 10 00 b1 000 000 000 0
10 10 00 10 000 b2 000 000 0
10 00 10 10 000 000 b3 000 0
00 10 10 10 000 000 000 b4 0
00 00 00 00 000 000 000 000 0

Figure 8 An example of C for φ = (x1 ∨x2 ∨x3)∧ (x1 ∨x2 ∨x4)∧ (x1 ∨x3 ∨x4)∧ (x2 ∨x3 ∨x4).
Our reduction heavily depends on the fact that α = β. This is contrary to the reduction
in the proof of Theorem 28, which in fact works for any α ≤ β − 3.
I Theorem 33. DMC is NP-hard for k = 3 and α = β.
Proof. Let φ be an instance of Cubic Monotone 1-in-3 SAT. Our proof has two parts:
First, we provide an incomplete matrix C and we show that φ is a Yes-instance if and only
if C can be completed under certain constraints. Then, we obtain an instance (S, α, α) of
DMC by adjusting the pairwise row distances with the help of Lemma 27.
Suppose that φ contains variables x1, . . . , xm and clauses C1, . . . , Cm, where Ci = (C1i ∨
C2i ∨ C3i ) for each i ∈ [m]. First, we define matrices C1,C3 ∈ {0, 1,}m×2m and C2,C4 ∈
{0, 1,}m×3m. We use ai (and bi) to represent two (three, respectively) missing entries in
C1 (C4, respectively) for each i ∈ [m]. For each i ∈ [m] and j ∈ [m], let
C1[i, {2j − 1, 2j}] =
{
ai if i = j,
00 otherwise.
C2[i, [3j − 2, 3j]] =

011 if xi = C1j ,
101 if xi = C2j ,
110 if xi = C3j ,
000 otherwise.
C3[i, {2j − 1, 2j}] =
{
10 if xi is in Cj ,
00 otherwise.
C4[i, [3j − 2, 3j]] =
{
bi if i = j,
000 otherwise.
We obtain an incomplete matrix C ∈ {0, 1,}(2m+1)×(5m+1) by appending a column vector
(0m1m)T and a row vector 05m+1 to the following matrix[
C1 C2
C3 C4
]
.
Refer to Figure 8 for an illustration.
Intuitively speaking, we will use the first m rows to encode the variables and the following
m rows to encode the clauses.
B Claim 34. There is a truth assignment that satisfies exactly one literal in clause Ci for
each i ∈ [m] if and only if there is a completion C′ of C such that
1. d(C′[i],C[2m+ 1]) = d(C[i],C[2m+ 1]) + 1 for each i ∈ [2m].
2. d(C′[i],C′[m+ i′]) = d(C[i],C[m+ i′]) + 3 for each i, i′ ∈ [m] such that xi is in Ci′ .
Proof. (⇒) Let τ be a truth assignment satisfying exactly one literal in each clause of φ.
Consider the matrix C′ obtained by completing C as follows for each i ∈ [m]:
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The missing entries ai are filled by 10 if xi is true in τ and by 01 otherwise.
The missing entries bi are filled by 100 if C1i is true in τ .
The missing entries bi are filled by 010 if C2i is true in τ .
The missing entries bi are filled by 001 if C3i is true in τ .
It is easy to see that the first constraint of the claim is indeed fulfilled. For the other
constraint, consider i, i′ ∈ [m] such that xi is in Ci′ . We prove that d(C′[i],C′[m + i′]) −
d(C[i],C[m+ i′]) = 3 or equivalently,
d(a′i,C[m+ i′, [2i′ − 1, 2i′]]) + d(C[i, [2m+ 3i′ − 2, 2m+ 3i′]], b′i′) = 3,
where a′i and b′i′ are the completion of ai and bi′ in C′. We show that it holds for the case
xi = C1i′ . It can be proven analogously for the cases of xi = C2i′ and xi = C3i′ as well.
Note that C[m+ i′, [2i′ − 1, 2i′]] = 10 and C[i, [2m+ 3i′ − 2, 2m+ 3i′]] = 011. If xi is
true in τ , then a′i and b′i′ are 10 and 100, respectively. Thus, the equality above holds. If xi
is false in τ , then a′i = 01 and b′i′ ∈ {010, 001}. Again the equality above holds.
(⇐) Let a′i and b′i be the completion of ai and bi in C′ for each i ∈ [m]. Due to the first
constraint, exactly one entry in a′i and b′i must be 1 for each i ∈ [m]. Now consider the
truth assignment τ that assigns xi to true if a′i = 10 and false if a′i = 01 for each i ∈ [m].
We show that τ satisfies exactly one literal in each clause of φ. Consider i ∈ [m] with
Ci = (xi1 ∨ xi2 ∨ xi3). By the second constraint, we have
3∑
j=1
d(C′[ij ],C′[m+ i])− d(C[ij ],C[m+ i]) = 9.
Rewriting the left-hand side in terms of a′i1 , a
′
i2
, a′i3 , b
′
i, we obtain
d(011, b′i) + d(101, b′i) + d(110, b′i) + d(10, a′i1) + d(10, a
′
i2) + d(10, a
′
i3) = 9.
Since b′i ∈ {100, 010, 001}, it follows that the first three terms sum up to exactly 5 and hence
d(10, a′i1) + d(10, a
′
i2
) + d(10, a′i3) = 4. This means that exactly one of a
′
i1
, a′i2 , a
′
i3
is 10 and
the remaining two are 01. Thus, exactly one literal in Ci is satisfied. C
Now let us note some observations on the pairwise distances in C (see Figure 8):
For each i ∈ [m], d(C[i],C[2m+ 1]) = 7 and d(C[m+ i],C[2m+ 1]) = 3.
For each i 6= i′ ∈ [m], d(C[i],C[i′]) = 12− 2ci,i′ and d(C[m+ i],C[m+ i′]) = 6− 2c′i,i′ .
Here ci,i′ ∈ {0, 1, 2, 3} is the number of clauses that contain both xi and xi′ , and
c′i,i′ ∈ {0, 1, 2, 3} is the number of variables that are both in Ci and Ci′ .
For each i, i′ ∈ [m] with xi in Ci′ , d(C[i],C[m+ i′]) = 7.
For each i, i′ ∈ [m] with xi not in Ci′ , d(C[i],C[m+ i′]) = 10.
We build an incomplete matrix S with 2m+ 1 rows from C by horizontally appending
matrices B2m+1i,i′ of Lemma 27. Recall that d(B
2m+1
i,i′ [i],B
2m+1
i,i′ [i′]) = γ(B
2m+1
i,i′ ) + 2 and
d(B2m+1i,i′ [h],B
2m+1
i,i′ [h′]) = γ(B
2m+1
i,i′ ) for all h < h′ ∈ [2m+1] with (h, h′) 6= (i, i′). For c ∈ N,
let cBi,i′ be the matrix obtained by horizontally stacking B2m+1i,i′ c times. We also compute
a value for α ∈ N as follows: We start with α = 14 and we increase α by c · γ(B2m+1i,i′ ) each
time cBi,i′ is appended to C. We horizontally append the following matrices:
3Bi,2m+1 and 5Bm+i,2m+1 for each i ∈ [m].
ci,i′Bi,i′ and (c′i,i′ + 3)Bm+i,2m+1 for each i < i′ ∈ [m].
2Bi,m+i′ for each i, i′ ∈ [m] with xi in Ci′ .
1Bi,m+i′ for each i, i′ ∈ [m] with xi not in Ci′ .
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Note that for each i, i′ ∈ [2m+ 1], d(S[i],S[i]) = d(C[i],C[i′]) + 2 · ni,i′ + α− 14, where
ni,i′ is the number of appended Bi,m+i′ ’s. Thus, the pairwise row distances in S are given as
follows:
For each i ∈ [m], d(S[i],S[2m+1]) = 7+2 ·3+α−14 = α−1 and d(S[m+ i],S[2m+1]) =
3 + 2 · 5 + α− 14 = α− 1.
For each i 6= i′ ∈ [m], d(S[i],S[i′]) = (12 − 2ci,i′) + 2 · ci,i′ + α − 14 = α − 2 and
d(S[i],S[i′]) = (6− 2c′i,i′) + 2 · (c′i,i′ + 3) + α− 14 = α− 2.
For each i, i′ ∈ [m] with xi in Ci′ , d(S[i],S[m+ i′]) = 7 + 2 · 2 + α− 14 = α− 3.
For each i, i′ ∈ [m] with xi not in Ci′ , d(S[i],S[m+ i′]) = 10 + 2 · 1 + α− 14 = α− 2.
Finally, we prove that one can complete C as specified in Claim 34 if and only if one can
complete S into a matrix T with γ(T) = δ(T) = α.
B Claim 35. There is a completion C′ of C such that
1. d(C′[i],C[2m+ 1]) = d(C[i],C[2m+ 1]) + 1 for each i ∈ [2m].
2. d(C′[i],C′[m+ i′]) = d(C[i],C[m+ i′]) + 3 for each i, i′ ∈ [m] such that xi is in Ci′ .
if and only if there is a completion T of S with d(T[i],T[i′]) = α for all i 6= i′ ∈ [2m+ 1].
Proof. (⇒) Consider the completion T of S in which each missing entry is completed as in C′.
Let a′i and b′i be the completion of ai and bi for each i ∈ [m]. We have a′i ∈ {10, 01} and
b′i ∈ {100, 010, 001} due to the first constraint. Now we examine each pairwise row distance.
For each i ∈ [m], d(T[i],T[2m + 1]) = d(S[i],S[2m + 1]) + d(a′i, 00) = (α − 1) + 1 = α
and d(T[m+ i],T[2m+ 1]) = d(S[m+ i],S[2m+ 1]) + d(b′i, 00) = (α− 1) + 1 = α.
For each i 6= i′ ∈ [m], d(T[i],T[i′]) = d(S[i],S[i′])+d(ai, 00)+d(ai′ , 00) = (α−2)+1+1 =
α and d(T[m+i],T[m+i′]) = d(S[m+i],S[m+i′])+d(bi, 000)+d(bi′ , 000) = (α−2)+1+1 =
α
For each i, i′ ∈ [m] with xi in Ci′ , d(T[i],T[m+ i′]) = d(S[i],S[m+ i′]) + (d(C′[i],C′[m+
i′])− d(C[i],C[m+ i′])) = (α− 3) + 3 = α because of the second constraint.
For each i, i′ ∈ [m] with xi not in Ci′ , d(T[i],T[m+ i′]) = d(S[i],S[m+ i′]) + d(ai, 00) +
d(b′i, 000) = (α− 2) + 1 + 1 = α.
Hence, all pairwise row distances are equal to α.
(⇐) Consider the completion C′ of C in which each missing entry is completed as in T.
For each i ∈ [2m], we have d(C′[i],C[2m+ 1])− d(C[i],C[2m+ 1]) = d(T[i],T[2m+ 1])−
d(S[i],S[2m+ 1]) = α− (α− 1) = 1. Moreover, it holds for each i, i′ ∈ [m] with xi in Ci′ that
d(C′[i],C′[m+i′])−d(C[i],C[m+i′]) = d(S′[i],S′[m+i′])−d(S[i],S[m+i′]) = α−(α−3) = 3.
This concludes the proof of the claim. C
Combining Claim 34 and Claim 35, we have that φ is a Yes-instance if and only if the DMC
instance (S, α, α) is a Yes-instance. J
To close this section, we conjecture that DMC with k = 3 is actually NP-hard for every
value of β − α. Similar reductions from 3-SAT variants might work here. The case k = 2
and β − α = 1 is probably the most promising candidate for being solvable in polynomial
time.
5 Conclusion
Together with the recent work of Eiben et al. [7], our work is seemingly among the first
in the context of stringology that makes extensive use of Deza’s theorem and sunflowers.
While Eiben et al. [7] achieved classification results in terms of parameterized (in)tractability,
we conducted a detailed complexity analysis in terms of polynomial-time solvable versus
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NP-hard cases. Figure 2 provides a visual overview on our results for Diameter Matrix
Completion (DMC), also spotting concrete open questions.
Going beyond open questions directly arising from Figure 2, we remark that it is known
that the clustering variant of DMC can be solved in polynomial time when the number of
clusters is two and the matrix is complete [13]. Hence, a natural question arises whether
our tractability results can be extended to this variant as well. Furthermore, we proved
that there is a linear-time algorithm solving DMC when β = 2 and α = 0 (Theorem 12).
This leads to the question whether linear time is also possible for arbitrary (non-constant)
alphabet size. Next, we are curious whether the phenomenon we observed in Theorem 22
concerning the exponential dependence of the running time for (α, α + 1)-DMC when α
is even but independence of α when it is odd can be further substantiated or whether one
can get rid off the “α-dependence” in the even case. In terms of standard parameterized
complexity analysis, we wonder whether DMC is fixed-parameter tractable with respect to
β + k. Note that k ∈ θ(`) in our NP-hardness proof for the case β = 4 (Theorem 23).
Finally, performing a multivariate fine-grained complexity analysis in the same spirit as
in recent work for Longest Common Subsequence [3] would be another natural next
step.
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