This paper discusses some entropy based bounds for the case of real and limited integer weights neural networks. It is shown that a neural network using real weights can solve a dichotomy of m = m+ + m_ patterns using a number of bits less than max{m+, m_). n{r log(D / d) l + 2} where n is the number of dimensions and D and d are the maximum and minimum distance between patterns in opposite classes, respectively. In the case of limited integer weights, it is shown that a neural network using integer weight in the range [-p,p] can solve a dichotomy of patterns in general positions with a number of bits greater than #bits> min (m+ ,m_). n· Ilog2pD l.
Introduction
In recent years, multilayer feed forward neural networks (NN) have been shown to be very effective tools in many different applications [1, 2] . A natural and essential step in continuing the diffusion of these tools in our day by day use is their hardware implementation which is by far the most cost effective solution for large scale use.
When the hardware implementation is contemplated, the issue of the size of the NN becomes crucial because the size is directly proportional with the cost of the implementation. In this light, any theoretical results which establish bounds on the size of a NN for a given problem is extremely important. In the same context, a particularly interesting case is that of the neural networks using limited integer weights. These networks are particularly suitable for hardware implementation because they need less space for storing the weights and the fixed point, limited preCISIOn arithmetic has much cheaper implementations in comparison with its floating point counterpart. 
Previous results
The problem to find the smallest size NN which can realize an arbitrary function given a set of m vectors (examples, or points) in n dimensions is not new. Many results have been obtained for NNs having a threshold activation function. This is probably due to the fact that this line of research was continuing on the rigorous results already obtained in the literature dealing with threshold logic from the mid 60s (see references in [7] , [2] ). Probably the first lower bound on the size of a threshold gate circuit for "almost all" n-ary Boolean functions was given by For classification problems, one of the first result was that a NN with only one hidden layer having m-l nodes could compute an arbitrary dichotomy (sufficient condition). The main improvements are:
• Baum in [12] presented a NN with one hidden layer r ml n l neurons capable of realizing an arbitrary dichotomy on a set of m points in general position in Rn; if the points are on the corners of the n-dimensional hypercube (i.e., binary vectors), m-l nodes are still needed;
• a slightly tighter bound was proven in [13] : only 11+(m-2)lnlneurons are needed in the hidden layer for realizing an arbitrary dichotomy on a set of m points which satisfy a more relaxed topological assumption (only 'some' points are required to be in general position); also, the m-l nodes condition was shown to be the least upper bound needed; • Arai in [14] showed that m-l hidden neurons are necessary for arbitrary separability (any mapping between input and output for the case of binaryvalued units), but improved the bound for the two-category classification problem to ml3 (without any condition on the inputs).
These results show that for binary inputs the size grows exponentially (as m $; 2 n ).
Some existence lower bounds for the arbitrary dichotomy problem are (see [15] ):
