Abstract
Introduction
Activity recognition has gained a lot of interest in recent years due to its potential and usefulness for context-aware computing such as aged care monitoring [1] and smart homes [2] . Basically, the purpose of activity recognition is to infer people's behaviors from low-level data acquired through sensors in a given setting, based on which other critical decisions are made. For instance, in smart home environments for aged care monitoring [2] , based on the information provided by cameras and other pervasive sensors, the system needs to automatically monitor the occupant and determine when they need assistance, raising an alarm if required.
There are several ways to acquire human' activity using sensor systems. These methods include, but are not limited to: (1) remotely observe the scene using audio, visual, electromagnetic field, or other sensors and interpret the signal readings [3] [4] [5] , (2) attach sensors to the body and interpret the signal readings [6] [7] [8], (3) attach sensors to objects and devices in the environment and interpret the sensor readings [9] [10] .
For different activity recognition systems, they may use various approaches to acquire activity information such as those methods mentioned above. However, machine learning is always a key aspect of them. For a system to automatically infer what activity is being performed, it must have a detailed model of the activity. Currently a variety of machine learning methods have been proposed for activity recognition, such as neural networks [11] , dynamic Bayesian networks [12] , naïve Bayesian networks [13] , hierarchical hidden semi-Markov models [14] , nearest neighbors [8] , decision tree [8] and so on. One common characteristic of these methods is the requirement of labeled activity samples for training purpose. In addition, to achieve good recognition performance, a large amount of labeled samples are needed. However, in real activity recognition systems, labeled samples are usually difficult or expensive to obtain as they require the efforts of human annotators. In such cases, how to achieve a good learning model as best as possible is a crucial issue.
Semi-supervised learning [15] [16] [17] [18]is a hot topic aiming to address this issue. In addition to labeled samples, it exploits unlabeled ones to improve learning performance. It should be noted that unlabeled activity samples are easy to obtain from routine experiments since they do not require human's annotation efforts. Co-training [19] is an attractive semi-supervised learning paradigm, which trains two classifiers through letting them label the unlabeled examples for each other. In co-training the data should be described by two sufficient and redundant attribute subsets, each of which is sufficient for learning and independent to the other given class label.
Although co-training has already been successfully applied to some fields [20] [21] [22] , the requirement on two sufficient and redundant attribute subsets might be too strong to be met in many activity recognition systems.
In this work, a new co-training style algorithm named En-Co-training, i.e. ensemble method based cotraining, is proposed. It extends the co-training paradigm by incorporating ensemble method. Superior to co-training, En-Co-training has no requirement that the data should be described by two sufficient and redundant attribute subsets. Experimental results show that when activity data do not meet the requirement of Co-training, our proposed En-Co-training algorithm is able to utilize the available unlabeled samples to enhance the performance of activity leaning on a limited number of labeled samples.
The rest of the paper is organized as follows. Section 2 describes semi-supervised learning, especially co-training approach. Section 3 introduces our proposed En-Co-training algorithm. Section 4 is the experiment part. Finally, conclusions are presented in Section 5.
Semi-supervised learning
Supervised learning utilizes training data to learn the hypothesis or models. Usually, all training data should be labeled before learning. Recently, much researches show that unlabeled data are also useful for learning. Semi-supervised learning is such a method which could make use of unlabeled data to improve the performance of learning. It should be noted that in real applications, labeled data are usually difficult or expensive to obtain as they require the efforts of human annotators. However, it is much easier to get unlabeled data since they do not need human's labeling effort. The ability to utilize the costless unlabeled data makes semi-supervised learning to be one of the hot topics in machine learning area.
Many current semi-supervised learning algorithms use a generative model for the classifier and employ Expectation-Maximization (EM) to model the label estimation or parameter estimation process [15] . For example, mixtures of Gaussians [16] , mixture of experts [17] , and naïve Bayes [18] have been respectively used as the generative model, while EM is used to combine labeled and unlabeled data for classification.
A preeminent work in semi-supervised learning methods is the co-training paradigm proposed by Blum and Mitchell [19] . In co-training, two classifiers are trained on two sufficient and redundant sets of attributes respectively. Each classifier labels several unlabeled examples whose labels are most confidently predicted from its point of view. These newly labeled examples are used to augment the labeled training set of the other classifier. Then each classifier is refined with its augmented labeled training set. They showed that any weak hypothesis could be boosted from the unlabeled data if the data meet the class-conditional independent requirement and the target concept is learnable with random classification noise. Dasgupta [23] derived a generalization error bound for the cotrained classifier, which indicates that when the requirement on the existence of sufficient and redundant attribute is met, the co-trained classifiers can make fewer generalization errors by maximizing their agreements over the unlabeled data. Co-training algorithm is given in Table 1 . 
Given:
L , A set of labeled training examples x , consists of M classes U , A set of unlabeled examples x is described by two different views
Create a pool ' U of examples by choosing u examples at random from U Loop for k iterations:
(1) Use L to train a classifier 1 h that considers only 
En-Co-training
Co-training is a good approach to utilize unlabeled data to improve the learning performance. However, it has some intrinsic limitations:
1) Requirement on the data samples. As we present in Section 2, the requirement to use Co-training is that data should be described by two sufficient and redundant attribute subsets, each of which is sufficient for learning and independent to the other given class label. Due to this requirement, Co-training is only successfully used in few applications, such as text classification and most other applications could not meet this requirement.
2) Let us go to the 2 nd and 3 rd steps of Co-training algorithm shown in Table 1 . In order to determine which example in U should be labeled, the confidence of the labeling of each classifier must be explicitly measured. Sometimes, such a measuring process is quite time-consuming [24] . In fact, the confidence of the labeling of each classifier is also needed to combine the results of two classifiers.
As explained later, our activity data can not meet the requirement of Co-training since they cannot be described by two sufficient and redundant attribute subsets. Hence, in order to utilize the theory of Cotraining, a new type of Co-training algorithm is needed. In this work, we propose a novel Co-training algorithm, named En-Co-training, which extends the basic Co-training algorithm by using ensemble method. Our En-Co-training algorithm is shown in Table 2 .
We propose En-Co-training to deal with the limitations of Co-training mentioned above.
First of all, at the first step of Co-training, two different portions are used to train different classifiers. To guarantee the performance of these two classifiers, each portion must be good enough for training. This is the reason why the data used for Co-training need to be described by two sufficient and redundant attribute subsets, each of which is sufficient for learning and independent to the other. Different with that in Cotraining, the first step of En-Co-training uses whole data L to train different classifiers. Hence, the requirement on the data is avoided. It should be noted that Co-training requires two diverse classifiers. Standard Co-training utilizes different portions of data sample to train the same learning method to get different classifiers. However, in En-Co-training, the whole data is used for all the classifiers to avoid the requirement on data. In order to guarantee the diversity of these classifiers, we use different learning methods. For example, if one learning method is decision tree, then another classifier must use different methods, such as neural network or naïve Bayes.
Secondly, different with Co-training, there are three classifiers in En-Co-training. Actually, three classifiers are used to deal with the second limitation of Cotraining. Through using three classifiers, the explicit measure on the confidence of the labeling of each classifier is not required. In detail, as shown in the 2 nd step of En-Co-training, we regard the label for the unlabeled data is confident if the three classifiers give the same classification result. Also, through using three classifiers, the predictions of them can be easily combined through ensemble method, such as majority voting. 
En-Co-training on activity recognition
For our experiments we use a dataset published on [25] . It consists of 10 basic activities, namely Lying, Kneeling, Sitting, Standing, Walking, Running, Climbing Stairs, Descending Stairs, Bicycling and Jumping. The activities were recorded by 40 accelerometers strapped loosely to common trousers, 20 sensors per leg, starting from the ankle to the hip.
The original data set includes 25177 data samples and 9 activities (1 activity is missing in the dataset). For each kind of activity, we choose the first 500 samples. Hence totally 4500 data samples are used in our experiment.
Test whether co-training can be used
In this part, we will show whether Co-training can be used on our activity data set. As we mentioned above, the requirement to use Co-training is that data should be described by two sufficient and redundant attribute subsets, each of which is sufficient for learning and independent to the other.
Three various supervised learning without cotraining were performed with aim of determining how redundantly sufficient of our activity data set. Considering that the activity information is gathered from 40 sensors (20 sensors per leg). Hence an intuitive split of the data features is one portion with first twenty features (one leg) and the other portion with the other twenty features (the other leg). In addition, we also try random separation of features to check the redundancy.
Three various supervised learning methods are used. They are decision tree, Naïve Bayes and Knearest neighbors (K=3). For each classifier, this test runs ten times. At each time, 20 percent of whole data were randomly selected as test data. For the other 80 percent, 5 percent were randomly selected as training data. Obviously, there is no overlap between test data and training data. The test results are shown in Table 3 .
Based on the experimental results shown in Table 3 , we can see the activity data used in our work can not be separated into two sufficient and redundant attribute subsets. Hence Co-training cannot be adopted to utilize the unlabeled data. 
Performance of En-Co-training
We propose En-Co-training to deal with the limitation of Co-training. To test whether En-Cotraining could make use of unlabeled data to improve the performance of learning, the experiments are executed as follows:
For the activity data set, 70 percent are kept as test examples while the rest are used as the pool of training examples, i.e., L U ∪ . In each pool, L and U are partitioned under different unlabel rates including 90 percent, 80 percent, 70 percent, 60 percent and 50 percent. For instance, assuming a pool contains 1000 examples, when the unlabel rate is 80 percent, 200 examples are put into L with their labels while the remaining 800 examples are put into U without their labels.
J4.8 decision trees, Naïve Bayes classifier and Knearest neighbors (K=3) are used in the experiments. Under each unlabel rate, ten independent runs with different random partitions of L and U are performed. The performance of En-Co-training is compared with these three classifiers and their ensemble. Here ensemble method is majority voting. The parameters used in the experiments are: iteration number k is 20, c n is 4, u is 270. The results are shown in Table 4 ,5,6,7 and 8. In these tables, "Last" in En-Co-training part represents the error rate at the 20 th iteration. At each run, the best result among three various classifiers and their ensemble is regarded as baseline, which is shown in bold face. We will compare the performance of "Last" with the baseline value. Improvement is also shown in the tables. Above experiment results show that our propose En-Co-training could utilize unlabeled data to improve the learning performance with different unlabel rate. In detail, when unlabel rate is 90 percent (135 samples were used as labeled data), average improvement is 14.5 percent. When unlabel rate is 80 percent (270 samples were used as labeled data), average improvement is 9.19 percent. When unlabel rate is 70 percent (405 samples were used as labeled data), average improvement is 6.4 percent. When unlabel rate is 60 percent (540 samples were used as labeled data), average improvement is 3.08 percent. When unlabel rate is 50 percent (675 samples were used as labeled data), average improvement is 4.82 percent. Fig. 1 shows the average classification error rate for three separate classifiers, ensemble and En-Co-training at different unlabel rate.
Performance improvement through using En-Cotraining is shown in Fig. 2 . We can see that improvement is greatest when unlabel rate is 0.9. It means when the number labeled data is smaller, our En-Co-training could make more improvement. 
Conclusions
In this work, we propose a novel semi-supervised learning algorithm for activity recognition. Different with most existing work, our proposed method could improve the learning performance through make use of unlabeled data. It should be noted that in activity recognition systems, usually the number of labeled samples is limited because they require the efforts of human annotators. Different with labeled data, the number of unlabelled data is huge because they are easy to get without human's labeling effort. Hence, our work is very useful for real activity recognition applications. Experiment results show that our proposed method could effectively improve learning performance.
