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Markov chains. In our work, we obtain some strong limit results.
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1 Introduction
Suppose A1, A2, · · · is a sequence of events on a common probability space and that A
c
i de-
notes the complement of event Ai. The Borel-Cantelli lemma, presented here as Lemma 1.1,
is used for producing strong limit theorems.
Lemma 1.1. 1. If, for any sequence A1, A2, · · · of events,
∑∞
n=1 P (An) < ∞, then
P (An i.o.) = 0, where i.o. is an abbreviation for ”infinitively often“.
2. If A1, A2, · · · is a sequence of independent events and if
∑∞
n=1 P (An) = ∞, then
P (An i.o.) = 1.
The first part of the Borel-Cantelli lemma is generalized in Barndorff-Nielsen (1961) and
Balakrishnan and Stepanov (2010). These results are presented below as Lemma 1.2 and
Lemma 1.3, respectively.
Lemma 1.2. Let A1, A2, . . . be a sequence of events such that P (An) → 0. If∑∞
n=1 P (AnA
c
n+1) <∞, then P (An i.o.) = 0.
∗Immanuel Kant Baltic Federal University, A.Nevskogo 14, Kaliningrad, 236041 Russia; e-mail: alexeis-
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2Lemma 1.3. Let A1, A2, . . . be a sequence of events such that P (An) → 0. If, for some
m ≥ 0,
∑∞
n=1 P (A
c
n . . . A
c
n+m−1An+m) <∞, then P (An i.o.) = 0.
Many publications were devoted to the second part of the Borel-Cantelli lemma in at-
tempts to weaken the independence condition. Erdo¨s and Re´nyi (1959) discovered that
this condition can be replaced by the weaker condition of pairwise independence of events
A1, A2, . . . They also found that the later condition, in its turn, can be replaced by the
condition: P (AiAj) ≤ P (Ai)P (Aj) for every i 6= j. Further generalizations of the Borel-
Cantelli lemma were obtained independently by Kochen and Stone (1964) and Spitzer
(1964). Lamperti (1963) formulated the following proposition. If C is a positive con-
stant,
∑∞
n=1 P (An) = ∞ and P (AiAj) ≤ CP (Ai)P (Aj) for all large enough i 6= j, then
P (An i.o.) > 0. Petrov (2002) showed that if C ≥ 1, then P (An i.o.) ≥ 1/C. Recently
Frolov (2012) extended the results of Petrov (2002), (2004) and found more sophisticated
lower bounds for P (An i.o.). The second part of the Borel-Cantelli lemma was also discussed
in the works of Chang and Erdo¨s (1952), Kounias (1968), Mo´ri and Sze´kely (1983), Mar-
tikainen and Petrov (1990), and Petrov (1995). For a review on the Borel-Cantelli lemma,
one may refer to the book of Chandra (2012).
An alternative way to get around the independence assumption in the second part of the
Borel-Cantelli lemma is to use conditioning, as was proposed in Le´vy (1937).
Lemma 1.4. Let A1, A2, . . . be a sequence of events and IAn the indicator function of the
event An. Then with probability one
∞∑
n=1
IAn =∞ iff
∞∑
n=2
P (An | σ{A1, . . . , An−1}) =∞.
Le´vy’s lemma implies the classical form of the Borel-Cantelli lemma.
In our work, we are going to formulate a version of the Borel-Cantelli lemma which is
applicable to Markov chains. Let us define the sequences of events with Markov property.
Definition 1.1. We say that An (n ≥ 1) is a Markov sequence of events if the sequence of
random variables IAn (n ≥ 1) is a Markov chain.
Obviously, Markov sequences of events are associated with Markov chains.
The rest of our paper is organized as follows. In Section 2, we present technical gener-
alizations of the Borel-Cantelli lemma. These generalizations are stated in terms of Markov
sequences of events and can be further applied to the asymptotic theory of Markov chains.
In Section 3, the results of Section 2 are used to derive strong limit results for Markov chains.
32 The Borel-Cantelli Lemma for Markov Sequences of
Events
In this section, we consider Markov sequences of events and discuss conditions for the va-
lidity of P (An i.o.) = 0/1. It is easy to show that the condition P (An) 6→ 0 implies that
P (An i.o.) > 0. In the following generalization of the Borel-Cantelli lemma we assume that
P (An)→ 0.
Lemma 2.1. Let A1, A2, . . . be a Markov sequence of events such that P (An) → 0, and N
be a number such that P (An) 6= 1 for n ≥ N . Let us consider the series
∞∑
n=N
P (An+1 | A
c
n). (2.1)
If the series in (2.1) is convergent, then P (An i.o.) = 0. If the series in (2.1) is divergent,
then P (An i.o.) = 1.
Proof Let us choose n ≥ N . It follows from the Markov property that
1− P (An ∪ An+1 ∪ . . . ∪ An+k) = P (A
c
nA
c
n+1 . . . A
c
n+k) =
P (Acn)P (A
c
n+1 | A
c
n) . . . P (A
c
n+k | A
c
n+k−1).
Then
1− P (∪∞i=nAi) = e
logP (Acn)+
∑
∞
i=n logP (A
c
i+1|A
c
i ). (2.2)
Since log(1−x) ∼ −x as x→ 0, the convergence/divergence of the series
∑∞
i=n P (Ai+1 | A
c
i)
implies the convergence/divergence of the series
∑∞
i=n logP (A
c
i+1 | A
c
i) (and vice verse).
Observe that P (An i.o.) = limn→∞ P (∪
∞
i=nAi). The result of Lemma 2.1 readily follows from
(2.2). ✷
Remark 2.1. It should be noted that the first statement in Lemma 2.1 can be derived from
Lemma 1.3 and the second statement in Lemma 2.1 can be obtained from Lemma 1.4.
Since P (An+1 | A
c
n) =
P (AcnAn+1)
P (Acn)
and in Lemma 2.1 P (Acn) → 1, one can rewrite
Lemma 2.1 in the following way.
Lemma 2.2. Let A1, A2, . . . be a Markov sequence of events such that P (An) → 0. Let us
consider the series
∞∑
n=1
P (AcnAn+1). (2.3)
If the series in (2.4) is convergent, then P (An i.o.) = 0. If the series in (2.4) is divergent,
then P (An i.o.) = 1.
4Obviously, if the Markov property holds for some sequence An, then
P (AcnA
c
n+1 . . . A
c
n+k) = P (A
c
n | A
c
n+1) . . . P (A
c
n+k−1 | A
c
n+k)P (A
c
n+k).
With little modifications in the above proofs, one can show the following result.
Lemma 2.3. Let A1, A2, . . . be a Markov sequence of events such that P (An) → 0. Let us
consider the series
∞∑
n=1
P (AnA
c
n+1). (2.4)
If the series in (2.4) is convergent, then P (An i.o.) = 0. If the series in (2.4) is divergent,
then P (An i.o.) = 1.
We present some further simple generalizations of the Borel-Cantelli lemma which are
applicable to the theory of Markov chains. It is known that a sequence X1, X2, . . . forms a
Markov chain of order k (with memory k) if for all n > k
P (Xn = xn | Xn−1 = xn−1, . . . , X1 = x1) = P (Xn = xn | Xn−1 = xn−1, . . . , Xn−k = xn−k).
Definition 2.1. We say that An (n ≥ 1) is a Markov sequence of events of order k if the
sequence of random variables IAn (n ≥ 1) is a Markov chain of order k.
Lemma 2.1 and Lemma 2.2 can be easily extended to such sequences.
Lemma 2.4. Let A1, A2, . . . be a Markov sequence of events of order k such that P (An)→ 0,
and N be a number such that P (An) 6= 1 for n ≥ N . Let us consider the series
∞∑
n=max{k,N}
P (An+1 | A
c
n . . . A
c
n−k+1). (2.5)
If the series in (2.5) is convergent, then P (An i.o.) = 0. If the series in (2.5) is divergent,
then P (An i.o.) = 1.
Lemma 2.5. Let A1, A2, . . . be a Markov sequence of events of order k such that P (An)→ 0.
Let us consider the series
∞∑
n=1
P (Acn . . . A
c
n+k−1An+k). (2.6)
If the series in (2.6) is convergent, then P (An i.o.) = 0. If the series in (2.6) is divergent,
then P (An i.o.) = 1.
3 Applications
In this section, we discuss two applications to the results of Section 2. In Subsection 3.1, we
derive a strong limit theorem for the concomitants of maxima. In Subsection 3.2, we obtain
strong limit results for the F α-scheme.
53.1 Strong Limit Results for the Concomitants of Maxima
Assume in this subsection that (X, Y ), (X1, Y1), (X2, Y2), . . . , (Xn, Yn) are independent and
identically distributed random vectors with continuous bivariate distribution function F (x, y)
and corresponding marginal distributions functions H(x) and G(y). In the case of existence
the bivariate density of (X, Y ) will be denoted as f(x, y). Let X1,n ≤ X2,n ≤ . . . ≤ Xn,n
be the order statistics obtained from the sample X1, X2, . . . , Xn and Y[1,n], Y[2,n], . . . , Y[n,n]
the corresponding concomitants of these order statistics, which relate to the sample
Y1, Y2, . . . , Yn. We will also use the designations Z[1] = (X1,1, Y[1,1]), . . . , Z[n] = (Xn,n, Y[n,n]).
The concept of concomitants of order statistics is introduced in David (1973) and Bhat-
tacharya (1974).
The limit behavior of P (Y[n−k,n] ≤ y) when k ≥ 0 is fixed and n→∞ is studied in many
research works, see for example, David and Galambos (1974), (1987), Egorov and Nevzorov
(1984), David (1994), Goel and Hall (1994), and David and Nagaraja (2003); see also the
references therein.
Strong limit results for the concomitants of order statistics are rarely discussed. One
can mention the publication of Goel and Hall (1994), where some strong limit theorems
for differences between order statistics and concomitants are obtained, and the work of
Sen (1981), in which the strong invariance principle for concomitants is discussed. In this
subsection, to show the power of Lemma 2.2, we establish a new strong limit theorem for
Y[n,n]. This result can be further extended to the concomitants of top order statistics.
Let lH = inf{x ∈ R : H(x) > 0} and rH = sup{x ∈ R : H(x) < 1} be the left and right
extremities of H , respectively.
In the absolutely continuous case, when the bivariate density f(x, y) exists, one can write
the joint density of Z[1], . . . , Z[n] as
fZ[1],...,Z[n](x1, y1, . . . , xn, yn) = f(x1, yn) . . . f(xn, yn) (x1 ≤ . . . ≤ xn, yi ∈ R).
It follows that
fZ[n+1]|Z[n]...Z[1](xn+1, yn+1 | xn, yn, . . . , x1, y1) = f(xn+1, yn+1) (xn+1 ≥ xn, yn, yn+1 ∈ R).
The last equality implies that the sequence Z[1], Z[2], . . . forms a Markov chain. The Markov
property also holds in the continuous case.
The following limit
lim
x→rH
G(y)− F (x, y)
1−H(x)
= β(y) ∈ [0, 1] (3.1)
is considered in Bairamov and Stepanov (2010), (2011). They showed that if β(y) = 0 for
any y < rG = sup{y ∈ R : G(y) < 1}, then
Y[n−k,n]
p
→ rG (n→∞).
With some additional conditions on F one can formulate a strong limit law for Y[n,n].
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Y[n,n]
a.s.
→ rG (n→∞)
holds true iff ∫
R
G(y)− F (x, y)
(1−H(x))2
[dH(x)− F (dx, y)] <∞ (3.2)
for any y < rG.
Proof By symmetry and independence, we have
P (An) = P (Y[n,n] ≤ y) =
n
∫
R
∫ y
lG
P (X2 ≤ x, . . . , Xn ≤ x)F (dx, dv).
It follows that
P (Y[n,n] ≤ y) = n
∫
R
Hn−1(x)F (dx, y). (3.3)
By the argument that is used for obtaining (3.3), one can get
P (AcnAn+1) = P (Y[n,n] > y, Y[n+1,n+1] ≤ y) =
n
∫
R
Hn−1(x)(G(y)− F (x, y))[dH(x)− F (dx, y)].
Then
∞∑
n=1
P (AcnAn+1) =
∫
R
G(y)− F (x, y)
(1−H(x))2
[dH(x)− F (dx, y)].
Theorem 3.1 readily follows from Lemma 2.2. ✷
Remark 3.1. Observe that under condition (3.2) we have β(y) = 0.
3.2 Strong Limit Results for the F α-Scheme
Let in the following, X1, X2, . . . , Xn be independent continuous random variables with dis-
tribution functions F α1, F α2 , . . . , F αn, where αi > 0 (i ≥ 2) and α1 = 1. These settings are
known as the F α-scheme, in which the independent variables X1, X2, . . . , Xn have the same
support. When αi = 1, the F
α-scheme reduces to the case when the variables Xi are inde-
pendent and identically distributed. The F α-scheme was first considered by Yang (1975) as a
7model of a non-stationary sequence of independent random variables. Later it was discussed
by Nevzorov (1985, 1986), Pfeifer (1989, 1991), Bairamov and Stepanov (2013), and others.
Strong Limit Results for Maxima Let in the following, Mn = max{X1, . . . , Xn},
An = 1 + α2 + . . . + αn and xn be a nondecreasing sequence of real numbers. It is easily
found that P (Mn ≤ xn) = F
An(xn). It follows from the Borel-Cantelli lemma that if
∞∑
n=1
FAn(xn) <∞, (3.4)
then P (Mn ≤ xn i.o.) = 0. One can show that the sequence Mn (n ≥ 1) forms a Markov
chain. Lemma 2.3 allows us to formulate the following result.
Proposition 3.1. The equality
P (Mn ≤ xn i.o.) =
{
0
1
holds true iff
∞∑
n=1
FAn(xn)[1− F
αn+1(xn+1)]
{
<∞
=∞.
(3.5)
Observe that if F αn(xn)→ 1, then the series in (3.5) converges under weaker conditions
than the serious in (3.4). One can propose examples when the Borel-Cantelli lemma fails to
produce strong limit results and Lemma 2.3 produces strong limit results in forms of ”iff“
statements. One of such examples is given below.
Example 3.1. Let F be the unit uniform distribution. Let us choose
xn = 1−
log log n
n
, αn = γ(1 + 1/n) and An ≈ γ(n+ log n).
where γ > 0. Observe that FAn(xn)→ 0 and
∑∞
n=1 F
An(xn) =∞ for any γ > 0. It follows
that the Borel-Cantelli lemma can not help us in this case.
The series
∑∞
n=1 F
An(xn)[1 − F
αn+1(xn+1)] behaves like the series
∑∞
n=1
log logn
n(log n)γ
when
γ > 0. Lemma 2.3 then states that
P (Mn ≤ 1−
log logn
n
i.o.) =
{
0
1
iff
γ ∈
{
(1,∞)
(0, 1].
8Could the newcomer be a maximum? Observe that if X ∼ F, Y ∼ F α and
α > 1 (0 < α < 1), then Y ≥st X (Y ≤st X), where st means the stochastic comparison
of X and Y . That way, choosing αn as an increasing sequence for the F
α-scheme, we
shift probability masses F αn towards the right end of the common support. This gives new
members of the sequence X1, . . . , Xn, Xn+1 (we address to Xn+1 as to a new member) better
chances to become maxima. We will show that for properly chosen αn and all large enough
n each consecutive sample observation can be a maximum. On the contrary, choosing the
sequence αn as decreasing we can ”prohibit” newcomers to be maxima.
Suppose that αn →∞, which means that An →∞. As was pointed out, under the proper
rate of increase of αn, each new sample observation can be a maximum. The corresponding
conditions are proposed below in Proposition 3.2 and Remark 3.2.
Proposition 3.2. Let αn →∞ and An/An+1 → 0. Then
P (Mn −Xn > 0 i.o.) =
{
0
1
iff
∞∑
n=1
An/An+1
{
<∞
=∞.
(3.6)
Proof Let us denote Bn = {Mn −Xn > 0} and B
c
n = {Mn = Xn}. Then
P (Bn) =
∫
R
F αn(x)dFAn−1(x) = An−1/An (3.7)
and
P (BnB
c
n+1) =
∫
R
F αn(x)(1− F αn+1(x))dFAn−1(x) =
αn+1
An+1
·
An−1
An
∼
An−1
An
. (3.8)
The result follows from Lemma 2.3, (3.7) and (3.8). ✷
Remark 3.2. If the series in (3.6) is convergent, then Mn −Xn → 0 a.s., i.e. for all large
enough n with probability one each new sample member is a maximum. This, in particular,
happens when αn = n
2n.
As was mentioned above, a properly chosen αn can ”prohibit” newcomers to be maxima.
This issue is discussed in the rest of our work.
Proposition 3.3. Let
αn/An → 0. (3.9)
9Then
P (Mn = Xn i.o.) =
{
0
1
iff
∞∑
n=1
αn/An
{
<∞
=∞.
(3.10)
Proof The proof is similar to the proof of Proposition 3.2. One should take Cn = B
c
n, C
c
n =
Bn and apply Lemma 2.3 to the sequence of events Cn. ✷
Remark 3.3. If the series in (3.10) is convergent, then Mn > Xn a.s., i.e. for all large
enough n with probability one no new sample member can be a maximum. This, in particular,
happens when αn = n
−2.
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