Functional equations connecting several functions and admitting a general analytic solution have recently attracted much attention of mathematicians and also physicists (for recent researches see for example [BC 1990 ], [BP 1993] , [BK 1993] , [BFV 1994] ).
In modern mathematical physics such equations arise in considerations of integrable systems of classical and quantum mechanics (for review see for example [Pe 1990 ], [OP 1983] ).
In the present paper we investigate one such equation. Namely, we investigate the functional equation connecting six unknown functions (f (x) + g(y) + h(z)) 2 = F (x) + G(y) + H(z),
x + y + z = 0, which generalize the well-known Frobenius-Stickelberger equation [FS 1880] and is related to the exact factorized ground-state wave function for the quantum one-dimensional problem of three different particles with pair interaction. We give the general nondegenerate solution of this equation.
1 Let us recall first that an analogous (but simpler) equation for the special case of three identical particles was considered earlier by B. Sutherland [Su 1975]] and F. Calogero [Ca 1975] . Namely, in the paper [Su 1975 ] the onedimensional many-body problem of n identical particles with pair interaction was considered, whose exact ground-state wave function Ψ 0 (x 1 , x 2 , . . . , x n ) is factorized Ψ 0 (x 1 , x 2 , . . . , x n ) = j<k ψ(x j − x k ).
It was shown that the logarithmic derivative of ψ (x) f (x) = ψ (x)/ψ(x)
should satisfy the functional equation
f (x)f (y) + f (y)f (z) + f (z)f (x) = F (x) + F (y) + F (z),
where f (x) (F (x)) is odd (even) function
In [Su 1975 ], a partial solution of equations (4), (5) was also found.
The general solution of equations (4), (5) was found in [Ca 1975 ] (see also [OP 1983 ] for review of this and related problems). This solution has the form f (x) = αζ(x; g 2 , g 3 ) + βx,
where ζ(x) is the Weierstrass zeta-function (see for instance [WW 1927] ).
In the present paper we consider only the three-body problem, but in the general case when all three particles are different from each other.
In this case the ground-state wave function has the form
and satisfies the Schrödinger equation
Substituting Ψ 0 from (7) into (8), we obtain
Hence, for the potential energy U (x 1 , x 2 , x 3 ) to have the form of pair interactions (9), the three functions
must satisfy the functional equation
The following expression for the potential energies results from (10)-(12).
2. Let us consider the meromorphic solutions of the equation
satisfying the condition x + y + z = 0.
Let us call the solution of Eq. (14) nondegenerate, if the functions f (x), g(x) and h(x) have the pole in finite domain of complex x-plane.
2.
The main result of this paper is the following Theorem. The general nondegenerate solution of the equation (14) in the class of meromorphic functions has the form
where
Proof . The proof of the theorem is divided on several steps.
Let us begin with Lemma 1. The functions (f (x), g(y), h(z)) satisfy equation (14) for the corresponding functions (F (x), G(y), H(z)) if and only if the equation
can be solved under condition: x + y + z = 0. 
∂ ∂y
Here we use the fact that ∂ − is a differential operator , and that
Hence, if functions (f (x), g(y), h(z)) satisfy equation (1), then these functions satisfy also equation (25), that can be obviously rewritten in the form (22).
Conversely, let the functions (f (x), g(y), h(z)) satisfy (22) and, consequently, (25). The equation (25) may be rewritten as
then there is a function H 1 (z) satisfying the following equation:
Let us note that eq. (26) is equivalent to the equation
Therefore, there are functions F 1 (x) and H 2 (z) such that H 2 (z) = H 1 (z), and
On the other hand, equation (27) is equivalent to
, and
Thus Lemma 1 is proved.
Lemma 2. Equation (14) is invariant under the following transformations:
where a k (k = 1, . . . , 4) and c are free parameters
This Lemma is proved by a direct calculation.
Corollary 3. Taking corresponding values of the parameters α 1 , α 2 , α 3 , one can prove that all the functions
The proof follows from the fact that the set of poles of a meromorphic function of one complex variable is discrete. Thus in what follows we may suppose that all the functions are regular at x = 0, y = 0, z = 0.
Definition 4. Let us call the solution of equation (14) degenerate, if at least one of functions f (x), g(x), and h(x) is linear.
The next Lemma describes all the degenerate solutions of equation (14).
is some degenerate solution of the equation (14).
Three cases are possible. 1. All three functions f (x), g(y), h(z) are linear. Then
and b is a free parameter.
Two of the functions
Here g 0 , h 0 , a, b, G 0 , H 0 are free parameters.
Only one of the functions
Here a, b, c, c 1 , c 2 , λ are free parameters, and
Proof.
Case 1. It follows from (22) that f (x), g(y), h(z) are arbitrary linear functions. A form of the functions F (x), G(y), H(z) can be reconstructed directly from (14), taking into account the identity 2xy = z 2 − x 2 − y 2 .
Case 2 . We obtain from (22)
If f (x) = 0, then g 1 = h 1 and f (x) is arbitrary. The form of the functions F (x), G(y), H(z) can be reconstructed immediately.
Case 3 . We get from (24): 
wherec 1 ,c 2 and λ are free parameters.
where c k =c k /λ, k = 1, 2. The form of the functions F (x), G(y), H(z) can be reconstructed easily. The Lemma is proved.
The functions f (x), g(x), h(x) from eq. (1), will considered as nondegenerate solutions of eq. (1).
Lemma 6. On choosing the appropriate values of the parameters f 0 , g 0 , h 0 , a 1 , F 0 , G 0 (see Lemma 2) we obtain
The proof is easy.
Lemma 7. An appropriate choice of the parameters α 1 and α 2 leads to the relation f (x) = g(x).
Proof. Suppose on the contrary that
for all α 1 and α 2 in any neighbourhood of the point x = 0 . On differentiating (30), we obtain
in contradiction to the assumption about the nondegeneracy of the solution. The Lemma is proved.
Hence, it is sufficient to find all the nondegenerate solutions of eq. (1) under the following additional conditions:
Then, using the transformations from Lemma 2 we obtain the general nondegenerate solution. In what follows only the nondegenerate solutions of (14) satisfying the above additional conditions will be considered.
Interchanging x and y in eq. (14), we obtain
where ϕ(0) = ϕ (0) = η(0) − γ(0) = ξ(0) = 0 and ϕ (x) = 0.
Definition 8. Let us call solution (ϕ, η, ξ, γ) of the equation (32) normalized, if the following initial conditions are satisfied:
where b 1 and b 2 are parameters, b 2 = 0, defines a group action. Each orbit of this group contains one and only one solution.
Proof. The first statement may be checked by a direct computation. To proof the second statement, let us differentiate eq. (32) with respect to y. At the point y = 0 we have:
Assuming ϕ(x) is regular at x = 0 and ϕ (x) = 0, it is easy to check that ξ (0) = 0.
Applying the transformation (33) with b 2 = (ξ (0)) −1 , b 1 = −η (0)/ξ (0) to the solution (ϕ, η, ξ, γ), we obtain a normalized solution, and the Lemma is proved.
In what follows solutions are assumed to be normalized, unless the contrary is asserted. Let us now consider the functional equation
Lemma 10. For any solution (ϕ, η, ξ, γ) of the eq. (32), there is a unique solution (ϕ, τ, A) of the eq. (34) such that
where b 3 = ξ (0) is a free parameter.
Proof. Let (ϕ, τ, A) is some solution of the eq. (34). Then acting on (34) by the operator ∂ − = (
. (38) Hence, we transform the eq. (34) to the equation
.
On the other hand,
where the function ξ(x) may be expressed in terms of τ (x) by the formula (35) with a free parameter b 3 .
Therefore,
On substituting the expressions for η(x) and γ(x) from (36) and (37) we obtain a solution (ϕ, η, ξ, γ) of the eq. (32).
Let now (ϕ, η, ξ, γ) be a solution of eq. (32). On substituting y = 0 in eq. (32) we obtain
i.e. γ(x) = ξ(x)δ(x), where δ(x) = η(x) − ϕ(x), and our initial conditions
Hence, γ (0) = 0, and from the formula for ϕ (x) obtained in the course of the proof of Lemma 9 we have
as asserted in (36) and (37). Let us note that formula (35) may be considered as the differential equation for the function τ (x). Solving this equation at initial conditions τ (0) = 0, τ (0) = 1 we obtain the function τ (x), if, moreover, we take b 3 = ξ (0) it will satisfy the condition τ (0) = 0.
Substituting now the expressions for ξ(x), η(x), γ(x) into eq. (32) we obtain eq. (39).
Let us apply the operator ∂ − to the eq. (39); we obtain
Thus it is shown that the functions ϕ(x) and τ (x) determine the function A(x) given by the expression (38). The Lemma is proved.
So it was shown, how it is possible to construct all the solutions of the eq. (32) using the solutions of eq. (32). Now we describe the general analytical solution of equation (14).
Lemma 11. Let (ϕ, τ, A) be a solution of equation (34). (Let us remind that ϕ(0) = ϕ (0) = τ (0) = τ (0) = 0 and τ (0) = 1.) Then the function u(x) = ϕ (x) is a solution of the equation
and if c 0 = 0 then c 1 = 0.
The functions τ (x) and A(x) satisfy the following equations:
Proof. Let us consider the first three derivatives with respect to y of the eq. (34)
ϕ (x+y) = ϕ (y)+τ (x)[τ (y)A(x+y)+3τ (y)A (x+y)+3τ (y)A (x+y)+τ (y)A (x+y)].
Taking y = 0 and making use of the initial conditions for ϕ(x) and τ (x), we obtain
Let ϕ k = ϕ (k) (0) and τ 3 = τ (0). ¿From (43) and (44) we obtain
from (45) and (43) it follows that
Making use of the identity
for the quantity ϕ (x) = u(x), we obtain the following equation (see eq. (46), (47)):
This equation may be rewritten as follows:
Let
The equation (48) admit the integrable factor u −4 u and may be reduced to the equation
Integrating (49) and multiplying the result by u 3 we obtain eq. (40), where c 3 is the integration constant. Equation (42) follows from (46). Then from eq. (43) we obtain:
It follows from (44) that
Making use of this fact, we obtain
Let us divide this eq. to eq.(43) : τ (x)A(x) = u(x) we come to the equation (41). Note that if c 0 = 0 equations (41), (42), and conditions τ (0) = 0, τ (0) = 1 imply
and it follows, in particular, that c 1 = 0 if c 0 = 0. The Lemma is proved.
Consider the Weierstrass function ℘(x) with parameters g 2 and g 3 . We have
Lemma 12. The general solution of the equation (40) may be written in one of the following equivalent forms:
Here ℘(x) is the Weierstrass function with parameters:
and
Proof. Formula (50) gives:
Hence
Let us compare the coefficients of the terms of the same degree in ℘(x+α). This shows that formula (50) with parameters g 2 , g 3 follows from (53). To deduce (51) from (50) one makes use of the addition theorem for the ℘-function (cf., e.g., [WW 1927]) .
Hence,
This gives:
Formula (51) 
as c 3 → 0.
Proof. Let
By Lemma 12, the function ℘ * (x) satisfies the equation In view of (51), it follows that u * (x) = c 1 ψ * (x) + c 0 ψ * (x).
The Lemma 13 is proved.
Note that according to the Lemma 11, if the functions (ϕ, τ, A) satisfy equation (14) is determined by the equation (43):
Hence we may reqard the functions ϕ(x) as solutions of the equation (14).
Theorem 14. The general solution of the equation (14) ϕ(x + y) = ϕ(x) + ϕ(y) + τ (x)τ (y)A(x + y)
is given by the function Proof. According to the Lemmas (11) and (12) it is sufficient to prove that any function ϕ(x) given by the formula (57) is a solution of equation (14) . It is convenient to consider two different cases. Case 1. c 3 = 0. ϕ * (x) = lim c3→0 ϕ(x)
In this case ϕ * (x) = ∞ 0 u * (x)dx and hence, using the Corollary 13,we obtain
