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ABSTRACT 
 
Human pose estimation is one of the key problems in computer visionthat has been studied in the recent 
years. The significance of human pose estimation is in the higher level tasks of   understanding human 
actions applications such as recognition of anomalous actions present in videos and many other related 
applications. The human poses can be estimated by extracting silhouettes of humans as silhouettes are 
robust to variations and it gives the shape information of the human body. Some common challenges 
include illumination changes, variation in environments, and variation in human appearances.  Thus there 
is a need for a robust method for human pose estimation. This paper presents  a study and analysis of 
approaches existing for silhouette extraction and proposes a robust technique for extracting human 
silhouettes in video sequences. Gaussian Mixture Model (GMM) A statistical approach is combined with 
HSV (Hue, Saturation and Value) color space model for a robust background model that is used for 
background subtraction to produce foreground blobs, called human silhouettes. Morphological operations 
are then performed on foreground blobs from background subtraction. The silhouettes obtained from this 
work can be used in further tasks associated with human action interpretation and activity processes like 
human action classification, human pose estimation and action recognition or action interpretation. 
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1. INTRODUCTION 
 
Analysis of human actions for detecting and recognizing of anomalous actions present in videos 
is an active research area in computer vision. The detection of anomalous actions will benefit in 
the application of healthcare organization for old age homes and clinical diagnosis of patients. 
Foreground segmentation is one of the fundamental tasks in a computer vision system for all 
applications like video surveillance, understanding human walking motion and other related 
applications. The video sequences containing humans in motion, segmentation plays a crucial 
role in analysing human motion tracking and action recognition as it separates the object of 
interest before extracting information such as temporal data, velocity, poses and so on. A reliable 
segmentation method is required for robust human body segmentation from a video sequence 
captured by a static and fixed camera in indoor as well as outdoor environments. The segmented 
human silhouettes are used in analysis of shape and posture of human actions and many high-
level vision processing tasks relating to human activity analysis, activity modelling, mobility 
assessment and abnormal event detection. Human silhouette extractions are possible on both 
simple-static and complex- dynamic background. To obtain the human silhouettes, commonly 
background subtraction method is used. There are many variations of background subtraction 
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methods available in the literature to handle illumination changes, shadow removal, occlusions 
removal. The background subtraction method used has to be a novel and adaptive one that 
extracts foreground objects accurately. 
 
This paper combines techniques of background subtraction using the features based on HSV 
(Hue Saturation and Value) and post processing operations to get robust silhouettes. Silhouettes 
help in further processes like classification, tracking and action interpretation.  
 
The proposed method consists of three steps: (1) pre-processing, (2) segmentation and (3) post-
processing. 
 
(1) Pre-processing is a method of normalizing. Converting the RGB (Red, Green and Blue) into 
normalized RGB removes the effect of any intensity variations. It helps in comparing frames 
taken under variations of illumination. 
(2) Segmentation is the process of partitioning the part of an image where the human silhouette 
is extracted. The background subtraction method is used. 
(3) Post-processing is a method that includes morphological operations for refining and 
enhancing the obtained results of segmentation. 
 
There are three varying approaches as given below and in all these approaches the RGB  are 
converted to HSV and only the third layer of HSV i.e. V (Value) layer is considered. The Value 
layer is considered because it is more stable than Hue and Saturation (which is explaining in 
Section 3). The following are the approaches that have been experimented in this paper: 
 
Approach I: A background model is generated using HSV colour space model on the initial 
frame which does not contain human in motion and the incoming  consisting of humans in 
motion are differenced from the initial frame which is modelled to extract the silhouette of the m
oving human. 
 
Approach II:  In the second approach background model is generated using a Simple Gaussian 
method where, mean and variance of the pixels of the background in HSV colour space are 
computed. The incoming consisting of humans in motion are differenced from the frame which 
is modelled. The Gaussian model [1] for each pixel is the Gaussian density as described below: 
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where P(x) is the density of the pixels,	 is the mean value of pixels and   is the variance. 
 
Approach III: The third approach is a variation of Stauffer and Grimson’s method of Gaussian 
Mixture [2]. In this paper, the proposed method uses background modelling of Gaussian Mixture 
Model on HSV color space of the frame. The HSV color space model helps in handling 
illumination changes maintain stability of the image. The incoming consisting of humans in 
motion are differenced from the frame which is modelled. In Gaussian mixture model, each pixel 
in each frame is distributed by K mixture in Gaussian Model [1] 
and the probability of the pixel xt  at time t is obtained as: 
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where, wi weight parameter of K Gaussian factor and   , 	
 is the normal distribution of K.  
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The normal distribution is given by: 
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Where,		 is the mean and ∑ covariance of K factor and Z is found out by: 
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K is the number of distribution estimated according to the wi  and T is the threshold and 
0.2 is used as the threshold value to model the background. 
 
The rest of the paper is organized as follows, Section 2 presents the related works done, followed 
by the design and implementation of the system, and its descriptions. Section 3 gives 
the results obtained and Section 4 draws the conclusion with Section 5 giving the future works th
at can be extended and Section 6 gives the references. 
 
2. RELATED WORKS 
 
In the work of Chen et al. [3]  features are extracted in colour space accumulating the feature 
information over a short period of time and fuse high-level with low-level information by 
building a time varying background model. In their work to separate silhouettes of moving 
objects from a human body silhouette a fuzzy logic inference system is developed handling the 
challenges of shadows and capable of operating in real-world, unconstrained environments with 
complex and dynamic backgrounds.  
 
In the paper of  Scheer et al.[4] , silhouettes are extracted in a YUV (Y is luminance, U and V are 
chrominance or colour components) colour space which is able to detect shadow but this 
algorithm does not work well. When the target object is not in motion or when there is presence 
of other moving objects in the scene. 
 
 In the work of Setiawan et. al. [5] Gaussian Mixture Model (GMM) for foreground 
segmentation is used along with an IHLS (Improved Hue, Light and Saturation) colour space 
model which can differentiate shadow region from objects. IHLS colour space model serves as 
the fundamental description for image as it has an advantage over Red Green Blue (RGB) colour 
space to recognize shadow region from the object by utilizing luminance and saturation-weighted 
hue information directly without any calculation of chrominance and luminance.  
 
In Seki et al [6] work, method of distribution of image vector is used as feature from the colour 
change in the observed background. This vector subtracts from the background based on the 
Mahalanobis distance between illumination intensity, the reflection index of objects and pixel 
values with the assumption that there is no change in the distribution of illumination intensity in 
a small region over some time. 
 
In this paper a robust background subtraction method is proposed to obtain the moving human 
silhouettes. Accurate human silhouettes are needed to extract the features of human body 
configuration as done in the work of Dedeoglu et. al. [7] . In most of the existing research work 
on moving object detection the methods done by Collin et. al. [8], Wang and David [9] to locate 
people and their parts (head, hands, feet and torso) as in the work of Wang et. al.[10] background 
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subtraction is used which can be known from the reviews done by Alan [11] and Piccardi [12].   
In Haritauglu et al. [13] , approaches for detecting and tracking moving objects in videos from a 
static camera background subtraction is used  as well as it serves as one of the central tasks. For a 
robust background subtraction, the RGB (Red, Green and Blue) color frames are converted to 
HSV (Hue, Saturation and Value) color space in the works of Cucchiara et. al. [14] and Zhao et. 
al. [15] .The background subtraction method has been used to aid in human behaviour analysis 
and action interpretation and in recent methods background subtraction is used to obtain human 
silhouettes. 
 
3. DESIGN AND IMPLEMENTATION 
 
Public datasets of Weizmann [13], Visor [14] and UT-Interaction [15] dataset consisting of 
single persons walking are used with the videos captured by static camera and fixed background 
environment. Our design of the proposed work for the extraction of moving silhouettes is 
illustrated in Figure 1. 
 
3.2. Design of the human silhouette extraction system 
 
The design part consists of taking in the sequences of frames from the video input from which 
the RGB will be normalized and converted to HSV. The processes are explained below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Proposed method 
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Post-processing 
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3.2.1. Generation of background model 
 
Most of the videos captured are in RGB (Red, Green and Blue) colour model. In the proposed 
work, the input video in RGB colour space model is converted to HSV (Hue, Saturation and 
Value) colour space, consisting of three layers hue, saturation and value. In RGB colour space 
the three color components are correlated and is found to be disadvantageous as it is difficult to 
separate the colour information from the brightness. When one is affected by illumination 
changes the remaining layers will also be affected leading to instability. In order to overcome the 
instability caused by RGB, HSV colour space is used to differentiate brightness from chromacity. 
 
In Figure 2 below, The RGB to HSV converted frame is decomposed into their respective Hue, 
Saturation and Value layers and it is clearly noticeable that Hue is not affected by illumination 
and value is more stable than Hue and Saturation. 
 
       
1. HSV frame   2. Hue Layer  3. Saturation Layer       4. Value Layer       
Fig. 2. Decomposition of Hue Saturation Value layer of an Red Green Blue frame 
 
The following is the histogram distribution of the HSV layers which display the density of the 
pixels distributed in each of the layer. 
          
 
1. Histogram of Hue Layer 
 
 
2. Histogram of Saturation Layer 
 
 
3.   Histogram of Value Layer 
Fig. 3. Histogram distribution of 1. Hue, 2. Saturation and 3. Value Layer (top to bottom). 
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In all the above histogram distribution figures the horizontal axis is the range of pixels and the 
vertical axis is the number of times the pixels are occurring in the image. 
In Fig 3, 
 
1. Histogram of Hue layer shows the distribution of the color pixels towards the whitish    part. 
2. Histogram of Saturation layer shows the purity of the colors and the color pixels are densely 
distributed to the darker part which is why Fig 2, Saturation Layer is dark. 
3. Histogram of Value layer gives the uniform distribution of the color pixels. 
 
The third Value layer consists of the maximum information of the three Red, Green or Blue. It 
can be shown as equation (7) .With the help of this HSV colour space and the Value layer model 
these approaches of the background modelling are experimented.     
                                                                
2.2.2. Segmentation  
 
Segmentation is the process of separating the foreground pixels from the background pixels 
thereby extracting the object of interest. Once the background model is generated, foreground 
blobs are obtained by background subtraction method. The background subtraction results in the 
segmentation of the foreground pixels from the background and the human shape foreground 
blobs are obtained.  
 
2.2.3. Morphological operations 
 
Finally, morphological operations- dilation and erosion are applied to get clean silhouettes of the 
human body shape. It is the post-processing technique that helps in eliminating the noisy pixels. 
Dilation operation helps in adding pixels to the boundary of the foreground blobs and erosion 
operation shrinks the foreground blobs.  
 
3.3. Implementation Steps for the human silhouette extraction system 
 
The following are the steps in details that are implemented in the human silhouette extraction 
system. 
 
3.3.1.  Normalization of the RGB colour video [19] 
  
Normalization is done to remove the effect of any intensity variations which helps in comparing  
taken under variations of illumination and the range of the colors will be changed from [0,255] to 
[0,1]. 
 
r` = r/255; g` = g/255; b` = b/255; 
cmax =  max (r`,g`,b`);  
cmin = min (r`,g`,b`);  
∆ = cmax – cmin 
 
Where, 
 
 r, g and b represent the Red, Green and Blue color layers, 
 r`, g` and b` are the normalized Red, Green and Blue. 
max (r`,g`,b`) finds out the maximum among r`, g` and b` and similarly  min (r`,g`,b`) finds out 
the minimum among  r`, g` and b` which are assigned to the corresponding cmax and cmin. 
 ∆ is the difference between cmax and cmin. 
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3.3.2.  RGB to HSV [19] 
 
The Hue depicted by h, Saturation depicted by s and Value depicted by v is converted from the 
respective normalized values of Red (r`), Green (g`) and Blue (b`). 
 
1. Hue calculation 
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2.  Saturation calculation 
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3. Value calculation                   
 
                    
maxcv =
             ------- (7)   
 
 
3.3.3.  Background Modelling, Background Subtraction, Foreground Blobs 
 
The background model will be generated from the initial frame or from a frame which is an 
empty scene. This background model is used for background subtraction with human presence in 
the scene. The background subtraction results in obtaining foreground blobs which serves the 
required silhouettes. 
 
3.3.4. Morphological Operations 
 
Morphological operations are applied onto the resulted foreground blobs using dilation and 
erosion methods to remove the noisy pixels and obtain accurate human silhouettes. 
 
4. RESULTS 
 
The above three approaches were experimented on the video datasets of (i)Weizmann, (ii)Visor 
and (iii) UT-Interaction of a single person in walking action. The silhouettes obtained are 
represented in figure 4 where the first, second and third columns show the silhouette of 
Weizmann, Visor and UT-interaction video respectively. The results of first row are obtained by 
the Approach I of using simple background modelling and background subtraction in HSV color 
space and considering only the Value layer of HSV. The second row consists of the Approach II 
where a Simple Gaussian background model is generated and background subtraction is 
performed in the same manner of using HSV color space and taking only the Value layer of 
HSV. The third row shows the result of the proposed Approach III in which the video sequences 
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are using Gaussian Mixture Model background model along with incoming subtracted from the 
background model generated on the HSV converted using the third layer.  
 
 
Figure4:  The sample of the silhouettes obtained using each approaches 
 
 
 
Figure5: The error percentage in each of each approaches (Statistical data only) 
 
This study compares the percentage of error generated by each of the approaches with the chosen 
three datasets and shown in figure5 
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a) Approach I: Frame differencing 
This approach is applied to three chosen dataset. The error rate generated by this approach on 
Wiezmann dataset is 5.5%, Visor dataset is 4.2% and Ut-interaction dataset is 2.7%. These 
error rate is compare to the next two approaches. 
 
b) Approach II: Simple Gaussian method 
The error rate generated by this approach on Wiezmann dataset is 3.2%, Visor dataset is 
2.1% and Ut-interaction dataset is 2.5%. By using Wiezmann dataset, this study could 
minimised the error rate half of those error generated in first approach. However error rate is 
varying from one dataset to another.  
 
c) Approach III: Gaussian Mixture Model 
The error rate generated by this approach on Wiezmann dataset is 1.5%, Visor dataset is 1% 
and Ut-interaction dataset is 1.7%. Here also the error rate are varied from one dataset to 
another. However this approach i.e. Gaussian Mixture Model has lesser error rate in all the 
dataset chosen and  gives a better performance over the above two approaches. 
 
5. CONCLUSIONS 
 
The HSV colour model and the proposed robust background subtraction technique presented in 
this paper produce human silhouettes that adapt to indoor and outdoor 
environments with various illumination changes. A statistical approach of background modelling 
- Gaussian Mixture Models is used. It is seen that the results obtained by approach III, i.e 
background modelling of Gaussian Mixture Model on HSV color space of the frame gives a 
better outcome than the other two approaches. The comparison  The silhouettes so obtained can 
be used for human action classification, human pose estimation and action recognition or action 
interpretation. 
 
6. FUTURE WORK 
 
This work can be further extended by considering  the area and centroid of the silhouettes for 
further processes of analysis like classification, pose estimation and action interpretation. These 
features will help in serving the properties of the silhouettes in determining the changes 
occurring in the shapes. The change in shape will help in analysing  and  interpreting  human  
action. 
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