This paper presents a practical experience of using a large, publically available dataset for a purpose that it was not originally collected The process is examined from discovery to analysis with reference to the vaunted but seldom seen ideal of data digital libraries.
INTRODUCTION
In the early 2000s there was a new drive toward research data archiving and sharing. This was partly driven by the so called 'data deluge' [1] created by the increasing use of automatic data capture systems such as large sensor arrays [2] [3] [4] . It was also driven by the realization on the part of many governments that they pay, via research funding, for data to be collected or generated with public money, and therefore the resulting data should be a public good [5, 6] .
The driving factor behind this new interest was scientific data: it is often expensive to collect, it is large in size, in many cases is not subject to complex ethico-legal considerations and, proponents assumed, would be readily reused by researchers looking at the same problems [1, 7, 8] (though this understanding is far from universal [9] ). Proponents of this approach also envisaged data being repurposed to answer new questions in the future [10] ; questions that perhaps could not be envisaged at the time the data was collected [11] .
The Australian approach to management of research data was to encourage researchers to archive their data in their institutional repository [6] ; many other countries and research disciplines also created data digital libraries [3] [4] [5] . These digital libraries were not without their problems. Content recruitment proved problematic in some disciplines, as researchers were concerned about ethical implications and extracting maximum value from the data before sharing [7, 12] . It was also, once content was recruited, difficult to describe it in such a way that it would be discoverable: there is not yet a consistent approach to using metadata to describe datasets yet it is widely acknowledged that good metadata is key to successful dataset discovery, sharing and re-use [13] [14] [15] .
Despite these problems, a number of data digital libraries were created and still more encouraged [2, 16, 17] ; having a central data clearinghouse by discipline or country was perceived to be the best approach to encouraging data discovery, re-use and repurposing [8, 10] . Indeed, this author has contributed a dataset to an institutional repository 1 , though there is no evidence of it ever having been reused.
Despite these repositories existing, there is little information on what it is like to reuse data outside those disciplines where it has long been commonplace (for example astrophysics [12] ). There is a single case study of re-using qualitative data, but nothing about re-purposing data [18] . This paper provides a counterpoint to that, describing the process of re-using a large, publically available dataset for a purpose other than that for which it was originally collected.
The rest of this paper is structured as follows: Section two describes the dataset, Section three the reuse process, and Section four the difficulties and Section 5 the advantages of reuse in comparison with collecting new data. Finally this case study is related to data digital libraries, and conclusions drawn.
THE DATASET AND NEW PURPOSE
In 2013 the OCLC (Online Computer Library Center) made a large dataset available to the public 2 . This data comprised circulation data (data noting loan activity for all books in a collection) from a full year for each of the libraries in the OhioLink Consortium. The dataset also included catalogue records for those same libraries in MARC (MAchine Readable Cataloguing) format. Finally there was a small sample file of circulation data, and a word document describing each column in the circulation data.
The circulation record for each item included an OCLC item number, (a unique identifier); whether or not the book was available for loan; how many times it had been loaned in the sample year, a work number, an accession date and the most recent loan date.
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MARC field OCLC leader Leading 0s Circulation file number OCLC have been using this dataset to analyse the differences in circulation patterns between libraries: how many books from each library are borrowed in a year and what comparisons can be drawn [19] .
The study that informed the experience described in this paper used the data for an entirely new purpose: understanding human behaviour in physical libraries (for more on this study see [20] ). To do this the MARC data was matched with the circulation data to sort books into shelf order; then circulation patterns were analysed for evidence of browsing among the shelves.
USING THE DATA
This section will describe the entire process of using the data, from discovery to analysis.
Discovery
In the typical data re-use scenario, one of two things happens: either data is deposited into a discipline-based data repository, or the data is identified during collegial discussion and its re-use negotiated from there [12] . The ideal scenario according to the government objectives outlined above is that data is readily findable in a digital library or aggregator.
In the study in question, discovery of the data occurred in neither of these typical ways. The author was made aware of the data by a post to a mailing list, and downloaded the data not from a repository but from a webpage.
Understanding the Data
This dataset has particularly good metadata including column descriptions for the circulation data table, a sample set and a lengthy description on the website. Nonetheless, it was not, at first, clear to the author how to fit the data to purpose, in particular how to examine call number data in conjunction with circulation data.
To conduct this investigation required the cataloguing data to be matched with circulation data using the OCLC document number as the common field, but understanding this required contacting the OCLC. Similarly the descriptions of the various data elements contain a lot of jargon, and are somewhat opaque to the nonlibrary professional. To understand the data fully, a number of emails were exchanged between the author and the OCLC; without their support the study described in this paper would not have been possible. Finally, the particular task the data was being used for required an understanding of MARC data fields so that call numbers and title could be extracted.
Pre-processing and Sampling
The dataset made available by the OCLC is very large, and includes circulation data for all institutions in the OhioLink Consortium, over 50 academic, cultural and state libraries. As such, a sample set of libraries needed to be identified; these libraries needed to share certain characteristics (such as the literacy of their student cohorts and their shelf classification schemes). The information necessary to identify comparable libraries was not available in the dataset-not even the classification scheme used, which we might expect. As such, external data sources (such as individual library catalogues and institutional SAT scores for reading) were identified and manually consulted.
After identification of sample libraries, the data needed to be trimmed to reflect only those libraries, and pre-processed into a format that could be used for the purpose described in Section 2.
The dataset as a whole is contained in two files, one that includes call numbers (ie the shelf locations of books) along with other cataloguing data, and another that includes circulation information (ie the dates on which these books were borrowed).
Matching these files first required the extraction of matching keys from the files-keys that were not presented identically, and not in isolation in the MARC data (see Figure 1) . It also required automated identification of classification numbers, which can be found in a total of four different MARC fields (two each for Dewey and Library of Congress numbers) and exist in a number of formats. Finally, matching required significant processing time, as each record in the (very large) MARC file had to be examined to check for a match.
Analysis
Had the data been collected for purpose, it would have contained patron information and loan history and loan time for each book represented. In contrast, this data contained only the most recent loan date for each book-far less than it would ideally contain. This presents some statistical challenges in interpreting the likelihood of browsing, and in fact meant the data was analysed twice (once on the basis of loan dates of randomly selected books and once on the basis of the books loaned on the last day in the period studied). It also means the conclusions of the study in which data was repurposed are less clear than they would be in a study using collected-for-purpose data.
DIFFICULTIES IN RE-USE
This section outlines the specific challenges re-use presented in this scenario, and contrasts this specific incidence of re-use with the envisaged approach.
Serendipitous discovery
This dataset was discovered serendipitously on a mailing list; this is in contrast to what has been suggested in the literature [12, 16] . Funding bodies and government organisations propose that data will be discoverable in digital libraries-for some disciplines, such as astrophysics, this is already the case. Previous research shows that in fields without histories of data sharing, when it happens it is invariably by means of a personal connection. This data was discovered in a way that involved neither. The serendipity of this discovery is also in contrast to how data would typically be accessed in a digital library: digital libraries are notoriously poor at supporting serendipity, even with good metadata. How best to describe datasets so that they might be serendipitously discovered in data digital libraries-what metadata fields to use, and how to fill them-is similarly still an open question.
Access
The data was relatively easy to access-much as it would be in a digital library-however it is a very large dataset (approximately 2.4 GB). An unreliable internet connection would make this set impossible to access, and an expensive one may make it cheaper to collect similar data locally, thus eliminating some of the value of the data as a public good [21] . This is another potential example of the digital divide [22] : data may well be freely available, but without internet access it could well still be inaccessible.
Completeness for purpose
As mentioned in Sections 3.3 and 3.4 above, this dataset included neither every data point, nor every piece of information needed to complete the analysis in a straightforward manner.
Garnering the necessary information to create a sample set required not inconsiderable work, and this work had to be completed manually. In all, catalogues for over 50 libraries were searched to identify classification schemes, and the SAT reading score entry requirements for 20 of those were accessed. In analysis, two analyses were performed instead of one as this was necessary to strengthen the argument.
This extra work is a direct consequence of re-purposing the data, and it seems likely that any data re-purposing would require some of this sort of work. The time cost of this work, however, is a reason given by academics for avoiding data re-use; they would rather collect their own fit-for-purpose data in many cases [12] .
Specialist Expertise and Software
The work needed to use this data required significant specialist expertise in a number of fields, and assistance from the data owner.
Even with the excellent metadata provided with this dataset, it was far from clear how to match the two component files to create the unified data needed; to determine this actually required contacting the OCLC, because it required a level of expert knowledge of the data itself. This is counter to the anonymous download-and-use vision proposed in much of the literature for data sharing [6, 17, 21] , and contacts for data owners could-and perhaps should--be provided in data digital libraries to account for just such eventualities.
Even without these barriers, though, understanding and preprocessing the data required significant expertise, and specialist software. To process the MARC cataloguing data at all required it to be in a human-readable format; the original download is in machine-readable format. Converting format requires specialist software, which-while free-is not widely known outside the librarian community (the author is not a librarian). Even once the data was converted, it required a text editor capable of dealing with very large data files, another piece of specialist software.
Even once the MARC files were in human-readable format, it required a clear understanding of some of the fields within it to match this data to the circulation data. The OCLC work number (which was the key to matching this data field) has a number of possible formats in MARC, these formats had to be discovered and taken into account when matching. Call numbers-the shelf addresses that were the key to the study in question-can be stored in four separate MARC fields, and take a variety of formats. These fields and formats had to be understood both to automatically extract call numbers from the MARC data, and to sort by it. This level of understanding of the MARC format is specialist knowledge, even within libraries: cataloguers are the only group who would typically expect to engage with MARC data at this level.
Pairing the data not only required cataloguing knowledge, it required technical knowledge; specifically the ability to program. This ability had to be coupled closely with an understanding of the MARC data, which had to be automatically processed.
While this is a single case study of repurposing, it shows that the bar for repurposing may be quite high in terms of necessary expertise or commensurate support. This presents a significant potential barrier to data repurposing in particular; many academics will have neither support nor inclination to reuse data from a digital library if it is so difficult [12] . These barriers also present an interface and metadata challenge for data digital libraries: how might information about the expertise and software needed to even examine data be presented in such a way that potential users can filter out what is too hard for them to use.
Ascribing credit
A further issue with data re-use has been how to give the original collector credit for it [23] ; the two most common options seem to be either acknowledgement or data citation. Citation has a significant advantage in that metrics can be applied to it, and is generally the preferred approach [24] . The owners of the dataset used in this study, however, have a preferred format for an acknowledgement and attribution: this is demonstrated in Section 7. Until a standard is reached, it is necessary for data digital libraries to inform data reusers what the original collectors of the data prefer.
ADVANTAGES TO RE-USE
When studying human behaviour, ethical consent considerations are almost always a factor in data sharing [25] . Because in this study human behaviour was inferred from the actions of objects, no such ethical constraints existed. This case study demonstrates that there is still opportunity for humanities scholars to engage in data re-use despite the ethical issues, and in fact re-use may prove an advantage, as it could inform new methods of studying human behaviour.
It may seem from the rest of this paper that the data re-purposing experience presented here was negative; this is not true. Accessing the data was easy, and the pre-processing required forced full and clear understanding of the data and of many related concepts. Moreover, even with the pre-processing and additional analysis required, using an existing dataset was far less costly in both time and effort than gathering new data would have been. The data also allowed a much broader comparison of circulation patterns across multiple libraries, an analysis this author certainly could not have undertaken if new data had been gathered, as she has access to only a single library.
CONCLUSIONS
This paper presents a case study of repurposing circulation data from a large library consortium to understand book browsing behaviour.
While the data used here was not accessed via a data digital library, this case study has a range of implications for digital libraries. The first issue for data digital libraries is how to ensure that the data contained within them can be serendipitously discovered by other researchers: unless they are part of a culture of data sharing it is unlikely that they will find the right research dataset at the right time without help. The second issue is to ensure that all data is well described by metadata and without jargon; and include contact details so that if the reuser has questions that they can be answered The third issue is willingness on the part of researchers to do the necessary work in both preprocessing and analysis to reuse data. This issue is perhaps best dealt with experientially-when researchers understand that even this is less time costly than collecting their own data, they will be more open to re-use; data digital libraries afford them the opportunity to do this. Digital libraries should nonetheless facilitate this by indicating what expertise may be required. Finally, data digital libraries need to inform reusers of data owners' preferences for how data collection is to be credited, whether this is data citation or acknowledgement.
The data repurposed in this discussion was available not in a digital library, but as a stand-alone set on a website. Had it been in a digital library neither its discovery nor the contact of the data owner would typically have been so straightforward. The experience of re-using the data was better for those things, an important consideration in the design of data digital libraries.
Finally, while the re-purposing presented in this paper was fairly significant, it was also ultimately successful; the data was readily re-analyzed to understand browsing. Re-purposing was also considerably less costly in terms of time and effort than collecting data new; all in all a successful outcome. 
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