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I. INTRODUCTION
It is well known that several chemical reactions are capable of displaying both periodic and chaotic oscillations in the concentrations of reactive intermediate species. The Belousov-Zhabotinsky reaction ͑BZR͒ is a paradigm of this rich dynamical behavior, investigated in many papers and featured in several books. 1-4 However, the quantification of the relative abundance and structural distribution of chaos and periodicity in parameter space of this system has remained poorly investigated. Rather than reflecting a lack of interest, this spotty knowledge reflects the large computational effort required to construct phase diagrams for phenomena represented by flows in phase space, i.e., by continuous-time dynamical systems governed by sets of differential equations. While it is easy to iterate discrete maps, it is far harder and time consuming to integrate differential equations. For this reason, most of the accumulated knowledge about chaotic behavior in natural phenomena, phase diagrams in particular, comes from investigations based on discrete-time nonlinear maps.
Exploration of the parameter space of dynamical systems governed by differential equations has attracted some attention recently, following a report 5 that the phase diagram of a loss-modulated CO 2 laser, a flow, is surprisingly similar to that of a textbook example of a discrete-time dynamical system, the Hénon map. The immediate question is what other sort of vector flows might produce isomorphically similar phase diagrams and what new features they might have. Surprising bifurcation phenomena have been reported recently for systems across distinct disciplines and with various motivations. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] For a survey, see Ref. 16 .
Generically, the most obvious regularities observed so far in phase diagrams of flows consist of sequences of selfsimilar periodicity islands spread in chaotic phases, "shrimps," 17, 18 which based on studies of maps, are known to underly period-doubling cascades. The rich bifurcation phenomena found in flows so far contain novel features that emerge organized in regular patterns not known in discretetime systems ͑maps͒. This novelty is related to the distinct manners that shrimps are "glued" together to form regular patterns over extended regions in parameter space. However, the basic organizational Leitmotiv is still based on shrimp networks that accumulate systematically in one way or another. 6, 12 Thus, is it possible to find macroscopic regularities of a different kind, i.e., other than glued shrimps? A common feature of the models already investigated is that they are mainly governed by polynomial equations of motion. So, what can one expect from systems governed by nonpolynomial equations of motion? We find novel and unexpected features in a nonpolynomial system and describe them in some detail.
Although nonpolynomial models of dynamical systems exist abundantly in literature, their chaotic phases have been explored mainly by plotting bifurcation diagrams along a few specific one-parameter cuts. Moreover, phase diagrams normally reported do not describe details of the chaotic phases 19 but, instead, focus mainly on bifurcation boundaries between regions involving periodic oscillations of small periods. We investigate here the relative abundance and structuring of the chaotic phases for a nonpolynomial model involving three independent variables and 14 parameters and describing BZR chaos. 20 This model is complex in the sense of Nazarea and Rice. 21 Bifurcation diagrams for this model display features resembling those recently found near certain hubs in phase diagrams. 12, 16 Because not many hubs are presently known, and there is no theoretical method to anticipate the location of hubs, we perform a detailed numeri-cal investigation of the model. Although hubs were not found, we do find a rather unusual structuring ͑described below͒: fountainlike global patterns consisting of alternate eruptions of chaos and periodicities. Models of real chemical reactions are particularly appealing in that they arise from experiment and, therefore, dynamical behaviors predicted from them should be amenable to experimental verification.
II. THE BZ REACTION
The classic BZR 2,22,23 is the cerium-ion ͕Ce͑IV͒/Ce͑III͖͒ catalyzed oxidation of malonic acid ͕CH 2 ͑COOH͒ 2 ͖ by bromate ion ͕BrO 3 − ͖ in aqueous sulfuric acid ͕H 2 SO 4 ͖ media. 24 In a well-stirred, closed reactor, damped temporal oscillations occur in the concentrations of various intermediate species, e.g., Ce͑IV͒, Ce͑III͒, BrO 2 , HBrO 2 , HOBr, and Br − . The concentration of bromalonic acid ͑BrMA͒ is an important dynamic quantity that serves as a bifurcation parameter for the onset and eventual disappearance of oscillation in a closed reactor.
True chemical steady states may be achieved when the BZR is run in a continuous flow, stirred tank reactor ͑CSTR͒, into which solutions containing the reactants are pumped while reaction mixture overflows. 2,3 This makes the critical bifurcation species BrMA ͑vide infra͒ a dynamic, oscillatory variable. Oscillatory or even chaotic 4 stationary states often appear.
Deterministic chaos was first observed in BZ-CSTR experiments in 1977 by Schmitz et al. 25 and better characterized by Hudson and Mankin. 26 The appearance of periodicchaotic windows as the flow rate was monotonically increased was soon observed by Turner et al. 27 and by Vidal et al. 28 Several classic transitions from periodicity to chaos were observed in 1983 by Roux. 29 The observed chaotic states generally run from mixed-mode systems at low flow rates 27, 28 to more complex behaviors at higher flow rates. 30 There is some uncertainty concerning the origin of BZ-CSTR chaos. Low-flow-rate chaos can be well reproduced 31 by a model based only on the homogeneous chemistry 24 of the BZR. However, there is considerable experimental evidence that high-flow-rate BZ-CSTR chaos may be at least strongly affected by imperfect mixing effects. [32] [33] [34] [35] The model under consideration here is based only on BZR chemistry.
The basic chemistry of the BZR is referred to as the Field, Körös, Noyes 24 ͑FKN͒ mechanism. The FKN mechanism may be reduced to a skeleton form referred to as the Oregonator 36, 37 involving only the species HBrO 2 , Br − , and Ce͑IV͒. However, while both the FKN mechanism and the Oregonator at least qualitatively reproduce in simulations the BZR oscillations, neither model has been found to generate chaos. Györgyi and Field 38 expanded the details of the reactions of BrMA and the malonyl radical to produce a threevariable model 20 that reproduces well the periodic-chaotic nature of the low-flow-rate chaos. This model is based upon the nonstoichiometric chemical reactions ͑1͒-͑7͒ and leads to a set of three nonpolynomial differential equations. The left hand sides of Eqs. ͑1͒-͑7͒ are rate determining for the appearance of products on the right hand sides, Br − , ͑6͒
The concentrations of the principal reactants ͕H + , BrO 3 − , CH 2 ͑COOH͒ 2 ͖ in Eqs. ͑1͒-͑7͒ are held constant, leaving four dynamic variables ͕Br − , HBrO 2 , Ce͑IV͒, and BrMA͖ described by four differential equations. Thus this model explicitly takes into account the dynamics of ͓BrMA͔. The differential equation describing the behavior of ͓Br − ͔ is eliminated using the pseudo-steady-state approximation, 39 leaving three dynamic equations in ͓HBrO 2 ͔, ͓Ce͑IV͔͒, and ͓BrMA͔, as well as an algebraic expression for ͓Br − ͔ given below, in Eq. ͑13͒.
III. THE NONPOLYNOMIAL EQUATIONS
By introducing the following equivalences:
as well as the rate constants k 1 − k 7 specified in reactions ͑1͒-͑7͒ one obtains the following set of three nonpolynomial differential equations: 1,20
with the definitions
Apart from terms with noninteger exponents, Eqs. ͑8͒ and ͑10͒ contain an additional nonpolynomial dependence, Eq. ͑13͒, arising from elimination of the ͓Br − ͔ equation using the pseudosteady state approximation to yield ỹ, the scaled, pseudo-steady-state 39 value of ͓Br − ͔:
The quantities ␣ and ␤ are historical artifacts originally defined to separate the reactions of Ce͑IV͒ with BrMA and M; they have no chemical significance. The ͑C − Z 0 z͒ terms in Eqs. ͑8͒ and ͑9͒ are inserted intuitively to account for the depletion of Ce͑III͒ as Ce͑IV͒ is produced. All parameters appearing in the equations above are collected in Table I , along with the basic numerical values from Ref. 20 .
The most important experimental parameter in the BZ-CSTR system is the inverse residence time, k f , ͑flow rate͒/ ͑reactor volume͒, which may be very precisely controlled and to which the system is dramatically sensitive. Experiments are typically monitored by measuring ͓Ce͑IV͔͒ ϵ Z in the CSTR. Thus the independent parameter in nearly all of our calculations is k f , and z is sometimes used to demonstrate the dynamic behavior of the model as k f is varied. The other readily controlled experimental parameters are the concentrations of reactants ͑A, C, H, and M͒ in the feed streams. We assume the constant reactant concentrations in the CSTR are identical to their concentrations in the feed streams. Figure 1 shows bifurcation diagrams obtained by plotting the local maximal values of z͑t͒ as a function of k f . In both diagrams, the z axis was divided into a grid of 600 and the k f axis into 1200 equally spaced values. We integrated Eqs. ͑8͒-͑10͒ using a standard fourth-order Runge-Kutta algorithm with fixed time step h =2ϫ 10 −6 . The first 7 ϫ 10 4 steps were discarded as transient. During the next 140 ϫ 10 4 steps we searched for the local maxima of z, which were then plotted in the bifurcation diagram. This procedure was repeated for each of the 1200 values of k f . Computations 
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were started at the minimum value of k f from the initial conditions x 0 = z 0 = v 0 = 0.5 and continued by following the attractor, namely, by using the values of x, z, and v obtained at the end of one calculation at a given k f to start a new calculation after incrementing k f . This is a standard way of generating bifurcation diagrams, and the rationale behind it is that generically, basins of attraction do not change significantly upon small changes in parameters, thereby ensuring a smooth unfolding of the bifurcation curve.
Comparing the bifurcation diagrams in Fig. 1 above with Fig. 1͑a͒ of Györgyi and Field 20 one finds that the diagrams are virtually identical, meaning that using Poincaré sections, as done in Ref. 20, or using the maxima of the variable produces identical sequences of bifurcations.
The procedure described above is used to compute all phase diagrams presented in Sec. IV, except that instead of considering local maxima of z, all points after the transient were used to calculate the Lyapunov spectrum, i.e., Lyapunov exponents for the three variables of the model. The construction of Lyapunov phase diagrams is a demanding computational task. For instance, to classify a mesh of N ϫ N parameter points demands the computation of N 2 basins of attraction, needed to sort out all possible solutions for each parameter set. The computation of each individual basin of attraction requires investigating sets of initial conditions over a M ϫ M mesh in phase space. The quality of the final diagrams depends sensibly on both N and M being as large as possible. Typically, we used 400ϫ 400 grids, although 600ϫ 600 grids were also used.
IV. PHASE DIAGRAMS
In this section we present several two-parameter phase diagrams discriminating the dynamic behavior ͑chaotic or periodic͒ as k f and one of the reactant concentrations is varied. All parameters are varied over experimentally accessible ranges. Rate constant values are not readily variable experimentally. However, we do present phase diagrams in which the values of k 2 and k 4 are varied because these important quantities control important properties of the oscillations and chaos. Figure 2͑a͒ shows a bifurcation diagram similar to those in Figs. 1͑a͒ and 1͑b͒ , but now considering the total ceriumion concentration, C, as the bifurcation parameter while keeping A = 0.1 constant. However what would happen for other values of A close to this one? Figure 2͑b͒ shows how chaos and periodicity are distributed in the C ϫ A parameter section. It shows that for relatively large variations of A around 0.1 the bifurcation diagram remains essentially the same, apart from an overall stretching. Figure 2͑b͒ illustrates a typical Lyapunov phase diagram obtained by computing the three Lyapunov exponents for Eqs. ͑8͒-͑10͒, ordering them such that 3 Ͻ 2 Ͻ 1 , and plotting the largest nonzero exponent. We plotted 2 whenever ͉ 1 ͉ Յ 10. As is well known, 40 Lyapunov exponents provide a handy quantity allowing one to discriminate between chaos ͑positive exponents͒ and periodic oscillation ͑negative expo-nents͒. Figure 2͑b͒ contains a scale of colors that, after suitable renormalization to reflect the extrema of exponents, was used to construct similar figures below where scales are omitted. Noteworthy is the great spread of the magnitude of the exponents, an indication of the stiffness 41 of the model. The bottom row in Fig. 3 illustrates an inherent difficulty of computing Lyapunov exponents: the accurate determination of zero exponents. Away from zero, approximation errors intrinsic to the integration algorithm as well as computational errors occurring in the calculation of exponents remain confined to less significant digits. However, the transition between periodic and chaotic behaviors is marked by zero exponents, where error in the less significant digits is precisely what survives. The bottom row in Fig. 3 is a replot of the panels in the middle row, but using a sharp cut at zero, not the tolerant cut that allows accommodation of numerical uncertainties. In the middle row we plotted 2 , the second largest exponent, whenever 1 , the largest exponent, could not be plotted after being "declared" zero, i.e., when it obeyed ͉ 1 ͉ Յ 10 ͑the "tolerance limit"͒. In the bottom row, we plotted 2 whenever 1 Յ 0 ͑strict limit͒. The granularity exposes regions of nearly zero exponents and higher numerical inaccuracies. Even under these very strict plotting requirements, the overall structure of the phase diagrams remains discernible. Recall that Eqs. ͑8͒-͑10͒ are stiff, thus exacerbating numerical difficulties near the line of zero exponents. Figure 4 shows the relative abundance and organization of chaos and periodicity in the parameter section k f ϫ C, the total cerium-ion concentration. As is clear from the panels in the bottom row, macroscopically, the parameter cuts present two main regimes: a region where chaos and periodicity alternate regularly while experiencing a relatively moderate compression toward each other ͑exemplified in the right panel͒, and regions where one finds domains to bend over and strongly accumulate toward well defined limit curves, as seen in the left panel. This structure is surprisingly independent of the parameter explored and markedly distinct from structures recently found for gas and semiconductor lasers, for electric circuits, and for a few other familiar nonlinear oscillators. 10, 11, 15, 16 In particular, the alternation of chaos and periodicity here is rather different from that found around focal hubs of periodicity. 12, 16 Figure 5 presents progressively more highly resolved phase diagrams obtained when varying simultaneously the rate constants k 2 and k 4 . The overall organization is similar to that seen above. However in this parameter plane the compression is not as strong as in previous parameter sections, allowing finer details to be recognized even at moderate resolutions. These phase diagrams allow one to understand how the regimes described in Fig. 4 interconnect with each other: by conspicuous "necks," clearly seen in the panels in the upper row, that get less and less pronounced when coming closer and closer to the limit curve, the thick accumulation line dominated by chaos. In the center panel of the middle row one sees period-adding cascades and accumulations similar to those observed in lasers, electric circuits, and Note the great similarity of the two rightmost diagrams with that in Fig. 2͑b͒ . Bottom row: replot of the panels in the middle row, but using a strict cut for zero exponents, as indicated by the color scales. To enhance contrast, the intensity of red was slightly increased. The granularity exposes intrinsic difficulties of calculating exponents that are close to zero ͑see text͒.
other nonlinear models. 15 The bottom row in Fig. 5 illustrates that at higher resolutions, the chaotic domains of the nonpolynomial model display the same recurrent accumulations of shrimps found abundantly in several other models, autonomous or not. 6, [14] [15] [16] [17] [18] Shrimps are also found in several additional cuts of the parameter space, e.g., k f ϫ M, k f ϫ H, and k f ϫ C ͑not shown here͒. It would be interesting to study how periodicity evolves along such accumulations and to quantify their metric properties.
V. CONCLUSIONS AND OUTLOOK
This paper reports a detailed numerical investigation of the relative abundance of periodic and chaotic oscillations for a three-variable, 14-parameter, nonpolynomial, autonomous model of the BZR. Although chaotic solutions for BZR models have been known for many years, 1-4 they were confined to isolated parameter points or to specific onedimensional bifurcation diagrams. No global classification of chaotic phases was attempted. The present work reports phase diagrams discriminating chaos and periodicity along several sections of parameter space. We also describe details of the intertwined structuring of chaos and periodicity over extended experimentally accessible parameter domains.
Globally, on a macroscopic scale, we have shown the structuring of the BZR phase diagrams to display a recurring unusual fountainlike global pattern consisting of eruptions of chaos and periodicities. Such a pattern is very distinct from any structuring based on shrimps and hubs reported recently in literature for prototypical nonlinear oscillators such as gas lasers, semiconductor lasers, electric circuits, or a low-order atmospheric circulation model. The unusual patterns found in the BZR are surprisingly robust and independent of the parameter explored.
Locally, on a microscopic scale, the BZR phase diagrams contain very peculiar hierarchies of parameter networks ending in distinctive and rich accumulation boundaries and structuring similar to that found recently for semiconductor lasers with optical injection, CO 2 lasers with feedback, autonomous electric circuits, the Rössler oscillator, Lorenz-84 low-order atmospheric circulation model, and other systems. Since these accumulations of microscopic details were found in all these rather distinct physical models, it seems plausible to expect them to be generic features of flows of codimension two and higher.
In sharp contrast with discrete dynamical systems where periodicities vary always in discrete unitary steps, 42 tion of parameter loci characterizing simple and multiple ͑degenerate͒ homoclinic and heteroclinic phenomena?
Our choice of parameters is motivated and centered around the set originally chosen by Györgyi and Field. 20 The phase diagrams presented here extend considerably the regimes originally investigated. However, even if using variables reduced by scaling, not the original physical quantities as done here, the effective volume of the parameter space that needs to be explored is huge. Consequently, despite the work reported here, the parameter space still remains mostly unchartered and wanting much more investigation. A sure bet, however, is that journeys through this vast space are bound to reveal interesting dynamics and rich operational points for sustaining individual chemical oscillators and oscillator networks. In particular, they might reveal the mechanism responsible for the novel fountains of chaos which we observed here so frequently and in so many phase diagrams. FIG. 5. Progressively more highly resolved phase diagrams illustrating the fine structure of the chaotic phases for selected regions of the k 2 ϫ k 4 parameter space. In the center panel of the middle row one sees period-adding cascades and accumulations similar to those observed in lasers, electric circuits and other models ͑Ref. 15͒. The bottom row shows that under high resolution the chaotic phase of the BZR is also riddled with shrimps ͑Refs. 17 and 18͒.
