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Upside/Downside statistical mechanics of nonequilibrium Brownian motion.
II. Heat transfer and energy partitioning of a free particle
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The energy partitioning during activation and relaxation events under steady-state conditions for a Brownian
particle driven by multiple thermal reservoirs of different local temperatures is investigated. Specifically, we
apply the formalism derived in a previous article [G. T. Craven and A. Nitzan, J. Chem. Phys. 148, 044101
(2018)] to examine the thermal transport properties of two sub-ensembles of Brownian processes, distinguished
at any given time by the specification that all the trajectories in each group have, at that time, energy
either above (upside) or below (downside) a preselected energy threshold. Dynamical properties describing
energy accumulation and release during activation/relaxation events and relations for upside/downside energy
partitioning between thermal reservoirs are derived. The implications for heat transport induced by upside
and downside events are discussed.
This article may be downloaded for personal use only. Any other use requires prior permission of the author
and AIP Publishing. This article appeared in J. Chem. Phys. 149, 104103 (2018) and may be found at
http://aip.scitation.org/doi/10.1063/1.5045361
I. INTRODUCTION
Consider an activation (or relaxation) process in a sys-
tem that is coupled to two or more thermal reservoirs.
How much energy, on the average, is taken from (or
given to) each reservoir during these processes? Answer-
ing these types of energy partitioning questions is per-
tinent for understanding the effect that activation and
relaxation events have on heat transfer between the reser-
voirs. The present study is motivated by these questions,
focusing on a model consisting of a free Brownian par-
ticle coupled to multiple thermal sources with different
temperatures.
The underlying statistical mechanics that describe
such processes are typically developed from probabilis-
tic estimation of the magnitude of a system’s dynamical
fluctuations and the effect that these fluctuations have
on energy change and entropy production. Nonequilib-
rium fluctuation theorems1–10 can be applied to describe
the system’s relaxation dynamics and entropic evolution.
Moreover, fluctuation theorems have been instrumen-
tal in the development of theories relating free energy
changes, work, and entropic production beyond regimes
that can be described by linear response theory and
Onsager-type regression analysis.11 In addition to these
advances in the theory of nonequilibrium fluctuations,
further connections between microscopic and macro-
scopic observables of small systems have recently been
formulated using a bottom-up approach starting at the
level of stochastic trajectories.9,12–14 Specifically, analy-
ses of the ensembles generated by stochastic processes
have been applied to obtain salient macro-features of a
system such as free energy and work from a Markovian
picture of its microscopic trajectory-based evolution.14
For a system that is in contact with multiple thermal
baths,12,15–29 the answer to the fundamental partition-
ing question - what fraction of the total energy change
is obtained from or released into each bath during ac-
tivation and relaxation events? - has significant rami-
fications in the understanding of heat transfer kinetics.
One way to appreciate this significance is to note that
usually, when considering processes in a system coupled
to thermal baths, our interest focuses on the effect of
the baths on evolution of the system. In many cases
however, it is of interest to look at the process from the
baths’ perspective. Such considerations, using restricted
statistical analysis of the type developed in this paper,
can answer question such as how does an activated transi-
tion that takes place in a system coupled to several baths
affects energy (heat) transfer between them.29 Other spe-
cific applications in which this type of analysis could
be pertinent are the elucidation of excited state tran-
sitions that occur between potential energy surfaces with
different temperature characteristics and also describing
the dynamics in systems with time-varying temperature
profiles. Understanding and modeling the kinetic pro-
cesses in each of these systems requires knowledge of how
the different temperature sources contribute to activation
and relaxation events, separately.
However, to our knowledge, these questions have never
been addressed as the statistical tools that allow thermal
activation and relaxation events to be treated separately
have not been developed. Resolving these energy par-
titioning problems for Brownian motion is the focus of
the current study. To this end, we apply the mathemati-
cal framework and statistical mechanics developed in the
previous article in this series30 in which analysis of en-
ergy activation and relaxation events is performed sepa-
rately, as opposed to the typical case where these fluctu-
ations are analyzed together. Considering the motion of
the system under the influence of the different thermal
baths, and focusing on the energy E(t) of the system, the
fundamental step in the implementation of this formal-
ism entails separating, at any time t, the full ensemble of
2trajectories into two groups: upside and downside. The
upside group contains trajectories that each have energy
E(t) greater than a predetermined threshold energy E‡
and the downside group contains all trajectories with en-
ergy less than this threshold. This designation of trajec-
tories is obviously time dependent, and trajectories can
change between the upside and downside groups as E(t)
evolves and fluctuates. The transport properties and dis-
tributions of the upside and downside groups are termed
restricted while the corresponding properties of the full
ensemble are termed unrestricted. Throughout this arti-
cle, the upside and downside groups are separated using
two different energy thresholds: (a) the initial energy
of a trajectory E(0), which reflects the individual initial
state of the trajectory (sampled from the initial distribu-
tion and different for different trajectories) and (b) the
average energy of the system 〈E〉, which is a statistical
property of the full ensemble and is the same for every
trajectory. When the initial energy E(0) of the trajectory
is used as a threshold, the corresponding restricted sta-
tistical properties are averaged over the ensemble, that
is, over the initial energy distribution.
Previous investigations of constrained Brownian mo-
tion have focused on imposing geometric restrictions
which limit the process to explore a specific topological
space, for example, constraining the process to only take
positive values or to evolve on the surface of a sphere.31–35
Here, our line of inquiry is different in that we do not
enforce any boundary conditions on the motion. In-
stead, we propagate the full ensemble of thermalized tra-
jectories, separate the trajectories in this ensemble us-
ing the criterion that the energy of a trajectory is, at
a given time, either above or below the energy thresh-
old, and analyze the transport properties of these up-
side and downside groups separately. Therefore, because
there are no boundary conditions on the Brownian pro-
cess, the presented results are directly applicable to the
class of thermalized systems that evolve under equilib-
rium or nonequilibrium conditions, which is the archety-
pal scenario for condensed-phase transport processes and
chemical reactions.36–49
Analogs to the upside/downside selective analysis ap-
plied here are common in the field of economics where
statistical treatment of upside and downside financial
trends separately yields insight beyond what can be ob-
tained from analysis that takes into account both types
of processes simultaneously.50–56 The development of an
upside/downside formalism for activated rate processes is
motivated by the desire to understand the effect that such
processes, and more generally system thermal fluctua-
tions, have on heat exchange between the thermal baths.
In the previous article in this series,30 an up-
side/downside mathematical framework for Brownian
processes that are driven by multiple thermal sources was
developed and applied to construct restricted dynamical
properties of a free particle that are pertinent for ther-
mal energy transfer. The focus of the present article is
the application of those properties to examine heat cur-
rents and energy partitioning between thermal reservoirs
during energy activation and energy relaxation events,
and also during positive and negative energy fluctuations
from the average system energy. In Sec. II, details and
unrestricted properties of the nonequilibrium Brownian
process that we use as a paradigm to model heat trans-
fer in molecular systems are given. Section III contains
derivations of the unrestricted and restricted heat cur-
rents from a Langevin picture of the dynamics. The
partitioning between thermal baths during upside and
downside events is investigated using theory and simula-
tion in Sec. IV. Conclusions and areas of possible future
research are discussed in Sec. V.
II. SYSTEM DETAILS: BROWNIAN MOTION DRIVEN
BY N THERMAL SOURCES
The equation of motion (EoM) for a free Brownian par-
ticle that is driven byN thermal sources can be expressed
as
x˙ = v,
v˙ = −
N∑
k
γkx˙+
N∑
k
ξk(t),
(1)
where γk and ξk(t) are, respectively, the friction and
thermal noise due to bath k ∈ {1, . . . , N}.57,58 For un-
restricted transport, the stochastic thermal noise terms
obey the correlation relations:〈
ξk(t)
〉
= 0,〈
ξk(t)ξl(t
′)
〉
= 2γkkBTkm
−1δklδ(t− t′),
(2)
where m is the particle mass, Tk is the temperature of
the respective bath and kB is Boltzmann’s constant. The
unrestricted transition probability density for a process
satisfying Eq. (1) is44
ρ (v t | v′ t′) =√
1
2piσ2v(t− t′)
exp

−
(
v − v′e−γ(t−t′)√
2σ2v(t− t′)
)2 ,
(3)
where
γ =
N∑
k
γk, (4)
is the effective friction and
σ2v(t− t′) =
kBT
m
(
1− e−2γ(t−t′)
)
, (5)
is a time-dependent variance with
T =
N∑
k
γkTk
γ
, (6)
3being the effective temperature. The probability density
ρ gives the conditional probability that a particle evolv-
ing through (1) has velocity v at time t given that it had
velocity v′ at time t′. This transition probability can also
be applied to the scenario in which the system is initially
characterized by a distribution of velocities ρ0, and in
this case
ρ (v t | ρ0 t′) =
∫ ∞
−∞
ρ0(v
′)ρ (v t | v′ t′) dv′,
is the probability density that a particle with velocity
sampled from distribution ρ0 at time t
′ has velocity v
at time t. As t → ∞, ρ approaches a steady-state (ss)
distribution
ρ(ss)(v) =
1
Z(ss)
exp
[
− mv
2
2kBT
]
, (7)
at the effective temperature T , where
Z(ss) =
∫ ∞
−∞
exp
[
− mv
2
2kBT
]
dv (8)
is a partition function. For a system at steady state at
time t′, the initial velocity distribution is the steady-state
distribution: ρ0 = ρ
(ss). Obviously, without loss of gen-
erality t′ can be set to zero.
The EoM (1) is solved by the set of equations:
x(t) = x(0) +
∫ t
0
v(s) ds,
v(t) = v(0)
N∏
k
e−γkt +
N∑
l
∫ t
0
e−γ(t−s)ξl(s) ds,
(9)
which can be applied to construct expressions for the mo-
ments and time-correlation functions of a nonequilibrium
Brownian process driven by N thermal sources. Because
it is proportional to the energy E of the system, the sec-
ond moment30,59
〈
v2(t)
〉
=
〈
v2(0)
〉
e−2γt +
kBT
m
(
1− e−2γt
)
. (10)
is of particular importance. The average energy of the
system, that is of the Brownian particle, is
〈
E(t)
〉
=
1
2
m
〈
v2(t)
〉
, (11)
and at steady state, t→∞,
〈E〉 = 1
2
kBT. (12)
In what follows we denote the initial system energy by
E(0) = 12mv
2
0 where v0 = v(0).
III. HEAT CURRENTS AND HEAT TRANSFER
A system, here a Brownian particle, that is in con-
tact with multiple thermal sources generates a heat cur-
rent between reservoirs. For the system under consider-
ation, the Brownian particle acts as a conduit, trans-
porting energy as heat from one reservoir to another
through energy fluctuations in which the baths provide
energy to the particle during activation events and the
particle releases energy into the baths during relaxation
events. We are interested in energy fluctuations in the
system ∆E(t) = E(t) − E(0) and their expected value
〈∆E〉 = 〈E(t) − E(0)〉 over the time interval [0, t]. En-
ergy conservation implies
〈
∆E
〉
= −
N∑
k
Qk = −Q, (13)
where Qk is the energy change in bath k. At steady
state, when the average is taken over the unrestricted
ensemble 〈∆E〉 = 0 and Qk = Q(hc)k is the contribution
of bath k to the heat current between baths (“hc” stands
for heat current). This is not necessarily the case for
the restricted ensembles defined above. Indeed, when
restricted averages are considered, Qk may be written as
Qk = Q(hc)k −
〈
∆Ek
〉
, (14)
where 〈∆Ek〉 is the expected contribution by bath k to
the system energy change.60 Evaluating 〈∆Ek〉 and Qk
for different baths k using the upside and downside en-
sembles is key for understanding what fraction of energy
each bath contributes to the total energy change of the
system and to the total energy change in the set of baths
during energy activation and relaxation processes.
The energy flux Fk between bath k and the system is
obtained by taking the time derivative of Eq. (14):
Fk = Jk − ∂t〈Ek〉, (15)
where Jk and ∂t〈Ek〉 are, respectively, the portions of the
energy flux that contribute to heat current between baths
and to the system energy change. In a nonequilibrium
steady state where ∂t
〈
E(t)
〉
= 0, all of the energy flux
contributes to the heat current between baths Fk = Jk.
In Secs. III A and III B we derive expressions for the en-
ergy flux and heat current of each bath and the expected
system energy change averaged over the unrestricted en-
semble as well as its restricted upside and downside sub-
ensembles.
A. Unrestricted statistical analysis
In the general case of a Brownian process driven by N
thermal reservoirs, the expected unrestricted energy flux
between bath k and the system is12,15,22,23
Fk(t) = −m
〈
ξk(t)v(t)
〉
+mγk
〈
v2(t)
〉
. (16)
4We use a sign convention such that Fk is positive when
energy enters the corresponding bath and negative when
energy leaves the bath. The total energy flux between the
set of N baths and the system is F =∑Nk Fk. The noise-
velocity correlation function 〈ξk(t)v(t)〉 : k ∈ {1, . . . , N}
in Eq. (16) for a free particle can be constructed using
Eq. (9),〈
ξk(t)v(t)
〉
=
〈
ξk(t)v(0)
〉
e−γt (17)
+
N∑
l 6=k
∫ t
0
e−γ(t−s)
〈
ξk(t)ξl(s)
〉
ds
=
γkkBTk
m
,
where we have utilized
〈
ξk(t)v(0)
〉
= 0 (from causality)
and Eq. (2) to complete the evaluation. After applying
Eqs. (10) and (17), the average energy flux into bath k
can be written as
Fk(t) = −γkkBTk +m
〈
v2(0)
〉
γke
−2γt
+ γkkBT
(
1− e−2γt
)
.
(18)
For a system at steady state at time t = 0, the time de-
pendence in Eq. (18) vanishes because
〈
v2(0)
〉
= kBT/m.
A fraction of the total energy flux is energy that is ob-
tained/released by the particle, the rest being heat cur-
rent between baths. The heat current Jk of bath k is a
sum over the individual heat currents Jk,l between bath
k and each of the other baths,
Jk =
N∑
l 6=k
Jk,l. (19)
By definition, Jk,l = −Jl,k. Under steady-state condi-
tions the average system energy does not change and the
energy flux associated with bath k is
Fk = J (ss)k = kB
γk
γ
N∑
l 6=k
γl (Tl − Tk) . (20)
A sum over the unrestricted heat currents for each bath
vanishes at steady state,
N∑
k
J (ss)k =
N∑
k
N∑
l 6=k
J (ss)k,l = 0, (21)
which is a consequence of energy conservation.
The expected heat that is obtained/released by bath k
over time interval [0, t] is
Qk =
∫ t
0
Fk(t′)dt′
= J (ss)k t−
γk
2γ
(
1− e−2γt
)(
kBT −m
〈
v2(0)
〉)
,
(22)
where the first and second terms on the RHS can be
identified, respectively, as the energy change term and
heat current terms in Eq. (14). The expectation value
for the total change in energy of the system at time t
given that it is initially characterized by distribution ρ0
is〈
∆E
(
t | ρ0 0
)〉 ≡ 〈∆E〉 =∫ ∞
−∞
∫ ∞
−∞
[
1
2
mv2 − 1
2
mv¯2
]
ρ0(v¯)ρ(v t | v¯ 0) dv¯dv
=
1
2
(
1− e−2γt
)(
kBT −m
〈
v2(0)
〉 )
.
(23)
By combining Eqs. (22) and (23), the conservation of
energy relation
〈
∆E
(
t | ρ0 0
)〉
= −
N∑
k
Qk, (24)
can be verified. While 〈∆E〉 = 0 for an unrestricted
ensemble at steady state, in this paper we investigate
this quantity in the restricted case where 〈∆E〉 can be
nonzero.
A process driven by two thermal sources (N = 2) is the
most common case due to its relevance for heat transport
in molecular systems,12,15–29,61 and all numerical results
in this article are for this scenario. The time-dependence
of the heat obtained-by/released-into the system from
baths 1 and 2 for a system driven by two sources is shown
in Fig. 1 and compared with the results from simulation.
For the specific case of ρ0 = ρ
(ss), the change in energy
of the system 〈∆E〉 = 0, as expected, and Q1 and Q2 are
linear in t with respective slopes J (ss)1 and J (ss)2 where
J (ss)1 = −J (ss)2 = kB
γ1γ2
γ1 + γ2
(T2 − T1) , (25)
is the well-known form, first derived by Lebowitz,15 for
the steady-state heat current of the N = 2 scenario.
B. Restricted statistical analysis
Separating the full ensemble of stochastic Brownian
processes evolving through (1) into upside (↑) and down-
side (↓) sub-ensembles allows a selective statistical anal-
ysis to be performed in which the restricted heat trans-
fer properties for energy activation and energy relaxation
events are derived separately. These properties differ in
both functional form and temporal evolution from those
derived in Sec. III A from analysis of the full ensem-
ble. Through application of the formalism developed in
Ref. 30), trajectories are classified as upside or downside
using the energy of the system as a selector and compar-
ing how this energy compares to a threshold energy E‡.
If the energy of the system at time t is greater than E‡,
then the process is upside at time t, and if the energy
of the system is less E‡, the process is downside time t.
Thus, the upside group contains trajectories that each
5FIG. 1. Heat obtained/released by each bath (Q1 and Q2) as
a function of t for N = 2 and initial distribution ρ0 = ρ
(ss).
The change in energy of the system ∆E is shown as a dashed
black curve. The solid black curves are the results from
simulation.62 Parameters in this and all other figures are γ = 1
(γ1 = 1/4, γ2 = 3/4), m = 1, and T = 1 (T1 = 4/5,
T2 = 16/15) which are given in reduced units with charac-
teristic dimensions: σ˜ = 1 A˚, τ˜ = 1ps, m˜ = 10mu, and
T˜ = 300K. All curves are scaled by kBT .
have energy greater than the threshold energy and cor-
responds to energy activation events, and the downside
group contains all trajectories with energy less than the
threshold and corresponds to energy relaxation events. A
process can change from upside to downside and down-
side to upside multiple times over the course of trajectory
due to thermal fluctuations.
The upside/downside analysis can be extended to
include history dependence by imposing the up-
side/downside constraint at time t while calculating the
statistical properties at time t′ < t, thus addressing the
question: Given that a process is upside/downside at
time t what are the statistical properties of that process
at time t′ < t? It will be seen that applying this type of
history-dependent analysis makes it possible to calculate
the heat transfer into or out of any thermal bath un-
der the given process restriction. We denote the thermal
transport properties (namely the heat currents and en-
ergy fluxes) that arise in the limit t′ → t as instantaneous
properties.
The upside and downside energy fluxes of a particular
bath k at time t′ are
F↑k (t′) = mγk
〈
v2(t′)
〉
↑
−m〈ξk(t′)v(t′)〉↑, (26)
F↓k (t′) = mγk
〈
v2(t′)
〉
↓
−m〈ξk(t′)v(t′)〉↓, (27)
where the subscripts “↑” and “↓” denote upside and
downside processes, respectively. In Eqs. (26) and (27),
the restriction at time t is implied but not written ex-
plicility, namely the property of interest is calculated
at time t′ from the group of trajectories that are up-
side/downside at future time t.63 The expected heat that
is obtained/released by bath k over time interval [0, t]
given that a process is upside or downside at time t can
be calculated using the restricted energy fluxes:
Q↑k =
∫ t
0
F↑k (t′)dt′
=
∫ t
0
mγk
〈
v2(t′)
〉
↑
dt′ −
∫ t
0
m
〈
ξk(t
′)v(t′)
〉
↑
dt′,
(28)
Q↓k =
∫ t
0
F↓k (t′)dt′
=
∫ t
0
mγk
〈
v2(t′)
〉
↓
dt′ −
∫ t
0
m
〈
ξk(t
′)v(t′)
〉
↓
dt′,
(29)
and the total heat
∑N
k Qk obtained/released by the
group of N baths over time interval [0, t] associated with
the upside and downside sub-ensembles are:
Q↑ =
∫ t
0
mγ
〈
v2(t′)
〉
↑
dt′ −
∫ t
0
m
〈
ξ(t′)v(t′)
〉
↑
dt′, (30)
Q↓ =
∫ t
0
mγ
〈
v2(t′)
〉
↓
dt′ −
∫ t
0
m
〈
ξ(t′)v(t′)
〉
↓
dt′. (31)
The expressions for the restricted heat terms in Eqs. (28)-
(31) consist of two types of integrals: the first, termed
I1, contains the restricted second moment of the velocity
〈v2(t′)〉, and the second, termed I2, contains the cor-
responding restricted noise-velocity correlation function
〈ξk(t′)v(t′)〉 or 〈ξ(t′)v(t′)〉.
The general expressions for the expected energy change
of the system for upside and downside processes at time
t given that it is initially characterized by distribution
ρ0 and the upside/downside groups are separated using
energy threshold E‡ are, respectively:
〈∆E〉↑ ≡
〈
∆E
(
t
∣∣E(t) > E‡, ρ0 0)〉
↑
=〈
E
(
t
∣∣E(t) > E‡, ρ0 0)〉
↑
−
〈
E
(
t′ = 0
∣∣E(t) > E‡, ρ0 0)〉
↑
, (32)
〈∆E〉↓ ≡
〈
∆E
(
t
∣∣E(t) < E‡, ρ0 0)〉
↓
=〈
E
(
t
∣∣E(t) < E‡, ρ0 0)〉
↓
−
〈
E
(
t′ = 0
∣∣E(t) > E‡, ρ0 0)〉
↓
, (33)
where on the RHS of each equation the first term is the
restricted expectation value for the system energy at time
t and the second term is the corresponding restricted ex-
pectation value of the energy of the system at t′ = 0. The
change in system energy and the heat obtained/released
by the baths over time interval [0, t] obey the respective
energy conservation relation for upside and downside pro-
6cesses:〈
∆E
(
t
∣∣E(t) > E‡, ρ0 0)〉
↑
= −
N∑
k
Q↑k =
N∑
k
〈
∆Ek
〉
↑
,
(34)〈
∆E
(
t
∣∣E(t) < E‡, ρ0 0)〉
↓
= −
N∑
k
Q↓k =
N∑
k
〈
∆Ek
〉
↓
,
(35)
The corresponding energy change in bath k contains two
contributions:
Q↑k = Q(hc)↑k −
〈
∆Ek
〉
↑
and Q↓k = Q(hc)↓k −
〈
∆Ek
〉
↓
.
(36)
Below, we give explicit expressions for restricted ther-
mal transport properties calculated using two different
upside/downside energy thresholds E‡ in the situation
where the unrestricted ensemble is at steady state.
1. Case A: E‡ defined by E(t) compared to E(0)
Consider first as a choice for the energy threshold E‡
the initial trajectory energy E(0) that is sampled from
the distribution ρ0 = ρ
(ss). For this scenario, the ex-
pected restricted energy changes at time t are:30〈
∆E
(
t
∣∣E(t) > E(0), ρ(ss) 0)〉
↑
=
2kBT
pi
G(t), (37)
〈
∆E
(
t
∣∣E(t) < E(0), ρ(ss) 0)〉
↓
= −2kBT
pi
G(t), (38)
with
G(t) =
√
1− e−2γt. (39)
The restricted second velocity moments are:30
〈
v2(t′)
〉
↑
=
kBT
m
[
1− 2
pi
(
e−2γt
′ − e−2γ(t−t′)
G(t)
)]
, (40)
〈
v2(t′)
〉
↓
=
kBT
m
[
1 +
2
pi
(
e−2γt
′ − e−2γ(t−t′)
G(t)
)]
, (41)
which can be used to evaluate the first integral I1 on the
RHS in the expressions for Q in Eqs. (30)-(31),∫ t
0
mγ
〈
v2(t′)
〉
↑
dt′ =
∫ t
0
mγ
〈
v2(t′)
〉
↓
dt′ = γkBT t.
(42)
Using γ =
∑N
k γk, the corresponding I1 integrals in the
expressions for Qk in Eqs. (28)-(29) are∫ t
0
mγk
〈
v2(t′)
〉
↑
dt′ =
∫ t
0
mγk
〈
v2(t′)
〉
↓
dt′
=
∫ t
0
mγk
〈
v2(t′)
〉
dt′ = γkkBT t,
(43)
which shows that for this specific energy threshold and
initial distribution, the I1 integrals are the same when
averaged over the upside, downside, and unrestricted en-
sembles. Note that while Eq. (43) appears as a contri-
bution of bath k it is in fact a collective property that
depends on the effective temperature T defined in Eq. (6).
The second integral I2 on the RHS of each equation in
(30)-(31) contains a restricted noise-velocity correlation
function which can be written as a sum over the noise-
correlation functions of each individual bath. In the case
of unrestricted statistics,∫ t
0
m
〈
ξ(t′)v(t′)
〉
dt′ =
N∑
k
∫ t
0
m
〈
ξk(t
′)v(t′)
〉
dt′
=
N∑
k
kBγkTkt, (44)
where the last term on RHS is obtained from the in-
tegrated form of Eq. (17) which leads to
〈
ξk(t)v(t)
〉 ∝
Tk. For restricted statistical analysis the I2 integrals in
Eqs. (30)-(31) are∫ t
0
m
〈
ξ(t′)v(t′)
〉
↑
dt′ =
N∑
k
∫ t
0
m
〈
ξk(t
′)v(t′)
〉
↑
dt′
=
N∑
k
kBγkTkD↑(t), (45)
∫ t
0
m
〈
ξ(t′)v(t′)
〉
↓
dt′ =
N∑
k
∫ t
0
m
〈
ξk(t
′)v(t′)
〉
↓
dt′
=
N∑
k
kBγkTkD↓(t), (46)
with (see Appendix A)
D↑(t) = t+
2
γpi
G(t), (47)
D↓(t) = t− 2
γpi
G(t), (48)
which are independent of the temperatures of the
baths. Because the thermal baths are independent and
〈ξl(t′)v(t′)〉 → 0 when Tl → 0, then 〈ξk(t′)v(t′)〉 ∝ Tk
which yields (see Appendix B):∫ t
0
m
〈
ξk(t
′)v(t′)
〉
↑
dt′ = kBγkTkD↑(t), (49)∫ t
0
m
〈
ξk(t
′)v(t′)
〉
↓
dt′ = kBγkTkD↓(t). (50)
Combining the results for I1 and I2 with Eqs. (28)-(29)
gives
Q↑k = J (ss)k t−
2γkkBTk
γpi
G(t), (51)
Q↓k = J (ss)k t+
2γkkBTk
γpi
G(t), (52)
7(b)
(a)
FIG. 2. Heat obtained/released by each bath (Q1 and Q2)
for upside and downside processes as a function of t with
ρ0 = ρ
(ss) and N = 2. The unrestricted heat is shown as a
dashed black curve and solid black curves are the results from
simulation. In both panels the energy threshold is E‡ = E(0).
All curves are scaled by kBT . Parameters are the same as in
Fig. 1.
(where J (ss)k is defined in Eq. (20)) which are the ex-
pected heat obtained/released by bath k over time inter-
val [0, t] for upside and downside processes.
The heat obtained/released by the baths for a process
driven by two thermal sources during upside and down-
side events are shown in Figs. 2(a)-(b) as a function of
t. For t > 0, Q↓k > Qk > Q↑k for all k, which is a conse-
quence of the system gaining energy for upside processes
and system losing energy for downside processes. The
slopes of the unrestricted heat currents (shown as dashed
black lines) are given by J (ss)1 and J (ss)2 = −J (ss)1 which
are shown on the same scale in Fig. 1(b). The agree-
ment of the analytical results with results from simula-
tion further supports the partitioning of terms applied in
Eqs. (49)-(50) and we have also confirmed this agreement
for N > 2.
The restricted energy fluxes associated with bath k can
(b)
(a)
FIG. 3. Upside and downside energy flux of each bath (F1 and
F2) as a function of (a) t
′ with t = 2 and (b) t in the t′ → t
limit. In both panels N = 2, ρ0 = ρ
(ss), and E‡ = E(0). All
curves are scaled by γkBT . Parameters are the same as in
Fig. 1.
be constructed using the integrals I1 and I2 yielding
F↑k (t′) = J (ss)k +
2γkkBT
pi
(
e−2γ(t−t
′) − e−2γt′
1− e−2γt
)
G(t)
− 4γkkBTk
pi
e−2γ(t−t
′)
G(t)
, (53)
F↓k (t′) = J (ss)k −
2γkkBT
pi
(
e−2γ(t−t
′) − e−2γt′
1− e−2γt
)
G(t)
+
4γkkBTk
pi
e−2γ(t−t
′)
G(t)
, (54)
respectively, for upside and downside processes. Results
for a process driven by two thermal sources are shown in
Fig. 3(a) as a function of t′ with t held constant. The
magnitude of the energy flux |Fk(t′)| has a characteristic
shape in that at small t′ it decreases from |Fk(0)| then
after reaching a minimum it increases at the end of the
interval. Another noteworthy characteristic, which here
can be observed in the solid red F↑1 curve, is that the
energy flux can change sign along the interval [0, t] for
certain sets of parameters, commonly t ≫ 1/γ. This
implies that, for restricted statistical analysis, at select
times over the course of a trajectory a cold bath can be
expected to release energy and hot bath to obtain energy.
Obviously, the expected net change of energy in each bath
for the unrestricted ensemble must satisfy the second law
of thermodynamics.
8The instantaneous (t→ t′) restricted energy fluxes as-
sociated with bath k are
F↑k (t) = J (ss)k +
2γkkBT
pi
G(t)− 4γkkBTk
pi
1
G(t)
, (55)
F↓k (t) = J (ss)k −
2γkkBT
pi
G(t) +
4γkkBTk
pi
1
G(t)
, (56)
which are shown in Fig. 3(b) as a function of t for the case
of a process driven by two thermal sources. Note that
the last terms on the RHS of Eqs. (53)-(56) are terms
∝ 1/G(t) which are asymptotic in the t → 0 limit. The
relative contribution of each bath k to the energy flux is
determined by both γk and Tk. For the specific set of pa-
rameters considered in Fig. 3(b), during both upside and
downside processes the energy flux of the hot bath (in
this case bath 2) is greater than the instantaneous heat
flux from the cold bath (bath 1), i.e., |F2(t)| > |F1(t)|
for all t. This implies that for upside processes, at time t
the hot bath is releasing more energy than the cold bath,
which is the expected result, in part because γ2 > γ1.
Moreover, it also implies that the hot bath is obtaining
more energy than the cold bath during downside pro-
cesses at time t. In the limit t → ∞, the energy fluxes
for both upside and downside processes approach asymp-
totic values.
2. Case B: E‡ defined by E(t) relative to 〈E〉
Next, consider the situation in which upside and down-
side trajectories are distinguished through application of
the average energy 〈E〉 of the unrestricted ensemble as
the energy threshold. This choice of threshold has a dif-
ferent physical meaning because, in this case, the full
ensemble is separated into ensembles corresponding, at
a given time t, to positive and negative energy fluctu-
ations. A member of the upside ensemble corresponds
to the system energy at time t being greater than the
average energy, namely to a positive fluctuation
δE+ ≡ E(t)− 〈E〉 > 0, (57)
Similarly, a downside process at time t corresponds to a
negative energy fluctuation
δE− ≡ E(t)− 〈E〉 < 0. (58)
The general expressions for the expectation value of
restricted fluctuations given that the system is initially
characterized by distribution ρ0 are:〈
δE
(
t
∣∣ δE+, ρ0 0)〉
↑
=
〈
E
(
t
∣∣ δE+, ρ0 0)〉
↑
− 〈E〉
= −
N∑
k
Q↑k +
〈
E
(
t′ = 0
∣∣ δE+, ρ0 0)〉
↓
− 〈E〉, (59)
〈
δE
(
t
∣∣ δE−, ρ0 0)〉
↓
=
〈
E
(
t
∣∣ δE−, ρ0 0)〉
↓
− 〈E〉
= −
N∑
k
Q↓k +
〈
E
(
t′ = 0
∣∣ δE−, ρ0 0)〉
↓
− 〈E〉, (60)
where the upside ↑ and downside ↓ symbols in these ex-
pressions denote positive and negative energy fluctua-
tions. Note that δE+ and δE− refer to the conditions
in Eqs.(57)-(58). The expectation value of the restricted
energy changes for a process that is a positive or neg-
ative energy fluctuation at time t and that is initially
characterized by distribution ρ0 are:〈
∆E
(
t
∣∣ δE+, ρ0 0)〉
↑
= 〈E〉+
〈
δE
(
t
∣∣ δE+, ρ0 0)〉
↑
−
〈
E
(
t′ = 0
∣∣ δE+, ρ0 0)〉
↑
,
(61)〈
∆E
(
t
∣∣ δE−, ρ0 0)〉
↓
= 〈E〉+
〈
δE
(
t
∣∣ δE−, ρ0 0)〉
↓
−
〈
E
(
t′ = 0
∣∣ δE−, ρ0 0)〉
↓
.
(62)
When the threshold 〈E〉 is applied to separate the upside
and downside groups, the energy change of a particular
trajectory ∆E can be positive or negative for an upside
process and likewise for a downside process. This is be-
cause, in this case, the upside/downside criterion is that
the system energy be above the threshold at time t, not
that the system energy has increased or decreased with
respect to its initial value. In the specific case of ini-
tial distribution ρ0 = ρ
(ss), the expected energy changes
during positive and negative energy fluctuations are:30〈
∆E
(
t
∣∣ δE+, ρ(ss) 0)〉
↑
=√
1
2pie
(
kBT
erfc (
√
1/2)
)(
1− e−2γt
)
, (63)
〈
∆E
(
t
∣∣ δE−, ρ(ss) 0)〉
↓
=
−
√
1
2pie
(
kBT
erf (
√
1/2)
)(
1− e−2γt
)
, (64)
which show that even though it is possible for the system
to lose energy over an upside trajectory and gain energy
for over a downside trajectory, the expectation values of
the energy change for upside and downside processes are
positive and negative, respectively.
9The restricted second velocity moments at time t′ for
positive and negative energy fluctuation at time t > t′
are:30
〈
v2(t′)
〉
↑
=
kBT
m
[
1 +
√
2
pie
(
e−2γ(t−t
′)
erfc (
√
1/2)
)]
, (65)
〈
v2(t′)
〉
↓
=
kBT
m
[
1−
√
2
pie
(
e−2γ(t−t
′)
erf (
√
1/2)
)]
, (66)
and consequently the I1 integrals in the expressions for
the restricted Qk terms given by Eqs. (28) and (29) are∫ t
0
mγk
〈
v2(t′)
〉
↑
dt′ =
γkkBT t+
√
1
2pie
(
γkkBT
γ erfc (
√
1/2)
)(
1− e−2γt
)
,
(67)∫ t
0
mγk
〈
v2(t′)
〉
↓
dt′ =
γkkBT t−
√
1
2pie
(
γkkBT
γ erf (
√
1/2)
)(
1− e−2γt
)
.
(68)
Applying Eqs. (45)-(46) with (see Appendix A)
D↑(t) = t+
√
2
pie
(
1− e−2γt
γ erfc (
√
1/2)
)
, (69)
D↓(t) = t−
√
2
pie
(
1− e−2γt
γ erf (
√
1/2)
)
, (70)
and combining the results for the I1 and I2 type integrals
yields the upside and downside heat uptake/release by
the baths in the forms
Q↑k = J (ss)k
[
t+
√
1
2pie
(
1− e−2γt
γ erfc (
√
1/2)
)]
− γkkBTk
√
1
2pie
(
1− e−2γt
γ erfc (
√
1/2)
)
, (71)
Q↓k = J (ss)k
[
t−
√
1
2pie
(
1− e−2γt
γ erf (
√
1/2)
)]
+ γkkBTk
√
1
2pie
(
1− e−2γt
γ erf (
√
1/2)
)
, (72)
which are shown in Fig. 4 as functions of t for the case
of two (N = 2) thermal baths. In the long-time limit the
heat obtained/released by each bath is dominated by the
unrestricted heat current terms J (ss)k for both upside and
downside processes. In contrast to the case with energy
threshold E‡ = E(0) shown in Fig. 2, the evolution of
Q↑k and Q↓k for positive and negative energy fluctuations
(b)
(a)
FIG. 4. Heat obtained/released by each bath (Q1 and Q2)
for upside and downside processes as a function of t with
ρ0 = ρ
(ss) and N = 2. The unrestricted heat is shown as a
dashed black curve and solid black curves are the results from
simulation. In both panels the energy threshold is E‡ = 〈E〉.
All curves are scaled by kBT . Parameters are the same as in
Fig. 1.
are not symmetric about the unrestricted heat term Qk
(shown as a dashed black line).
Under steady-state conditions, the restricted energy
fluxes associated with bath k are
F↑k (t′) = J (ss)k +
√
2
pie
(
J (ss)k − γkkBTk
erfc (
√
1/2)
)
e−2γ(t−t
′),
(73)
F↓k (t′) = J (ss)k −
√
2
pie
(
J (ss)k − γkkBTk
erf (
√
1/2)
)
e−2γ(t−t
′).
(74)
Figure 5(a) illustrates the dependence of these energy
fluxes on t′ with t held constant for a process driven by
two thermal baths. Similarly to the case with energy
threshold E‡ = E(0), for threshold E‡ = 〈E〉 the re-
stricted fluxes can change sign over the time-interval [0, t]
which here can be observed in the solid red F↑1 curve.
This implies that there are portions of the interval where
a cold bath is expected to release energy and a hot bath
to obtain energy – an interesting spontaneous violation of
the normal heat flow direction, although the heat change
obtained from integrating the energy flux over the entire
unrestricted ensemble must satisfy the typical entropic
restrictions. The instantaneous restricted energy fluxes
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(b)
(a)
FIG. 5. Upside and downside energy flux of each bath (F1
and F2) as a function of (a) t
′ with t = 2 and (b) t in the
t′ → t limit. In both panels N = 2, ρ0 = ρ
(ss), and E‡ = 〈E〉.
All curves are scaled by γkBT . Parameters are the same as
in Fig. 1.
are
F↑k (t) = J (ss)k +
√
2
pie
(
J (ss)k − γkkBTk
erfc (
√
1/2)
)
, (75)
F↓k (t) = J (ss)k −
√
2
pie
(
J (ss)k − γkkBTk
erf (
√
1/2)
)
, (76)
which for this specific energy threshold are time-
independent and are shown in Fig. 5(b) for an N = 2
scenario. The stationarity of the energy fluxes as t′ → t
is a direct consequence of time-independence in the cor-
responding probability densities for upside and downside
Brownian processes in this limit.30 Comparing these re-
sults to those shown in Fig. 3(b) for E‡ = E(0) it can
be observed that the energy fluxes Fk(t) for these two
thresholds differ in temporal evolution and in magnitude.
IV. ENERGY PARTITIONING
The thermal transport properties derived in Sec. III
can be used to examine how energy and energy flow
are partitioned between the N baths during upside and
downside processes. Three ratios are of particular im-
portance: (a) the ratio between the instantaneous re-
stricted energy flux of bath k and the total instantaneous
restricted energy flux from all N baths,
R↑Fk =
F↑k (t)
F↑(t) and R
↓
Fk
=
F↓k (t)
F↓(t) , (77)
which give the fraction of the total instantaneous energy
flow rate from the baths that is contributed by bath k
during upside and downside processes, (b) the ratio be-
tween the heat obtained/released by bath k and the total
heat obtained/released by all N baths over time interval
[0, t] for the restricted processes
R↑Qk =
Q↑k
Q↑ and R
↓
Qk
=
Q↓k
Q↓ , (78)
which are related to the fraction of the total entropy pro-
duction that is produced by bath k, and (c) the energy
ratios
R↑∆Ek =
〈
∆Ek
〉
↑〈
∆E
〉
↑
and R↑∆Ek =
〈
∆Ek
〉
↓〈
∆E
〉
↓
, (79)
which give the fraction of the expected energy change
that is provided-by/released-to the system by bath k dur-
ing upside and downside processes.
It is important to note that the energy ratios in
Eq. (79) cannot be measured directly in simulation us-
ing methodologies which rely on calculation of the net
energy change of the bath and systems over a time in-
terval, and we are unaware of any other method which
has been developed that can be used to make this mea-
surement. The reason for this can be seen in Eq. (36)
where the heat obtained/released by each bath Qk can
be measured,12,22,23,25 but the individual contributions
of this heat to the heat current Q(hc)k and system en-
ergy change 〈∆Ek〉 cannot be separated from the total
heat. However, despite the inability to measure the en-
ergy ratio using known simulation methods, conclusions
about the energy partitioning can obtained from the an-
alytical results given below for several upside/downside
energy thresholds. In what follows we consider the ra-
tios defined for the two threshold choices E‡ = E(0) and
E‡ = 〈E〉.
A. Case A: E‡ defined by E(t) compared to E(0)
For energy threshold E‡ = E(0) and initial distribu-
tion ρ0 = ρ
(ss) the restricted energy flux ratios are
R↑Fk=
γkTk
γT
− J
(ss)
k
γkBT
[
tanh[γt] +
pi
4
(
1 + tanh[γt]
)
G(t)
]
,
(80)
R↓Fk=
γkTk
γT
+
J (ss)k
γkBT
[
tanh[γt]− pi
4
(
1 + tanh[γt]
)
G(t)
]
.
(81)
11
FIG. 6. Ratio of the instantaneous energy fluxes RF of each
bath for upside and downside processes as a function of t with
N = 2. The solid black curves are the results from simulation.
The initial distribution is ρ0 = ρ
(ss) and the threshold energy
is E‡ = E(0). Parameters are the same as in Fig. 1.
Results based on these expressions as well as numeri-
cal simulations are shown in Fig. 6 as a function of t
for an N = 2 scenario. In the t → 0 limit, the upside
and downside ratios for both bath 1 and bath 2 approach
γkTk/γT , and as t is increased away from this limit the in-
stantaneous flux ratios approach asymptotic values. The
flux ratio for the hot bath (bath 2) is greater than that
of the cold bath (bath 1) for both upside and downside
processes. This illustrates that the hot bath contributes
more to the total instantaneous energy flux than the dur-
ing restricted processes, in part because γ2 > γ1.
The corresponding ratios of restricted heat production:
R↑Qk =
γkTk
γT
− J
(ss)
k pi
2kBT
t
G(t)
(82)
R↓Qk =
γkTk
γT
+
J (ss)k pi
2kBT
t
G(t)
. (83)
are shown in Fig. 7. Similarly to the case of the restricted
flux ratios, in the limit t→ 0 the heat ratios are R↑Qk =
R↓Qk = γkTk/γT . In the t → ∞ limit, R
↑
Qk
and R↓Qk
grow linearly in t. This approach to linearity is a direct
consequence of the functional behavior of the two terms
which contribute to the heat: (a) the energy change of the
system which approaches an asymptotic value as t→∞,
and (b) heat current terms which grow linearly in t in this
limit, thus dominating over the energy change terms.
The portion of the system energy change that is con-
tributed by bath k during upside and downside processes
FIG. 7. Ratio of the heat obtained/released RQ by each bath
for upside and downside processes as a function of t with
N = 2. The solid black curves are the results from simulation.
The initial distribution is ρ0 = ρ
(ss) and the threshold energy
is E‡ = E(0). Parameters are the same as in Fig. 1.
can be written using Eq. (36) as
〈
∆Ek
〉
↑
= −
(
Q↑k −Q(hc)↑k
)
, (84)
〈
∆Ek
〉
↓
= −
(
Q↓k −Q(hc)↓k
)
. (85)
Identifying the terms in the expressions for the heat Qk
obtained/released during upside and downside processes
that contribute to the restricted heat current as those
that are proportional a temperature gradient between
baths, i.e., Q(hc)k ∝ J (ss)k , and subtracting these terms
to obtain 〈∆Ek〉, we arrive at the result for the energy
ratios,
R↑∆Ek = R
↓
∆Ek
=
γkTk
γT
. (86)
which states that bath k contributes γkTk/γT of the ex-
pected energy change during both upside and downside
processes, releasing energy in the former case and ob-
taining energy in the latter. This result has important
implications for the analysis of chemical processes that
involve the intake and release of energy by a system cou-
pled to multiple thermal baths, such as in Ref. 29. This
partitioning can also be derived using a linear decompo-
sition of the restricted 〈∆E〉 functions (see Appendix B)
by writing the expected energy change of the system dur-
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FIG. 8. Ratio of the instantaneous energy fluxes RF of each
bath for upside and downside processes as a function of t with
N = 2. The solid black curves are the results from simulation.
The initial distribution is ρ0 = ρ
(ss) and the threshold energy
is E‡ = 〈E〉. Parameters are the same as in Fig. 1.
ing upside and downside processes as
〈
∆E
(
t
∣∣E(t) > E(0), ρ(ss) 0)〉
↑
=
2kB
γpi
G(t)
N∑
k
γkTk
=
N∑
k
〈
∆Ek
〉
↑
, (87)
〈
∆E
(
t
∣∣E(t) < E(0), ρ(ss) 0)〉
↓
= −2kB
γpi
G(t)
N∑
k
γkTk
=
N∑
k
〈
∆Ek
〉
↓
, (88)
and noting that because of the form of the functions on
the LHS, and that there is no correlation between baths,
each 〈∆Ek〉 term is associated with the corresponding
term ∝ Tk, which then implies Eq. (86) directly.
B. Case B: E‡ defined by E(t) relative to 〈E〉
For energy threshold E‡ = 〈E〉 and initial distribution
ρ0 = ρ
(ss), the ratio of restricted energy fluxes are
R↑Fk =
γkTk
γT
− J
(ss)
k
γkBT
(
1 +
√
pie
2
erfc (
√
1/2)
)
, (89)
R↓Fk =
γkTk
γT
− J
(ss)
k
γkBT
(
1−
√
pie
2
erf (
√
1/2)
)
. (90)
FIG. 9. Ratio of the heat obtained/released RQ by each bath
for upside and downside processes as a function of t with
N = 2. The solid black curves are the results from simulation.
The initial distribution is ρ0 = ρ
(ss) and the threshold energy
is E‡ = 〈E〉. Parameters are the same as in Fig. 1.
which do not depend on t and are split asymmetrically
about γkTk/γT as shown in Fig. 8. Strong agreement
is observed between the analytical results and the re-
sults from simulation which illustrates the validity of
arguments applied Sec. III B to derive the expressions
for the restricted energy fluxes. The energy fluxes obey
the relations R↑F2 > R
↑
F1
and R↓F2 > R
↓
F1
, which show
that the fraction of the total instantaneous energy flux
contributed by the hot bath is greater than that con-
tributed by the cold bath during both upside and down-
side processes. The flux ratios of each bath during up-
side and downside process are related by R↑F1 > R
↓
F1
and
R↑F2 < R
↓
F2
, which implies that the the fraction of the
total instantaneous energy flux contributed by the hot
bath is larger for downside processes than upside pro-
cesses, and the converse for the cold bath.
The ratios of heat obtained/released by each bath dur-
ing restricted processes are
R↑Qk =
γkTk
γT
− J
(ss)
k
γkBT
(
1 +
√
2pie erfc (
√
1/2)
1− e−2γt γt
)
,
(91)
R↓Qk =
γkTk
γT
− J
(ss)
k
γkBT
(
1−
√
2pie erf (
√
1/2)
1− e−2γt γt
)
.
(92)
Figure 9 shows the dependence of these heat ratios on
t. The variance in the simulation results shown in Fig. 9
for small t is a consequence of the underlying probability
densities being independent of t in the t′ → t limit, which
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means that over small time-intervals the probability den-
sity changes rapidly to go from the initial distribution ρ0
at t′ = 0 to the distribution at t′ = t.30 This leads to
increased variance in the results from simulation. We
have confirmed that simulation results converge to the
analytical results with increased sampling.
The energy ratios can be derived by subtracting the
respective restricted heat current terms Q(hc)k ∝ J (ss)k
from the expressions for the restricted heat Qk ob-
tained/released by bath k, yielding
R↑∆Ek = R
↓
∆Ek
=
γkTk
γT
, (93)
which is the same partitioning given in Eq. (86) for the
E‡ = E(0) threshold. Equation (93) states that bath
k contributes γkTk/γT of the total energy change dur-
ing both positive and negative energy fluctuations. As
before, another method to derive the energy partition
ratios is through a linear decomposition of the energy
change terms. This decomposition is performed (see Ap-
pendix B) by writing the upside and downside energy
changes as〈
∆E
(
t
∣∣ δE+, ρ(ss) 0)〉
↑
=√
1
2pie
(
1− e−2γt
γ erfc (
√
1/2)
)
kB
N∑
k
γkTk =
N∑
k
〈
∆Ek
〉
↑
,
(94)〈
∆E
(
t
∣∣ δE−, ρ(ss) 0)〉
↓
=
−
√
1
2pie
(
1− e−2γt
γ erf (
√
1/2)
)
kB
N∑
k
γkTk =
N∑
k
〈
∆Ek
〉
↓
,
(95)
and inferring from the form of the restricted 〈∆E〉 func-
tions and the independence of the baths that each term
of order Tk is proportional to the respective 〈∆Ek〉 term
(which is the energy contributed by the bath k); this
leads directly to Eq. (93).
C. Derivation of energy partitioning using master
equations
We have obtained the energy partitioning result in
Eq. (86) rigorously for the special case of a Brownian
particle connecting N thermal baths, but, the result ap-
pears to valid for a robust class of systems as illustrated
below.
A system is coupled linearly to N thermal baths at
different temperatures: T1, T2, . . . , TN . The relaxation
rates into each bath when the system is coupled to each
bath separately are γ1, γ2, . . . , γN . We ask, when the sys-
tem has fluctuated to energy E above the ground state,
how much (on the average) of this energy came from each
thermal bath. Similarly, when it relaxes from E to steady
state, how much energy is released to each bath. Denote
the probability to reach energy E by P (E). Suppose that
just before reaching E the system was in a state with en-
ergy E−∆E. When coupled to a single bath k, the rate
to go up in energy is γknk(∆E) and the rate to go down
is γk [nk(∆E) + 1] where
nk(∆E) =
1
e∆E/kBTk − 1 . (96)
The kinetic equation describing the time evolution of the
occupation probability at energy level E is
P˙ (E) =
N∑
k
γknk(∆E)P (E −∆E)
+
N∑
k
γk
[(
nk(∆E) + 1
]
P (E),
(97)
and in the steady-state limit where P˙ (E) = 0,
−
N∑
k
γknk(∆E)P (E−∆E) =
N∑
k
γk [nk(∆E) + 1]P (E).
(98)
If we consider a two-level requirement, then
P (E) + P (E −∆E) = 1, (99)
and we get
1− P (E)
P (E)
=
N∑
k
γknke
∆E/kBTk
N∑
k
γknk
, (100)
which implies that
P (E) =
N∑
k
γknk
N∑
k
γknk
(
e∆E/kBTk + 1
) . (101)
From these equations we deduce that energy contributed
by bath k when the system energy increases (↑) and de-
creases (↓) are, respectively,
∆Ek↑ =
γknk
N∑
k
γknk
∆E, (102)
∆Ek↓ = − γk(nk + 1)N∑
k
γk(nk + 1)
∆E. (103)
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In the classical limit, these expressions reduce to
∆Ek↑ =
γkTk
γT
∆E, (104)
∆Ek↓ = −γkTk
γT
∆E, (105)
leading to the relation
R↑∆Ek = R
↓
∆Ek
=
γkTk
γT
, (106)
which is the same energy partitioning ratio derived pre-
viously using a rigorous formalism for a single Brownian
particle connecting N thermal reservoirs.
V. CONCLUSIONS
The selective upside/downside statistical analysis
method developed in the first article in this series has
been applied to elucidate heat transport properties of a
nonequilibrium steady-state Brownian free particle that
is driven by multiple thermal sources with differing local
temperatures. To perform this analysis the full ensem-
ble of trajectories is separated into two sub-ensembles:
an upside group which contains all trajectories that that
have energy above a specific energy threshold, and a
downside group which contains all trajectories that that
have energy below the threshold. Using this separation
procedure, the partitioning of both energy and energy
flow contributed by each individual bath during upside
and downside processes have been examined analytically
and through simulation. Analytical formulae that illus-
trate what fraction of energy is contributed by each bath
to the system and to the total heat current between baths
during energy activation and energy relaxation processes,
and also for positive and negative energy fluctuations
have been derived.
The developed analytical framework can be applied
to resolve questions concerning entropy production and
changes in free energy during upside and downside Brow-
nian processes for a free particle. Applying this frame-
work to thermalized systems with colored noise and/or
potential energy terms, e.g., energy barriers, are possible
directions for future research and ones which are impor-
tant for the investigation of activated chemical reaction
rates. Further analysis of the energy partitioning issues
examined here will be important, in particular, for situa-
tions in which a system undergoes a chemical or physical
transition between upside and downside events.
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Appendix A: Derivation of the factors D↑ and D↓
For both energy thresholds considered in the main
text, the upside/downside I1-type integrals for the noise-
velocity correlation functions (see Eqs. (45)-(46)) are
written as
∫ t
0
m
〈
ξ(t′)v(t′)
〉
↑
dt′ =
N∑
k
kBγkTkD↑(t), (A1)
∫ t
0
m
〈
ξ(t′)v(t′)
〉
↓
dt′ =
N∑
k
kBγkTkD↓(t). (A2)
The factors D↑ and D↓ are derived for the respective
threshold as follows.
In the case of E‡ = E0, the D factors can be de-
rived by combining the relation 〈∆E〉 = −Q with the
upside/downside expressions for 〈∆E〉 andQ in Eqs.(37)-
(38) and Eqs.(30)-(31) coupled with Eq. (42). Rearrange-
ment of the resulting equations gives
D↑(t) =
(〈
∆E
(
t
∣∣E(t) > E(0), ρ(ss) 0)〉
↑
+
∫ t
0
mγ
〈
v2(t′)
〉
↑
dt′
)/
N∑
k
kBγkTk
= t+
2
γpi
G(t), (A3)
D↓(t) =
(〈
∆E
(
t
∣∣E(t) < E(0), ρ(ss) 0)〉
↓
+
∫ t
0
mγ
〈
v2(t′)
〉
↓
dt′
)/
N∑
k
kBγkTk
= t− 2
γpi
G(t). (A4)
For energy threshold E‡ = 〈E〉, the D↑ and D↓ fac-
tors in Eqs. (69)-(70) can be derived in an analogous
fashion using 〈∆E〉 = −Q and the corresponding up-
side/downside expressions for 〈∆E〉 and Q in Eqs.(63)-
(64) and Eqs.(30)-(31) coupled with Eqs.(67)-(68) and
the relation in Eq. (4). After some algebraic rearrange-
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ments this procedure yields
D↑(t) =
(〈
∆E
(
t
∣∣ δE+, ρ(ss) 0)〉
↑
+
∫ t
0
mγ
〈
v2(t′)
〉
↑
dt′
)/
N∑
k
kBγkTk
= t+
√
2
pie
(
1− e−2γt
γ erfc (
√
1/2)
)
, (A5)
D↓(t) =
(〈
∆E
(
t
∣∣ δE−, ρ(ss) 0)〉
↓
+
∫ t
0
mγ
〈
v2(t′)
〉
↓
dt′
)/
N∑
k
kBγkTk
= t−
√
2
pie
(
1− e−2γt
γ erf (
√
1/2)
)
. (A6)
Appendix B: Linear function decomposition
In this appendix we examine the conditions under
which the decomposition of multivariable linear func-
tions applied in main text is valid. Consider the case
of a known linear N -dimensional multithermal function
f which depends on the set temperatures
T = {T1, T2, . . . , TN}. (B1)
according to
f =
N∑
k
fk = α1T1︸ ︷︷ ︸
f1
+α2T2︸ ︷︷ ︸
f2
+ . . .+ αNTN︸ ︷︷ ︸
fN
, (B2)
where each αk is a coefficient that is independent of every
temperature in T . Now, consider the function g = f :
g =
N∑
k
gk = c11T1 + c12T2 + . . .+ c1NTN︸ ︷︷ ︸
g1
+ c21T1 + c22T2 + . . .+ c2NTN︸ ︷︷ ︸
g2
+ . . .
+ cN1T1 + cN2T2 + . . .+ cNNTN︸ ︷︷ ︸
gN
(B3)
where each cjk is also a coefficient that is independent of
every element in T . By definition,
N∑
k
fk =
N∑
k
gk. (B4)
If Tk is independent of the other temperatures Tj : j 6= k
in T (as is the case for the white noise baths considered
in the main text), then
αk =
N∑
l
clk. (B5)
We want to understand under what conditions the rela-
tion
fk = gk, (B6)
is valid. To this end, consider the situation in which
all the temperatures except Tk (the set of temperatures
minus Tk is denoted T \ Tk) go to zero (we denote this
limit by T \ Tk → 0). In this limit, each term in the
expression fk = α1T1 + α2T2 + . . . + αNTN must go to
zero except the term αkTk. Additionally, each term in
the expression gk = ck1T1 + ck2T2 + . . . + ckNTN term
must go to zero except the term ckkTk. The behavior
of the other expressions gl : l 6= k will depend on the
physical properties of the function g. If g is a function
such that T \ Tk → 0 ⇒ gl → 0 (which in turn implies
that clk = 0) then gk = fk.
For example, in Eqs. (45)-(46), because Tl
parametrizes the strength of the ξl(t
′) term, if Tl → 0
then ξl(t
′) → 0 ∀ t′ and thus gl = 〈ξl(t′)v(t′)〉 → 0.
Therefore, for this function, the relation (B6) holds
which then proves the validity of the decomposition in
Eqs. (49)-(50).
The system energy change functions in Eqs. (87)-(88)
and Eqs. (94)-(95) can also be decomposed in a simi-
lar fashion. We will first consider only the expected
energy change of the system during an upside process:
〈∆E〉↑ =
∑N
k 〈∆Ek〉↑ ≥ 0. A general relation between
the unrestricted and restricted energy change terms of
bath l is30 〈
∆El
〉
= p↑
〈
∆El
〉
↑
+ p↓
〈
∆El
〉
↓
, (B7)
where p↑ and p↓ are the respective probabilities that a
trajectory is upside or downside. Using Eq. (22) we note
that for a system at steady state
〈
∆El
〉
= 0, which after
using (B7) leads to the relation
− 〈∆El〉↑ = p↓p↑ 〈∆El〉↓. (B8)
In the T \Tk → 0 limit, the energy provided by each bath
l 6= k to an upside process must be zero. This implies
that gl =
〈
∆El
〉
↑
= 0 for Tl = 0 (this is a statement
that the system cannot obtain any energy from a bath
whose temperature is zero) and thus, in this case, for
upside processes fk = gk. Now, because
〈
∆El
〉
↑
= 0,
the relation (B8) implies that
〈
∆El
〉
↓
= 0. Therefore, in
this case, fk = gk for downside processes as well. These
results prove the validity of the arguments applied to
decompose 〈∆E〉 into expressions for 〈∆Ek〉, which are
then used in Sec. IV to construct the energy partitioning
ratios.
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