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Resumo
O MapReduce e´ frequentemente usado para executar tarefas crı´ticas, tais como ana´lise
de dados cientı´ficos. No entanto, evideˆncias na literatura mostram que as faltas ocorrem
de forma arbitra´ria e podem corromper os dados. O Hadoop MapReduce esta´ preparado
para tolerar faltas acidentais, mas na˜o tolera faltas arbitra´rias ou Bizantinas. Neste tra-
balho apresenta-se um proto´tipo do Hadoop MapReduce Tolerante a Faltas Bizantinas(BFT).
Uma avaliac¸a˜o experimental mostra que a execuc¸a˜o de um trabalho com o algoritmo im-
plementado usa o dobro dos recursos do Hadoop original, em vez de mais 3 ou 4 vezes,
como seria alcanc¸ado com uma aplicac¸a˜o directa dos paradigmas comuns a toleraˆncia a
faltas Bizantinas. Acredita-se que este custo seja aceita´vel para aplicac¸o˜es crı´ticas que
requerem este nı´vel de toleraˆncia a faltas.
Palavras-chave: Hadoop MapReduce, Toleraˆncia a Faltas Bizantinas, faltas arbitra´rias,
replicac¸a˜o
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Abstract
MapReduce is often used to run critical jobs such as scientific data analysis. However,
evidence in the literature shows that arbitrary faults do occur and can probably corrupt the
results of MapReduce jobs. MapReduce runtimes like Hadoop tolerate crash faults, but
not arbitrary or Byzantine faults. In this work, it is presented a MapReduce algorithm and
prototype that tolerate these faults. An experimental evaluation shows that the execution
of a job with the implemented algorithm uses twice the resources of the original Hadoop,
instead of the 3 or 4 times more that would be achieved with the direct application of
common Byzantine fault-tolerance paradigms. It is believed that this cost is acceptable
for critical applications that require that level of fault tolerance.
Keywords: Hadoop MapReduce, Byzantine Fault-Tolerance, arbitrary faults, replication
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Capı´tulo 1
Introduc¸a˜o
1.1 MapReduce
O MapReduce e´ um modelo de programac¸a˜o e uma plataforma de software usada para
escrever aplicac¸o˜es que processam grandes quantidades de dados em paralelo. O modelo
de programac¸a˜o procura dividir um problema em subproblemas, ao qual, para cada um
deles, vai encontrar soluc¸o˜es e combina´-las no final da execuc¸a˜o.
Um programa segundo o modelo MapReduce tem duas func¸o˜es: map e reduce. A
execuc¸a˜o deste programa faz-se em um job, que recebe um ficheiro de entrada e gera um
ficheiro de saı´da. O job processa os dados com tarefas elementares, do tipo map ou do
tipo reduce, que executam as respectivas func¸o˜es do programa. O ficheiro de entrada e´
dividido em va´rias partes pequenas, cada uma delas e´ processada por uma tarefa de map,
gerando mapas (conjuntos chave-valor). Os mapas gerados sa˜o concatenados, ordenados
por chave e novamente divididos em partes com a mesma chave. Estas novas partes sa˜o
entregues a tarefas do tipo reduce, que reduzem a informac¸a˜o recebida, geram e concate-
nam o resultado final num ficheiro de saı´da, por ordem de chave.
O modelo de programac¸a˜o MapReduce e´ uma abordagem promissora para computac¸a˜o
cientı´fica[16, 20] e e´ usado por va´rias empresas para a extracc¸a˜o, pesquisa e ana´lise de
dados, gerac¸a˜o de estatı´sticas e outras funcionalidades que se limitem ao campo da ana´lise
sinta´ctica de informac¸a˜o.
A nı´vel de software, o MapReduce e´ uma plataforma desenvolvida pela Google para
o processamento de grandes quantidades de dados[14]. A implementac¸a˜o da Google na˜o
esta´ abertamente disponı´vel, mas uma versa˜o open source chamada Hadoop 1 [43] e´ us-
ada por muitas empresas, como a Amazon, eBay, Facebook, IBM, LinkedIn, RackSpace,
Twitter e Yahoo!, nos seus modelos de nego´cio. Um u´ltimo argumento em favor da im-
portaˆncia do MapReduce e´ que verso˜es comerciais esta˜o aparecendo, como MapReduce
Windows Azure e Amazon Elastic MapReduce.
1Hadoop e´ um projecto open source da Apache com muitos componentes. Usa-se o termo Hadoop neste
documento para se referir a` aplicac¸a˜o MapReduce (http://wiki.apache.org/hadoop/PoweredBy)
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1.2 Motivac¸a˜o
O MapReduce foi projectado para ser tolerante a faltas, pois em ambientes da escala
de milhares de computadores e centenas de outros dispositivos como switches de rede,
routers e power units, as falhas dos componentes sa˜o frequentes. Por exemplo, no primeiro
ano de um cluster na Google, 1000 ma´quinas individuais falharam e aconteceram cente-
nas de falhas nos discos rı´gidos [13]. O MapReduce da Google e do Hadoop toleram
falhas nas tarefas de map e reduce. Se uma dessas tarefas falhar antes de terminarem, a
falha e´ detectada e uma nova instaˆncia da mesma tarefa e´ criada. Ale´m disso, os dados
sa˜o armazenados em disco juntamente com checksums, para detectar facilmente se esta˜o
corruptos [18, 30, 43, 40].
Embora seja crucial tolerar falhas nas tarefas e dados corruptos, outras faltas que
podem afectar a exactida˜o dos resultados do MapReduce sa˜o conhecidas e ira˜o acontecer
mais no futuro[38] devido a` popularidade da plataforma. Um estudo recente dos erros
DRAM num grande nu´mero de servidores dos DataCenters da Google concluı´ram que
esses erros sa˜o mais frequentes do que se pensava, com mais de 8% de DIMMs afectados
anualmente por erros, mesmo estando protegidos por co´digos de correcc¸a˜o de erros [39].
Um estudo da Microsoft em 1 milha˜o de PCs de consumo mostra que as faltas no CPU e
chipset tambe´m sa˜o frequentes [32].
Os mecanismos de toleraˆncia a faltas existentes no MapReduce na˜o permite que a
plataforma seja capaz de lidar com faltas arbitra´rias, ou faltas Bizantinas [3] (na˜o se con-
sidera faltas maliciosas). Estas faltas na˜o podem ser detectadas usando checksums, o que
significa que, muitas vezes, as tarefas terminam com sucesso, embora tenham gerado da-
dos corruptos. Estes erros apenas sa˜o detectados ao se correr as tarefas va´rias vezes, e
comparar-se os diferentes resultados. Esta ideia ba´sica foi proposta no contexto de vol-
unteer computing para tolerar volunta´rios maliciosos que retornam resultados falsos das
tarefas que deveriam executar [36]. Esse trabalho, no entanto, considerado como uma
aplicac¸a˜o bag-of-tasks, e´ mais simples do que a plataforma MapReduce. Uma soluc¸a˜o
semelhante, mas mais gene´rica e´ a abordagem de ma´quina de estado, no qual um conjunto
de programas sa˜o executados em paralelo por diferentes servidores, que executam coman-
dos na mesma ordem [37]. Esta abordagem, no entanto, na˜o e´ directamente aplica´vel a`
replicac¸a˜o de tarefas no MapReduce, apenas nos servic¸os que seguem o modelo cliente-
servidor (por exemplo, um servic¸o de nomes ou um servidor de ficheiros). Uma soluc¸a˜o
inge´nua seria executar duas vezes o mesmo exemplo e comparar os resultados, mas o
custo e´ excessivo nos caso de falhas.
A principal motivac¸a˜o deste trabalho e´ implementar um algoritmo MapReduce toler-
ante a faltas Bizantinas, ja´ que a plataforma oficial na˜o consegue lidar com este tipo de
faltas, e o trabalho cientı´fico realizado na˜o lida com faltas arbitra´rias da mesma forma
como este algoritmo faz.
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1.3 Objectivos
O Hadoop MapReduce esta´ preparado para tolerar faltas acidentais, mas na˜o tolera faltas
arbitra´rias ou Bizantinas. Neste trabalho apresenta-se um proto´tipo do Hadoop MapRe-
duce Tolerante a Faltas Bizantinas (BFT). Este sistema tolera faltas que corrompem os
resultados intermedia´rios produzidos pelas tarefas, tais como os erros/falhas da DRAM e
do CPU mencionadas na secc¸a˜o 1.2.
Esta soluc¸a˜o e´ mais cara a nı´vel do tempo de execuc¸a˜o, de memo´ria e espac¸o em
disco, do que usar a versa˜o oficial do MapReduce. Uma configurac¸a˜o tı´pica exigira´ que
cada tarefa seja executada pelo menos duas vezes, o que e´ um overhead considera´vel
em termos de recursos utilizados e, possivelmente, de tempo de execuc¸a˜o. No entanto,
acreditamos que este custo e´ aceita´vel para aplicac¸o˜es crı´ticas que exigem um alto grau
de certeza sobre a validade dos dados. Um grande conjunto de aplicac¸o˜es de computac¸a˜o
cientı´fica caira´ nesta categoria [16, 20].
1.4 Contribuic¸o˜es
O MapReduce BFT segue a abordagem da execuc¸a˜o de trabalho replicado, a` semelhanc¸a
de muitos sistemas tolerante a faltas Bizantinas. O desafio e´ fazeˆ-lo de forma eficiente, por
exemplo, executando apenas 2 co´pias de cada tarefa, quando na˜o ha´ faltas. Observe que,
por exemplo, a abordagem de ma´quina de estados requer 3f + 1 re´plicas para tolerar, no
ma´ximo, f faltas, o que da´ um mı´nimo de 4 co´pias para cada tarefa [8, 9]. Usa-se va´rios
mecanismos para minimizar tanto o nu´mero de co´pias de tarefas a executar e o tempo
necessa´rio para executa´-las. No caso de haver uma falta, o custo da nossa soluc¸a˜o esta´
perto do custo de se executar 2 vezes, em vez de 3 vezes como a soluc¸a˜o inge´nua proposta
acima. Evidentemente, se houver mais de uma falta, a diferenc¸a tera´ de ser maior.
A principal contribuic¸a˜o do trabalho e´ a criac¸a˜o e implementac¸a˜o de um algoritmo
capaz de tolerar faltas arbitra´rias no Hadoop MapReduce. Tirou-se medidas de desem-
penho da versa˜o, usando a ferramenta de benchmarking Gridmix.2 Os resultados destes
testes confirmaram que e´ possı´vel executar o Hadoop MapReduce BFT, gastando o dobro
do tempo total de execuc¸a˜o e de CPU que a versa˜o oficial.
1.5 Estrutura do documento
O capı´tulo 1 apresenta as razo˜es de escolha deste tema de trabalho, a motivac¸a˜o e a as
contribuic¸o˜es feitas. O capı´tulo 2 apresenta a plataforma Hadoop MapReduce e os com-
ponentes que a constitui. No capı´tulo 3 descreve-se o novo algoritmo e apresenta-se o
proto´tipo. O capı´tulo 4 descreve os detalhes de implementac¸a˜o do proto´tipo. O capı´tulo
2http://hadoop.apache.org/mapreduce/docs/current/gridmix.html
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5 apresenta os resultados dos testes realizados na plataforma oficial e na versa˜o BFT,
comparando os valores. No capı´tulo 6 descreve-se os pontos a implementar no futuro
para melhorar o proto´tipo. Por u´ltimo, no capı´tulo 7 apresenta-se uma conclusa˜o sobre o
trabalho.
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Capı´tulo 2
Hadoop e Toleraˆncia a Faltas Bizantinas
O modelo de programac¸a˜o MapReduce e´ um paradigma popular usado por bastantes com-
panhias e tem sido sujeito a muito estudo. Existem empresas que desenvolvem a sua
pro´pria implementac¸a˜o customizada ao nego´cio, ou existem implementac¸o˜es pro´prias do
modelo de programac¸a˜o.
Uma a´rea em que um trabalho considera´vel tem sido feito, consiste em adaptar o
MapReduce para um bom desempenho em diferentes ambientes e aplicac¸o˜es, tais como
sistemas de multi-core e multi-processadores (Phoenix system) [35], ambientes heteroge´-
neos como o Amazon EC2 [44], ambientes peer-to-peer [27], ambientes com high-latency
eventual-consistent como o Windows Azure (sistema Azure MapReduce) [20], aplicac¸o˜es
interactivas (sistema Twister) [15], aplicac¸o˜es que usam intensivamente a memo´ria e o
CPU (sistema LEMO-MR) [17]. Outra tendeˆncia importante e´ a pesquisa sobre o uso
MapReduce para a computac¸a˜o cientı´fica, por exemplo, para a ana´lise de dados da fı´sica
de alta energia (High Energy Physics Theory) e cluster Kmeans [16], e para a gerac¸a˜o de
modelos digitais de elevac¸a˜o [23]. O MapReduce mostra a sua potencialidade em casos
de processamento de grandes quantidades de dados, seja ela na ana´lise ou em ca´lculos
da informac¸a˜o. O MapReduce consegue analisar rapidamente terabytes ou petabytes de
informac¸a˜o. Va´rios sistemas sa˜o semelhantes ao MapReduce, no sentido de que fornecem
um modelo de programac¸a˜o para o processamento de grandes conjuntos de dados, mas
que permitem interacc¸o˜es mais complexas e/ou fornecem um nı´vel maior de abstracc¸a˜o:
Dryad [21], Pig Latin [33], Nephele [4]. Todos estes trabalhos mostram a importaˆncia do
modelo de programac¸a˜o MapReduce, mas do ponto de vista de toleraˆncia a faltas, que e´
o relevante neste trabalho, eles na˜o adicionam aos mecanismos existentes na plataforma
esta nova funcionalidade.
Toleraˆncia a faltas arbitra´rias e´ uma tendeˆncia existente ha´ muito tempo no estudo de
toleraˆncia a faltas. Mecanismos de votac¸a˜o para mascarar faltas Bizantinas em sistemas
distribuı´dos foram introduzidos no inı´cio de 1980 [34, 25]. A abordagem da ma´quina de
estado e´ uma soluc¸a˜o gene´rica para fazer um servic¸o tolerante a faltas Bizantinas [37].
Tem-se mostrado que e´ pra´tico implementar sistemas tolerantes a faltas Bizantinas [8]
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e uma longa linha de trabalho tem aparecido, incluindo bibliotecas como o UpRight [9]
e EBAWA [42]. O uso da ma´quina de estados na˜o e´ o adequado para tornar o MapRe-
duce tolerante a faltas Bizantinas. Teria-se que replicar a execuc¸a˜o do MapReduce num
conjuntos de servidores, mas o custo seria muito alto.
Sistemas de quo´rum Bizantino teˆm sido usado para implementar armazenamento de
dados concorrentes [26, 29], mesmo em cloud [5]. Embora as te´cnicas de votac¸a˜o teˆm
algo em comum com o que este trabalho implementou, essas soluc¸o˜es na˜o podem ser
usados para implementar MapReduce BFT porque na˜o e´ um servic¸o de armazenamento,
mas um sistema que faz processamento.
Muito recentemente, aparecer um trabalho semelhante em volunteering computing
para aplicac¸o˜es MapReduce [31]. A soluc¸a˜o e´ baseada em votac¸a˜o. As principais dife-
renc¸as e´ que o trabalho foca-se em ambientes diferentes (volunteering computing) e na˜o
se preocupa em reduzir o custo e melhorar o desempenho, por isso na˜o introduz qual-
quer uma das optimizac¸o˜es que sa˜o o nu´cleo do trabalho. Esse paper tambe´m apresenta
um modelo probabilı´stico do algoritmo que permite avaliar a probabilidade de obter um
resultado errado, algo que na˜o se apresenta aqui.
O problema de tolerar faltas em programas paralelos executados em ma´quinas par-
alelas na˜o fia´veis foi estudada ha´ muito tempo por Kedem et al [22]. No entanto, eles
propuseram uma soluc¸a˜o baseada em auditar passos interme´dios da computac¸a˜o para de-
tectar faltas. Neste trabalho assume-se que na˜o e´ pra´tico detectar falhas arbitra´rias na
execuc¸a˜o de programas aleato´rios criados pelos utilizadores, enta˜o comparando duas ou
mais execuc¸o˜es de uma tarefa e´ a u´nica possibilidade de detectar processamento faltoso.
2.1 Toleraˆncia a faltas Bizantinas
Os sistemas computacionais consistem numa variedade de hardware e software sujeito
a eventuais falhas. Em muitos sistemas, tais falhas pode levar a` perturbac¸a˜o do servic¸o.
Os sistemas desenhados para serem tolerantes a faltas, perante falhas dos componentes,
sa˜o capazes de continuar a oferecer um servic¸o fia´vel. Para se lidar com faltas, o mecan-
ismo de redundaˆncia e´ usado para mascarar as falhas que alguns componentes do sistema
sofreram [12].
A toleraˆncia a faltas Bizantinas e´ uma especializac¸a˜o da a´rea de toleraˆncia a faltas, que
foi inspirada a partir do problema dos Generais Bizantinos [24, 41] definido em 1980. Ate´
1999, as soluc¸o˜es apresentadas para tornar um sistema tolerante a faltas Bizantinas eram
pouco pratica´veis. Em 1999, Miguel Castro e Barbara Liskov sugeriram uma ma´quina
de estados replicada capaz de lidar com faltas arbitra´rias [7] e que acabou por contribuir
bastante para a continuac¸a˜o da pesquisa a sistemas tolerante a faltas Bizantinas. Lidar
com faltas arbitra´rias e´ difı´cil, porque podem existir processos faltosos que mentem, ou
que realizam conluio [24]. A forma de evitar o conluio e´ atrave´s da obtenc¸a˜o do consenso
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realizado por um quo´rum. O problema do consenso tem sido especificado de va´rias for-
mas, mas, dito de forma suma´ria, esta propriedade serve para garantir um acordo realizado
por va´rias partes sobre uma certa operac¸a˜o. O consenso e´ usado para resolver problemas
de computac¸a˜o, tais como a replicac¸a˜o numa ma´quina de estados, group membership e
atomic broadcast [19].
A replicac¸a˜o de ma´quinas de estados (RME) e´ uma soluc¸a˜o gene´rica para a concre-
tizac¸a˜o de servic¸os tolerante a faltas. Um servic¸o oferece um conjunto de operac¸o˜es que
os clientes invocam atrave´s dos pedidos. Um servic¸o e´ concretizado mediante um con-
junto de n servidores. Um paraˆmetro importante quando se fala de um servic¸o tolerante
a intruso˜es, e´ a capacidade de suportar um limite de faltas. Em sistemas assı´ncronos
tolerante a intruso˜es, este limite e´ imposto pelo protocolo de difusa˜o ato´mica, cuja a re-
sisteˆncia ma´xima e´ de f = bn−1
3
c em n servidores [10]. O algoritmo “Practical Byzantine
Fault Tolerance” (PBFT), apresentado em [7], tem uma resisteˆncia ma´xima para sistemas
assı´ncronos de n ≥ 3f + 1 para n servidores.
A capacidade de resisteˆncia que se pretende do algoritmo PBFT, exige o uso de muitos
recursos para tolerar poucas faltas. Por exemplo, se se quiser tolerar 2 faltas, sa˜o precisos
7 servidores. Para tolerar 3 faltas, sa˜o necessa´rios 10 servidores. Estes algoritmos usam
muitos recursos para tolerar poucas faltas, o que se trata de uma limitac¸a˜o. No mundo
real, os recursos sa˜o finitos e custam muito dinheiro. Outras soluc¸o˜es teˆm sido criadas
de forma a oferecer a mesma qualidade de servic¸o usando menos servidores. Existem
soluc¸o˜es como a apresentada em [28] que oferece um servic¸o tolerante a faltas usando
2f + 1 servidores. Esta soluc¸a˜o parte do princı´pio que os pedidos ja´ esta˜o ordenados,
e basta obter-se uma maioria, atrave´s de uma votac¸a˜o simples, para se considerar uma
operac¸a˜o va´lida.
2.2 Hadoop MapReduce
O Hadoop MapReduce e´ uma implementac¸a˜o do modelo de programac¸a˜o baseado nas
func¸o˜es map e reduce, e um ambientes de execuc¸a˜o que permite ao utilizador escrever
facilmente aplicac¸o˜es que processam gigabytes ou petabytes de dados em paralelo em
ambientes com um grande nu´mero de computadores, como sistema de cluster ou em
datacenters.
Os utilizadores especificam as func¸o˜es de map e de reduce: a primeira e´ usada para
processar os dados de entrada e gerar pares chave-valor, o u´ltimo e´ usado para concatenar
os va´rios pares numa u´nica chave e ordenar o conjunto de dados pela chave. Quando
um exemplo e´ submetido com as func¸o˜es definidas e a localizac¸a˜o dos dados de entrada,
os ficheiros de entrada teˆm que ja´ existir no sistema de ficheiros do Hadoop (HDFS).
A plataforma divide os dados de entrada em splits e atribui-os a cada tarefas de map
(ver figura 2.1). Cada tarefa de map processa um split e gera um resultado chamado de
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Figura 2.2: Arquitectura do Hadoop
MapOutput. Os dados do MapOutput sa˜o ordenados pela chave, particionados, e sera˜o os
dados de entrada para as tarefas de reduce. As tarefas de reduce processam estes dados e
concatenam o resultado final num ficheiro de saı´da. De acordo com Dean e Ghemawat, e´
possı´vel associar muitas tarefas do mundo real usando este modelo [14].
O Hadoop MapReduce e´ uma implementac¸a˜o do modelo de programac¸a˜o MapReduce
realizado pela Apache e distribuı´do atrave´s da licenc¸a da Apache [43].
2.2.1 Como o MapReduce funciona
A plataforma e´ constituı´da por quatro tipos de componentes: NameNode, DataNode, Job-
Tracker e TaskTracker (ver figura 2.2).
O job e´ uma unidade de trabalho que corresponde ao programa em execuc¸a˜o que foi
lanc¸ado pelo cliente. Cada job, ou unidade de trabalho, e´ constituı´do por um conjunto de
tarefas de map, ou de reduce.
O JobTracker coordena a execuc¸a˜o do job, o TaskTracker lanc¸a e gere a execuc¸a˜o
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Figura 2.3: Sequeˆncia de passos que um exemplo passa
das tarefas, o NameNode conte´m a estrutura do sistema de ficheiros HDFS e o DataNode
garante o acesso aos blocos de dados.
Todo o processo, desde a submissa˜o do job ate´ ao fim da sua execuc¸a˜o, passa por uma
sequeˆncia de fases. A figura 2.3 mostra um caso de uso gene´rico do progresso de um
exemplo
Submissa˜o do job: Durante a submissa˜o do job, o JobTracker atribui um JobID (passo
2), sendo verificado se os dados de entrada existem (passo 3) e copiados todos os ficheiros
necessa´rios (ficheiros de configurac¸a˜o e libraries) para uma directoria tempora´ria (passo
4). Este u´ltimo passo e´ realizado por um tarefa especial, denominada de setup.
Inicializac¸a˜o do job: Apo´s a submissa˜o do job, o JobScheduler instancia as tarefas
(passo 5).
Atribuic¸a˜o de tarefas Uma das func¸o˜es do JobTracker e´ a distribuic¸a˜o do trabalho
pelos TaskTrackers.
Um TaskTracker tem um nu´mero limitado de tarefas de map e de reduce que podem
executar ao mesmo tempo. Ao distribuir tarefas, o JobTracker procura, primeiro, lanc¸ar
as tarefas de map, antes das tarefas de reduce. O escalonador do JobTracker, componente
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que distribui o trabalho, tambe´m tem noc¸a˜o da localizac¸a˜o dos splits em relac¸a˜o ao Task-
Tracker. O JobTracker procura distribuir as tarefas pelos TaskTrackers mais pro´ximos
dos DataNodes. O Hadoop define as tarefas, conforme a localizac¸a˜o dos TaskTracker em
que ela corre, relativamente aos DataNodes, atrave´s da noc¸a˜o de local, rack-local
e remote. No melhor caso, quando a tarefa corre no mesmo no´ onde reside o split, a
tarefa chama-se local. Se a tarefa correr no mesmo rack onde se encontra o split, a
tarefa e´ rack-local. Em u´ltimo caso, a tarefa e´ remote.
Execuc¸a˜o de tarefas: Quando uma tarefa e´ atribuı´da a um TaskTracker, o pro´ximo
passo e´ lanc¸a´-la. O TaskTracker lanc¸a-a num novo processo. Durante a execuc¸a˜o do
processo filho, ele esta´ constantemente a enviar o seu estado e progresso ao TaskTracker.
Por sua vez, o TaskTracker reenvia a informac¸a˜o ao JobTracker atrave´s de um mecanismo
que se denomina de heartbeat.
Progresso das tarefas: Para as tarefas de map, o progresso e´ calculado grac¸as ao tamanho
do split e da quantidade de dados ja´ processados. Para as tarefas de reduce, o progresso e´
estimado pelas fases que passa (Shuffle & Sort e Reduce).
Job Completion: O JobTracker mante´m uma tabela com o progresso de cada uma das
tarefas, que e´ actualizada cada vez que um TaskTracker envia-lhe uma mensagem sobre
o estado das suas tarefas. Quando o JobTracker e´ notificado do te´rmino da u´ltima tarefa,
o job fica completo, as directorias tempora´rias, criadas na inicializac¸a˜o, sa˜o apagadas por
uma tarefa especialmente denominada de cleanup. E´ de notar que cada job tem apenas
uma tarefa de setup e uma de cleanup responsa´veis por construir e remover a estrutura de
directorias tempora´rias.
2.2.2 Fases de um job
Um job e´ constituı´do por va´rias tarefas. Uma total execuc¸a˜o do job passa pela execuc¸a˜o de
todas as tarefas. Os va´rios momentos que uma unidade de trabalho passa denominam-se
por fases. A execuc¸a˜o das tarefas de map constitui a fase de map, a fase seguinte chama-se
shuffle & sort e a execuc¸a˜o das tarefas de reduce corresponde a` fase de reduce.
Quando a tarefa de map comec¸a a executar (fase de map), a primeira coisa que faz e´
obter os dados de entrada. De seguida, a tarefa executa a func¸a˜o map implementada pelo
utilizador e guarda a sub-soluc¸a˜o gerada localmente.
A fase seguinte e´ a fase “shuffle & sort”. Embora o nome desta fase possa ser en-
ganador, ela e´ constituı´da por dois momentos:
Copy : O momento em que os dados de MapOutput sa˜o ordenados pela chave, e trans-
feridos para o lado reduce.
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Sort : O momento em que o reduce concatena o MapOutput e ordena os dados nova-
mente pela chave.
Apo´s as tarefas de reduce obterem o MapOutput, inicia-se a fase de reduce. Nesta
fase, a tarefa executa a func¸a˜o reduce implementada pelo utilizador e obte´m a soluc¸a˜o
final.
2.2.3 MapOutput
Todos os resultados gerados pelas tarefas de map sa˜o guardadas num disco local. Estes
ficheiros chamam-se de MapOutputs. Cada MapOutput conte´m o resultado gerado pela
func¸a˜o map. Um MapOutput e´ um u´nico ficheiro constituı´do por pares chave-valor, que
esta˜o ordenados pela chave. Associado a um ficheiro de MapOutput encontra-se um
ficheiro de ı´ndice que tem como func¸a˜o indicar o inı´cio e o fim de cada partic¸a˜o. O
nu´mero de partic¸o˜es que cada MapOutput tem corresponde ao nu´mero de tarefas de re-
duce usadas.
Como cada no´ conte´m uma partic¸a˜o por tarefa de reduce, elas va˜o buscar as partic¸o˜es
correspondentes a cada no´. Estas partic¸o˜es obtidas sa˜o ordenada novamente pela chave,
antes de passar para a fase de reduce.
2.2.4 Toleraˆncia a faltas no Hadoop MapReduce
O Hadoop MapReduce conte´m mecanismos para tolerar faltas de paragem. A plataforma
lida com estas faltas, relanc¸ando tarefas, ou criando tarefas especulativas. O relanc¸amento
da tarefa acontece quando a tarefa termina com o estado FAILED. O lanc¸amento de uma
tarefa especulativa acontece quando uma determinada tarefa esta´ a demorar muito tempo
para terminar.
Falhas nas tarefas
Quando um erro se manifesta numa das tarefas, ha´ duas formas de lidar com ele. Se a
tarefa falhar, ela e´ relanc¸ada pelo TaskTracker; se, em algum momento a tarefa deixar
de responder ao TaskTracker, e´ lanc¸ada uma tarefa especulativa. Neste u´ltimo caso, a
primeira tarefa a terminar com sucesso, e´ considerada a correcta.
Uma das formas de lidar com falhas nas tarefas e´ atrave´s do uso de tarefas especula-
tivas. Se uma tarefa deixar de comunicar com o TaskTracker, ou demorar muito tempo
para terminar, e´ lanc¸ada uma tarefa especulativa. A tarefa especulativa e´ um clone da
tarefa que substitui. Das duas, a primeira tarefa a terminar com sucesso sera´ considerada
a correcta. Esta forma de lidar com o problema tem como objectivo optimizar o tempo de
execuc¸a˜o do job. A noc¸a˜o de tarefas especulativas continuara´ a existir na nova versa˜o.
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Falhas no TaskTracker
O TaskTracker falha por um falta de paragem, ou por deixar de enviar heartbeats para o
JobTracker. Se, durante 10 minutos, o JobTracker na˜o receber um heartbeat, a tarefa e´
removida da pool de TaskTrackers. Todas as tarefas de map que lhe pertencem tambe´m
sera˜o relanc¸adas. Se o nu´mero de falhas do TaskTracker for muito superior a` me´dia das
falhas no cluster, o JobTracker po˜e-no numa lista negra e na˜o lhe da´ mais tarefas.
Falhas no JobTracker
A falha mais grave e´ quando o JobTracker falha. A plataforma na˜o tem mecanismos para
lidar com estas faltas. Se o JobTracker falhar, toda a plataforma fica comprometida.
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Capı´tulo 3
Replicac¸a˜o de dados e tarefas
3.1 Hadoop MapReduce BFT
O Hadoop MapReduce BFT e´ um melhoramento da plataforma MapReduce que utiliza
replicac¸a˜o e somas de controlo (ou checksum) como estrate´gia para se tornar tolerante a
faltas Bizantinas. Na nova plataforma replica-se as tarefas de map e de reduce e usa-se
somas de controlo para garantir a integridade dos dados.
Neste trabalho, assume-se que os clientes esta˜o correctos. Se os clientes fossem
maliciosos, na˜o havia a necessidade de verificar a integridade dos resultados. Tambe´m
se considera que o JobTracker na˜o e´ faltoso, o que e´ a mesma assunc¸a˜o tomada pelo
Hadoop. Contudo, esta considerac¸a˜o sera´ removida em trabalho futuro. Mas, em respeito
aos TaskTrackers, ja´ na˜o e´ tomada esta assunc¸a˜o em considerac¸a˜o. Os TaskTrackers esta˜o
presentes em todos os computadores, e numa dimensa˜o de centenas ou milhares de com-
putadores, eles podem produzir faltas arbitra´rias.
A ideia principal do algoritmo usado no Hadoop BFT e´ realizar uma votac¸a˜o por
maioria para cada tarefa de map. Considerando que f e´ o limite do nu´mero de faltas, a
estrate´gia e´ a seguinte:
• lanc¸ar 2f + 1 re´plicas de cada tarefa de map
• lanc¸ar 2f + 1 re´plicas de cada tarefa de reduce; o processamento de cada reduce
comec¸a quando f + 1 co´pias dos mesmos dados foram produzidas por diferentes
re´plica de cada tarefa de map; os dados de saı´da sa˜o guardados no HDFS.
Esta estrate´gia e´ simples, mas tambe´m e´ ineficiente, porque multiplica o trabalho a
ser feito pelo sistema. Por esta raza˜o foram feitos um conjunto de melhoramentos, como
a reduc¸a˜o a f + 1 re´plicas, a distribuic¸a˜o de checksums, a execuc¸a˜o por tentativas e a
replicac¸a˜o no HDFS.
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3.1.1 Reduc¸a˜o a f + 1 re´plicas
A replicac¸a˜o e´ o processo de partilha de informac¸a˜o que assegura a consisteˆncia dos dados
face a recursos redundantes, de forma a melhorar a fiabilidade e a toleraˆncia a faltas. Em
vez de se executar apenas uma tarefa, passa-se a executar um conjunto de re´plicas. Pore´m,
na˜o e´ necessa´rio lanc¸ar 2f + 1 re´plicas para tolerar f faltas. Ao lanc¸ar f + 1 re´plicas, ja´
e´ possı´vel verificar se houve f faltas. Neste u´ltimo caso, ao se detectar f faltas, lanc¸a-se
f re´plicas suplementares para se saber qual e´ a re´plica correcta.
3.1.2 Message Digests
Os MapOutputs podem ter o tamanho de gigabytes. Para as tarefas de reduce na˜o terem
que ir buscar f + 1, ou 2f + 1, partic¸o˜es replicadas para efectuar comparac¸o˜es, usa-se
checksums.
A soma de controlo, ou checksum, e´ um valor calculado a partir de um bloco de dados e
e´ usado para detectar erros durante a transmissa˜o dos dados pela rede, ou durante a escrita
dos dados em disco. Para a nova versa˜o, passou-se a usar somas de controlo geradas por
func¸o˜es de resumo criptogra´fico (func¸o˜es de hash criptogra´fico).
Uma func¸a˜o de resumo criptogra´fico e´ um procedimento determinı´stico que pega em
blocos de dados e retorna uma sequeˆncia de bits de tamanho fixo - soma de controlo. Ela
assegura a integridade de qualquer mensagem, uma vez que, e´ ra´pido gerar um checksum,
e´ impratica´vel gerar uma mensagem a partir do checksum e e´ impratica´vel encontrar duas
mensagens diferentes com o mesmo checksum. A func¸a˜o de resumo criptogra´fico usado
na nova plataforma e´ o SHA-1. A raza˜o de escolha do SHA-1 e´ porque oferece uma
seguranc¸a que ainda na˜o foi quebrada e devido a` sua popularidade.
Os checksums teˆm uma grande importaˆncia no Hadoop MapReduce BFT, porque per-
mitem que o JobTracker e as tarefas de reduce verifiquem a integridade dos MapOutputs,
e que concluam que se teˆm uma maioria de MapOutputs iguais apenas comparando os
checksums.
3.1.3 Distribuic¸a˜o dos checksums
O JobTracker tem um papel importante na gesta˜o dos checksums. Ele recebe os valores
gerados pelas tarefas de map e distribui-os para as tarefas de reduce. A figura 3.1 mostra
um exemplo da distribuic¸a˜o dos checksums. Na figura existem treˆs TaskTrackers que cor-
rem em no´s diferentes (TaskTracker{1,2,3}). Todas as re´plicas de map processam
o mesmo split, mas de DataNodes diferentes, e todas elas geram o MapOutput e o check-
sum. O MapOutput e´ guardado no disco local, e o checksum e´ enviado para o JobTracker,
tal como se mostra no passo 1 e 2. Apo´s o JobTracker ter recebido uma maioria de
checksums iguais respeitante a` mesma tarefa, ele informa as tarefas de reduce que podem
iniciar. Esta informac¸a˜o conte´m o checksum da partic¸a˜o correspondente (passo 4 e 5). As
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Figura 3.1: Gerac¸a˜o e distribuic¸a˜o dos message digests
re´plicas de reduce va˜o buscar remotamente a partic¸a˜o correcta, geram um novo checksum
a partir dos dados e comparam-no com o checksum enviado pelo JobTracker. Se os check-
sums forem iguais, a re´plica de reduce continua com a execuc¸a˜o. Se na˜o forem iguais, a
re´plica vai buscar a mesma partic¸a˜o a outro no´.
3.1.4 Execuc¸a˜o por tentativas
Ter que esperar que f + 1 tarefas de map produzam o mesmo checksum antes de iniciar
as tarefas de reduce, pode trazer atrasos a` execuc¸a˜o do trabalho. Uma melhor forma sera´
lanc¸ar executar as tarefas de reduce apo´s terem recebido as primeiras co´pias dos MapOut-
puts, e enquanto as re´plicas de reduce estiverem a correr, valida-se os MapOutputs a`
medida que va˜o aparecendo. Se a um dado ponto e´ detectado que o MapOutput que um
reduce processou na˜o esta´ correcto, a tarefa e´ reiniciada.
Esta funcionalidade na˜o foi implementada neste trabalho, mas e´ indicada como tra-
balho futuro. Trata-se de uma estrate´gia que tem como objectivo diminuir o tempo total
de execuc¸a˜o do trabalho.
3.1.5 Replicac¸a˜o no HDFS
A replicac¸a˜o dos ficheiros de entrada no HDFS, e ao facto de eles estarem associados ao
lanc¸amento de uma tarefa map por split, permite que a computac¸a˜o destas tarefas se fac¸a
com dados locais. O JobTracker da´ prefereˆncia em lanc¸ar as tarefas de map no mesmo
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no´ que conte´m o splits de entrada. Quando tal no´ ja´ possui tarefas demais, outro no´ e´
escolhido dentro do mesmo rack, ou em u´ltimo caso, no mesmo cluster.
Na versa˜o BFT, para na˜o se correr o risco de se ter duas re´plicas da mesma tarefa de
map a correr no mesmo no´, modificou-se o factor de replicac¸a˜o do HDFS para ser igual a
2f+1 e obrigar o JobTracker a lanc¸ar as re´plicas da tarefa em no´s distintos e continuarem
a obter dados locais.
Respeitante aos dados de saı´da, por omissa˜o, o HDFS usa um factor de replicac¸a˜o de
3. Na versa˜o BFT, como as tarefas sa˜o replicadas, ja´ na˜o existe a necessidade de replicar
o resultado final no HDFS, e este paraˆmetro de configurac¸a˜o passa a ter o valor 1.

Capı´tulo 3. Replicac¸a˜o de dados e tarefas 22
Capı´tulo 4
Implementac¸a˜o
O Hadoop MapReduce BFT e´ um melhoramento da plataforma oficial, que utiliza a
replicac¸a˜o, checksums e implementa um sistema de votac¸a˜o simples para que a plataforma
seja tolerante a faltas Bizantinas. Implementar no Hadoop a capacidade de ser tolerante
a faltas Bizantinas, obriga a fazer um conjunto de alterac¸o˜es, como a instanciac¸a˜o de
re´plicas, um melhoramento no algoritmo de distribuic¸a˜o de tarefas e criac¸a˜o e distribuic¸a˜o
de checksums. Este capı´tulo descreve os detalhes de implementac¸a˜o. As alterac¸o˜es ao
co´digo foram feitas a partir da versa˜o 0.20.0, datada de 22 de Abril de 2010.
4.1 Identificac¸a˜o de tarefas
Jobs e tarefas no Hadoop sa˜o identificadas por uma cadeia de caracteres, chamados re-
spectivamente de JobID e TaskID. O primeiro conte´m o prefixo “job”, a data de
criac¸a˜o do mesmo e um contador (1 based). O segundo conte´m o prefixo “task”, seguido
da data e do nu´mero de contador do job, acrescido da letra “m” ou “r”, dependendo se
e´ uma tarefa de map ou reduce, e por um nu´mero de sequeˆncia. A figura 4.2 apresenta
um exemplo de um identificador de trabalho, juntamente com alguns identificadores de
tarefas.
• job_201011231451_0001
• task_201011231451_0001_m_000000
• task_201011231451_0001_m_000001
• task_201011231451_0001_m_000002
• task_201011231451_0001_r_000000
• task_201011231451_0001_r_000001
Figura 4.1: Exemplos de identificadores do job e de tarefas (Hadoop original)
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• task_201011231451_0001_m_000000_0
• task_201011231451_0001_m_000000_1
• task_201011231451_0001_m_000000_2
Figura 4.2: Exemplos de identificadores do job e de tarefas (Hadoop BFT)
Ao acrescentar-se re´plicas a`s tarefas, e´ necessa´rio diferencia´-las uma das outras, e,
portanto, duas re´plicas de uma mesma tarefa precisam de ser identificadas como tal. Foi
acrescentado ao identificador de tarefa um nu´mero que identifica qual a re´plica da tarefa
se refere. Esta forma de identificac¸a˜o permite alterar o Hadoop de forma simples: para
cada tarefa criada, passa-se a criar N re´plicas da mesma, apenas com identificadores
ligeiramente diferentes.
4.2 Instanciac¸a˜o das re´plicas
No momento em que as re´plicas sa˜o instanciadas, em primeiro lugar e´ criado uma direc-
toria tempora´ria relativa ao job que conte´m os ficheiros de configurac¸a˜o e livrarias. Esta
criac¸a˜o do ambiente e´ feita pela tarefa de setup. A partir daqui e´ que as tarefas de map
e de reduce sa˜o criadas e guardadas numa fila do job, mais concretamente, no objecto
JobInProgress. Esta fila e´ usada pelo escalonador do JobTracker para distribuir o
trabalho pelos va´rios TaskTrackers. O contador controla o nu´mero de tarefas lanc¸adas.
Listing 4.1: Inicializac¸a˜o de tarefas
public synchronized void initTasks()
throws IOException, KillInterruptedException {
(...)
for(int i=0; i < splits.length; ++i) {
inputLength += splits[i].getDataLength();
for(int numReplica=0; numReplica<numReplicas; numReplica++) {
int idx = (i*numReplicas) + numReplica;
maps[idx] = new TaskInProgress(jobId, jobFile, splits[i],
jobtracker, conf, this, i, numReplica);
// set count
increaseCount(maps[idx].getTIPId().toStringWithoutReplica());
}
}
(...)
if(numReduceTasks > 0) {
for (int i = 0; i < numReduceTasks; i++) {
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for(int numReplica=0; numReplica<numReplicas; numReplica++) {
int idx = numReplica + (i * numReplicas);
reduces[idx] = new TaskInProgress(jobId, jobFile, numMapTasks,
jobtracker, conf, this, i, numReplica);
nonRunningReduces.add(reduces[idx]);
}
}
}
(...)
}
4.3 Input Splits
Um ficheiro pode ser constituı´do por um ou va´rios bloco de dados no HDFS. Por omissa˜o,
um bloco de dados tem o tamanho de 64MB, no entanto, este valor e´ configura´vel. Cada
tarefa de map processa um u´nico split, por isso, o nu´mero de tarefas de map que um job
tem, depende do tamanho dos dados de entrada e do tamanho do split definido.
Listing 4.2: Quantificac¸a˜o e leitura dos splits
public synchronized void initTasks() throws IOException,
KillInterruptedException {
(...)
// read input splits and create a map per a split
String jobFile = profile.getJobFile();
Path sysDir = new Path(this.jobtracker.getSystemDir());
FileSystem fs = sysDir.getFileSystem(conf);
String jobSplit = conf.get("mapred.job.split.file");// path to job.
split
DataInputStream splitFile = fs.open(new Path(jobSplit));
JobClient.RawSplit[] splits;
try {
splits = JobClient.readSplitFile(splitFile);
} finally {
splitFile.close();
}
(...)
}
As tarefas de map teˆm a informac¸a˜o sobre a localizac¸a˜o dos splits. Se o sistema de
ficheiro estiver replicado, cada tarefa de map tera´ um conjunto de localizac¸o˜es diferentes
para o mesmo split, para se assegurar a disponibilidade dos dados. Na nova plataforma,
cada re´plica da mesma tarefa passa a ter a mesma lista com as localizac¸o˜es do split,
contudo cada re´plica usara´ um localizac¸a˜o diferente das irma˜s. Para se garantir que cada
re´plica usa o mesmo split de DataNodes distintos, os ficheiros de entrada teˆm que estar
Capı´tulo 4. Implementac¸a˜o 26
Figura 4.3: Classe e interface para gerar os checksums no Hadoop MapReduce BFT
replicados tantas vezes quanto o factor de replicac¸a˜o usado. Ao se usar o mesmo split de
localizac¸o˜es diferentes e todas as re´plicas da mesma tarefa gerarem o mesmo resultado,
mais garantias se teˆm sobre a integridade dos resultados.
4.4 Checksums
O uso dos checksums tem como objectivo permitir que o JobTracker e as tarefas de reduce
encontrem uma maioria de resultados gerados pelas tarefas de map, garantir a integridade
dos dados e reduzir a quantidade de dados a transferir.
A interface Hash oferece um conjunto de me´todos para gerar checksums. Na versa˜o
BFT optou-se por se usar a func¸a˜o criptogra´fica SHA-1. A classe Sha1Hash implementa
os me´todos desta interface (figura 4.3).
Os checksums recebidos por cada TaskTracker e´ reencaminhado para o JobTracker
atrave´s do heartbeat. O JobTracker guarda-os ate´ obter uma maioria simples de check-
sums iguais. E´ atrave´s desta contabilizac¸a˜o que o JobTracker verifica se deve lanc¸ar mais
tarefas de map. Quando o JobTracker verificar que tem uma maioria de checksums iguais
atribuı´dos a` mesma tarefa, ele distribui esta informac¸a˜o para os TaskTrackers, para eles
poderem reencaminha´-la para as tarefas de reduce. O objecto TaskCompletionEvent
conte´m a informac¸a˜o necessa´ria sobre a tarefa de map para ser usada pelas tarefas de re-
duce.
Os checksums tambe´m sa˜o usados pelas tarefas de reduce para validarem os MapOut-
put obtidos remotamente. Apo´s uma tarefa receber o MapOutput, ela gerara´ um novo
checksum dos dados e ira´ compara´-lo com checksum enviado pelo JobTracker. Se os
checksums forem iguais, a tarefa continua, caso contra´rio, ira´ fazer uma nova tentativa
noutro no´.
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Figura 4.4: Classe e interface usada para guardar os checksums
4.5 Reduc¸a˜o a f + 1 tarefas
Na versa˜o BFT, o esquema ba´sico de execuc¸a˜o da plataforma e´ simples, mas ineficiente,
pois implicaria executar todas as re´plicas, mesmo nos casos em que algumas delas podiam
ser descartadas. Por exemplo, se o JobTracker encontra uma maioria num sub-conjunto
de re´plicas, significa que as restantes re´plicas podem ser ignoradas.
Todas as re´plicas de map lanc¸adas sa˜o contabilizadas pelo JobTracker, de forma a
garantir que sejam lanc¸adas pelo menos f + 1 re´plicas. Se o JobTracker na˜o encontrar
f + 1 checksums iguais pertencentes a uma tarefa, eles lanc¸a mais f re´plicas.
Todos os checksums das tarefas de map terminadas sa˜o guardados no objecto Majori-
tyVoting (figura 4.4).
4.6 MapOutput
Cada tarefa de reduce selecciona a re´plica de map correcta de acordo com o nu´mero da
re´plica do seu identificador, para obter o MapOutput. Por exemplo, a re´plica de reduce 0,
da tarefa 0, vai buscar o MapOutput a` re´plica de map 0, da tarefa 0. A segunda re´plica
do reduce (replica 1) da mesma tarefa vai buscar os dados a` re´plica de map 1 da mesma
tarefa, e assim sucessivamente. Isto e´ feito porque as re´plicas teˆm o mesmo resultado, e
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permite-se paralelizar e equilibrar a carga da obtenc¸a˜o dos dados.
4.7 Paraˆmetros de configurac¸a˜o
A plataforma conte´m um conjunto de paraˆmetros de configurac¸a˜o que esta˜o distribuı´dos
em va´rios ficheiros. No que diz respeito a` plataforma MapReduce, os paraˆmetros de
configurac¸a˜o encontram-se definidos no ficheiro mapred-site.xml.
Listing 4.3: Ficheiro de configurac¸a˜o do MapReduce
<?xml version="1.0"?>
<?xml-stylesheet type="text/xsl" href="configuration.xsl"?>
<!-- Put site-specific property overrides in this file. -->
<configuration>
<!-- 3 by default //-->
<property>
<name>tasktracker.tasks.replica</name>
<value>5</value>
</property>
</configuration>
Para a nova plataforma foi criado o paraˆmetro tasktracker.tasks.replica.
O novo paraˆmetro indica o nu´mero de re´plicas que se quer usar. Por omissa˜o, a plataforma
usa o valor 3, e este paraˆmetro so´ aceita valores ı´mpares.
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Capı´tulo 5
Resultados
5.1 Grid’5000
O Grid’5000 e´ uma infraestrutura distribuı´da por nove locais em Franc¸a, usada para o
estudo de sistemas paralelos e distribuı´dos de grande escala. A infraestrutura visa propor-
cionar uma plataforma altamente configura´vel e monitoriza´vel pelos utilizadores, com o
objectivo de proporcionar um testbed que permita que se realizem experieˆncias em todas
as camadas de software, entre os protocolos de rede ate´ as aplicac¸o˜es. Cada local conte´m
centenas de PCs ligados em reduce, perfazendo um total 1572 no´s (ver tabela 5.1) [1].
5.2 GridMix
O Gridmix e´ uma aplicac¸a˜o que conte´m um conjunto de testes de benchmarking usados
para tirar um conjunto de me´tricas, como o tempo de execuc¸a˜o das tarefas e a quanti-
dade de dados escritos e lidos. Os testes existentes sa˜o o MonsterQuery, StreamingSort,
JavaSort, WebdataScan, WebdataSort e Combiner, e sa˜o descritos nos pontos abaixo.
• WebdataScan - Este teste retorna porc¸o˜es dos ficheiros de entrada. Cada tarefa
de map cria um par chave-valor a partir do bloco de dados que leˆ. Os primeiros
bytes do bloco e´ a chave, e o restante e´ o valor. As tarefas de reduce convertem os
pares chave-valor em blocos do dados e o resultado final e´ guardado em ficheiro no
HDFS.
• WebdataSort - Cada tarefa de map leˆ um bloco de dados do ficheiro de entrada e
constro´i pares chave-valor. Os primeiros bytes e´ a chave, e o restante e´ o valor.
Sites Bordeaux Grenoble Lille Lyon Nancy Orsay Rennes Sophia Toulouse Total
Nodes 154 118 100 135 236 340 162 151 132 1572
Tabela 5.1: Tabela com o nu´mero de no´s disponı´veis
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Cada tarefa de reduce ordena os pares chave-valor, concatena os blocos e guarda o
resultado final no HDFS.
• StreamingSort - No exemplo do StreamingSort, o map e o reduce sa˜o processos
separados que leˆem o input do stdin e enviam o output para o stdout. Cada tarefa
de map lanc¸a o comando UNIX cat em processos separados sobre os blocos de
dados. As tarefas de map pegam no resultado do stdout e convertem-no em pares
chave-valor. A primeira sequeˆncia de bytes ate´ ao separador e´ considerado a chave,
e o restante e´ o valor. Cada tarefa de reduce obte´m o resultado gerado pelas tarefas
de map, ordena os pares pela chave e lanc¸a o comando cat sobre os dados de
entrada. O stdout e´ convertido em blocos de dados e guardado no HDFS. Os pares
que na˜o tiverem valor, sa˜o descartados pelas tarefas de reduce.
• MonsterQuery - O teste do MonsterQuery e´ um exemplo que filtra um texto iter-
ativamente, devolvendo apenas porc¸o˜es dele. Cada tarefa de map apenas converte
10% do tamanho total ficheiros de entrada em par chave-valor. A primeira palavra
e´ considerada a chave, e o valor e´ o resto do bloco de dados. Do resultado gerado
pelas tarefas de map, as tarefa de reduce convertem apenas 40% dos pares chave-
valor em blocos de dados e guarda o resultado final no HDFS. Posteriormente, outro
job sera´ lanc¸ado, que ira´ ler o resultado gerado da iterac¸a˜o anterior, e fara´ os mes-
mos passos descritos atra´s. Este processo repete-se mais uma vez. Em suma, a
execuc¸a˜o de um exemplo do MonsterQuery e´ constituı´do pela execuc¸a˜o iterativa de
3 jobs.
• JavaSort - O teste do JavaSort tem como objectivo ordenar um texto pela chave.
Cada tarefa de map converte cada linha dos ficheiros de entrada em pares chave-
valor. Por cada linha, a tarefa de map vai a` procura de uma sequeˆncia de bytes para
criar pares chave-valor. A parte do texto que estiver atra´s da sequeˆncia de bytes, e´
considerada a chave. O que estiver a` frente da sequeˆncia de bytes e´ considerado o
valor. Se na˜o existir a sequeˆncia de bytes, a linha e´ considerada a chave, e o valor
e´ vazio. Cada tarefa de reduce apenas guarda os valores dos pares criados pelas
tarefas de map no HDFS.
• Combiner - O teste do Combiner e´ o exemplo do WordCount que tem definido uma
classe de combiner. O conceito combiner no Hadoop MapReduce tem o objectivo
de funcionar como uma tarefa de reduce pre´via, que recebe os dados de saı´da de
cada map e agrega-los antes de os enviarem para as tarefas de reduce. As classes de
combiner definidas pelo utilizador sa˜o na verdade classes de reduce. O objectivo do
combiner e´ melhorar a eficieˆncia, usando um reduce como uma tarefa intermedia´ria.
Os dados gerados pelo combiner sera˜o processados pelas tarefas de reduce, que
guardara˜o o resultado final no HDFS.
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Site Rennes Lille
Jobs run MonsterQuery WebdataScan
StreamingSort WebdataSort
JavaSort Combiner
Cluster Paramount Chicon
Model Dell PowerEdge 1950 IBM eServer 326m
CPU Intel Xeon 5148 AMD Opteron 285 2.6
LV 2.33 Ghz GHz / 1 MB / 800 MHz
2 cpus per node 2 cpus per node
2 cores per cpu 2 cores per cpu
Memory 8 GB 4 GB
Network Myri-10G Myri-10G
Gigabit Ethernet Gigabit Ethernet
Storage 2x300 GB Raid0 / SATA 80 GB / SATA
Tabela 5.2: Caracterı´sticas das ma´quinas usadas nos testes
O conjunto dos testes foi dividido em dois grupos, e foram conduzidos em 10 no´s de
dois sites diferentes. Um suma´rio das caracterı´sticas do ambiente usado e´ mostrado na
Tabela 5.2. O ambiente escolhido e´ condicionado pelo nu´mero de ma´quinas, de forma a
limitar os recursos utilizados durante os testes.
Os testes MonsterQuery, StreamingSort e JavaSort correram no site Rennes, e o testes
WebdataScan, WebdataSort e Combiner foram executados no site Lille. Foram executa-
dos va´rios exemplos com um nu´mero variado de splits. Executaram-se exemplos com 10,
20, 50, 100, 150, 200, 250, 300, 400, 500, 600, 700, 800, 900 e 1000 splits. Como cada
tarefa de map processa um split, no maior exemplo a ser executado na versa˜o oficial, sera˜o
lanc¸adas 1000 tarefas de map. Na versa˜o BFT sera˜o lanc¸adas pelo menos 2000 tarefas de
map.
Foi utilizado um factor de replicac¸a˜o de 3, para se tolerar no ma´ximo 1 falta (n = 2f+
1). Considera-se este valor suficiente porque, e´ mais prova´vel que n re´plicas falhem com
resultados diferentes, do que retornarem o mesmo resultado falso. Tambe´m duas re´plicas
da mesma tarefa na˜o correm no mesmo no´, diminuindo a probabilidade de devolverem o
mesmo resultado final incorrecto, em caso de existirem no´s faltosos.
Os paraˆmetros de configurac¸a˜o dos testes esta˜o especificados no ficheiro gridmix-
config.xml. Aqui define-se paraˆmetros como o nu´mero de testes, a quantidade de
ficheiros de entrada e o nu´mero de tarefas de reduce que se quer usar. Foi neste ficheiro
que se definiu o nu´mero de splits, para o tamanho do problema, e o nu´mero de tarefas de
reduce que cada teste usou. Foi definido 50 tarefas de reduce para todos os testes.
Todos os resultados dos testes do Gridmix sa˜o gravados em ficheiro de texto. Os
valores mostrados nos va´rios gra´ficos corresponde a uma me´dia de 5 execuc¸o˜es dos dados
recolhidos nos ficheiros.
Por omissa˜o, o tamanho do bloco de HDFS e´ de 64 MB. Este foi o tamanho usado
nos testes porque, ao usar-se blocos com o tamanho mu´ltiplo de 64 MB, faria com que os
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exemplos se tornassem maiores e se demorasse mais tempo a realizar os testes. O tamanho
total de dados usado foi calculado de modo a que cada split tenha a mesma dimensa˜o do
bloco. Num exemplo que leˆ 500 splits, e´ lido um total de 32 GB (500*64MB) de dados.
Ao utilizar-se splits com um tamanho ideˆntico ao tamanho do bloco do HDFS, esta´-se a
maximizar o uso das tarefas de map.
5.3 Resultados do Gridmix
A primeira ana´lise que se pode fazer para se perceber que atrasos o Hadoop BFT trouxe
em relac¸a˜o a` versa˜o oficial, e´ perceber o quanto a plataforma se tornou mais lenta. A
figura 5.1 mostra o ra´cio do tempo de execuc¸a˜o total, para se perceber quantas vezes mais
a plataforma BFT demora a executar que a versa˜o oficial. O ra´cio e´ obtido pela raza˜o
entre o tempo de execuc¸a˜o total de cada exemplo da versa˜o BFT sobre a versa˜o oficial.
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Figura 5.1: Ra´cio das va´rias execuc¸o˜es de todos os exemplos do Gridmix
Pode-se observar que a maioria dos exemplos teˆm um valor de ra´cio no intervalo de
2 a 2.5. Nos exemplos com poucos splits de entrada, este valor tende a ser inferior a 2.
A raza˜o do valor ser inferior a 2, e´ porque a` quantidade de dados a processar ainda na˜o e´
suficientemente grande para introduzir atrasos na execuc¸a˜o. Quando se fala em exemplos
maiores, como os exemplos em que as tarefas de map processam a partir dos 500 splits,
com esta configurac¸a˜o, na versa˜o BFT, pelo menos 1000 tarefas de map ira˜o processar
blocos de 64MB e 150 tarefas de reduce ira˜o retornar a soluc¸a˜o final. Trata-se do dobro de
tarefas de map e o triplo de tarefas de reduce que executaram num conjunto de 10 no´s, em
tantos no´s quanto na plataforma usada para os testes realizados da versa˜o oficial. Devido
a se ter aumentado o trabalho e continuar a usar-se a mesma quantidade de recursos, e´
prova´vel que exista situac¸o˜es em que a quantidade de memo´ria disponı´vel na ma´quina
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Figura 5.2: Ra´cio da percentagem de tarefas data-local de todos os exemplos do Gridmix
virtual na˜o seja suficiente, ou as operac¸o˜es de I/O bloqueiem com maior frequeˆncia. E´
nestas situac¸o˜es de bloqueio que e´ introduzido mais carga nos no´s com o lanc¸amento de
tarefas especulativas. Uma outra raza˜o para que o desempenho na˜o seja melhor, e´ porque
nestes testes correram 2f + 1 tarefas de reduce, e na˜o f + 1. Este ponto vai ser corrigido
num trabalho futuro.
Na figura 5.2 mostra-se o ra´cio da percentagem de tarefas data-local (tarefas que
correram no mesmo no´ aonde se encontra o split). Este valor anda em torno de 1, o que
mostra que em ambas as verso˜es, a percentagem de tarefas locais lanc¸adas em ambas
as verso˜es sa˜o semelhantes. Em casos pontuais, a percentagem de tarefas data-local da
versa˜o BFT e´ superior a` da versa˜o oficial, o que significa que a versa˜o BFT obteve me-
lhores resultados. Tem-se como exemplo o WebdataSort, que em alguns casos mostra
um valor de ra´cio superior a 1. Na situac¸a˜o oposta, tem-se como exemplo o Combiner,
que mostra, em algumas situac¸o˜es, a versa˜o oficial obteve melhores resultados. Estas
variac¸o˜es de valores dependem da eficieˆncia do algoritmo de distribuic¸a˜o de trabalho.
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Figura 5.3: Ra´cio da percentagem de bytes lidos do HDFS
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Figura 5.4: Ra´cio da percentagem de bytes escritos localmente
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Figura 5.5: Ra´cio da percentagem de bytes escritos no HDFS
Como sa˜o executados f + 1 tarefas de map na versa˜o BFT, tambe´m sa˜o gerados mais
dados do que na versa˜o oficial. A figura 5.3 mostra que a versa˜o BFT leu duas vezes mais
dados de entrada do HDFS, as tarefas de map tambe´m produziram o dobro de MapOutput
(ver figura 5.4), e as tarefas de reduce produziram 3 vezes mais o resultado final (ver
figura 5.5). A contabilizac¸a˜o dos dados de saı´da na˜o inclui a replicac¸a˜o dos dados no
HDFS.
Nas secc¸o˜es seguintes mostra-se individualmente os resultados da execuc¸a˜o de cada
aplicac¸a˜o do GridMix.
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5.3.1 WebdataScan
Um conjunto de me´tricas foram tiradas deste exemplo e sa˜o mostradas nos gra´ficos abaixo.
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Figura 5.6: Durac¸a˜o do job, e das tarefas de map e de reduce
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Figura 5.7: Raza˜o entre os tempos totais de execuc¸a˜o das duas verso˜es
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Figura 5.8: Quantidade de dados de entrada lidos
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Figura 5.9: Quantidade de MapOutput escritos
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 0  200  400  600  800  1000
HD
SF
 By
tes
 W
ritt
en
 (M
B)
Number of tasks
bft
oﬃcial
Figura 5.10: Quantidade de dados de saı´da escritos
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Discussa˜o A primeira ana´lise que se pode fazer para se perceber que atrasos o Hadoop
BFT trouxe em relac¸a˜o a` versa˜o oficial, e´ perceber o quanto a plataforma se tornou mais
lenta. A figura 5.6 mostra o tempo total de execuc¸a˜o dos jobs. Veˆ-se na figura que a
versa˜o BFT demora sempre mais tempo que a versa˜o oficial. Este comportamento e´ igual
para as tarefas de map e de reduce. Para se perceber quantas vezes mais a aplicac¸a˜o BFT
demorou em relac¸a˜o a` oficial, a figura 5.7 mostra o ra´cio do tempo de execuc¸a˜o do job.
Nos exemplos que correram com poucos splits, o ra´cio do job tende a ser inferior 2. A
partir dos exemplos que correram com 300, o ra´cio tende a estabilizar por volta do valor
de 2.5. Uma das razo˜es para que esta aplicac¸a˜o demore um valor acima do 2, e´ devido ao
lanc¸amento das tarefas especulativas e pelo facto da aplicac¸a˜o executar 2f + 1 tarefas de
reduce em vez de f+1. As tarefas especulativas sa˜o lanc¸adas pelo JobTracker quando elas
demoram muito tempo a terminarem. O facto do ra´cio das tarefas de map estar pro´xima
do valor 2.5, mostra que foram lanc¸adas mais tarefas para ale´m de f + 1.
Nos exemplos de 300 e 400 splits, o ra´cio do tempo total de execuc¸a˜o das tarefas de
reduce cresceu abruptamente. A fase do “shuffle & sort” tem um momento em que a
tarefa de reduce escolhe se quer guardar todo o MapOutput em memo´ria, ou em disco.
Nestes exemplos, as tarefas de reduce optam por guardar todos estes dados em memo´ria.
Esta ma´ decisa˜o rapidamente enche a memo´ria disponı´vel que cada tarefa tem atribuı´da,
fazendo com que demore mais tempo a terminar.
Como sa˜o executadas cerca de f + 1 mais tarefas de map na versa˜o BFT, do que na
versa˜o oficial, a quantidade de informac¸a˜o tambe´m e´ duplicada. A figura 5.8 mostra a
quantidade de dados de entrada que foram lidos do sistema de ficheiro HDFS. Na versa˜o
oficial foram lidos no ma´ximo cerca de 64GB de dados, enquanto que, na versa˜o BFT
foram lidos o dobro. Estes dados sa˜o processados pelas va´rias tarefas de map. Se se
dividir o valor total de dados lidos sobre o nu´mero de tarefas de map, observa-se que em
ambas as verso˜es, cada uma das tarefas de map processou 64MB de dados. Num exemplo
que correu 100 tarefas de map, na versa˜o oficial foram lidos 100 splits de 64MB cada,
enquanto que na versa˜o BFT foram lidos pelo menos 200 splits do mesmo tamanho.
As tarefas de map geraram um total de MapOutput muito menor ao nu´mero de bytes
lidos do HDFS. A figura 5.9 mostra que foram gerados no ma´ximo 320 MB de dados.
Neste exemplo, cada tarefa de map gerou um MapOutput com 0.25% do tamanho dos
dados lidos, o que faz com que se gaste menos tempo na fase de “Shuffle”. As tarefas de
reduce transformam parte dos pares chave-valor em blocos de dados.
No final da execuc¸a˜o dos testes foi criado no ma´ximo um total de 2.7 MB na versa˜o
oficial e 8 MB na versa˜o BFT.
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5.3.2 WebdataSort
Um conjunto de me´tricas foram tiradas deste exemplo e sa˜o mostradas nos gra´ficos abaixo.
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Figura 5.11: Durac¸a˜o do job, map e reduce
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Figura 5.12: Raza˜o entre os tempos totais de execuc¸a˜o das duas verso˜es
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Figura 5.13: Quantidade de dados de entrada lidos
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Figura 5.14: Quantidade de MapOutput escritos
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Figura 5.15: Quantidade de dados de saı´da escritos
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Discussa˜o Este exemplo demora mais tempo a executar que o exemplo anterior em
ambas as verso˜es. A figura 5.11 mostra o tempo total de execuc¸a˜o dos jobs. Mas a nı´vel
de ra´cio, observa-se que este exemplo apresenta valores mais regulares. Veˆ-se na figura
que o crescimento da linha BFT e´ maior que o da versa˜o oficial. Veˆ-se na figura 5.12 que
o ra´cio do tempo de execuc¸a˜o do job anda em torno de intervalo 2 e 2.5.
A raza˜o do ra´cio do job estar pro´ximo do valor 2.5 nos exemplos entre os 500 e 700
splits, deveu-se a` lentida˜o do JobTracker considerar o trabalho terminado. Por uma raza˜o
desconhecida, o JobTracker demorou mais tempo a receber informac¸a˜o dos TaskTrackers
sobre o fim das tarefas. Mas curiosamente, o valor do ra´cio das tarefas de reduce e´ esta´vel,
ao contra´rio das tarefas de map que apresentam uma ligeira subida.
A figura 5.13 apresenta os mesmos valores que no exemplo anterior. Na versa˜o oficial,
o maior teste leu cerca de 64 GB de dados de entrada, enquanto que, na versa˜o BFT foram
lidos o dobro. Foram gerados a mesma quantidade de MapOutput, quanto os bytes lidos
(ver figura 5.14). No entanto, foram escritos no ma´ximo 7.6 GB de dados no HDFS na
versa˜o oficial, e 15 GB de dados para a versa˜o BFT.
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5.3.3 Combiner
Um conjunto de me´tricas foram tiradas deste exemplo e sa˜o mostradas nos gra´ficos abaixo.
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Figura 5.16: Durac¸a˜o do job, map e reduce
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Figura 5.17: Raza˜o entre os tempos totais de execuc¸a˜o das duas plataformas
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Figura 5.18: Quantidade de dados de entrada lidos
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Figura 5.19: Quantidade de MapOutput escritos
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Figura 5.20: Quantidade de dados de saı´da escritos
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Discussa˜o A primeira ana´lise que se pode fazer para se perceber o quanto a versa˜o
BFT esta´ mais lenta em relac¸a˜o a` versa˜o oficial. A figura 5.16 mostra o tempo total de
execuc¸a˜o dos va´rios jobs, com um nu´mero variado de splits. O crescimento da linha BFT
acompanha a da versa˜o oficial. Este comportamento e´ acompanhado pelas tarefas de map
e de reduce. A figura 5.17 mostra que o job ao longo dos testes demora cerca de duas
vezes mais que a versa˜o oficial.
A figura 5.18 mostra a quantidade de dados que foram lidos do sistema de ficheiro
HDFS. Na versa˜o oficial foram lidos cerca de 64 GB de dados do sistema de ficheiro
HDFS, enquanto que, na versa˜o BFT foram lidos o dobro. No exemplo com um nu´mero
maior de splits, do total de dados de entrada lidos, foram gerados no ma´ximo MapOutputs
com um total de 88 MB para a versa˜o oficial, e o dobro para a versa˜o BFT. Por sua vez,
as tarefas de reduce produziram 12 KB de dados de saı´da na versa˜o oficial, e o triplo na
versa˜o BFT (ver figura 5.20). Embora os resultado parec¸am no gra´fico constantes, eles
variam desde os 11.37 KB ate´ 12.14 KB na versa˜o oficial e, desde os 34.08 KB ate´ 36.42
KB para a versa˜o BFT. Os dados de saı´da sa˜o compostos por pares “palavra-nu´mero de
ocorreˆncias”, daı´ na˜o haver grande variac¸a˜o no tamanho total dos dados produzidos em
ambas as verso˜es.
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5.3.4 StreamingSort
Um conjunto de me´tricas foram tiradas deste exemplo e sa˜o mostradas nos gra´ficos abaixo.
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Figura 5.21: Durac¸a˜o do job, map e reduce
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Figura 5.22: Raza˜o entre os tempos totais de execuc¸a˜o das duas verso˜es
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Figura 5.23: Quantidade de dados de entrada lidos
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Figura 5.24: Quantidade de MapOutput escritos
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Figura 5.25: Quantidade de dados de saı´da escritos
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Discussa˜o Veˆ-se na figura 5.21 que a versa˜o BFT demora sempre mais tempo que a
versa˜o oficial. No entanto, o ra´cio das tarefas de reduce apresentam flutuac¸o˜es nos exem-
plos ate´ ao 200 splits. Nos exemplos maiores, o ra´cio das tarefas tende a estabilizar. E´
prova´vel que a raza˜o destas flutuac¸o˜es se deva a` falta de memo´ria disponı´vel na ma´quina
virtual. No entanto, o ra´cio do job tende a apresentar valores mais constantes.
Os gra´ficos 5.23, 5.24 e 5.25 apresentam valores ideˆnticos aos exemplos anteriores.
No final da execuc¸a˜o, no maior exemplo, foi gravado no HDFS 15 GB na versa˜o oficial e
45 GB na versa˜o BFT.
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5.3.5 MonsterQuery
Um conjunto de me´tricas foram tiradas deste exemplo e sa˜o mostradas nos gra´ficos abaixo.
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Figura 5.26: Durac¸a˜o do job, map e reduce
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Figura 5.27: Raza˜o entre os tempos totais de execuc¸a˜o das duas verso˜es
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Figura 5.28: Quantidade de dados de entrada lidos
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Figura 5.29: Quantidade de MapOutput escritos
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Figura 5.30: Quantidade de dados de saı´da escritos
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Discussa˜o A primeira ana´lise que se pode fazer para se perceber que atrasos o Hadoop
BFT trouxe em relac¸a˜o a` versa˜o oficial, e´ perceber o quanto a plataforma se tornou mais
lenta. A figura 5.26 mostra o tempo total de execuc¸a˜o dos jobs. Veˆ-se na figura que
a versa˜o BFT demora sempre mais tempo que a versa˜o oficial. Este comportamento e´
igual para as tarefas de map e de reduce. Para se perceber quantas vezes mais a aplicac¸a˜o
BFT demorou em relac¸a˜o a` oficial, a figura 5.27 mostra o ra´cio do tempo de execuc¸a˜o
do job. O ra´cio tende a ficar entre os 2 e 2.5 vezes mais. Uma das razo˜es para que esta
aplicac¸a˜o demore um valor acima do 2, e´ devido ao lanc¸amento das tarefas especulativas,
especialmente nos exemplos entre 150 e 250 splits. Nestes exemplos, veˆ-se que o ra´cio
das tarefas de map sobe ligeiramente para os valor 2.5.
Os gra´ficos 5.28, 5.29 e 5.30 apresentam valores ideˆnticos aos exemplos anteriores.
Do total de dados gerados pelo MapOutput, apenas 25% foi convertido em blocos de
dados pelas tarefas de reduce. A figura 5.30 mostra que no maior exemplo foram gravados
em HDFS 1.5 GB de dados na versa˜o oficial e 3 GB na versa˜o BFT.
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5.3.6 JavaSort
Um conjunto de me´tricas foram tiradas deste exemplo e sa˜o mostradas nos gra´ficos abaixo.
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Figura 5.31: Durac¸a˜o do job, map e reduce
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Figura 5.32: Raza˜o entre os tempos totais de execuc¸a˜o das duas verso˜es
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Figura 5.33: Quantidade de dados de entrada lidos
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Figura 5.34: Quantidade de MapOutput escritos
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Figura 5.35: Quantidade de dados de saı´da escritos
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Discussa˜o A primeira ana´lise que se pode fazer para se perceber que atrasos o Hadoop
BFT trouxe em relac¸a˜o a` versa˜o oficial, e´ perceber o quanto a plataforma se torna mais
lenta. A figura 5.31 mostra o tempo total de execuc¸a˜o dos jobs. Veˆ-se na figura que o
tempo de execuc¸a˜o total das tarefas de map e´ bastante menor que as tarefas de reduce.
Em ambas as verso˜es, as tarefas de map demoraram mais tempo a executar que as tarefas
de reduce.
A figura 5.32 mostra que a versa˜o BFT apresenta um ra´cio com um valor esta´vel ao
longo dos va´rios exemplos. Os va´rios exemplos demoram cerca de duas vezes mais que
a versa˜o oficial. Este valor sofre pequenas variac¸o˜es ao longo dos va´rios exemplos, mas
nada de significativo.
Os gra´ficos 5.33, 5.34 e 5.35 apresentam valores ideˆnticos aos exemplos anteriores.
Neste exemplo, no ma´ximo foram escritos no HDFS 15 GB na versa˜o oficial e 30 GB na
versa˜o BFT.
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5.3.7 Avaliac¸a˜o com mais recursos disponı´veis.
Os testes realizados do Gridmix mostram que com os mesmos recursos, a versa˜o BFT
tende a demorar entre duas a treˆs vezes mais que a versa˜o oficial. A questa˜o de testar
um dos exemplos com o dobro dos recursos torna-se inevita´vel, para perceber-se se a
versa˜o BFT consegue apresentar resultados semelhantes a` versa˜o oficial. Por esta raza˜o,
decidiu-se em pegar num dos exemplos do Gridmix e correˆ-lo com o dobro de recursos. O
exemplo escolhido aleatoriamente foi o WebdataScan. O exemplo na versa˜o BFT correu
em 20 ma´quinas, e o da versa˜o oficial correu em 10 ma´quinas.
Um conjunto de me´tricas foram tiradas deste exemplo e sa˜o mostradas nos gra´ficos
abaixo.
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Figura 5.36: Durac¸a˜o do job, e das tarefas de map e de reduce
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Figura 5.37: Raza˜o entre os tempos totais de execuc¸a˜o das duas verso˜es
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Figura 5.38: Quantidade de dados de entrada lidos
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Figura 5.39: Quantidade de MapOutput escritos
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Figura 5.40: Quantidade de dados de saı´da escritos
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Discussa˜o A primeira ana´lise que se pode fazer para se perceber que atrasos o Hadoop
BFT trouxe em relac¸a˜o a` versa˜o oficial, e´ perceber o quanto a plataforma se tornou mais
lenta. A figura 5.36 mostra o tempo total de execuc¸a˜o dos jobs, das tarefas de map e de
reduce em ambas as verso˜es. Veˆ-se na figura que a versa˜o BFT, com o dobro de no´s, tem
tendeˆncia a demorar o mesmo tempo que a versa˜o oficial. Este comportamento e´ igual
para as tarefas de map e de reduce. Para se perceber quantas vezes mais a aplicac¸a˜o BFT
demorou em relac¸a˜o a` oficial, a figura 5.37 mostra o ra´cio do tempo de execuc¸a˜o do job.
Nos va´rios exemplos, a versa˜o BFT tem tendeˆncia a demorar 1.13 vezes mais que a versa˜o
oficial. E´ com muita probabilidade que o facto do valor ser superior a 1, deve-se ao facto
de a aplicac¸a˜o executar 2f + 1 tarefas de reduce em vez de f + 1. De qualquer forma,
a versa˜o BFT, com o dobro de recursos, tem tendeˆncia a apresentar resultados parecidos
com a versa˜o oficial. Pode-se prever que, se apenas se lanc¸asse f + 1 tarefas de reduce, o
desempenho da versa˜o BFT seria melhor.
Os gra´ficos 5.38, 5.39 e 5.40 apresentam valores parecidos com os do teste mostrado
na secc¸a˜o 5.3.1. No final da execuc¸a˜o dos testes foi criado no ma´ximo um total de 2.7
MB na versa˜o oficial e 8 MB na versa˜o BFT.

Capı´tulo 6
Trabalho Futuro
Este trabalho e´ um melhoramento da plataforma oficial, em que utiliza as te´cnicas replicac¸a˜o
e um sistema de votac¸a˜o simples para mascarar faltas. No entanto, existem outros pontos
que podem ser implementados para melhorar o desempenho da plataforma, e existem al-
gumas vulnerabilidades, que foram adquiridas da versa˜o oficial, que podem poˆr em causa
a integridade da plataforma atrave´s de ataques maliciosos. Este trabalho na˜o visa cobrir
ataques maliciosos, mas e´ listado a` mesma possı´veis problemas que a aplicac¸a˜o possa ter
neste aˆmbito.
O Hadoop MapReduce lanc¸a todas as tarefas de reduce, mas poderia-se lanc¸ar apenas
um 1
3
delas. Ao se realizar esta melhoria, menos tarefas de reduce seriam lanc¸adas, o que
aumentaria o desempenho da plataforma. Juntamente com esta funcionalidade, teria que
existir um mecanismo de validac¸a˜o do resultado final gerado pelas tarefas de reduce, para
que o JobTracker saiba se e´ necessa´rio lanc¸ar mais tarefas de reduce, ou se o job terminou
com sucesso.
A funcionalidade que permitia a execuc¸a˜o de tarefas por tentativa na˜o foi implemen-
tada - Tentative Execution (ver secc¸a˜o 3.1.4). Esta funcionalidade obrigaria uma alterac¸a˜o
profunda no Hadoop MapReduce, o que era impossı´vel de se realizar por falta de tempo,
deixando este ponto para trabalho futuro.
Se todas as tarefas de reduce validassem o resultado final antes do escrevem no HDFS,
apenas seria necessa´rio uma re´plica de uma tarefa de reduce guardar os dados, e na˜o todas.
Ao diminuir o nu´mero de escritas no HDFS no lado reduce, especialmente nos casos em
que e´ necessa´rio escrever Gigabytes ou Terabytes de dados, o desempenho da plataforma
melhoraria.
Os componentes da plataforma comunicam entre si por chamadas RPC e por HTTP.
Os dados que sa˜o enviados para os va´rios componentes va˜o em claro (“plain text”) e na˜o
oferecem nenhuma garantia sobre a autenticidade do emissor. Qualquer “hacker” pode
comprometer a confidencialidade (“eavesdropping”), ou simular a sua identidade (“man-
in-the-middle attack”) para manipular a informac¸a˜o. Uma soluc¸a˜o para este problema
consiste em garantir a autenticidade dos va´rios intervenientes (componentes) e todas as
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mensagens passarem a ser assinadas e cifradas.
O JobTracker e o NameNode continuam a ser “single point of failure”. Se um desses
componentes ficar comprometido, a plataforma deixa de funcionar correctamente. Uma
soluc¸a˜o seria introduzir a capacidade destes componentes reiniciarem-se, ou instala´-los
em sistemas tolerante a intruso˜es, ou ter mais do que uma instaˆncia. Se se implementasse
o u´ltimo caso, se um destes componentes falhasse, as instaˆncias de backup passariam a
lidar com o resto da execuc¸a˜o.
Todo o co´digo criado dentro das func¸o˜es de map e de reduce e´ da responsabilidade
do utilizador, e na˜o e´ controlado pela plataforma. A partir destas func¸o˜es, o utilizador
pode aceder ao sistema operativo, ao sistema de ficheiros, a`s directorias tempora´rias, ou
a` rede. E´ necessa´rio controlar acessos indevidos, usando o Servic¸o de Autenticac¸a˜o e
Autorizac¸a˜o do Java (JAAS), para evitar qualquer tipo de ataque malicioso.
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Capı´tulo 7
Conclusa˜o
Este trabalho apresenta um algoritmo MapReduce tolerante a faltas Bizantinas e o respec-
tivo proto´tipo. O algoritmo utiliza f + 1 re´plicas para tolerar faltas arbitra´rias, apesar da
maioria dos algoritmos de BFT necessitar de 3f + 1 re´plicas. O proto´tipo foi extendido
sobre a plataforma Hadoop MapReduce, o que obrigou a alterac¸a˜o de algumas partes do
co´digo fonte.
A nova versa˜o foi testada com aplicac¸o˜es reais provenientes da ferramenta de bench-
marking Gridmix na infraestrutura Grid’5000. Com estes testes mostra-se que o proto´tipo
tolera faltas arbitra´rias sem diminuir o desempenho mais do que o necessa´rio. Os resulta-
dos dos testes confirmam o que poderia ser intuı´do a partir do algoritmo: que com f = 1,
o tempo para executar um trabalho num pequeno cluster duplica, e na˜o triplica, o que
equivale a aproximadamente o dobro do tempo de CPU. O uso de f = 1 nos testes e´
uma assunc¸a˜o realista porque: (i) as faltas arbitra´rias sa˜o raras; (ii) isso significa que a
probabilidade de mais do que uma re´plica da mesma tarefa retornar o mesmo resultado
errado e´ insignificante.
Como com o mesmo nu´mero de recursos usados nos testes, os exemplos corridos na
versa˜o BFT demoram cerca do dobro do tempo que na versa˜o oficial. Tambe´m foram
apresentadas algumas funcionalidades em trabalho futuro para melhorar o proto´tipo.
O trabalho desenvolvido nesta tese tornou possı´vel va´rias publicac¸o˜es. Dois resumos
foram publicados em conjunto com a equipa do laborato´rio Franceˆs LIP6, apresentados
na confereˆncia “40th Annual IEEE/IFIP International Conference on Dependable Sys-
tems and Networks (DSN 2010)” [6] e na confereˆncia “Rencontres francophones du Par-
alle´lisme (RenPar’20)” [11]. Um artigo completo descrevendo o trabalho da tese foi pub-
licado na confereˆncia “IEEE CloudCom 2011” [11].
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