Abstract-The prototypical brain-computer interface (BCI) algorithm translates brain activity into changes in the states of a computer program, for typing or cursor movement. Most approaches use neural decoding which learns how the user has encoded their intent in their noisy neural signals. Recent adaptive decoders for cursor movement improved BCI performance by modeling the user as a feedback controller; when this model accounts for adaptive control, the neural decoder is termed co-adaptive. This recent collection of control-inspired neural decoding strategies disregards a major antecedent conceptual realization, whereby the user could be induced to adopt an encoding strategy (control policy) such that the encoder-decoder pair (or equivalently, controller-plant pair) is optimal under a desired cost function.
I. INTRODUCTION
Brain-computer interfaces (BCI) allow humans to control states of a computer by modulating their brain activity. For example, a recent demonstration allowed a paralyzed patient to control detailed movements of an anthropomorphic robotic arm through neural activity recorded from surgicallyimplanted electrodes in motor cortex [1] . BCI algorithms govern how computer states change with neural activity and what feedback is sent to the user. Although BCI can be used for typing, drawing, and other activities based on discretevalued user commands [2] , we focus on user control of movement based on continuous-valued user commands.
Neural decoding is the dominant conceptual approach to designing BCI algorithms. In this perspective, neural activity encodes the user's intent, corrupted by noise. The BCI algorithm is designed as a decoder that learns this encoding in order to estimate user intent from neural signals. This perspective encompasses most existing BCI methods, including the population vector algorithm [3] , Kalman filter [4] , adaptive point process filter [5] - [7] , ReFIT [8] , Joint RSE [9] , and coadaptive estimation [10] . Some empirical work suggests that users can improve closed-loop performance even during periods where the neural decoder is fixed [11] , [12] . This raises the possibility that neural activity could be purposefully shaped to implement encoding schemes that optimally match the decoder. Neural decoding entirely disregards this opportunity in its design. For example, adaptive neural decoders attempt to match the decoder to the user's current encoding scheme. This leads to rapid early improvements, but possibly sacrifices asymptotic performance.
Separate work antecedant to the newer adaptive decoders proposed a comprehensive framework for the BCI algorithm as the joint selection of encoder and decoder [2] , [13] , [14] . In one demonstration of this approach, the posterior matching scheme [15] was employed in the context of discrete-valued (binary) user commands to specify a two-dimensional path of movement [2] . In this case, adopting the encoding scheme did not likely require significant user training. In other work, an anthropomorphic robotic hand was designed by joint optimization of controller (a simulated user) and plant (the robotic hand) [16] .
Neural decoding methods called 'turntaking' alternate between user learning and decoder adaptation [17] , [18] , but this iterative approach likely settles on a Pareto-optimal controllerplant which is not globally optimal [19] . For example, the closed-loop decoder adaptation (CLDA) method [17] , [18] converges to decoder parameters that can induce pathological behavior in cursor movement, like tremor and curling force fields [20] . Importantly, the authors of that work corrected this pathological behavior by adjusting the related CLDA parameters based on analysis of closed-loop dynamics assuming some control model of the user [20] . In relation to this approach, neural shaping would have formally optimized these parameters based on cost of closed-loop dynamics, assuming optimal control by the user.
To help develop neural shaping for BCI cursor control, we examine the problem of jointly optimizing controller and plant under multi-dimensional continuous-valued state space and quadratic cost. Prior work solved the one-dimensional case [13] , building on related results [21] , [22] . To the best of our knowledge, the analytical solution for arbitrary dimensions and quadratic cost is not known and may be difficult [19] . To simplify the multi-dimensional case, we parametrize the plant to restrict the types of linear-Gaussian dynamics. This simplified problem may be sufficient to break the local Paretooptimality of turntaking neural decoders, and possibly unlock substantial performance gains for patients that will rely on this technology.
II. PROBLEM STATEMENT A discrete-time stochastic control system is defined by a plant, controller, and cost function. The plant is a difference equation in discrete time steps k ranging from 0 to N , describing the evolution of a state vector x k in relation to control inputs u k and noise n k :
A controller receives information about the plant state x k as well as the objective state x * and determines a control input, according to a control policy:
The quality of a control policy can be evaluated with a cost function which penalizes both states and control inputs with relation to a known objective state x * , and a distribution on the initial state x 0 and noise n k .
In contrast, the plant does not have knowledge of the true objective state x * . Instead, it knows only a distribution on the objective state. As such, the plant can be evaluated with a cost function averaged over the distribution on the initial state x 0 , objective state x * , and noise n k ,
Because it determines the length of time over which cost is accrued, N is also called the horizon, which can be finite or infinite. For infinite horizon, the cost functions (3),(4) are evaluated in the limit as N → ∞ after multiplying by 1/N to represent the average cost per time step.
A. Optimal Control Problem
Given plant dynamics g and cost function C(f, g), the optimal control problem seeks the control policy f * that minimizes cost:
B. Inverse Optimal Control Problem
A related problem is the inverse optimal control problem [23] . Given plant dynamics g and control policy f * , this problem seeks to find all cost functions C * (f, g) under which the controller-plant pair is optimum.
This problem is of particular interest to mathematical biologists and computational neuroscientists that seek to uncover the costs to which various natural systems are optimized [24] .
C. Optimal Controller-Plant Problem
Given cost function C(f, g), distribution on initial state x 0 , and distribution on objective state x * , the optimal controllerplant problem seeks control policy f * and plant dynamics g * that are optimal under the cost function,
The problem can be simplified (as with our case below) by parametrizing the plant dynamics g. Following existing nomenclature on combined plant/controller optimization [19] , this the simultaneous formulation of the neural shaping problem. The nested (bi-level) formulation of this problem [19] is,
The nested formulation determines the optimal control policy f * for a generically parameterized plant specification g, denoted f * (g) to emphasize that the optimal control policy is determined by the plant. The plant is optimized with knowledge that the corresponding optimal control policy is in effect. In the special case discussed below, we use this approach to determine an analytical solution to f * and g * . In practice, an analytical solution may not be possible, so f * is determined numerically for any given choice of g. The approach runs in nested loops, where the inner loop generates the optimal controller for the plant generated by the outer loop [19] .
The simultaneous and nested formulations provide global optimal plant/controller pairs [19] . This is not guaranteed for sequential and iterative formulations [19] . In the sequential formulation, the plant is optimized, followed by the controller. The iterative formulation alternates between optimizing plant and controller.
III. EXAMPLE BCI-RELATED CONTROLLER-PLANT SOLUTION
We now solve a specific case of the optimal plant problem, where the plant dynamics (1) are linear-Gaussian,
with the plant dynamics defined as
This
The costs matrices are defined as
where q 1 and q 2 are parameters specifying the costs on kinematics and r is the parameter specifying the cost on control. In particular, q 1 penalizes cursor distance from the origin and q 2 penalizes cursor velocity. Notation is summarized in Table  I . We now find the optimal controller for any given choice of the control scaling parameter β. A known result is that the optimal controller for linear-Gaussian plant dynamics with infinite-horizon quadratic cost is linear and time-invariant [25] , written in terms of the solution G to the algebraic Ricatti equation,
In this case, the solution is analytic,
where
The optimal controller [25] is a time-invariant control policy 
The optimal cost [25] as determined by the plant , is
Denote the initial state as x 0 = p 0 v 0 , and the objective
. The plant only knows the distribution of the initial state and objective state. As a result, it must take an expected value over the possible initial states and objective states. The optimal cost from the perspective of the plant for an N -step horizon is
Writing
the cost (29) simplifies to
where c is given by (21) . Note that we have purposefully chosen the cost to be finite horizon from the plant's perspective, despite having optimized the controller based on an infinite-horizon cost. This is to avoid a degenerate case, as will be discussed below with relation to Figure 1 .
The optimal control scaling parameter β * is defined as
To find this value, the derivative of J in terms of β is set to zero.
The optimal control scaling parameter β * is analytically solved in Mathematica. The resulting solution is voluminous and omitted due to space constraints. By varying β in the optimal cost function of (32), we can develop intuition on how this plant control scaling factor influences closed-loop performance. Figure 1 shows that control scaling parameters that are either too small or too large both erode closed-loop performance. The optimal scaling parameter elicits large amplitude control signal from the user, enhancing signal-to-noise, without demanding so much control signal that cost on control becomes unmanageable or kinematics deteriorates. The pattern of an optimal scaling parameter persists across different cost horizons. Longer cost horizons are more sensitive to control scaling parameter, perhaps because deteriorated performance is accumulated over longer periods of time.
We also see in Figure 1 that the optimum β decreases as N grows. In the infinite horizon limit as N → ∞, the optimum β for average cost per step goes to zero. In this degenerate scenario, the plant is incentivized to minimize the influence of control noise on the state once the goal state has been achieved. To do this, the plant must decrease the value of β. This in turn causes the plant state to more slowly arrive at x * , but since the horizon is infinite, slow convergence to x * does not ultimately affect cost per step. Figure 2 shows that smaller control scaling parameters are needed as noise on control input grows. The smaller control scaling parameter elicits larger control signals from the user, improving control signal-to-noise in the face of growing noise on control. This improved signal-to-noise comes at the expense of increased cost on control. Interestingly, when noise on control is sufficiently small, the optimal scaling parameter can afford to be greater than 1, meaning that control signals are magnified, allowing the user to conserve cost on control. Figure 3 displays the complete phase diagram relating optimal scaling parameter to noise on control and cost on control. The phase diagram recapitulates that increasing control cost promotes an optimal plant that scales up the control signal in an attempt to conserve the user's control cost. The noise on control input is a countervailing force, promoting an optimal plant that scales down control input, inducing the user to generate higher signal-to-noise control inputs, thereby incurring increased cost on control. . Phase diagram of the optimal control scaling parameter as it depends on control cost and noise on control, using a 10-step cost horizon. When cost on control is low and the noise level is high, the optimal control scaling parameter is high to scale down the noise and encourage larger control inputs. When the control cost is high and the noise level is low, it is hard to elicit larger control inputs and the noise is less disruptive.
IV. CONCLUSION
The relevance of brain-computer interfaces (BCI) to medical and consumer applications hinges on the extent to which BCI algorithms will induce reliable, high-performance closed-loop behavior in the interaction between users and their computers. Neural shaping aims to acheive substantial gains in performance by recasting the design of BCI algorithms from neural decoding to methods that induce optimal controller-plant policies. From the neuroscientific standpoint, this approach can be viewed as directing the process of operant conditioning (reward-based learning, [26] ) towards neural signal characteristics that favor high quality control. Building on initial work in this area [2] , [13] , [14] , [16] , with connections to an expansive related multi-disciplinary literature, the approach to neural shaping outlined in this paper suggests one path in the near term for experiments to demonstrate and break local Pareto-optimal solutions [19] resulting from existing BCI algorithms based on neural decoders.
