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ABSTRACT
Applications of Latent Trait Theory to the
Development of Norm-Referenced Tests
(September 1979)
Linda Lee Cook, B.S., Ursinus College
M.E.D., Smith College
Ed.D., University of Massachusets, Amherst
Directed by: Ronald K. Hambleton
Latent trait theory offers several advantages to the psycho-
metrician interested in developing tests: (1) invariant item
parameters that facilitate the test development process as well as
make possible the development of tests for a variety of applications,
(2) a mathematical function that can be manipulated to provide valu-
able insights into how examinees perform on specific test items, and
(3) added information about examinee ability derived from new test
scoring methods. Because of these and other properties of latent
trait models, item selection and item analysis processes differ sub-
stantially from those employed when using standard testing tehcnology.
Although the above mentioned advantages have been documented in
the literature, to date, no specific methodology has been set forth
for the development of norm-referenced tests utilizing latent trait
theory. In part this is because there still exist a number of
significant problem areas requiring resolution. For example, before
vii
latent trait theory can be used successfully in test development
work, more needs to be known about: (1) the robustness of the
models, (2) the properties of information functions, and (3) how
best to use these functions in the test development process.
This study had three purposes. The first was to study,
systematically, the "goodness of fit" of the one-, two-, and three-
parameter logistic models employing a practical criterion for
assessment. Using computer-simulated test data, the effects of four
variables were studied: (1) variation in item discrimination param-
eters, (2) the average value of the psuedo-chance level parameters,
(3) test length, and (4) the shape of the ability distribution.
The second purpose of the study was to address two practical
questions which are of importance and interest to test developers:
1. What are the effects of examinee sample size and test
length on the precision of the standard error of ability
estimation curves?
2. What effects do the statistical characteristics of an
item pool have on the precision of standard error of
ability estimation curves?
As in the previous study, computer-simulated test data was used to
study the problem.
The third purpose of the study was to investigate the following
questions related to the development of item selection methodologies:
1. Using a typical item pool (where items are described by
parameters in the three-parameter logistic test model)
,
how does one develop alternate item selection methodologies
and how do the score information curves that result from
these methodologies compare?
2. Given a specific testing purpose such as producing a
scholarship exam or a test to optimally separate examinees
into three ability categories, how does one develop alternate
item selection methodologies and how do the score information
curves resulting from these methodologies compare?
viii
The results of the robustness studies revealed that there are
some sizeable gains to be expected with modest length tests (n=20)
in the correct ordering of examinees at the lower end of the
ability continuum when three-parameter model estimates are used
(as opposed to number right score). The gains were cut roughly
in half when the tests were doubled (n=40) in length. It was
also noted that item discrimination parameters as weights had
little effect on the results.
Results from the second part of the study indicated that:
(1) both test length and sample size are extremely important factors
in the precision of SEE curves; (2) the precision of SEE curves at
the extremes of an ability continuum is very poor, even with large
examinee sample sizes, however, the results are substantially better
when tests are lengthened, even if sample size is small; (3) the
precision of SEE curves would be acceptable in most instances if the
curves are based on 200 or more examinees with tests with at least
20 items, and; (4) the most sizeable improvements in the precision
of SEE curves occur when examinee sample size is increased from 50
to 200 and when test length is increased from 10 to 20 items.
The third part of the study revealed that in all cases, item
selection methods based on either random selection of items or the
use of classical item statistics produced results inferior to those
produced by methods utilizing latent trait model item parameters.
The study also indicated that methods must be developed with a
specific testing purpose in mind. If maximum information is re-
quired at only one point on an ability continuum, it is clear that
ix
a method that chooses items that maximize information at this parti-
cular point will be the best. If information is required over a
wider range of abilities, methods involving averaging the information
values across ability levels of interest or choosing items in some
systematic way that considers each point of interest on the ability
continuum appear to be quite promising.
X
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CHAPTER I
INTRODUCTION AND STATEMENT OF THE PROBLEM
1.1 Background and Review
of the Literature
There are many well-documented shortcomings of standard test-
ing and measurement technology. For one, the values of standard
item parameters (item difficulty and item discrimination) are not
invariant across groups of examinees that differ in ability. This
means that standard item statistics are only useful in test construc-
tion for examinee populations very similar to the sample of examinees
in which the item statistics were obtained.
Another shortcoming of standard testing technology is that
estimates of an examinee's ability depend on the specific set of
test items administered to that examinee. Therefore, comparisons
of examinee ability are only meaningful in situations where exami-
nees are administered the same test items, parallel test items, or
items that have been carefully equated. The fact that tests that
have been developed employing standard testing technology produce
ability estimates that depend on a specific set of items presents
a particular problem for those interested in tailored testing.
Tailored tests are designed such that test items are administered
to examinees that are carefully selected to "match" their ability
levels (Lord, 1970, 1974a; Weiss, 1976; Wood, 1973). In "tailored
testing," it is likely that no two examinees will take the same set
1
2of test Items (or even the same number of test items). Since some
examinees will be administered more difficult sets of test items
than other examinees, the usual examinee test scores do not pro-
vide an adequate basis for ranking examinees on the ability
measured by the test items.
Besides the two shortcomings of standard testing technology
mentioned above, standard testing technology has failed to provide
satisfactory solutions to many testing problems (for example, test
design, test score equating, and item bias). For these and other
reasons, many psychometricians have been investigating and develop-
ing more appropriate theories of mental measurement. Consequently,
considerable attention is being currently directed toward the field
of latent trait theory.
Latent trait theory can be traced back to the work of Lawley
(1943, 1944). Lazarsfeld (1950) was perhaps the first to introduce
the term "latent traits." The work of Lord (1952, 1953a, 1953b),
however, is generally regarded as the "birth" of latent trait theory
(or modern test theory as it is sometimes called) . Progress in the
w
1950’ s and 60 ’s was painstakingly slow, in part due to the mathe-
matical complexity of the field, the lack of convenient and efficient
computer programs to analyze the data according to latent trait
theory, and the general skepticism about the gains that might accrue
from this particular line of research. However, important break-
throughs recently in problem areas such as test score equating (Lord,
1975a; Rentz & Bashaw, 1975), tailored testing (Lord, 1974a; Weiss,
1976), test and design and test evaluation (Wright, 1968) through
3applications of latent trait theory, have attracted considerable
interest from measurement specialists. Other factors that have
contributed to the current interest in latent trait theory include
the availability of a number of useful computer programs and
publication of a variety of successful applications in measurement
journals (Bock, 1972; Lord, 1968, 1974a, 1975c; Samejima, 1969, 1972;
Whitely & Dawis, 1974; Wright & Panchapakesan, 1969).
A theory of latent traits supposes that in testing situations,
examinee performance on a test can be predicted (or explained) by
defining characteristics of examinees, referred to as traits, and
using the scores to predict or explain test performance (Lord &
Novick, 1968) . Since the traits are not directly measurable and
therefore "unobservable,” they are often referred to as latent traits
or abilities. A latent trait model specifies a relationship between
observable examinee test performance and the unobservable traits or
abilities assumed to underlie performance on the test. The relation-
ship between the "observable" quantites is described by a mathematical
function. For this reason, latent trait models are miathematical
V
models. Latent trait models are based on a number of assumptions
concerning the test data. When selecting a particular latent trait
model to apply to one's test data, it is necessary to consider
whether the test data satisfy the assumptions of the model. If they
do not, different test models should be considered. Alternately,
some psychometricians (for example, Wright, 1968) have recommended that
test developers design their tests so as to satisfy the assumptions
of the particular latent trait models they are interested in using.
4If latent trait theory is to fulfill the potential it holds
for the field of educational and psychological measurement, a method
for developing tests by applying the theory must be established.
As the state of the art exists, there is only one well-defined and
field tested methodology for developing tests, i.e., the application
of classical test theory methods to the development of tests. Many
theoreticians have been advocating the use of latent trait theory
in the development of these types of tests. However, no specific
methodology that can be followed by the practitioner exists.
Latent trait theory offers several advantages to the psycho-
metrician interested in developing tests: For example, (1) invariant
item parameters that facilitate the test development process as well
as make possible the development of tests for a variety of applica-
tions, (2) a mathematical function that can be manipulated to provide
valuable insights into how examinees perform on specific test items,
and (3) added information about examinee ability derived from new test
scoring methods (Hambleton, Swaminathan, Cook, Eignor, & Gifford,
1977). Because of these and other properties of latent trait models,
item selection, and item analysis processes differ substantially
from those employed when using standard testing technology.
The following is a brief description of some of the important
ways in which latent trait theory can facilitate the test develop-
ment process: (1) statistics used to describe test items will not
depend on the ability distribution of the specific group used to
calibrate them (Lord and Novick, 1968) ; (2) when latent trait item
parameters are known, the psychometrician can examine the contribution
5of each test item to the test information curve, thus enabling the
test developer to build a test which precisely fulfills a set of
desired test specifications; (3) a psychometrician can form dif-
ferent combinations of items (tentative tests) in the initial stages
of test development and compare the information curves of different
sets of items at specific ability levels thus allowing him/her to
choose the set of items most suited for the intended purpose of the
test (Marco, 1977); (4) latent trait theory provides a method of
examining item bias (Pine, 1976; Wright, Mead & Draba, 1976) which
unlike classical test theory methods for studying the problem, is
not affected by the difference in the ability levels of examinee
groups being investigated.
1.2 Statement of the Problems
In view of the many successful applications of latent trait
theory to a variety of mental measurement problems, the issue of
whether or not to use latent trait theory seems to be
resolved. However, latent trait theory is still relatively nev.*
and hence there remain many problem areas that need to be researched
so as to increase the chance of successful application of the theory
to test development. Three of the problem areas most important to
the test development process focus on (1) the robustness of latent
trait models; (2) the stability of item information functions; and
(3) the use of item and test information functions for item selection.
6The results of several studies have been reported that relate
to the question of model robustness (Dinero & Haertel, 1977; Hambleton,
1969; Hambleton & Traub, 1976; Panchapakesan, 1969; Cook & Eignor,
1979). The findings have been quite contradictory, perhaps in some
instances because of the confounding effects of sample size.
The basic problem with most of the goodness-of—f it and robust-
ness studies that have been conducted recently is that they do not
provide the practitioner with information that he/she may use when
applying latent trait theory to the test development process. It is
important for practitioners to see comparisons of the fit of latent
trait models to various data sets using a criterion measure that has
some practical meaning to them. To date there have been no comparative
studies of the various latent trait models using practical criteria
to judge the results.
The increasing use of test information functions as a means of
constructing and evaluating tests, ^has been documented in most of the
current literature concerning educational and psychological measure-
ment. However, some important questions remain to be answered before
these functions can be optimally applied to produce the desired
results. These questions address the stability of the functions
under varying circumstances. Variables unique to each testing situa-
tion, such as the characteristics of the item pool, the number of
examinees used to estimate the parameters of the items contained
in the pool and the number of items comprising the test will be
reflected in the accuracy of the estimate of test information. There-
fore, it seems apparent that an investigation of the influence of
7these variables on the stability of information functions would
be useful to those interested in using these functions as part of
the test development process.
Lord (1977) discussed a procedure, outlined by Birnbaum (1968),
for building a test utilizing item information functions. This
procedure consists of the following steps:
1. Decide on the purpose of the test. Based on this purpose,
determine the standard error of estimate required at each
ability level and consequently the target information
curve
.
2. Select items with item information curves that fill hard
to fill areas under the target information curve.
3. Continue to select items until the test information curve
approximates the target information curve with the desired
degree of accuracy.
The major problem with this procedure concerns the fact that
it is not sufficiently operationalized to be applied by the practi-
tioner interested in using information functions to build tests.
For example, a specific methodology must be developed for: (1)
establishing target information curves that are suitable for various
testing purposes, and (2) selecting items such that the fewest
number of items will be selected in the most efficient manner. It
seems apparent that the operationalization of Birnbaum’ s procedure,
including the development of algorithms for item selection, would
greatly expedite the application of latent trait theory to the test
development process.
1.3 Purposes
8
The previous section of this chapter has delineated a number
of areas that require research before latent trait theory can be
successfully applied to the development of norm-referenced tests.
The research presented in this dissertation concentrates on three
specific areas.
The focus of the first area of research that is described in
this thesis was the robustness of latent trait models. The purpose
of this research was to study the "goodness-of-f it" of the one-,
two-, and three-parameter models employing practical criteria for
assessment.
The second part of the study investigated the stability of test
information functions. The concerns of this study were to system-
atically investigate:
1. The effects of examinee sample size and test length on
the precision of test information functions.
2. The effects of the statistical characteristics of an item
pool on test information functions.
The purpose of this part of the study was to provide guidelines to
aid test developers in determining the confidence they should have
in the test information functions that they utilize in their work.
The third area of research addressed in this thesis was the
operationalization of Birnbaum’s procedure for the use of item
information functions for item selection. The purpose of this
research was to develop a set of guidelines to be used by the prac-
titioner when making decisions concerning a number of practical
problems that arise when employing information functions to build
9tests. In order to accomplish this purpose, studies were carried
out that focused on the development and comparison of item selection
algorithms suited for specific test construction purposes. This
study investigated how best to establish a target information curve
and compared several algorithms for selecting items to fit informa-
tion curves.
1.4 Organization of the Study
The next five chapters of this thesis are organized in the
following manner. Chapter II provides the theoretical framework
for the research. Chapter III presents the robustness studies.
Chapter IV contains the studies concerning the stability of item
information curves, and Chapter V contains the studies related to
the operationalization of Birnbaum’s procedure. Chapters III through
V are self-contained and share the following format:
1. Introduction
2. Methods of Investigation
3. Results and Discussion
4. Conclusion
The sixth and final chapter in this thesis is devoted to a summary
of the studies as well as conclusions and suggestions for further
research.
CHAPTER II
LATENT TRAIT MODELS AND RELATED CONCEPTS
2.1 Introduction
Ths purpose of this chapter is to introduce the topic of
latent trait models. First, a brief non—mathematical introduction
to the theory of latent traits will be provided. Second, the fea-
tures of three latent trait models that seem to be particularly
appropriate for use with mental test data will be reviewed. Third,
the classical test model will be compared with latent trait models.
2.2 Features of Latent Trait Models
There are at least three fundamental notions in the general
theory of latent traits: The dimensionality of the latent spaae^
local independence 3 and item characteristic curves. Each of these
notions will be discussed briefly below.
The dimensionality of the latent space refers to the number of
latent traits that underlie examinee test performance. It is typical
to assume that the latent space is unidimensional; that is, assume
that the items in a test are homogeneous in the sense of measuring
only a single ability or latent trait. Latent trait models in which
the unidimensional assumption is not made are complex, and to date,
not well developed. According to Lord (1968), the assumption
10
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concerning the unidimensional nature of a set of items is not
strictly true for most tests. However, he adds that it may provide
a tolerably good approximation in some instances. The appropriate-
ness of the assumption of unidimensionality for any set of mental
test data can be partially studied through a factor analysis of the
test items. (For details of one attempt at this, the reader is
referred to Hambleton and Traub [1973]
.) When the items in a test
measure more than a single ability, the items can be clustered into
homogeneous groups on the basis of the results from a factor-analytic
study. Then, a latent trait analysis can be applied to each homo-
geneous cluster of items. All further discussions of latent trait
models in this Chapter will be restricted to models that assume a
single ability underlying test performance.
The second notion is the principle of local independence. There
are two forms of this principle, referred to as the strong and weak
form of the principle of local independence. The strong form of the
principle states that the test item responses of each examinee are
statistically independent. This means, for example, that the prob-
ability of any examinee response pattern across a set of test items
is given by the product of probabilities representing success on each
item for that examinee. Also, it means that examinee performance on
one test item does not affect the examinee’s success or failure on
any other item in the test.
The weak form of the principle is obtained by substituting
’’uncorrelated” for "statistically independent" in the statement of
the principle. The distinction between the two forms of the principle
12
is the same one we often make in correlational research: we
distinguish between variables being statistically independent and
variables being uncorrelated; the first condition being a stronger
statement about the relationship between two variables than the
second.
It is relatively easy to see that the assumption of local
independence and the assumption of a unidimensional latent space
are identical. To say that a single ability accounts for examinee
performance on a set of test items is the same thing as saying that
for examinees at the same ability level, their item responses are
statistically independent, i.e., satisfy the principle of local in-
dependence. If this were not the case (i.e., if examinee item
responses were statistically dependent)
,
then it would follow that
at least one more ability was being measured by the test items.
The interested reader is referred to Lord and Novick (1968) for
further clarification of this point.
The principle of local independence represents a restrictive
assumption and so may not be satisfied with many sets of mental test
data. Because of the equivalence of the principle of local inde-
pendence and the assumption of unidimensionality, the appropriate-
ness of the principle of local independence with any data set can
also be tested, in part, using factor analytic techniques.
It should be recognized that the principle of local independence
does not imply that test items are uncorrelated over the total
group of examinees (Lord & Novick, 1968, p. 361). Positive correla-
tions between pairs of items will result whenever there is variation
the examinees on the ability measured by the test items.among
13
The third notion is that of an item aharacteristic curve (some-
times referred to as a trace line, or an item characteristic function
when the latent space is multidimensional, i.e., when the number of
latent traits underlying test performance exceeds one). An item
characteristic curve is a mathematical function that relates the
probability of success on an item to the ability measured by the test.
A primary distinction among various latent trait models is in the
mathematical form of the item characteristic curve. Examples of the
mathematical forms of item characteristic curves of six latent trait
models are shown in Figure 2.2.1. Each item characteristic curve for
a particular latent trait model is a member of a family of curves of
the same general form. For example, the item characteristic curve of
the latent linear model (Figure 2.2.1, C) has the general form
Pg(0) = bg + ag0, where Pg(0) designates the probability of a correct
response by an examinee with ability level 6, on an item g that is
described by two parameters, denoted a and b„. An item characteristic
S C
curve is specified completely when the general form is specified and
the parameters of the curve for a particular item are known. The
number of parameters required to describe an item characteristic
curve will depend on the particular latent trait model. It is common
though for the number of parameters to be one, two, or three.
While item characteristic curves in the latent linear model
are all straight lines (a restriction placed on us when we select
the latent linear model), across different items in the test, the
"curves” (or lines in this particular case) will vary in their
intercepts and slopes to reflect the fact that the test items vary
in "difficulty" and "discriminating power."
14
(a) perfect scale carves (b) latent distance curves
(c) latent linear curves (d) one-parameter logistic curves
(e) two-parameter logistic curves (f) three-parameter logistic cirves
Figure 2.2.1. Six examples of item characteristic curves.
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In any practical application of latent trait models, it is
usually necessary to specify the mathematical form of the item
characteristic curves and obtain estimates of the item parameters
needed to describe the curves. Readers are referred to Bock (1972),
Lord (1968, 197Aa), Whitely and Dawis (1974), Wright and Panchapakesan
(1969), and Hambleton, Swaminathan, Cook, Eignor, and Gifford
(1979) for details on some of the current methods for estimating
item characteristic curve parameters (and ability estimates as
well) of some of the more popular latent trait models.
An item characteristic curve represents the probability of a
correct answer to an item expressed as a function of ability.
However, the probability of a correct answer to an item is obviously
‘independent of the distribution of examinee ability in the population
of examinees of interest. Clearly, the probability of a correct
response for an examinee will not depend on how many other examinees
are located at the same location on the ability continuum. There-
fore, the shape of an item characteristic curve does not depend on
the distribution of ability in the examinee population. In some
V
sense then, the shape of the curve will be invariant across different
samples of examinees from that population, regardless of how the
sample of examinees is selected. This important point will be
expanded on later.
2.2.1 Common Forms of Item Characteristic Curves
In this section, three mathematical functions that are commonly
used to represent item characteristic curves will be introduced. All
three functions can be applied to binary—scored items administered
16
under non-speeded conditions. (When the items are administered
under speeded conditions, it becomes necessary to distinguish
between "omitted” items and "not reached" items by examinees so
as to properly estimate examinee ability scores.)
(a) Two-Parameter Logistic Curves
Birnbaura (1968) proposed a latent trait model in which the
item characteristic curve takes the form of a two-parameter logistic
distribution function,
P^(e)= eDag(e-bg) (g = 1, 2, . . . , n) [ 2 . 2 . 1 . 1 ]
In this equation, P (9) is the probability that an examinee with
O
ability 9 answers item g correctly, a and b are parameters forO O
item g(g=l, 2, . .
.
,n) and n is the number of items in the test. The
parameter bg is usually referred to as the index of item difficulty
.
It represents the point on the ability scale at which the slope of
the item characteristic curve is a maximum. The parameter, a^,
called item discrimination, is proportional to the slope of Pg(9)
at the point 9“^)^. The constant D is a scaling factor. Usually we
take D=1.7, to maximize the agreement between the logistic model
and the normal-ogive model, a model that was originally studied by
Lord (1952) but is mathematically inconvenient to work with.
The item difficulty parameter, bg, is defined on the same
scale as ability [-«>, +«>] . In practice though the range of b^ is
from about -2 to +2 (assuming the ability distribution is centered
with a mean equal to zero and standard deviation equal to one).
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As bg takes on values from -2 to +2, the items move from being very
easy to very difficult for the group of examinees.
The item discrimination parameter, ag, is defined, theoretically,
on the scale [-<», +=0 ]. However, negatively discriminating items are
discarded from ability tests, and it therefore is unusual to obtain
ag values larger than two. High values of a result in item char-
O
acteristic curves that are very "steep." Low values of a„ lead to
O
item characteristic curves that increase gradually as a function of
ability.
Careful inspection of the two-parameter logistic model reveals
an additional implicit assumption characteristic of most latent
trait models: guessing does not occur. That this must be so is
apparent from the fact that as long as a >0 (that is, as long as
O
there is a positive relationship between performance on the test
item and the ability measured by the test)
,
the probability of a
correct response to an item decreases to zero as ability decreases.
(b) Three-Parameter Logistic Model
The three-parameter model is obtained from the two-parameter
model by adding a third parameter, denoted c . The mathematical
O
form of the three-parameter logistic curve is written
Pg(e) = cg + (1 Cg)
^Dag(e-bg)
l+eDag(e-bg)
(g 1, 2, ..., n). [2. 2. 1.2]
The parameter c is the lower asymptote of the item characteristic
O
curve and represents the probability of low ability examinees cor-
rectly answering a question. The purpose of including a paramter Cg
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into the model is to attempt to account for the misfit of item
characteristic curves at the low end of the ability continuum,
where among other things, guessing is a factor in test performance.
It has been common to refer to the parameter c as the guessing
O
parameter in the model.
It is perhaps surprising to note then that typically the param-
eter Cg takes a value smaller than the value corresponding to the
probability of a correct answer to a test item from random guessing.
As Lord (1974b) has noted, this event is probably due to the in-
genuity of item writers in developing "attractive" but incorrect
choices. For this reason, discontinuation of the label "guessing
parameter" to describe the parameter Cg would seem to be desirable.
(c) One-Parameter Logistic Model (Rasch Model)
Many researchers have become aware of the work of Georg Rasch,
a Danish mathematician, in the area of latent trait models (Rasch,
1966)
,
both through his own publications and the papers of others
advancing his work (Anderson, Kearney, & Everett, 1968; Wright,
1968; Wright & Panchapakesan, 1969). Although the Rasch model was
V
developed independently of other latent trait models and along quite
different lines, Rasch* s model can be viewed as a latent trait model
in which the item characteristic curve is a one-parameter logistic
function. Consequently, Rasch* s model is a special case of Birnbaum s
two-parameter logistic model, in which all items are assumed to have
equal discriminating power and vary only xn terms of difficulty.
The form of the item characteristic curve for this model can then
be written as
^Da(0-bg)
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Pg(e) =
l+eDaCe-bg)
(g - 1, 2, . . .
,
n)
, [2. 2. 1.3]
in which a, the only term not previously defined, is the common
level of discrimination for all the items and is often set equal to
one.
2.3 The Ability Scale and Its Meaning
That there is a more basic scale of ability than the true
score scale for a test is obvious when it is recognized that the
true score distributions (and observed score distributions) of non-
parallel measures of a common ability will differ. The ability
scale for a particular latent trait model is defined such that the
distribution of abilities in a group of examinees will be identical
regardless of the particular test measuring the ability (Lord, 1975a).
The ability scale is chosen so that the relationship between
ability scores and item responses can be represented by item char-
acteristic curves of some specified mathematical form. The ability
scale is "stretched" and "compressed" at different points so as to
maximize the "fit" between the item responses, item characteristic
curves, and the ability scores. The resultant ability scale is
unique up to the origin and unit of measurement which are arbitrary.
2.4 Test Information and Efficiency
Once a latent trait model is specified, the precision with which
it estimates examinee ability can be determined. Of courss, the
validity of the results will depend on the match between the model
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and the test data. Following Sir Ronald Fisher's important statis-
tical work in the 1920' s, Birnbaum (1968) defined the notion of in-
formation as a quantity inversely proportional to the squared
length of the confidence interval around an estimate of an examinee's
ability. The standard error of estimate of ability is equal to
1/ /information. Wlien information at an ability level is high, we
have narrow confidence bands. Because the information function
varies with ability level, it has been suggested that test infor-
mation curves ought to replace the use of classical reliability
estimates and standard errors of measurement in test score interpre-
tations .
In mathematical terms, Birnbaum (1968) gives the information
curve of a given scoring formula by
Iy(e) -
I g g
2
I w^gPgQg
g=l
[2.4.1]
In the expression above, Iy(9) is the amount of information at ability
level 6 provided by the scoring formula y, where
the variable X is 0 or 1 depending on whether or not item g
is
O
answered correctly; Pg is the probability of a correct answer
to
item g by an examinee with ability level 0; Qg
is equal to 1 - Pg;
P' is the slope of the item characteristic curve at
ability level
0; and the item scoring weights are w^, g
= 1, 2, ..., n.
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Birnbaum (1968 has shown that the maximum value of ly(0),
referred to as the test information curve, is given by
1 ( 9 ) = I
n p ' 2
g
g=l
[2.4.3]
The maximum value of the information curve of a given scoring
formula is obtained when the scoring weights are chosen, such that
PV
w =
g PpQg^g
[4.4.4]
So, in order to obtain the test information curve, and consequently
minimize the widths of confidence bands about examinee ability esti-
mates under the one-, two-, and three-parameter logistic models, the
scoring weights should be chosen to be 1, Dag> ^nd Dag ^g/
(l+e^^g^®~^g^“^°8 (g = 1, 2, . . .
,
n)
,
respectively. (Information
curves and the best scoring weights for other latent trait models
are given by Samejima [1969, 1973].) Only for the three-parameter
model are the scoring weights a function of ability level. The
scoring system in the three-parameter model has the effect of reducing
the weight assigned to correct answers on items where the lower
asymptotes (cg) of the item characteristic curves are large. Also,
the weights for such items are smaller for low-ability examinees
than for either middle- or high-ability examinees, to reflect the
fact that low-ability examinees are most likely to be answering the
items by guessing. For high-ability examinees, the optimum scoring
v.’eights of the items approach the quantity Dag(g=l, 2, . . . , n) .
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The quantity P'g^/PgQg in Equation [2.5.2] is the tontribution
of Item g to the information function of the test. For this reason
It is called the item information function. Item information
functions have an important role in determining the accuracy with
which ability is estimated at different levels of 0. Each item
information curve depends on the slope of the particular item char-
acteristic curve and the conditional variance of test scores at each
level 9. The higher the slope of the item characteristic
curve and the smaller the conditional variance, the higher will be
the item information curve at that particular ability level. The
height of the item information curve at a particular ability level
is a direct measure of the usefulness of the item for precisely
measuring ability at that level.
Figures 2.4. 1-2.4. 6 (from Hambleton, 1979) provide three sets
of typical item characteristic curves (Figures 2.4.1, 2.4.3 and
2.4.5) and corresponding item information curves (Figures 2.4.2,
2.4.4 and 2.4.6). The effects of increasing the values of the
item discrimination and pseudo-chance curves are clear. High item
discrimination indices result in "steeper” item characteristic curves
and higher amounts of information across the ability continuum than
low item discrimination indices. In addition, when item pseudo-chance
level indices exceed zero, the lower asymptotes of the item char-
acteristic curves are different from zero, and the test items provide
less information, especially at the low end of the ability continuum,
than test items with the pseudo-chance level values close to zero.
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From Equation [2.4.3] it is clear that items contribute independently
to the test information function. Birnbaum (1968) has also shown
that with his three-parameter model, an item provides maximum in-
formation at an ability level 6, where
® T:^ l°§e 1/2(1 + A + 8cg) . [2.4.5]
If guessing is minimal, then c = 0, and 9 = b . When c >0, the
o s s
point of maximum information is shifted to the right of the item
difficult value, b .
O
If non-optimal scoring weights are used with a particular item
characteristic curve model, the information curve derived from
Equation [2.4.1] will be lower, at all ability levels, than one that
would result from the use of optimal weights. Birnbaum (1968) used
the term eff'io'iency to refer to the information loss due to the use
of less than optimal scoring weights. Efficiency is studied by
calculating the ratio of the values of the actual information curve
and the test information curve at each ability level.
2.5 The Classical Test Model Versus
Latent Trait Models
In view of the complexities involved in applying the latent
trait models, and the restrictiveness of the assumptions underlying
the models, one may ask: Why bother? After all, classical test
models are well-developed, have lead to many important and useful
results, and they are based on weak assumptions. Therefore, the
classical test models can be applied to most (if not all) sets of
mental test data.
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In contrast, latent trait models are based on stvong assump-
tions which limit their applicability to many mental test data
sets. On the other hand, strong assumptions imply strong results.
Perhaps the most important advantage of latent trait models (Bock
& Wood, 1971) is that given a set of test items that have been
fitted to a latent trait model (that is, the item parameters are
known), it is possible to estimate an examinee's
ability on the same ability scale from any subset of items in the
domain of items measuring the ability. (Of course, the domain of
items needs to be homogeneous in the sense of measuring a single
ability. If the domain of items is too heterogeneous, the ability
estimates will have little meaning.) In fact, regardless of the
number of items administered, or the statistical characteristics
of the items, the ability estimate for each examinee will be an
unbiased estimate of true ability. Ability estimation independent
of the particular choice (and number) of items represents one of the
major advantages of latent trait models. Hence, latent trait models
provide a way of comparing examinees even though they may have taken
quite different subsets of the test items. It is this feature that
makes the latent trait model most useful in the field of tailored
testing. In tailored testing, examinees receive test items that are
matched to their ability level. Nevertheless, the ability estimates
for examinees are on a common ability scale and therefore examinees
can be compared. Clearly, the usual test score metric will not
permit meaningful comparisons of examinees when the tests taken by
the examinees are not matched on difficulty. In latent trait modexs
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the difficulty of items is accounted for by the model and reflected
in the ability estimates. Thus, two students, denoted A and B,
receiving identical scores on an easy and difficult subset of the
test items, respectively, will differ in their ability estimates
(B will receive higher ability score than A)
.
Two other problems that can be resolved through the application
of latent trait models are the problems of developing parallel-
forms of a test and equating scores from one test to another that
measure the same ability. Both problems can be directly resolved
through fitting the test data to a latent trait model.
Another advantage of latent trait models is that the item
parameters are invariant across sub-groups of examinees from the
examinee population. In principle, the item parameters should remain
the same regardless of the sub-group tested. Invariant item param-
eters have been sought by measurement specialists for a long period
of time; the advantages of which are obvious for test development
work. Certainly classical item statistics such as item difficulty
and discrimination do not qualify. For example, it is well-known
that item difficulty will vary from group to group depending upon the
average ability of the group being tested.
Yet another desirable property of the latent trait models is
the provision of a measure of the precision of ability/ estimation
for each ability level. Thus, instead of a single estimate of the
size of errors in individual examinee scores provided by the standard
error of measurement, the latent trait models make it possible to
32
provide separate estimates of error for each examinee that are
specific to each ability level.
CHAPTER III
ROBUSTNESS OF LATENT TRAIT MODELS
3.1 Introduction
While the potential usefulness of latent trait models is great,
there remain many practical problems to address at the application
stage. For one, how does a user go about selecting a latent trait
model? One might be tempted to say that the user should always work
with the more general models since these models will provide the
"best" fits to the available test data. Unfortunately, the more
general latent trait models (for example, the three-parameter logistic
test model) require more computer time to obtain satisfactory solu-
tions, require larger samples of examinees and longer tests, and are
more difficult for practitioners to work with. Clearly, more needs
to be known about the "goodness-of-f it" and "robustness" of latent
trait models. Such information would aid practitioners in the im-
portant step of selecting a test model.
There has been some work on the "goodness-of-f it" between latent
trait models and a variety of test data sets (see for example, Lord,
1975; Tinsley & Dawis, 1977; Wright, 1968). Hambleton, Swaminathan,
Cook, Eignor, and Gifford (1978) have reviewed these as well as other
studies and have noted that almost all of the studies use a chi-square
statistic as the criterion measure. The problems related to using
this statistic to assess goodness-of-f it will be discussed shortly.
33
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Only one study was found in the literature that compared the fit of
more than one latent trait model to the same test data sets
(Hambleton & Traub, 1973). In this study, improvements were ob-
tained in predicting test score distributions (for three tests) from
the two-parameter model as compared to the one-parameter model.
On the question of model robustness (i.e., the extent to which
the assumptions underlying the test model can be violated to a greater
or lesser extent by the test data and be "fitted" by the model), the
results of several studies have been reported (Dinero & Haertel,
1977; Hambleton, 1969; Hambleton & Traub, 1976; Panchapakesan, 1969).
The results have been mixed, perhaps because of the confounding of
results with sample sizes.
The problem with most of the goodness-of-f it studies and the
robustness studies reported to date is that they provide no indication
of the practical consequences of fitting a "less than perfect" model
to a test data set. It really is of little interest to the practitioner
to know that 15 out of 20 items failed to be fitted by a test model
when the range of discrimination parameters reached (say) a value of
.80. For one thing, if the size of the examinee sample is large
enough, probably all items could be identified by a chi-square
statistic of goodness-of-f it as not fitting the model. If the size
of the examinee sample is small enough, perhaps none of the items would
be misfit by the model! It is important for practitioners to see
comparisons of the "fit" of latent trait models to various data sets
using a criterion measure (or measures) that have some practical
meaning to them. To date there have been no comparative studies of the
various latent trait models using practical criteria to judge the results
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The purpose of the present research was to study, systematically,
the ”goodness-of-fit" of the one-, two-, and three-parameter logistic
models employing a practical criterion for assessment. Using
computer-simulated test data, the effects of the following four vari-
ables were studied: (1) variation in item discrimination parameters,
(2) the average value of the pseudo-chance level parameters, (3)
test length, and (4) the shape of the ability distribution. Artificial
or similated data representing departures of varying degrees from
the assumptions of the three-parameter logistic test model were
generated and the "goodness-of-fit" of the three test models to the
data was studied.
How should "goodness-of-f it" be measured? In some testing situa-
tions, (for example, the typical situation involving norm-referenced
tests)
,
test users desire to rank examinees based on their test score
performance in a way that will closely reflect rankings based on
examinee "true ability." Much effort is made by test developers to
rank examinees properly (i.e., "validly") by using suitably long
tests, high-quality test items, proper test conditions and so on.
Therefore, a reasonable criterion for assessing the applicability of
a model to a particular data set would be how effective the model
is in assigning ranks to examinees that are consistent with examinee
rankings based on true ability scores.
3.2 Method of Investigation
In this study, simulated data were used so that it was possible
to "know" examinee ability scores. These scores served as a criterion
36
against which to judge the statistics derived from the three test
models used to rank examinees. Three statistics, derived from the
»
two—, and three—parameter logistic models, respectively, were
obtained and used to rank examinees. The rankings of examinees
derived from each model (for each set of test data) were then compared
to examinee true abilities. The Spearman rank difference formula
was used to summarize the similarity between each pair of ranks
(true abilities and estimates of ability from one of the models)
.
Also reported are the average size of the discrepancies in the ranks
for each group of 500 examinees.
3.2.1 Simulating the Test Data
The simulation of item response data for examinees was accomp-
lished using the three-parameter logistic model. First, the number
of examinees (N)
,
shape of the ability distribution, and values of
the ability parameters (0^ = 1, 2, . . .
,
N) were specified. Next, the
number of items in the test (n) and values of the three item parameters
(a^, b
,
c
, g = 1, 2, ..., n) were specified. Then the examinee and
item parameters were substituted in the equation of the three-
parameter logistic model to obtain a number
p^j^j
(0 < p^^
< 1) repre-
senting the probability that examinee i correctly answered item j
.
The probabilities were arranged in a matrix P of order Nxn whose
(ij j ) th element was P ^ was then converted into a matrix of the
item scores for examinees (1 = correct answer, 0 = incorrect answer)
by comparing each pj^j with a random number obtained
from a uniform
distribution on the interval [0, 1]. If the random number was less
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than or equal to (which would happen on the average
p^j of the
time), p^j was set equal to 1, otherwise
p^^^^
was set to 0. The
matrix P of zeros and ones was the simulated test data. At this
point, three statistics used in estimating examinee ability were
calculated
;
n
Z
g=l
g’
n n
Z a u
,
and Z w (0) u
g=l «« g-l 8
corresponding to statistics which are used in the estimation of
examinee ability with the one-, two-, and three-parameter models,
respectively. (u =1 for a correst response, u =0,
otherwise.) For the three-parameter model statistic, since the item
weights [Wg(0)] depend on examinee ability, three-parameter model
estimates of ability were obtained for each examinee from LOGIST
(Wood, Wingersky, & Lord, 1976). Once the three-parameter model
estimates of ability were calculated they were used (Instead of
n
Z w (0) u ) for convenience.
g=i ®
The values of the examinee and item parameters were chosen as
follows:
Examinee Parameters .—The number of examinees was set equal to
500. This number was sufficient to produce stable goodness-of-f it
results. Two distributions of ability were considered: Uniform
[-2.5, 2.5] and Normal [0, 1].
Item Parameters .—Two test lengths (20 and 40 items) were used in
the simulations. Both values are typical of test lengths in common
use.
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tli6 simulation of test data, item difficulty parameters,
^
’ 8 ~ 1> 2, . . .
,
n, were selected at random from a uniform distri—O
bution on the interval [-2, 2]. An analysis of the difficulty param-
eters reported by Lord (1968) suggested that this decision was reason-
able.
The discrimination parameters, a
, g = 1, 2, ..., n, for the8
items of a simulated test were selected at random from a uniform dis-
tribution with mean = 1.12. The range of the discrimination parameters
was a variable under investigation. The range was varied from 0.0
to a maximum of 1.24 [.50 to 1.74], and an intermediate value of .62
[.81 to 1.43] was also studied. The maximum range of discrimination
parameters (1.24 was similar to the range of the discrimination param-
eters reported for the Verbal Section of the SAT (Lord, 1968).
The extent of guessing in the simulated test data was another
variable under study. Two values of the average guessing parameter
were considered: c = 0.00, and c = 0.25. All psuedo-chance level
parameters were set equal to the mean value of the c-parameter under
investigation. It should be noted that for all of the tests simulated
in the study, it was assumed that the items were unidimensional, i.e.,
measured a common trait.
3.2.2 Goodness-of-Fit
The approach to goodness— of—fit was described earlier in the
introductory section of this chapter. For each data set (24 in total;
2 test lengths x 2 levels of pseudo-chance parameters x 3 levels of
variation in discrimination parameters x 2 ability distributions)
,
three statistics used in estimating ability for the one-, two-, and
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three parameter models, respectively, were calculated and compared
to the true ability parameters. Comparisons were made via the use
of Spearman rank difference formula and the average discrepancy in
ranks
.
To further facilitate the interpretation of results, they are
reported separately for each half of the ability distribution as well
as for the total ability distribution.
3.3 Results
The results of the computer simulations are summarized in Tables
3.3.1 to 3.3.6. The first row of each table was inserted to serve
as a check on the calculations.
For convenience the results will be discussed in point form
around the variables under study:
Level of Variation in Discrimination Parameters
1. For the values studied, using discrimination parameters
as item weights contributed very little to the correct
ranking of examinees.
Level of Pseudo-Chance Level Parameters
2. With the twenty-item tests, the three-parameter model was
considerably more effective at ranking examinees correctly
in the lower half of the ability distribution. Correlations
were about .08 higher ('^.75 to '^.83) in the uniform dis-
tribution of ability and about .08 higher in the normal
distribution (^.65 to '^, 73 ). The improvement in the average
absolute difference in rank order was about 13.
3. With the forty-item tests, the three-parameter model was
also somewhat more effective at ranking examinees correctly
in the lower half of the ability distribution. Correlations
were about .04 higher in both ability distributions. The
improvement in the average absolute difference in rank
order was about 8. The reduction in effectiveness of the
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three parameter model weights was to be expected with
the longer tests. Gulliksen (1950) noted the insigni-
ficance of scoring weights when the test gets longer
and test items are positively correlated.
4. For examinees in the upper half of the ability distribu-
tion, and for the data sets studied, the number rights
score was about an effective as the more complicated
scoring weights used in the two— and three—parameter
models.
Shape of the Ability Distribution
5. As expected, correlations tended to be higher for the
uniformly distributed ability scores.
Test Length
6. It is interesting to observe the increases in correlations
due to doubling the length of the test. Again, as expected
they tended to be rather small.
3.4 Conclusions
From the data sets analyzed in this study, it is clear that there
are some sizable gains to be expected with modest length tests (n = 20)
in the correct ordering of examinees at the lower end of the ability
continuum when three-parameter model estimates are used (as opposed to
the number right score) . The gains were cut roughly in half when the
tests were doubled (n = 40) in length. It was surprising that item
discrimination parameters as weights had so little effect on the re-
sults. On the other hand, Gulliksen (1950) summarized the research
on item weights nearly thirty years ago and came to essentially the
same conclusion! This emphasizes an important point. To the extent
that the simulated data sets are typical of real data, it would appear
that the application of latent trait models to the problem of "ranking
examinees is probably not worth the trouble except in those situations
where gains of the size noted for lower ability examinees are impor-
tant. The number right score does nearly as good a job of ranking
examinees as the most complicated scoring methods.
The usual cautions that apply to generalizing the results from
a single study must be made here. For one, it is possible that the
simulations do not closely reflect real data. Second, the criterion
measure of goodness-of-f it seems suitable for the situation in which
a user desires to make norm-referenced interpretations of his/her test
scores. There are many other test situations (for example, those
involving tailored tests, test score equating, and criterion-referenced
tests) where a different criterion to judge the quality of a solution
would be more suitable. Third, the results of the study provide a
somewhat unfair comparison of the two-parameter model with the other
two models. This is because the item discrimination parameters used
in the weighting process to derive statistics for ability estimation
would have been somewhat different had the "best-fitting" two-parameter
curves to the three-parameter item characteristic curves been used.
The item discrimination parameters in the "best fitting" two-parameter
curves would have differed somewhat from those defined in the three-
parameter curves they were fitted to.
A final point should also be stressed. The correlation results
of the one-parameter model and (to a much lesser extent) the two-
parameter model are inflated (to an unknown extent) because of tied
scores. Therefore, the true differences in the reported correlations
are somewhat larger than those reported in Tables 3.3.1 to 3.3.6.
CHAPTER IV
EFFECTS OF TEST LENGTH AND SAMPLE SIZE ON THE ESTIMATES
OF PRECISION OF LATENT ABILITY SCORES
4.1 Introduction
One of the features of using any latent trait model is the
possibility of specifying a "target information curve" and then
selecting test items from an item pool to produce a test with the
features characterized by the "target information curve." A target
information curve describes the desired level of "information" at
each point on the ability scale underlying examinee test performance.
Information, in turn, is directly related to the degree of precision
of ability estimates at different points on the ability continuum.
In fact, as long as a test is not too short, the standard error of
estimation at a particular ability level is equal to one divided by
the square root of information provided by the test at the ability
level in question (SEE (9) = 1/information (9) ). In practice, since
the contribution of each test item to the test information curve
(referred to as a "score information curve" when item parameter
estimates are used instead of the item parameter values) is known
(once the item parameter values or the item parameter estimates are
specified), it is possible to select test items from a pool of
"calibrated" test items (i.e., a pool of test items with associated
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parameter estimates) to produce a "score information curve" which
approximates a desired "target information curve."
One of the problems with the paradigm offered above for test
development is the imprecision associated with the item parameter
estimates. Score information curves (and therefore the associated
standard eriors of ability estimates) will depend on the precision
of item parameter estimates. In turn, precision of item parameter
estimates is influenced by the examinee sample size used to estimate
the item parameters, and by the length of the test. This study was
designed to address two practical questions which are of some
importance and interest to test developers:
1. What are the effects of examinee sample size and test
length on the precision of standard error of ability
estimation curves?
2. What effects do the statistical characteristics of an
item pool have on the precision of standard error of
ability estimation curves?
A computer simulation study was chosen as the mode of investigation
for the two questions because of the large number of variables which
were to be studied, and the need to "know" in some instances, the
values of the item parameters.
The remainder of this chapter is divided into three sections:
(1) Method of Investigation, (2) Results, and (3) Conclusion.
4.2 Method of Investigation
4.2.1 Description of the Variables
(a) Test Length. Tests of three lengths were considered:
10, 20, and 80 items. These test lengths were chosen to represent:
50
(1) tests that are about as short as any that are used in practice
(n=10), (2) intermediate length tests (n=20)
,
and (3) tests that
represent the typical length of most long tests that are encountered
in practical testing situations (n=80)
.
(b) Ability Distribution
. In this particular study,
ability scores were simulated to be normally distributed (mean = 0,
• The data was simulated to conform with a basic assumption
made in the item parameter estimation method selected for the study
(Urry
,
1974). Urry*s method was chosen for the study because (1)
the method has been extensively used and found to give acceptable
results and (2) Urry’s computer program is relatively inexpensive as
compared to the alternative program (LOGIST) used in the previously
reported study.
(c) Sample Size . Three examinee sample sizes were chosen:
50, 200, and 1000. The smallest sample size (N=50) is considerably
smaller than anyone should use in practice. It was chosen to identify
the "worst possible" results that could be expected. The other two
sample sizes define minimum and maximum sample sizes typically used
in test development work with latent trait models.
(d) Item Pools . Ranges of parameter values for items
in the two pools are shown below:
Item
Parameter Pool
Difficulty (b) -2.00
Discrimination (a) .60
Pseudo-Chance (c) .25
Range of Values
One Pool Two
to 2.00 -1.00 to 1.00
to 2.00 .60 to 1.50
to .25 .25 to .25
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The differences between the two item pools can be described as
follows: Items in pool one had a wider range of difficulty and
discrimination values.
4.2.2 Simulation of Data
The eight steps in the simulation study were as follows:
1. Item pool one was selected for study.
2. A test length (10, 20, or 80 items) and a sample size
(50, 200, or 1000 examinees) were selected. A sample
of examinee ability scores was drawn from a normal
distribution (mean=0, sd=l)
.
3. Using a computer program, DATAGEN (Hambleton & Rovinelli,
1973), (1) item parameters, given the constraints of the
item pool under investigation, and (2) examinee item
scores were produced. The computer program assumed the
correctness of the three-parameter logistic model, used
the ability scores from step 2 and item parameters gen-
erated at this step, to produce probabilities of correct
answers for examinees to the test items. These proba-
bilities, in turn, were converted to examinee item scores
(0 or 1) via the use of a random number generator.
4. The examinee item scores from step 3 were used in Urry’s
computer program to estimate item and ability parameters.
However, only the item parameter estimates were used
further in this particular study.
5. The item parameter estimates were used in Equation 2 to
obtain SEE (6). The value of SEE (6) at seven ability
levels (0 = -3.‘00, -2.00, -1.00, 0.00, 1.00, 2.00, 3.00)
was calculated.
6. Steps 3 to 5 were repeated three times to obtain three
estimates of SEE (9)
.
All item and ability parameter
values for the three runs were identical. The particular
examinee item scores varied from one run to the next
because of the probabilistic nature of the score
outcomes
.
7. Steps 3 to 6 were repeated for each combination of test
length and sample size (3x3=9)
.
Steps 2 to 7 were repeated with the second item pool,
in all, 54 sets of test data were considered in the
study.
8.
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4.3 Results and Discussion
4.3.1 Effects of Sample Size and
Test Length of the Precision
of Standard Error of Ability
Estimation Curves
Tables 4.3.1 to 4.3.6 contain the SEE Curves with Item Pool
One obtained for three replications of three examinees sample
sizes (N=50, 200, 1000) and three test lengths (n=10, 20, 80) and
reported for seven ability levels. Tables 4.3.1 to 4.3.3 and 4.3.4
to 4.3.6 contain the same information. What differs is the way
the data are organized in the two sets of Tables. Data have been
arranged in Tables 4.3.1 to 4.3.3 to facilitate an examination of
the effect of sample size on SEE Curves. The data presented in
Tables 4.3.4 to 4.3.6 have been arranged to facilitate an exami-
nation of the effect of test length on SEE Curves. Test lengths
and sample sizes given under the column headed "actual" are the
number of items and examinees remaining after a satisfactory set
of item and ability parameter estimates are obtained from Urry's
computer program.
For ease of interpretation, the same data reported in Tables
4.3.1 to 4.3.6 is presented in graphical form in Figure 4.3.1.
Tables 4.3.7 to 4.3.12 contain similar data to Tables 4.3.1 to
4.3.6. Tables 4.3.7 to 4.3.12 contain SEE Curves obtained with
Item Pool Two. (There is no figure, however, corresponding to
Figure 4.3.1 for Item Pool Two.) Tables 4.3.13 and 4.3.14 were
constructed to organize the data reported in Tables 4.3.1 to 4.3.12
to facilitate the interpretation of results.
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(a) Item Pool One—Effect of Sample Size . The results
of the simulations for a fixed test length of 10 items, which are
reported in Table 4.3.1, clearly show the lack of stability of the
SEE Curves for all sample sizes. There was little improvement, if
any, due to increasing sample size. This result, however, may be
due to the limited amount of data considered since improvements were
obtained in Item Pool Two and at other test lengths.
From examination of Table 4.3.2, which contains the results of
the 20 item simulations, it is apparent that the SEE Curves were
beginning to stabilize. Except at extreme values of the ability
continuum, the results were nearly as good as those obtained with
the larger sample size N=1000)
.
At a test length of 80 items. Table 4.3.2 clearly shows that
SEE Curves are highly stable. Similar to the effect noted with
test lengths of 20, the expected decrease in variation of the
standard errors with increase in sample size, is apparent only at
ability levels of -1, +1, and +2.
(b) Item Pool One—Effect of Test Length . Examination
of the results reported in Table 4.3.4 indicate that, for samples
of size 50, as test length increased, variation in the SEE Curves
decreased at all ability levels.
Tables 4.3.5 and 4.3.6, which represent the results of the
simulations for sample sizes of 200 and 1000, clearly show the
following trends: (1) the most stable SEE Curves were obtained for
the longest test length, and (2) for all ability levels, variation
in the SEE Curves decreased as test length increased.
67
Table 4.3.13 presents a summary of the data found in Tables 4.3.1
to 4.3.6. Entries in this table are the standard deviations of the
standard errors of estimate obtained across the three replications
of the various studies. Standard deviations are reported for each
test length-sample size combination across five ability levels. Also
included in Table 4.3.13 is the average of the standard deviations
across ability levels for each test length-sample size combination.
It is this latter value that is the focus of the following discussion.
Several trends are apparent from examination of the average
variation of standard errors: (1) the variation decreased as test
length increased for all sample sizes, (2) when test length was
fixed at 10 items, sample size had little or no effect on the stability
of the SEE Curves, and (3) sample size, generally, had a noticeable
effect on the stability of the SEE Curves.
Figure 4.3.1 contains three graphs illustrating the effect of
test length and sample size on the stability of the SEE Curves at
five ability levels. Each graph represents a plot of the values of
the SEE Curves obtained when sample size was held constant and test
length was varied. It is clear, from examination of these graphs,
that sample size has little effect on the stability of SEE Curves of
short tests (n=10) . The effect of sample size on the stability of
the standard errors was most apparent for the intermediate length
test (n=20) . For a long test (n=80) sample size showed the most
pronounced effect when there was an increase from 50 to 200 examinees.
An effect was also noticed when sample size was increased from 200
to 1000 examinees, however, the improvements in precision were more
modest in size.
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jc) Item Pool Two—Effect of Sample Size . Table 4.3.7
presents the results of the simulations involving test lengths of
10 items. It should be noted that no values are reported for ability
level —3 and also that the only complete set of values at ability
level -2 are reported for a sample size of 200. Values obtained at
these ability levels fluctuated greatly and so they are not reported
(a similar explanation applies to other results not reported). In
summary, there was a substantial improvement in the precision of
SEE Curves for increasing sample sizes. In fact, the improvements
in precision of SEE Curves due to sample size for test lengths of
20 and 80 items are also clear from a study of Table 4.3.8 and 4.3.9.
(d) Item Pool Two—Effect of Test Length . The results
of this investigation are reported in Tables 4.3.10 to 4.3.12. These
results are very similar to those obtained for item pool one and
therefore will not be discussed to any great extent. It is important
to note that for all sample sizes and at all ability levels there ap-
peared to be a fairly consistent tendency for the stability of the
SEE Curves to increase as test length was increased.
Table 4.3.14 summarizes the results reported in Tables 4.3.7 to
4.3.12. Data are arranged in Tables 4.3.14 in the same manner in
which they were arranged in Table 4.3.13. Examination of the average
variation across ability levels, indicates that for all test lengths,
sample size has a noticable effect on the stability of the SEE Curves
In comparison to the results reported in Table 4.3.13, the effect of
test length on the average variation across ability levels is
not so
apparent. The reason for this is the smaller variation observed
for
short tests with this particular item pool.
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4.3.2 Effects of Statistical Characteristics
of an Item Pool on Precision of
SEE Curves
A comparison of the results reported in Tables 4.3.13 and 4.3.14,
indicated that for tests of 20 and 80 items, the variation in the
SEE Curves, averaged across ability levels, is very similar for both
item pools. For test lengths of 10, the situation is quite different.
In order to make the average variations across ability levels at this
test length comparable for both item pools, these values were recom-
puted for item pool two, excluding the values obtained for ability
level of -2. The recomputed average variation values are .33, .38,
and .42 for sample sizes of 50, 200 and 1000 respectively. It is
clear that, for short tests, the homogeneous item pool (pool one)
resulted in smaller average variations than did the heterogeneous
item pool. A second point worth noting, is that the heterogeneous
item pool (pool two) provided more stable Standard Errors at an
ability of -2 for test lengths of 10 or 20 items than did the
homog,eneous item pool. For test lengths of 80, the results appear
to be about the same for both item pools. It should also be noted
that the homogeneous item pool generally results in greater stability
of Standard Errors for ability levels between +1 and -1 than did the
heterogeneous item pool.
4.3.3 Relationship Between Test Length and
SEE Curves in Two Typical Item Pools
Figure 4.3.2 contains two graphs, representing item pools one
and two. These graphs show the relationship between test length
and SEE Curves. Item parameters were used to derive the Curves
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rather than estimates of the item parameters. The trends in the
results are generally what one would expect. The value of the figure
is the information it provides to test developers who must determine
a test length.
Test lengths of 10 and 20 items, drawn from the heterogeneous
item pool (item pool one) do not show the expected U shaped pattern
exhibited by the curves obtained for these test lengths when the
simulation involved a homogeneous item pool. The slight distortion
noted at the center of the ability distribution is due to the
P^^ticular sample of items chosen. There are a few less items
selected with difficulty values close to zero. It is quite apparent
that the heterogeneous item pool provided smaller standard errors
across a wider range of abilities than did the homogeneous item pool.
Further insight into the effect of the item pool on the size of
the standard errors can be obtained by examination of the graphs
presented in Figure 4.3.3. Each graph represents one of three different
test lengths that was studied. The relationship between test length
and SEE between +3 and -3 is graphed for both item pools on the
same axes to facilitate comparison of the effect of the item pools.
The decrease in the size of the standard errors as test length in-
creases is quite evident for both pools. Also apparent is the fact
that tests based on items drawn from the heterogeneous item pool
provide greater precision over a wider ability range then do tests
developed from the homogeneous item pool.
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4.4 Conclusions
A study along the general lines as this one is not going to
reveal any major new results. It is well-known that the size of an
examinee sample, the length of a test, and the characteristics of an
item pool will have an important influence on the shape and stability
of SEE Curves. The importance of this study is that it provides data
concerning the size of improvements in SEE Curves relative to the
three factors under investigation: (1) sample size, (2) test length,
and (3) item pool characteristics. In this regard several conclusions
seem warranted:
1. Both test length and sample size are extremely important
factors in the precision of SEE Curves. (There were a
small number of reversals in the results; no doubt this
was due to sampling fluctuations.)
2. Precision of SEE Curves at the extremes of an ability
continuum is very poor, even with large examinee sample
sizes. The results are substantially better when
tests are lengthened, even if the sample size is small
(N=50)
.
3. The precision of SEE Curves wou].d be acceptable in most
instances if the Curves are based on 200 or more examinees
with tests with at least 20 items. This recommendation
holds if primary concern is with values of the Curves in
middle regions of the ability continuum [-1 to +1]
.
4. Increases in examinee sample sizes from 50 to 200 produce
sizeable improvements in the precision of SEE Curves.
Gains in precision due to increasing a sample size from
200 to 1000 produce only modest gains in precision of the
SEE Curves.
Similarly for test lengths, improvements in precision
were substantially better when the change was from 10
to 20 items than 20 to 80 items.
5 .
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The results of this study suggest that if an item pool is
"typical," the stability of SEE Curves across readministrations
of the test to similar groups of examinees will be quite good if
the test includes at least 20 items, and if 200 or more examinees
are used in deriving the item statistics.
CHAPTER V
A COMPARATIVE STUDY OF ITEM SELECTION METHODS UTILIZING
LATENT TRAIT THEORETIC MODELS AND CONCEPTS
5.1 Introduction
Latent trait models offer a number of theoretical advantages
to those interested in developing tests. Of course, the theoretical
advantages of latent trait models will only be realized in practice
if test data sets meet the restrictive assumptions imposed by the
models being used (or considered for use) (Hambleton & Cook, 1977)
.
Among these advantages are "sample-free” item statistics, "item-
free" ability estimates, and a measure of the precision of ability
estimation at different ability levels. This measure is called
a "score information curve" (or a "test information curve" when the
values of the item parameters are known). It is this last advantage
and its potential usefulness in the test development process that
is the focus of the research presented in this chapter.
Several excellent discussions of the use of information curves
for the construction and evaluation of tests have been provided
recently (Lord, 1977; Marco, 1977; Samejima, 1977; Wright, 1977).
Still, the work conducted to date has not been addressed directly
to the test practitioner who has an interest in using information
curves to build tests.
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The purposes of this particular investigation were as follows:
1. Using a typical item pool (where items are described by
parameters in the three-parameter logistic test model),
compare the score information curves for several item
selection methods.
2. Compare the merits of several item selection methods
for producing a scholarship exam and a test to optimally
separate examinees into three ability categories.
The chapter has been divided into two parts to correspond to the
purposes stated above. Part A, which focuses on a comparison of
five item selection methods, is considered in section 5.2 to 5.4.
Part B, which contains the investigation of item selection methods
suited for two different testing purposes, is presented in sections
5.5 to 5.7. In addition, conclusions and practical implications of
the work are discussed in a final section of the paper (5.8).
PART A
Comparison of Five Item Selection Methods
5.2 Purpose
The purpose of this part of the study was to investigate five
possible item selection methods. In order to make the results of
the five methods comparable, a fixed test length was used. Each
method was used to select 30 items and the amount of information
provided by the 30 selected test items, at five ability levels,
_2j —1, 0, +1, 4-2, was calculated. The information curve obtained
from each item selection method was then used to compare the methods
The five methods investigated were designated: (1) random, (2)
standard, (3) middle difficulty, (4) up and down, and (5)
maximum
These procedures will be described in a later section.information.
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An implicit assumption underlying these five methods was that
the purpose of the test was to provide maximum information for
ability levels ranging between -1 to +1, which is usually the case
in practical test development situations.
5.3 Method of Investigation
5.3.1 Generation of the Item Pool
A computer program, DATAGEN (Hambleton & Rovinelli, 1973) was
used to generate a "pool" of 200 test items. Each test item is
described by the item parameters in the three-parameter logistic
test model (item difficulty, item discrimination, and item pseudo-
chance level). The item statistics are reported in Table 5.3.1.
The average value and range of the item statistics were chosen to
correspond to values which have been observed in practice (see,
for example. Lord, 1968; Ross, 1966). Ability scores from a normal
distribution (mean=0, sd=l) for 200 examinees were generated, and
using the latent trait item statistics reported in Table 5.3.1,
it was possible to simulate the item performance of the 200 examinees
assuming the validity of the three-parameter logistic test model.
With the availability of examinee item scores and total test scores,
conventional item statistics (proportion-correct, and item-test
score correlations) were calculated. These item statistics are also
reported in Table 5.3.1.
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Table 5.3.1
Item Pool Parameters and Item Information at Five
(b, -2.00 to + 2 . 00 ; a. .19 to 2 . 00 ; c, .00
Ability Levels
to . 75 )
Item Parameters Ability Level Classical Statistics
b a c -2 -1 0 1 2 P r
.49 .49 .07 .04 .09 .14 .15 .11 .44 .36
-1.68 1.04 .25 .38 .39 .11 .02 .00 .93 .30
.09 1.11 .22 .00 .10 .55 .35 .07 .61 .48
1.73 1.70 .22 .00 .00 .00 .22 1.28 .30 .20
.81 1.44 .16 .00 .00 .25 1.10 .25 .37 .49
-1.41 1.32 .17 .42 .80 .15 .02 .00 .90 .41
1.38 .55 .13 .01 .03 .08 .15 .17 .39 .28
-.88 1.94 .19 .02 1.67 .43 .02 .00 .83 .62
1.45 .87 .12 .00 .01 .09 .35 .39 .27 .32
.47 1.21 .24 .00 .02 .39 .56 .13 .47 .48
.18 .32 .12 .03 .05 .06 .06 .05 .62 .22
.58 1.04 .25 .00 .03 .27 .46 .16 .50 .43
-.55 1.78 .22 .00 .62 .91 .06 .00 .78 .49
1.09 1.70 .23 .00 .00 .04 1.20 .40 .46 .37
1.01 1.39 .08 .00 .00 .22 1.19 .41 .28 .50
.88 .52 .12 .02 .06 .12 .15 .13 .45 .31
1.47 1.59 .04 .00 .00 .04 1.03 1.08 .14 .31
-.49 1.88 .04 .01 1.13 1.40 .08 .00 .71 .65
-1.00 1.45 .04 .28 1.39 .42 .04 .00 .82 .59
-1.80 .57 .18 .16 .14 .09 .04 .02 .89 .31
.73 1.21 .11 .00 .02 .37 .81 .24 .37 .50
.23 .72 .02 .06 .20 .35 .29 .13 .49 .44
.85 .96 .05 .00 .06 .34 .60 .29 .33 .45
-.37 1.10 .14 .03 .38 .63 .20 .03 .67 .58
1.21 .58 .17 .01 .03 .09 .17 .16 .38 .31
-.21 1.67 .19 .00 .20 1.36 .20 .01 .65 .57
-1.40 1.00 .04 .49 .60 .21 .05 .01 .86 . 56
.82 .45 .09 .03 .06 .10 .12 .10 .53
. 32
1.89 1.40 .13 .00 .00 .00 .23 1.11 .18
. 30
-.11 1.70 .16 .00 .15 1.53 .26 .02 .63 .59
.27 1.94 .20 .00 .01 1.23 .64 .03
.49 .59
-.62 1.56 .22 .01 .67 .71 .07 .01 .77 .49
-.82 1.52 .09 .09 1.25 .58 .05 .00 .81 .55
1.93 .20 .09 .01 .02 .02 .02 .02 .
48 , 06
-1.54 1.34 .09 .72 .80 .13 .01 .00
. 36
81
Item
Item
b
Parameters
a c -2
Ability Level
-1 0 1 2
Classical
P
Statistics
r
36 -1.63 .68 .16
.23 .26 .13 .05 .02 .85
. 3737 .08 1.36 .23
.00 .08 .79 .38 .05 .60
. 5938 -.46 1.39 .16
.02 .52 .86 .16 .01 .77 .4939 1.17
.91 .03 .00 .06 .26 .55 .39 .25 .4140 -1.29 1.92 .06 .58 2.06 .16 .01 .00
.87 .62
61 .18 .20 .12 .02 .02 .02 .02 .02 .53 .2962 .36 1.58 .22 .00 .02 .75 .68 .06 .56 .5463 -1.66 .36 .02
.09 .09 .08 .06 .06 .68 .3344
-.69 1.60 .20 .01 .69 .78 .12 .01 .76 .56
45 -.28
.98 .01
.13 .68 .65 .26 .06 .66 .60
66 -1.90 .88 .11 .65 .32 .10 .03 .01 .91 .31
67 -.86 1.20 .15 .11 .72 .65 .08 .01 .78 .58
68 1.92 .71 .19 .00 .00 .03 .16 .25 .31 .31
69 1.62 .72 .20 .00 .01 .05 .18 .25 .32 .19
50 1.67 .66 .26 .00 .01 .06 .15 .18 .38 .31
51 1.77 1.60 .02 .00 .00 .03 .59 1.27 .13 .63
52 -1.26 1.56 .03 .59 1.69 .23 .02 .00 .87 .51
53 -1.13 1.62 .12 .22 1.50 .27 .02 .00 .89 .57
56 1.65 1.18 .23 .00 .00 .01 .28 .61 .33 .26
55 -1.15 1.59 .11 .25 1.66 .27 .02 .00 .87 .55
56 -.26 1.56 .01 .06 .71 1.52 .23 .02 .63 .69
57 1.52 .26 .15 .01 .02 .03 .03 .03 .68 .22
58 -1.88 1.22 .07 .91 .68 .08 .01 .00 .95 .30
59 -.33 1.26 .16 .02 .38 .81 .20 .03 .72 .57
60 .62 1.52 .22 .00 .01 .61 .76 .09 .55 .55
61 -.76 1.66 .12 .06 1.28 .65 .05 .00 .78 .59
62 -.66 .72 .21 .05 .19 .25 .16 .05 .68 .68
63 .11 .86 .15 .02 .16 .38 .29 .10 .55 .66
66 .90 1.82 .22 .00 .00 .09 1.57 .23 .66 .61
65 -1.21 1.16 .15 .27 .69 .25 .06 .01 .90 .63
66 .69 1.61 .13 .00 .01 .60 1.03 .20 .38 .50
67 .66 .62 .20 .02 .05 .08 .09 .07 .53 .29
68 .39 .60 .06 .05 .08 .10 .10 .08 .66 .33
69 -.07 1.83 .08 .00 .18 2.06 .29 .01 .63 .70
70 -1.66 .20 .02 .03 .03 .03 .02 .02 .68 .10
71 1.77 .20 .18 .01 .01 .02 .02 .02 .52 .21
72 .62 1.67 .16 .00 .00 .66 1.23 .13 .61 .66
73 -.08 .79 .23 .02 .16 .29 .21 .08 .65 .33
76 .79 1.67 .13 .00 .00 .30 1.19 .26 .32 .62
75 -.33 .69 .12 .07 .20 .26 .17 .07 .65 .36
82
Item
Item
b
Parameters
a c -2
Ability Level
-10 1 Classical Statistics2 p
76 .28 .61
.19 .02 .08 .17 .17 .10 .55 .4277 1.25 .99
.05 .00 .02 .19 .61 .46 .27 .4778 -.28
.70
.23 .04 .15 .23 .15 .06 .65 .4579 1.90 1.55 .11 .00 .00 .00 .23 1.42 .22 .1280 -1.27 1.84 .21 .21 1.47 .14 .01 .00 .88 .54
81 -.20 1.98 .22 .00 .13 1.79 .15 .01 .66
.5882 -.41
.27 .22 .03 .03 .03 .03 .03 .59 .2083 .57 1.28 .12 .00 .03 .52 .81 .17 .44 .4684
.20 .55 .18 .03 .08 .14 .14 .09 .55
. 36
85 -.81
.71 .19 .10 .24 .22 .11 .04 .75 .40
86
.78 1.53 .04 .00 .01 .50 1.47 .25 .31 .54
87 .62 1.73 .01 .00 .04 .98 1.59 .14 .33 .65
88 .11 1.51 .02 .00 .23 1.52 .54 .05 .51 .68
89 -1.24 1.21 .08 .41 .88 .26 .04 .01 .88 .46
90 -1.55 1.63 .06 1.02 1.05 .10 .01 .00 .90 .49
91 -..38 1.64 .07 .01 .67 1.37 .15 .01 .66 .65
92 .76 1.55 .15 .00 .00 .29 1.24 .21 .36 .51
93 .64 .67 .07 .02 .09 .23 .27 .17 .39 .35
99 -1.42 .90 .13 .32 .43 .18 .05 .01 .89 .31
95 -1.24 1.13 .03 .48 .83 .28 .05 .01 .86 .48
96 -.28 .54 .19 .05 .11 .15 .12 .07 .66 .27
97 -.94 .83 .18 .13 .34 .25 .09 .03 .82 .36
98 1.57 1.21 .25 .00 .00 .02 .32 .60 .35 .20
99 1.90 .72 .18 .00 .00 .03 .15 .26 .34 .22
100 -.58 1.06 .05 .12 .60 .58 .16 .03 .67 .54
101 -1.39 1.44 .11 .55 1.04 .17 .02 .00 .88 .51
102 1.00 1.43 .16 .00 .00 .13 1.07 .36 .38 .40
103 1.42 1.30 .23 .00 .00 .02 .49 .60 .32 .24
104 -.11 1.89 .17 .00 .11 1.84 .23 .01 .65 .55
105
.91 1.87 .10 .00 .00 .16 2.08 .27 .29 .51
106 1.18 1.50 .97 .00 .00 .11 1.29 .58 .27 .42
107
.53 1.17 .02 .01 .11 .69 .78 .19 .44 .50
108 -1.25 1.17 .20 .25 .67 .22 .04 .00 .85 .53
109 1.63 1.17 .14 .00 .00 .01 .46 1.11 .23 .29
110 1.22 .44 .06 .02 .05 .09 .12 .12 .28 .24
111
.75 1.46 .05 .00 .02 .52 1.30 .24 .33 .58
112 -1.90 .77 .12 .33 .26 .11 .03 .01 .89 .34
113 -.57 1.89 .02 .04 1.51 1.21 .07 .00 .71 .68
114 -.01 1.69 .00 .02 .42 2.07 .41 .03 .56 .65
115 1.10 .29 .09 .02 .03 .04 .05 .05 .45 .20
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116 -.08 1.05 .18 .01 .18 .56 .28 .06 .69 .49
117 -.97 1.24 .25 .10 .67 .33 .05 .01 .85 .43
118 1.41 1.46 .01 .00 .00 .08 .99 1.08 .15 .45
119 -.24
.57 .24 .04 .10 .15 .12 .06 .64 .34
120 -.68
.42 .03 .10 .12 .12 .09 .06 .66 .30
121 1.12 .71 .00 .03 .09 .23 .36 .27 .24 .34
122 -.59 1.81 .06 .02 1.28 1.05 .06 .00 .74 .65
123 .51 .28 .10 .03 .04 .05 .05 .04 .50 .26
124 -1.04 .52 .19 .09 .13 .12 .07 .04 .80 .31
125 -.39 1.97 .20 .00 .35 1.43 .08 .00 .74 .57
126
.54 1.22 .18 .00 .03 .43 .66 .15 .44 .49
127 -.60 1.62 .23 .01 .66 .76 .07 .00 .78 .61
128 1.81 1.68 .18 .00 .00 .00 .20 1.42 .27 .25
129 -1.15 1.42 .03 .47 1.35 .31 .03 .00 .84 .58
130 -.91 .33 .04 .07 .07 .07 .06 .04 .66 .24
131 .42 1.07 .05 .01 .13 .62 .59 .16 .38 .55
132 1.41 .61 .25 .00 .01 .06 .14 .16 .46 .29
133 1.05 1.33 .24 .00 .00 .08 .75 .35 .40 .40
134 .18 .56 .19 .03 .08 .15 .14 .09 .66 .27
135 1.06 .39 .05 .03 .06 .09 .10 .09 .31 .30
136 -1.48 1.17 .09 .56 .71 .17 .03 .00 .86 .50
137 .44 .38 .15 .03 .05 .07 .08 .06 .52 .28
138 1.29 1.38 .08 .00 .00 .09 .98 .67 .22 .39
139 .15 1.45 .21 .00 .06 .89 .46 .05 .57 .53
140 -1.61 .48 .24 .09 .10 .08 .05 .02 .81 .31
141 -1.71 1.30 .25 .57 .50 .08 .01 .00 .92 .46
142 -.86 .80 .01 .25 .45 .33 .12 .04 .70 .47
143 1.62 .39 .01 .03 .05 .08 .11 .11 .30 .21
144 .16 .64 .20 .02 .09 .19 .18 .10 .58 .41
145 -.03 1.63 .01 .01 .42 1.90 .40 .03 .59 .65
146 -1.28 .28 .06 .05 .05 .05 .04 .03 .66 .11
147 -.29 1.08 .14 .03 .32 .62 .22 .04 .64 .53
148 1.71 .91 .18 .00 .00 .03 .24 .42 .31 .30
149 1.93 .86 .16 .00 .00 .03 .18 .39 .23 .12
150 -.87 .75 .18 .12 .27 .23 .10 .03 .76 .37
151 -.14 1.06 . 25 . .01 .16 .50 .25 .05 .63 .50
152 -1.75 1.96 .04 2.04 .75 .03 .00 .00 .96 .34
153 .14 1.18 .23 .00 .08 .58 .38 .07 .60 .48
154 -1.79 .87 .19 .35 .30 .11 .03 .01 .92 . 30
155 -.88 1.87 .08 .07 2.03 .50 .02 .00 .86 .57
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156 .64 1.94 .24
.00 .00 .27 1 .40 .09 .50 .45157 - 1.90
.65 .00
.30 .24 .12 .05 .02 .84
. 38158 -.74
.51 .19 .07 .12 .13 .09 .05 .68 .25
159 -1.73 .28 .18 .04 .04 .04 .03 .02 .76 .12160 1.18 .79 .12
.00 .02 .14 .34 .29 .32 .38
161 -1.67 .63 .04
.25 .24 .13 .06 .02 .84 .33
162
.93 .38 .07 .03 .05 .08 .09 .08 .43 .29
163 .64 1.67 .06 .00 .01 .66 1 .44 .15 .38 .60
164 1.45 .50 .17 .01 .02 .07 .11 .13 .44 .23
165 .90 .59 .11 .02 .06 .15 .20 .16 .41 .27
166
-.82 1.26 .00 .30 1.09 .57 .09 .01 .72 .58
167 -1.06 1.00 .17 .18 .52 .28 .07 .01 .81 .50
168 -.17 1.91 .12 .00 .20 2.02 .20 .01 .61 .62
169 .29 1.70 .12 .00 .03 1.19 .73 .05 .53 .60
170 .19 1.43 .05 .00 .15 1.25 .60 .07 .46 .65
171 .53 .25 .04 .03 .04 .04 .04 .04 .54 .27
172 -.11 1.28 .05 .02 .37 1.06 .34 .04 .55 .56
173 -1.04 .63 .04 .19 .27 .20 .10 .04 .76 .38
174 -1.19 .42 .01 .12 .13 .11 .07 .04 .69 .28
175 -1.67 1.57 .15 .92 .73 .07 .00 .00 .94 .32
176 1.86 .26 .23 .01 .01 .02 .03 .03 .44 .22
177 .00 1.96 .05 .00 .15 2.51 .35 .01 .59 .66
178 -.53 1.15 .23 .03 .38 .53 .13 .02 .73 .54
179 1.25 1.32 .14 .00 .00 .07 .80 .57 .36 .31
180 -.69 1.85 .16 .01 1.16 .74 .04 .00 .76 .56
181 .33 .24 .18 .02 .02 .03 .03 .03 .57 .17
182 -1.42 .86 .01 .44 .48 .21 .06 .01 .82 .38
183 -.40 .96 .00 .16 .52 .59 .22 .05 .66 .51
184 .40 .84 .03 .03 .17 .44 .41 .16 .43 .55
185 -1.92 1.23 .22 .67 .36 .06 .01 .00 .95 .35
186 .65 1.71 .07 .00 .01 .63 L .50 .15 .38 .57
187 -1.65 1.-22 .09 .73 .63 .12 .02 .00 .90 .45
188 -.87 1.43 .24 .05 .82 .42 .05 .00 .82 .50
189 1.50 1.19 .16 .00 .00 .03 .46 .64 .26 .31
190 -1.86 .86 .25 .30 .26 .09 .02 .01 .88 .37
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191 COCO1 1.49 .24 .91 .42 .04 .00 .00 .96 .29
192 .10 .23 .07 .03 .03 .03 .03 .03 .51 .17
193 1.10 .63 .13 .01 .04 .12 .21 .19 .34 .29
194 .55 1.89 .15 .00 .00 .58 1.31 .08 .42 .48
195 -.96 1.17 .11 .18 .78 .39 .07 .01 .83 .48
196 -.16 1.25 .17 .01 .22 .80 .27 .04 .63 .52
197 -.11 1.60 .00 .04 .55 1.82 .33 .02 .56 .64
198 -1.02 .95 .08 .24 .55 .32 .08 .02 .82 .32
199 .88 .95 .11 .00 .03 .25 .52 .27 .40 .40
200 1.44 1.56 .20 .00 .00 .01 .61 .81 .34 .24
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5.3.2 Item Selection Method s
(1) Random
Although it is unliksly that a practitioner wi th any degree
of sophistication in the area of test development would select items
at random, the results of such a process provide a base line for
comparing the results obtained from other methods. To apply this
method, a table of random numbers was used to select 30 test items
from the pool.
(2) Standard
This method employed classical item statistics (item
difficulty and item discrimination) . Items V7ere chosen such that
their difficulties varied between .30 and .70. Of the total number
of items with difficulty values falling in this range, the thirty
items with the highest item discrimination parameters were chosen.
The selected items had discrimination parameters that ranged
between .53 and .70.
(3) Middle Difficulty
The 30 test items that provided the maximum amount of
information at an ability level of 0.0 were selected from the pool.
(A) Up and Down
This method consisted of a three step process that was
repeated until thirty items were selected. The three steps involved
were to first, select the item from the pool that provided the maxi
mum amount of information at an ability level of -1.0, next, proceed
to an ability level of 0.0 and select the item that provided the
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maximum amount of information at this ability level. The third
step was to select the item at an ability level of +1.0 that pro-
vided the maximum amount of information. This three step process
was repeated until 30 items were selected.
(5) Maximum Information
The fifth item selection method employed involved the
averaging of information provided by each of the 200 items across
three ability levels, -1.0, 0.0, and 1.0. The 30 test items
providing the highest average levels of information across the
three ability levels were selected for the test.
5.4 Results
The score information at five ability levels of interest for
each of the five item selection methods are presented in Table
5.4.1. Table 5.4.1 also reports the number of the test items se-
lected by each of the methods. Figure 5.4.1 provides a graphical
representation of the score information curves resulting from the
five item selection methods.
As was expected, the method employing a random selection of
items provided less information than any of the other methods, at
the ability levels of primary interest (-1.0, +1.0). It is inter-
esting to note, however, that the score information curve resulting
from this process is unimodal with maximum information provided at
the center of the ability distribution. This result is a reflection
on the nature of the item pool.
Test
Composition
and
Information
Using
Five
Item
Selection
Methods
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Figure 5.4.1. Test Information Curves Produced With Five
Item Selection Methods [30 Test Items]
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The standard method" also resulted in a score infotmation
curve that provided maximum information for abilities at the center
of the ability distribution. The amount of information provided
at this point is considerably higher than that provided by the
random approach. The information provided at an ability level of
+1 is also considerably greater than that provided by the random
selection method. This is not the case, however, for the amount
of information provided at an ability level of-l.a There is really
very little difference between the two methods, in the values
obtained at this ability level.
The third method, which involves selecting only those items
that provided maximum information at an ability level of 0.0 re-
sulted, as to be expected, in a score information curve that
provides more information at this level than any of the other
methods. This method also resulted in an appreciable amount of
information at the two adjacent ability levels.
The "up and down" method, with the exception of the "random
method," provided the least amount of information at 6=0.0 but it
provides considerably more information at ability levels of -1.0
and +1.0 than did any of the other methods.
The "maximum information" method provided an appreciable amount
of information at three ability levels (6=-1.0, 0.0, 1.0). It did
not provide as large an amount of information at an ability level
of zero as did the "Middle Difficulty" method, however, it provided
more information at the adjacent ability levels of +1.0 and -1 . 0 than
did any of the other methods with the exception of the "Up and
Down" method.
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An interesting point to consider is the amount of overlap
(in terms of percentage of items) that might be expected to result
from each of these methods. Table 5.4.2 lists the number of over-
lapping items along with the percentage of overlap that this number
represents. The smallest amount of overlap observed is four items.
This occurred between the "Random" method and the "Up and Down"
method. A surprisingly large amount of overlap was found between
the "Standard" and the "Middle Difficulty" methods and the "Up and
Down" and "Maximum Information" methods. Both of these pairs of
methods had an overlap of 19 items (63.3%). In general the "Random"
method appears to overlap least with the other item selection methods
and the "Maximum Information" method seems to overlap the most.
PART B
Selecting Test Items to "Fit" Target Curves
5.5 Purpose
The second part of the study was designed to investigate item
selection methods that are suited for a particular testing purpose.
Two different testing situations were considered. The first situa-
tion, which was designated Case I, refers to the development of an
instrument that is to be used for awarding scholarships, i.e., the
maximum amount of information is desired at the upper end of the
ability continuum. The second situation chosen to study (Case II)
refers to the development of an instrument that will be used to make
decisions at two different points on an ability continuum. An
Overlap
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example of this type of instrument would be one that is used to
award "passing" as well as "honors" grades to students.
For each situation (Case I and Case II)
,
several item selection
methods were developed and compared.
5.6 Method of Investigation
5.6.1 Case I
The investigation of Case I, the development of a scholarship
selection instrument, began by establishing a target information
curve. This was accomplished by specifying the size of the SEE that
was considered desirable at each of the five ability levels ranging from
-2.0 to +2.0. Using the relationship between the SEE and test in-
formation that was previously discussed (see Chapter IV)
,
the amount
of information required at each ability level was determined. The
resulting target infoirmation curve is summarizes in Table 5.6.1 and
presented graphically in Figure 5.6.1.
Four item selection methods were compared. These methods were
designated: (1) Random, (2) Standard, (3) High Difficulty, and
(4) Up and Down. Methods 3 and 4 are based on the use of item in-
formation curves. The "High Difficulty" method was one that involved
choosing items that provided maximum information at an ability level
of +1.0 (the ability level of primary interest). The "Up and Down"
method involved the following steps: (1) choose the item that pro-
vides maximum information at an ability level of +2.0; (2) proceed to
the adjacent ability level (+1.0) and select the item that provides
maximum information at this ability level, (3) continue to work
Target
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Projects
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Figure 5.6.1. Scholarship Test Information Curves Produced
With Five Item Selection Methods
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down the ability continuum in this manner until an item is chosen
that provides maximum information at an ability level of -2.0;
(4) go back to an ability level of +2.0 and repeat the cycle. As
the desired amount of information is obtained at a particular ability
level, delete this ability level from consideration in the cycle.
The two remaining methods, which were not based on item infor-
mation curves were similar to the random and standard methods
described in an earlier part of this chapter, with the following
exceptions: (1) The number of test items for each of these methods
was set to be the same as the number of items required by the "best"
of methods 3 and 4, (2) the specifications for the item difficulty
values for the standard method were changed so that no item with an
item difficulty value greater than .35 was chosen.
5.6.2 Case II
The target information curve for this testing situation was
established by the same procedure described for Case I. The values
for the resulting bimodal target information curve are summarized in
Table 5.6.1 and presented graphically in Figure 5.6.2. It should
be noted that maximum information is desired at two points on the
ability continuum, -1.0 and 1.0.
Three item selections methods were compared for this testing
situation. The only method based on the use of item information
curves is the one designated "Low-High Difficulty." This method
is similar to the "Up and Down" technique that was described . pre-
viously and consists of selecting items alternately that provide
maximum information at ability levels of +1.0 and -1.0. ihis back
Figure 5.6.2. Bimodal Test Information Curves Produced With
Four Item Selection Methods
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and forth procedure is continued until the area under the target
information curve is filled to a satisfactory degree. The random
and standard methods are similar to those previously described. The
number of items used for both of these methods was set to be the
number of items required by the "Low-High Difficulty" method. The
specifications for selecting items using classical item difficulty
and item discrimination values were first to choose items with dis-
crimination values greater than .40 and secondly, from this subset
to choose x8 items with difficulty values in the range of
.70 to .90 and 18 items with difficulty values in the range of .20
to .40.
5.7 Results
5.7.1 Case I
The results of the four item selection methods are summarized in
Table 5.6.1. A comparison of the two methods based on item informa-
tion curves ("High Difficulty" and "Up and Down") shows that the
"High Difficulty" method required six fewer items than the "Up and
Down" method required to provide the desired amount of information
at the ability level of interest (+1.0). The Randcm and Standard
methods were clearly inferior. These results were certainly expected
for the Random method but the dramatic difference between the amount
of information at the ability level of interest obtained using the
classical item statistics and that obtained using either of the other
two methods is quite surprising. It is interesting to note that the
"Up and Down" method provides maximum information over a broader
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range of abilities than does the "High Difficulty" method, there-
fore it could possibly be a more appropriate technique for developing
a selection instrument if moderate discrimination was also required
at ability levels other than the one of major interest.
5.7.2 Case II
A summary of the results of the three item selection methods
investigated is presented in Table 5.6.1. As expected, the "Random"
method is totally inappropriate. The contrast between the "Standard"
method and the method based on the use of item information curves is
not as dramatic as in the Case I situation. Although clearly in-
ferior, the results of the Standard method might possibly be useful
in some situations. It is clear from Figure 5.6.2 that none of the
methods provide score information curves that match the target infor-
mation curve closely at points on the ability continuum other than
those of major interest. However, the "Low-High Difficulty" method
did provide a good test information-target information match at these
points
.
5.8 Conclusions
In all cases, the item selection methods based on either the
random selection of items or the use of classical item statistics
produced results inferior to those produced by methods utilizing
latent trait model item parameters. And, the appropriateness of
each method was situation specific. If maximum information is re-
quired at only one point on an ability continuum, it is clear that
a method which chooses items that maximize information at this
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particular point will be the best. If information is required over
a wider range of abilities, methods involving averaging the infor-
mation values across the ability levels of interest or choosing
items in some systematic way that considers each point of interest
on the ability continuum appear to be quite promising.
Only a limited number of methods and testing situations have
been investigated, but the results indicate that it may be possible
to pre-specify item selection methods that are situation specific
and will enable a practitioner to develop a test quickly and effi-
ciently without going through a lengthy trial and error process.
A variable not considered in this study was the effect of the
item pool on the successful application of the methods investigated.
It is quite possible that different results might have been found for
item pools containing items with differing characteristics. Further
research that consider other types of information based item selection
methods as well as method-item pool interaction is certainly necessary
before a complete set of generalizable guidelines can be developed.
CHAPTER VI
SUMMARY, CONCLUSIONS, AND IMPLICATIONS
FOR FURTHER RESEARCH
This study had three purposes. The first was to systematically
investigate the "goodness-of-f it" of the one-, two-, and three-
parameter logistic models employing a practical criterion for
assessment. Using computer-simulated test data, the effects of
the following four variables were studied: (1) variation in item
discrimination parameters, (2) the average value of the psuedo-
chance level parameters, (3) test length, and (4) the shape of
the ability distribution.
Simulated data was used so that it was possible to "know"
examinee ability scores. These scores served as a criterion against
which to judge the statistics derived from the three test models
used to rank examinees. The rankings of examinees derived from each
model (for each set of test data) were then compared to examinee
"true" abilities. The Spearman rank difference formula was used to
summarize the similarity between each pair of ranks (true abilities
and estimates of ability from one of the models) . Also reported are
the average size of the discrepancies in the ranks for each group
of 500 examinees.
The results of the study indicated: (1) the use of the item
discrimination parameters as weights did not greatly improve the
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proper ranking of examinees; (2) with short tests (n=20) the three-
parameter model was more effective at ranking low ability examinees
(this effect was found to be true for both normal and uniform
ability distributions); (3) as test length increased, the three-
parameter model continued to provide superior ranking of low ability
examinees, however, the effect was not as great as with short
tests; and (4) the number rights score proved to be about as ef-
fective for the ranking of high ability students as the more com-
plicated scoring weights used in the two- and three-parameter
logistic models.
The second study was designed to address two questions of im-
portance and interest to the practitioner who wishes to use item
and test information functions (or more specifically, a transforma-
tion of these functions that is referred to as the standard error
of estimate of ability) as a means of selecting items for a test.
The questions that the study was concerned with were:
1. What are the effects of examinee sample size and test
length on the precision of standard error of ability
estimation curves?
2. What effects do the statistical characteristics of an
item pool have on the precision of standard error of
ability estimation curves?
A computer simulation study was chosen as the mode of investiga-
tion for the two questions because of the large number of variables
which were to be studied, and the need to "know" in some instances,
the values of the item parameters.
Tests of three lengths were considered: 10, 20 and 80 items.
Ability scores were simulated to be normally distributed (mean-0,
sd=l) . Three examinee sample sizes were studied: 50, '200, and 1000.
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Ranges of parameter values for items in tlie two pools are
shown below:
Item
Parameter
Difficulty (b)
Discrimination (a)
Pseudo-Chance (c)
Range of Values
Pool One
-2.00 to 2.00
.60 to 2.00
.25 to .25
Pool Two
-1.00 to 1.00
.60 to 1.50
.25 to .25
The results of the study can be summarized as follows:
Item Pool One
1. For a fixed test length of 10 items, the SEE Curves were
clearly unstable for all examinee sample sizes.
2. When test length was increased to 20 items, the SEE curves
began to stabilize, particularly at the center of the
ability distribution.
3. Tests consisting of 80 items produced highly stable SEE
Curves
.
4. The expected increase in the stability of the SEE Curves
with increase in examinee sample size, occurred only for
test lengths of 20 and 80 items at ability levels of -1.0,
+1 . 0 and +2.0.
5. For a long test (n=80) sample size had the most pronounced
effect on the stability of the SEE Curves when there was
an increase from 50 to 200 examinees.
6. For large samples (N=1000) test length had the most pro-
nounced effect on the stability of the SEE Curves where
there was an increase from 10 to 20 items.
Item Pool Two
1. Increasing sample size brought about a substantial improve
ment in the precision of SEE Curves.
2. For all ability levels and for all sample sizes, there was
a consistent tendency for the stability of the SEE Curves
to increase as test length increased.
Comparison of Item Pool One
With Item Pool Two
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1. For short tests, item pool one resulted in more stable
SEE Curves than did item pool two when variation across
all ability levels was considered.
2. For test lengths of 10 or 20 items, item pool two pro-
duced more stable SEE values at an ability level of -2.0.
3. For long tests (n=80) the results were very similar for
both pools.
The purpose of the third study was to investigate the following
questions related to the development of item selection methodologies.
1. Using a typical item pool (where items are described by
parameters in the three-parameter logistic test model)
,
how does one develop alternate item selection method-
ologies and how do the score information curves that
result from these methodologies compare?
2. Given a specific testing purpose such as producing a
scholarship exam or a test to optimally separate examinees
into three ability categories, how does one develop alter-
nate item selection methodologies and how do the score
information curves resulting from these methodologies
compare?
The study was divided into two parts. Each part addressed one
of the questions listed above. The first part of the study investi-
gated five possible item selection methods. In order to make the
results of the five methods comparable, a fixed test length was used.
Each method was used to select 30 items and the amount of information
provided by the 30 selected test items, at five ability levels, —2.0,
-1.0, +1.0, +2.0, was calculated. The information curve obtained
from each selection method was then used to compare the methods.
The five methods investigated were designated: (1) Random, (2) Standard
(3) Middle Difficulty, (4) Up and Down, and (5) Maximum Information.
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The second part of the study was designed to investigate item
selection methods that are suited for a particular testing purpose.
Two different testing situations were considered. The first
situation, which was designated Case I, refers to the development
of an instrument that is to be used for awarding scholarships, i.e.,
the maximum amount of information is desired at the upper end of
the ability continuum. The second situation chosen to study (Case
II) refers to the development of an instrument that will be used
to make decisions at two different points on an ability continuum.
An example of this type of instrument would be one that is used to
award "passing" as well as "honors" grades to students.
For each situation (Case 1 and Case II), several item selection
methods were developed and compared. The Case I item selection
methods were designated; (1) Random, (2) Standard, (3) High Dif-
ficulty, and (4) Up and Down. Only methods 3 and 4 are based on the
use of item information curves. The Case II item selection methods
were designated: (1) Random, (2) Standard, and (3) "Low-High
Difficulty." Only the Low-High Difficulty method utilized item
information curves.
The results of both part one and part two of this study
indicated that item selection techniques based on either the random
selection of items or the selection of items based on standard item
statistics were inferior to the information function based item
selection techniques.
A surprising amount of overlap in items chosen using the infor-
mation based techniques was noted. Percentage of overlap varied
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from 40% (Up and Down and Middle Difficulty) to 63.3% (Up and Down
and Maximum Information)
.
The most effective methods found appeared to be those that
focused on the selection of items suitable for specific ability
levels. For the construction of a scholarship exam, the High
Difficulty method proved to be the most effective. Whereas for
the construction of an exam that discriminates well at two points
on the ability continuum, the Low-High Difficulty method was the
most efficient.
In conclusion, the results of the robustness study indicated
that there are some sizable gains to be expected with modest length
tests (n=20) in the correct ordering of examinees at the lower end
of the ability continuum when three-parameter model estimates are
used (as opposed to the number right score) . The gains were cut
roughly in half when the tests were doubled (n=40) in length. It
was surprising that item discrimination parameters as weights had
so little effect on the results. To the extent that the simulated
data sets are typical of real data, it would appear that the appli-
cation of latent trait models to the problem of ''ranking” examinees
is probably not worth the trouble except in those situations where
gains of the size noted for lower ability examinees are important.
The number right score does nearly as good a job of ranking examinees
as the most complicated scoring methods.
The conclusions of the second study, which involved the investi-
gation of the effects of test length, sample size and characteristics
of the item pool on the stability of the SEE Curves were as follows:
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1. Both test length and sample size are extremely important
factors in the precision of SEE Curves. (There were a
small number of reversals in the results; no doubt this
was due to sampling fluctuations.)
2. Precision of SEE Curves at the extremes of an ability
continuum is very poor, even with large examinee sample
sizes. The results are substantially better when tests
are lengthened, even if the sample size is small (N=50)
.
3. The precision of SEE Curves would be acceptable in most
instances if the Curves are based on 200 or more examinees
with tests with at least 20 items. This recommendation
holds if primary concern is with values of the Curves in
middle regions of the ability continuum [-1.0 to +1.0].
4. Increases in examinee sample sizes from 50 to 200 produce
sizable improvements in the precision of SEE Curves.
Gains in precision due to increasing a sample size from
200 to 1000 produce only modest gains in precision of the
SEE Curves.
5. Similarly for test lengths, improvements in precision were
substantially better when the change was from 10 to 20
items than 20 to 80 items.
The results of this study suggest that if an item pool is
"typical,” the stability of SEE Curves across readministrations of
the test to similar groups of examinees will be quite good if the
test includes at least 20 items, and if 200 or more examinees are
used in deriving the item statistics.
The results of the study that addressed the development and
comparison of item selection algorithms indicate that in all cases,
the item selection methods based on either the random selection of
items or the use of classical item statistics produced results in
ferior to those produced by methods utilizing latent trait model item
parameters. It was also found that the appropriateness of each method
was situation specific. If m.aximum information is required at
only
one point on an ability continuum, it is clear that a method
which
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chooses items that maximize information at this particular point
the best. If information is required over a wider range
of abilities, methods involving averaging the information values
across the ability levels of interest or choosing items in some
systematic way that considers each point of interest on the
ability continuum appear to be quite promising.
There would appear to be at least three important implications
for further research that are directly related to this study. The
first focuses on the choice of criterion for assessing the "goodness-
of a latent trait model to a particular data set. The
weaknesses of the commonly use test have already been explicated.
Also mentioned is the fact that the criterion chosen for the goodness-
of-fit study presented in this dissertation is appropriate only for
norm-referenced testing situations. In the absence of appropriate
criteria, practitioners are applying latent trait models, in many
instances, to data that do not fit the assumptions of the models.
The results of these mis-applications may have a serious effect on
the observed test scores and ultimately the examinees who have been
subjected to these tests. It is apparent that one of the most
important contributions that could be made to the field of latent
trait theory is the development of an adequate method for assessing
goodness-of-f it
.
The second area for further research is related to the study
that addresses the stability of the SEE Curves. Because of the
importance of these functions to the test development process, it
is essential that data based on these functions be accurate. The
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study presented in this dissertation was quite limited in terms of
the number of variables that were investigated. The three major
weaknesses of the study are related to the choice of computer
programs employed, the limited variation between the two item pools
that were chosen to be studied, and the ability distributions that
were selected for study. Further research is certainly needed to
compare the results obtained from such computer programs as LOGIST
and BICAL with those obtained from Urry's program. It is also ex-
pected that further insight into the problem would be obtained if
highly skewed ability distributions were employed and if item pools
that differ from the characteristics of those studied were used.
The final area for further research concerns the study of item
selection methodologies. If latent trait theory is to be implemented
effectively these methodologies must be perfected and also simplified
so that they may be applied in a routine manner. Investigations that
involve a wide variety of testing purposes and different types of
item pools are essential. The development of interactive computer
programs based on appropriate methodologies would also greatly
facilitate the application of latent trait theory to the test devel-
opment process.
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