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In this paper, we compare different normal form translations from a
practical point of view. The usual translation of a closed first-order for-
mula to a disjunctive normal form has severe drawbacks, namely the dis-
ruption of the formula’s structure and an exponential worst case com-
plexity. In contrast, definitional translations avoid these drawbacks by
introducing some additional new predicates yielding a moderate increase
of the length of the normal form. In implementations, the standard trans-
lation is preferred, possibly because the theorem prover has to cope with
some additional redundancy introduced by the new predicates. We show
that definitional translations can excellently compete with the usual trans-
lation by providing run-time measurements with our theorem prover
KoMeT. Moreover, for some problems, proofs can only be obtained in
reasonable time if definitional translations are used.  2000 Academic Press
1. INTRODUCTION
Most of today’s theorem provers rest on calculi which require the input formula
to be in a specific normal form. All these theorem provers need a translation of a
closed formula F to a normal form which is satisfiable if and only if F is satisfiable.
Skolemized negation normal form, disjunctive normal form, and conjunctive nor-
mal form are the most widespread translations in the field. The usual translation
described in most textbooks is based on the application of distributivity laws,
whereas the structure-preserving or definitional translations [7, 8, 14, 18] are based
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on the introduction of new predicates as abbreviations (or definitions) for subfor-
mulae. Definitional translations are based on a well-known idea in mathematics:
the introduction of new names for known concepts.
There exist several criteria by which different normal form translations can be
compared. The first criterion is the length of the resulting normal form. It is well
known that the traditional (nondefinitional) translation can result in an exponential
increase of the normal form’s length with respect to the length of the given formula.
This exponential increase can be avoided by definitional translations. The second
criterion is the length of a shortest proof of the resulting normal form. Using the
latter criterion, Baaz et al. [2] showed that Eder’s definitional translation [7, 8]
enables nonelementary shorter proofs than a traditional translation for some classes
of first-order formulae. Furthermore, it was shown in [11] that such tremendous
reductions in proof length can also be achieved between two variants of definitional
translations, namely Eder’s variant and the variant of Plaisted and Greenbaum
[18]. The reason for such a huge decrease of proof length is the simulation of the
effects of the analytic cut rule by the definitional translation. Hence, from a
theoretical point of view, Eder’s variant of a definitional translation should be
preferred. In contrast, the traditional translation is used in almost all automated
theorem provers based on clause form, perhaps because some redundancy is intro-
duced by definitional translations. In this paper, we use a third criterion for the
comparison, namely the run-time (of our theorem prover KoMeT) to find proofs
for the different normal forms of a first-order formula. An :-release of a first-order
formula version of the TPTP library [20] is used for the comparison. We
demonstrate that definitional translations can be efficiently applied if reductions are
used in the preprocessing phase to remove some apparently useless definitions. It
turns out that approximately the same number of examples are solved applying the
traditional translation and an optimized definitional translation. Moreover,
approximately the same run-time is consumed. An important aspect of our results
is that the sets of solved examples do not coincide; i.e., more examples can be
solved if both translations are available.
The paper is organized as follows. In Section 2, we describe definitional transla-
tions to normal form and briefly discuss refinements to reduce the length of the
resulting normal form. Our experimental results are discussed in Section 3. Finally,
we conclude with some general remarks in Section 4.
2. ON DIFFERENT DEFINITIONAL TRANSLATIONS TO NORMAL FORM
We assume a first-order language with function symbols. Terms, literals, (sub)
formulae, substitutions, and unifiers are defined as usual. Since we adopt the affirm-
ative point of view, clauses are conjunctions of literals. Two literals are called
unifiable if their atoms are unifiable. Two literals have complementary signs if one
literal is positive and the other is negative. An occurrence of a formula F occurs
positively (negatively) in an occurrence of a formula G if the number of explicit or
implicit negation signs of this occurrence of F in G is even (odd) (e.g., A occurs
negatively and B and C occur positively in (A 7 cB)  C). The length of a for-
mula, a clause set, etc., is the number of character occurrences in its string represen-
tation.
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In this section, we review Eder’s definitional translation [7, 8] as well as the
structure-preserving translation of Plaisted and Greenbaum [18]. Eder extended
the translation of Tseitin [21] to the first-order case, where the introduction of
equivalences is retained in order to define labels for subformulae. The translation of
Plaisted and Greenbaum can be considered as a modified definitional translation
where the length of the resulting normal form is optimized. More precisely, an
equivalence is replaced by an implication if the subformula being abbreviated
occurs either positively or negatively, but not in both polarities. In the following,
we give a definition of these translations.
Definition 1. Let F be a first-order formula. Then 7(F ) denotes the set of all
subformulae of F, 7+ (F ) denotes the set of all subformulae occurring positively in
F, and 7& (F ) denotes the set of all subformulae occurring negatively in F.
Definition 2. Let F be a closed first-order formula. For any G # 7(F ) with free
variables x=x1 , ..., xk , a label LG(x) for G is introduced.2 Let y= y1 , ..., yl be the
free variables of H and let z=z1 , ..., zm be the free variables of I, where [y][x],
[z][x], and [y] _ [z]=[x]. Moreover, x, x are the free variables of K and x
are the free variables of M. L is LK (x, g(x)), where g is a globally new function
symbol neither occurring in F nor being introduced in the translation of any other
subformula.
G is atomic C +G =_x(cLG(x) 7 G)
C &G =_x(LG(x) 7 cG)
G=cM C +G =_x(cLG(x) 7 cLM (x))
C &G =_x(LG(x) 7 cLM (x))
G=H 6 I C +G =_x(cLG(x) 7 LH(y)) 6_x(cLG(x) 7 LI(x))
C &G =_x(LG(x) 7 cLH(y) 7 cLI (z))
G=H 7 I C +G =_x(cLG(x) 7 LH(y) 7 LI (z))
C &G =_x(LG(x) 7 cLH(u)) 6_x(LG(x) 7 cLI (z))
G=H  I C +G =_x(cLG(x) 7 cLH(y)) 6 _x(cLG(x) 7 LI (z))
C &G =_x(LG(x) 7 LH(y) 7 cLI (z))
G=H#I C +G =_x(cLG(x) 7 cLH(y) 7 cLI (z)) 6_x(cLG(x) 7 LH(y) 7 LI (z))
C &G =_x(LG(x) 7 cLH(y) 7 LI (z)) 6 _x(LG(x) 7 LH(y) 7 cLI (z))
G=_xK C +G =_x_x(cLG(x) 7 LK (x, x))
C &G =_x(LG(x) 7 cL)
G=\xK C +G =_x(cLG(x) 7 L)
C &G =_x_x(LG(x) 7 cLK (x, x))
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2 Observe that the predicate symbols Lp(x) and Lp( y) are different.
The definitional form of F is the formula
$(F )= 
G # 7(F )
(C +G 6 C
&
G ).
The corresponding clause set is denoted by #(F ). The p-definitional form (the defini-
tional form obeying polarities) is the formula
$p (F )=\ G # 7+(F ) C
+
G +6\ G # 7&(F ) C
&
G + .
The corresponding clause set is denoted by #p (F ).
It is well known (see [8, 18]) that #(F) _ [LF] as well as #p (F ) _ [LF] are valid
iff F is valid. Moreover, the time and space complexity of the translation of a
formula F is at most quadratic in the length of F.
Readers familiar with different approaches for Skolemization may have observed
that the technique used in the definitional translation does not coincide with the
usual Skolemization techniques introduced in most textbooks. Indeed, the
Skolemization technique [1] used above introduces Skolem terms depending on all
free variables in the quantified subformula. Using this Skolemization technique with
the usual translation to normal form yields considerably shorter (resolution) proofs
for some classes of formulae [9, 10].
We illustrate the application of p-definitional translation to a formula in the
following example.
Example 1. Let F = (\x ( p(x) 7 q(x)))  _y( p( y) 7 q( y)). Nine labels are
introduced by the p-definitional translation, namely Lp(x) (x), Lp( y) ( y), Lq(x) (x),
Lq( y) ( y), Lp(x) 7 q(x) (x), Lp( y) 7 q( y) ( y), L\xp(x) 7 q(x) , L_yp( y) 7 q( y) , and LF . Then,
#p (F ) consists of the following clauses.
C1 =Lp(x) (x) 7 cp(x) C2 =cLp( y) ( y) 7 p( y)
C3 =Lq(x) (x) 7 cq(x) C4 =cLq( y) ( y) 7 q( y)
C5 =Lp(x) 7 q(x) (x) 7cLp(x) (x) C6 =Lp(x) 7 q(x) (x) 7 cLq(x) (x)
C7 =cLp( y) 7 q( y) ( y) 7 Lp( y) ( y) 7 Lq( y) ( y)
C8 =L\xp(x) 7 q(x) 7 cLp(x)7 q(x) (x) C9 =cL_yp( y) 7 q( y) 7 Lp( y) 7 q( y) ( y)
C10=cLF 7 cL\xp(x) 7 q(x) C11=cLF 7 L_yp( y) 7 q( y)
A closed connection tableau [15] of #p (F ) _ [LF] has depth 9 and 24 literals.
The p-definitional form of a formula is similar to the result of Plaisted and
Greenbaum’s translation which can be considered as a ‘‘reduced’’ variation of
Eder’s translation in the sense that only one direction of the equivalence is
generated if the subformula being abbreviated occurs either positively or negatively.
One may ask whether it makes sense to use Eder’s approach and to generate more
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clauses than necessary.3 The hidden assumption behind this question is the supposi-
tion that it is much easier to find proofs for short clause sets than for clause sets
with more elements. The number of clauses, however, is not the only significant
measure for the tractability of a clause set. With additional information, shorter
proofs (and smaller search spaces) may be possible. By a result in [11], there exists
a sequence of formula H1 , H2 , ... such that the Herbrand complexity of #p (Hk) _
[LHk] is nonelementary in k, but the Herbrand complexity of #(Hk) _ [LHk] is at
most exponential in k. This result implies that any closed connection tableau of the
former clause set has length nonelementary in k, whereas there exist closed connec-
tion tableaux of length elementary in k for the latter clause set. The search space
is decreased in the same order, because its size is elementarily related to the length
of a shortest tableau. Hence, from a theoretical (worst case) point of view, the situa-
tion is clear; #( } ) has to be applied. For more practical problems, however, the
question of which translation should be used remains open.
In the following we list some refinements which are used in our implementation
(most of them are proposed in [18]).
1. There is only one label for Qx1 } } } Qxm (Q # [\, _]).
2. There is only one label for A1 b } } } b An ( b # [ 7 , 6 ]).
3. There is no additional label for a negated subformula.
4. There is no label for an atomic subformula.
5. There is one label for all subformulae which are identical up to renaming
of bounded variables.
The effect of these refinements is a decrease of the number of introduced defini-
tions and hence a decrease of the length of the resulting normal form. A further very
important aspect is the preservation of the formula’s structure. To demonstrate the
usefulness of these refinements, we continue Example 1 and apply the refined
p-definitional translation to F.
Example 2. A translation of F with the refined p-definitional translation yields
the following set S of clauses.
C1=Lp(x) 7 q(x) (x) 7 cp(x) C2=Lp(x) 7 q(x) (x) 7 cq(x)
C3=cLp(x) 7 q(x) (x) 7 p(x) 7 q(x)
C4=L\xp(x) 7q(x) 7cLp(x) 7 q(x) (x) C5=cL_xp(x) 7q(x) 7 Lp(x) 7 q(x) (x)
C6=cLF 7cL\xp(x) 7q(x) C7=cLF 7 L_xp(x) 7 q(x)
For the clause set S _ [LF], we obtain a closed connection tableau of depth 4 and
with nine literals. Such a short proof is possible, because F has the form
(\xA(x))  _xA(x) and the structure of A is irrelevant for the proof. Using the
p-definitional translation, the structure of F is preserved and a proof without an
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3 This question is often answered No by default (e.g., in [4]). Moreover, it is often argued that defini-
tions for atomic subformulae are useless. However, such definitions can encode atomic cuts which can
enable an exponential decrease of proof length if clausal connection tableaux are considered [15].
TABLE 1
KoMeT’s run times on different problems.
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TABLE 1Continued
inspection of A is possible. If the traditional translation is applied then the structure
of F is disrupted and it is impossible to find this short proof.
3. EXPERIMENTAL RESULTS
To compare the different translations to normal form, we used KoMeT [3] and
an :-release of the first-order formula collection of the TPTP library. The basic
calculus of KoMeT is the clausal connection tableau calculus [15]. The KoMeT
system consists of three main parts: a module for transforming a first-order formula
into normal form, a module for preprocessing reductions and a module for a
PTTP-like compilation of a clause set into a PROLOG program [19]. A more
detailed description of these three main parts can be found in [3, 13].
We ran KoMeT with six different option settings on each problem of the library
with a time limit of 600 s on a SPARC-Station 20. All problems are processed with
identical settingsno optimization of the options was done for different problems.
A representative selection of the results of these runs are listed in Table 1 (a table
with all results can be found in [13]). In the first column of the table, the names
of the problems in the TPTP library are given. In the other six columns the times
(in seconds) measured for the different option settings are listed. With ‘‘>600.0’’ it
is indicated that KoMeT has not found a proof for the problem within the given
time limit. An ‘‘inv’’ indicates that a formula was found to be invalid. If a proof was
found during the application of the reductions, ‘‘prep’’ is appended behind the time;
otherwise a pair containing the depth and the number of inference steps of the com-
puted proof is given. The time measures listed in the table are the run-times for the
whole proof task including system initialization, transformation to normal form,
preprocessing reductions, compilations, and run-time of the PTTP-like PROLOG
code. In the last two rows of this table, the total number of successful attempts
and the overall time spent on the problems with the option setting of the
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respective column is given. Within the six option settings, we used all positive
clauses of the normal form as start clauses and applied regularity, subsumption,
and tautology constraints during the search for a proof. Iterative deepening over
the maximal depth of the proof was used for the exploration of the search space to
ensure completeness. The option settings differ only in the following ways:
First column: standard translation4, no preprocessing reductions
Second column: standard translation, reductions
Third column: refined definitional translation, no reductions
Fourth column: refined definitional translation, reductions
Fifth column: refined p-definitional translation, no reductions
Sixth column: refined p-definitional translation, reductions
It turns out that KoMeT was able to prove 146 of 176 problems. Interestingly, the
option setting where the refined p-definitional translation was used together with
the repetitive application of the preprocessing reductions was the most successful
one. Using this option setting, it was possible to prove some well-known problems
which are difficult for normal form theorem provers if the standard translation is
used [12, 17], for example, the halting problem (COM003+1.p) and Pelletier 38
(SYN067+1.p). However, there are also four problems (MGT020+1.p, MGT020
+2.p, SYN374+1.p, SYN414+1.p) which can only be handled successfully by
KoMeT using one of the option settings with standard translation to normal form.
Furthermore, the application of the preprocessing reductions is not very important
if the standard normal form translation is used, but it is required to use the defini-
tional translation successfully in combination with KoMeT. The reason for the
importance of these reductions is that they decrease the number of apparently
useless definitions. A comparison of the problems solvable by option settings with
definitional and p-definitional translation again shows that a small but sufficient
number of definitions is required for a successful application of definitional
translation in practice.
4. CONCLUSION
Our experimental results show that definitional translation can efficiently be used
if reductions are applied to simplify the normal form and to remove apparently
unnecessary definitions. Unfortunately, these translations are often neglected in the
automated deduction community. The reason for this neglect might be the (at
most) quadratic increase of the length of the resulting normal form which is intro-
duced by definitions and the difficulty of avoiding the deductive generation of the
conventional normal form out of the definitional normal form. Moreover, in most
cases, only clause sets are considered as the prover’s input.
From a theoretical point of view, the definitional translation should be preferred
because a restricted version of the cut rule can be simulated with only a little over-
head [2, 11]. Since the usage of cut can result in nonelementary shorter proofs (and
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4 With antiprenexing and optimized Skolemization [1].
search spaces) for some classes of first-order formulae, such strong effects cannot be
compensated by clever strategies or by a shorter normal form.
From a practical point of view, a p-definitional translation is the right choice in
most case. The main effect here is not the simulation of the cut rule, but the preser-
vation of the formula’s structure. Theorem provers based on normal forms often
have severe problems in proving a formula of the form A  A if A is a complex for-
mula. Such formulae are easy to prove, e.g., with sequent systems or by applying
a definitional translation to normal form (see Example 2).
What remains to be done? One open question is under what conditions a defini-
tion should be introduced for a subformula. In [5], the length of the resulting
normal form is estimated in order to decide which translation yields the shortest
normal form. However, the length of the resulting normal form is not the only
measure for the difficulty of finding a proof. A second topic is the manipulation of
the formula before the translation is applied. Here, different prenexing and
antiprenexing mechanisms have to be examined. Moreover, a structural rearrange-
ment of the formula may yield much better normal forms with respect to proof
search (see, for instance, [16]). In conclusion, the consideration has to start with
the predicate logic formula and has to take all possible manipulations like
antiprenexing, optimal Skolemization, and definitional translations into account.
By simply translating the given formula into normal form without any further
intelligent manipulation, a chance is lost to improve the overall efficiency of
automated deduction systems drastically.
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