Geotagging Twitter messages is an important tool for event detection and enrichment. Despite the availability of both social media content and user network information, these two features are generally utilized separately in the methodology. In this article, we create a hybrid method that uses Twitter content and network information jointly as model features. We use Gaussian mixture models to map the raw spatial distribution of the model features to a predicted field. This approach is scalable to large datasets and provides a natural representation of model confidence. Our method is tested against other approaches and we achieve greater prediction accuracy. The model also improves both precision and coverage.
INTRODUCTION
Twitter was created in 2006 as a free online social networking service. The service allows its users to post messages with a maximum 140 characters called "tweets" without restriction on the number of tweets sent in any given time period. As of 2015, Twitter generates more than 500 million tweets daily, representing in excess of 300 million active monthly users (Ajao et al. 2015) . The popularity of Twitter has spawned a variety of research efforts to use the micro-blogging service as a tool to support many applications, including event detection (Korkmaz et al. 2015) , event monitoring (Gelernter and Mushegian 2011) , and influenza diffusion (Generous et al. 2014) . Each of these applications benefits from location information to identify and utilize relevant tweets. can still be used if at least one of the features, text or network, is available. If a tweet does not contain any predictive text, the hybrid model will use the network information only, and vice versa.
(2) The text and network features are used jointly as predictors. Our model weights the features according to their geographic scope. This contrasts to the only other hybrid model in the literature (Rahimi et al. 2015) , which uses text and network features consecutively without regard for the predictive power of each feature. (3) We avoid using a gazetteer. Filtering training tweets by accurate location field information can highly reduce the training set size. We use all tweets (divided into training and test sets) tagged with a latitude × longitude pair. (4) We avoid fabricated boundaries. We treat geotagging as a coordinate prediction problem and not a classification problem. We avoid creating predefined geographic regions that are subject to data sparsity difficulties. (5) More complete preprocessing. We take several text mining preprocessing steps to clean the data. We also remove outliers for the text features that skew predictions. (6) We use Gaussian mixture models (GMMs) .
(a) GMMs are scalable. This modeling technique is computationally inexpensive and, as a result, scales to large datasets. It also allows for efficient testing of different component mixture models to find the best fitting model. (b) GMMs are multi-modal. Model features must be geographically narrow to represent a good predictor, but a single prediction region is not necessary. Multiple locations are estimated for a single tweet with associated probabilities to gauge each location's possibility as the origin. For example, the word Burlington is linked to over 20 cities in the United States. (c) GMMs are interpretable probability distributions. GMMs provide a natural way to interpret results and model error. Location estimates are bivariate probability distributions, visually displaying the most likely origin of a tweet and the model confidence in the estimate.
The article is organized as follows. In Section 2, we discuss the current state of geotagging literature and the need for a hybrid approach. Section 3 describes the necessary preprocessing steps to remove signal noise and Section 4 details the new hybrid algorithm. Section 5 shows the performance of the model and its utility compared to the current literature. Finally, Section 6 describes an example application to use geotagged Twitter data, and Section 7 presents conclusions.
RELATED WORK
The current geotagging literature can be grouped into three categories: text, network, and hybrid methods. We briefly describe the state of the literature for each category.
Text Approaches
In one of the first Twitter geotagging methods, Eisenstein et al. (2010) developed a latent variable model that treats the text and location of tweets as outputs from a generative process. The authors showed that lexical variation, and text in general, can be predictive of location. Furthermore, they created a freely available dataset of nearly 380,000 tweets that we use for model comparison with the literature. The dataset is described more fully in Section 5.
Subsequent text-based approaches regarded geotagging as a classification problem. Several authors (Chandra et al. 2011; Cheng et al. 2010; Hecht et al. 2011; Hulden et al. 2015; Kinsella et al. 2011; Roller et al. 2012; Wing and Baldridge 2011) predict location according to a region of varying granularities, such as country, state, city, zip code, or geographic areas defined by degrees of latitude and longitude. These methods use the frequency of words within regions to train a model and predict location using Bayes theorem. For example, naive Bayes is a simple and scalable method used to estimate the probability of a categorical event, such as the city origin of a tweet. The highest probability event is then regarded as the classification estimate.
The more recent text-based approaches move away from classification techniques to predict the latitude and longitude coordinate pair. The authors in Schulz et al. (2013) use a method called polygon stacking to estimate unique geographic regions. The authors use words that can be mapped to a region according to a gazetteer, which is a geographical dictionary. Words with geographical meaning, such as "Okemo Mountain," are mapped to a physical location representing a geographic polygon. Each polygon for each word in the tweet is then stacked on top of each other and the center of the tallest plateau is considered the location estimate.
In a more intuitive approach, use GMMs to estimate geographic probability distributions. The authors show that the technique is scalable, multi-modal, geographically interpretable, and avoids artificial boundaries. For these reasons, the GMM is the basis of our new algorithm.
Network Approaches
There are sets of network-based methods that also considered geotagging as a classification problem. In the simplest network-based approach, Davis classifies a tweet at the city level according to where the largest proportion of their friends are located. Abrol and Khan (2010) use the same method as Davis , except they consider the variable depth of a user's network to classify at the city level. For example, at a variable depth of d = 2, the algorithm considers the locations of an individual's friends, F 1 , . . . , F n , and the locations of each of F 1 , . . . , F n 's friends as well. The authors in Rout et al. (2013) use support vector machines to classify at the city level in the United Kingdom using features such as city population and the number of reciprocated tweets. In addition, Rout et al. (2013) scale the population density of each city to avoid weighting the model toward the largest city, i.e., London.
As with the text-based approaches, some methods focus on classification, while others try to predict location according to the latitude and longitude coordinate pair. Although not initially intended for Twitter, Backstrom et al. (2010) establishes one of the first geotagging methodologies for social media, specifically Facebook. The authors show empirically that the probability of friendship is inversely proportional to the geographic distance between two people and use these probabilities within a likelihood approach to estimate the most probable location of a user compared to the locations of a set of other users. The authors in McGee et al. (2013) extend this method to Twitter and use regression trees to first estimate the strength of friendship between users. The strength of friendship determines which probability curve is used within the likelihood.
The most effective network-based approaches use an extension of label propagation, a common algorithm found in network analysis literature. This is a simple iterative algorithm designed to infer labels for unknown items in a network based on the community structure of the network. The unknown item receives the most frequent label from the group of items with which it shares a connection. Jurgens (2013) proposes spatial label propagation to account for the geographic distribution of a network. This method predicts unknown locations as the geometric median of the observed locations from a user's network. In addition, the spatial label propagation algorithm process is repeated in order to expand the set of predictions that can be made. Predictions in previous iterations are used as ground truth for the subsequent iterations. Compton et al. (2014) extend spatial label propagation and consider the frequency of directed tweets as edge weights.
Hybrid Approach
The authors are aware of only one hybrid geotagging approach, which uses both text and network structure. Rahimi et al. (2015) borrow techniques from the text and network approaches to form a hybrid model. First, the authors discretized the geographic space using the method detailed in Wing and Baldridge (2014) . Then, unigrams appearing in at least ten tweets are used as features to train a logistic regression model. The model is then used to predict the most likely cell for an unknown user and the center of the cell is the coordinate location estimate. Next, the authors use the spatial label propagation method proposed by Jurgens (2013) . This iteratively adjusts the estimates from the text method by using the geometric median of locations of a user's friends to predict location.
In general, a hybrid approach is advantageous because it includes additional model features. When text features are not predictive, the model can rely on network information and vice versa. A drawback of the hybrid algorithm detailed by Rahimi et al. (2015) is that the algorithm uses text and network features independently and sequentially. In doing so, it uses predictions as ground truth before beginning the spatial label propagation algorithm and does not quantify model uncertainty. Our algorithm uses both model features jointly for prediction while accounting for model uncertainty. The next two sections provide details of the algorithm, and in Section 5, we illustrate that our method provides greater prediction accuracy when applied to a sample dataset.
PREPROCESSING
Prior to model creation, we filter the data extensively. These steps are designed to filter noise from Twitter data and allow discovery of relationships between the model features and the geographic coordinates.
Text Preprocessing
The four text preprocessing steps below, in combination, reduce the number of unigrams present in the data, and increase the rate of sparse words. For example, the words cool and COOOOL are considered the same unigram. Therefore, we obtain two instances of a single unigram instead of one instance of two separate unigrams. As a result, we are able to supply our subsequent analyses with more data. To illustrate the steps, consider the following tweet as an example.
-Hey @kpazphd OMG! my new car is SWEEEET!!! #TESLAlife watch out Raleigh! livin the dream. . .
First, we remove all special characters, emojis, and punctuation from the text except for the @ symbol, which indicates a direct tweet, and the hashtag (#) symbol. In Twitter, the hashtag is used before keywords or phrases to denote a topic or theme. This effectively lets users categorize tweets and allows for simple queries to monitor trending topics in the Twittersphere. For example, #blueandblack and #whiteandдold were tweeted more than 4.4 million times over a two day period as people debated the color of a peculiar dress online. The hashtag gives the phrase an entirely different meaning and context than if we considered the phrases blue and black and white and gold as is. Simultaneously, we also reduce all characters to lower case to avoid case sensitivity. We assume case bears no predictive power.
-hey @kpazphd omg my new car is sweeeet #teslalife watch out raleigh livin the dream Next, we remove all stop words because we assume there is no association between the most common words used in Twitter and geographic location. Stop words are simply the most common words in a given language. For example the, is, and no are common English stop words. However, there is no universal set of stop words. We combine two dictionaries for this preprocessing step. We combine the SMART stop word list, a list of 571 words developed by Cornell (Feinerer et al. 2008) , and also the top 500 most common Twitter words uncovered by TIME magazine (TIME 2009). The second list is used to remove common slang terms such as lol, omg, and wtf from the Twitter feed.
-hey @kpazphd car sweeeet #teslalife watch raleigh livin dream Next, we perform a spell check on the remaining words that do not start with the @ or # symbol. Thus, we assume the association between misspelled words and geographic location is the same as correctly spelled words and geographic location. Each remaining word is compared to an English dictionary for accuracy. If the word is misspelled, it is replaced with the closest matching word according to the Jaccard coefficient for strings. The Jaccard coefficient simply measures the similarity between two sets, |A ∩ B|/|A ∪ B|. In the context of language processing, A and B are two separate unigrams for which the letters are compared.
-hey @kpazphd car sweet #teslalife watch raleigh living dream Finally, we apply the Porter stemming algorithm, a widely used English stemming algorithm (Porter 1980) . This reduces each remaining word to its root. For example, the words jumping, jumper, and jumped are set to the root word jump.
-hey @kpazphd car sweet #teslalife watch raleigh live dream
Text and Network Preprocessing
The unigrams present after the preprocessing steps above are then used to create unigram variables. Each unigram variable simply represents the locations (in latitude × longitude coordinates) from which it was tweeted.
Likewise, we create each user's network by considering direct tweets the barometer for friendship. A directed tweet is equivalent to sending a message to a specific person in a public forum. Directed tweets are performed using the @username syntax to refer to a specific user. That is, userA sends a direct tweet to userB by simply including the syntax @userB in the tweet. In one study, Huberman et al. (2009) shows that approximately 25% of posts are directed tweets. To create userA's network, we find every instance when userA sends a direct tweet. The users receiving the direct tweet are considered userA's friends. We then search for tweets initiated by these friends that are also geotagged and include them in the network. userA's network variable is now associated with a set of coordinates (latitude × longitude). This process is repeated for each user.
A final preprocessing step is applied to both the text and network variables. We cluster the data into subpopulations for outlier prepossessing using the well-known k-means clustering procedure. This algorithm clusters data into k clusters and finds their centers by minimizing the sum of Euclidean distances of all data points to their respective centers. To estimate the number of appropriate clusters for each variable, we use the Gap statistic (Tibshirani et al. 2001 ). This technique chooses k by finding the largest discrepancy of the pooled within-cluster sum of squares, W k , for the data and the expectation of W k under a null distribution,
For simplicity, we use a uniform distribution over the range of observed data for each variable.
If an observation is farther than the mean distance from the center of its subpopulation, it is considered an "outlier" and removed from the dataset (Aggarwal and Singh 2013) . For tightly clustered data, this removes subpopulation anomalies. Figure 2 illustrates this technique.
In addition, we remove all text variables with less than 10 observations to avoid modeling sparse data in the next section. This final technique is widely adopted in the geotagging literature (Eisenstein et al. 2010; Hulden et al. 2015; Wing and Baldridge 2011) .
NEW HYBRID MODEL
Our hybrid model is constructed using a series of GMMs. We first create a bivariate density estimate for each unigram u i and network n j . Here, i and j represent the index for the unique unigrams and networks, respectively. Then, we combine the appropriate unigram and network GMMs using an intuitive reweighting algorithm to create a final GMM, h(·) . This final model is a geographic probability distribution representing an estimate of the origin location of a non-geotagged tweet.
The rest of this section details the creation of h(·).
Let y ∈ R 2 be a single pair of coordinates, latitude × longitude. For each unigram u i , we fit a GMM to the observed locations
where N is the bivariate normal density function with parameters μ ik and Σ ik as the mean vector and covariance matrix, respectively. In addition, ϕ ik are the mixture weights that combine the subpopulation probability distributions into a single density estimate. The subscript k represents the individual mixture components for each GMM and c i is the number of mixture components for unigram u i . The parameters ϕ ik , μ ik , and Σ ik are estimated using the expectation maximization algorithm from the MCLUST package in R (Fraley et al. 2016) . The volume, shape, and orientation of each mixture are free to vary, which implies that all three covariance matrix parameters must be estimated. The authors in use a simple heuristic approach to choose the number of components for each GMM, min(20, log(s)/2), where s is the sample size. Instead, we choose the number of components, c i , which yields the best Bayesian Information Criterion (BIC) for the GMM when testing components 1, . . . , 20 individually, arg min
Here, p represents the number of parameters to be estimated and s i is the sample size. We use the BIC to balance both model fit and model complexity.
Similarly, define the GMM for a user's network as
The number of components, c j , as well as the parameters θ jk , μ jk , and Σ jk are estimated in the same fashion as before. Recall from Section 3 that the data used to fit each network GMM are the locations where users within the network tweeted. That is, the coordinates of the network are targets to fit the GMM and estimate parameters similarly to the unigram GMMs. Next, we combine the applicable text and network GMMs above to create a final density estimate of the origin of a tweet. Let m be the set of unique unigrams that appear in a single tweet for which individual density estimates, д(y|u i ), were created. Define the hybrid model for a given tweet, m, and the network of the user initiating the tweet, n j , as
where {δ 0 , . . . , δ T m } represents the mixture weights. Specifically, δ 0 is the network GMM weight and {δ 1 , . . . , δ T m } are the text GMM weights. In addition, T m is the cardinality of m and m l represents the lth element of the set m. That is, m l refers to a unique unigram of a single tweet.
A useful text and network location estimator, from Equations (1) and (2), respectively, should be geographically narrow, i.e., the subpopulations it models should be small in area. Thus, we weight the hybrid density estimate in Equation (3) toward the GMMs with small prediction areas while also balancing the probabilities of the mixture components. We first define the weights for the network GMM, δ * 0 , and unigram GMMs, δ * l , as the inverse weighted average of the mixture probabilities (θ jk and ϕ ik ) and the area of the highest 100 × (1 − α )% density of each mixture component. The area of each mixture component is defined as π χ 2 2 (α )det (Σ) 1/2 and is simply a function Each ellipse models a separate subpopulation and the darker the transparency the higher the probability. The true origin of the tweet is marked by the symbol.
of the cumulative density, χ 2 2 (α ), and the shape and magnitude of the ellipse, det (Σ) 1/2 , containing 100 × (1 − α )% of each separate bivariate density. The initial weights δ * 0 and δ * l are calculated as
To ensure that the hybrid model is also a GMM, we normalize the weights, {δ * 0 , . . . , δ * T m }, for each prediction. Thus, the weights used in Equation (3) are
To illustrate the weighting algorithm, consider the location prediction of a tweet with a network and only one unigram. Let each GMM, f (y|n j ) and д(y|u i ), be a two component model with the mixture probabilities and associated mixture component areas {(θ j1 , θ j2 ) = (0.1, 0.9), (A j1 , A j2 ) = (15km 2 , 5km 2 )} and {(ϕ i1 , ϕ i2 ) = (0.5, 0.5), (A i1 , A i2 ) = (10km 2 , 10km 2 )}, respectively. Note, A jk and A ik correspond to the areas calculated as a function of Σ jk and Σ ik , respectively. Using Equation (4) to calculate the weights, δ * 0 = 1/6 and δ * 1 = 1/10 (δ 0 = 0.625 and δ 1 = 0.375 normalized). In this case, we weight the hybrid model toward the network estimate, even though the total area for each GMM is the same, because 90% of the data comes from a subpopulation with a small area, 5km 2 . Figure 3 displays one such estimate of h(y|m, n j ). In this instance, the highest probability subpopulation corresponds to the user's network, which is near Denver, Colorado. Here, the user's network is the best predictor of the origin of the tweet. The text portion of the model relates unigrams to other subpopulations throughout the country with lower probability. 
RESULTS
In general, the hybrid model, h(y|m, n j ), estimates the probability of each point on the Earth's surface, y, being the origin of the tweet, given the text contained in the tweet, m, and the user's friendship network, n j . In this section, we test our hybrid model on a common dataset from the geotagging literature and evaluate the hybrid model according to several metrics. The metrics we use are described in , who also use GMMs for geotagging.
Data
The dataset we use was collected by Eisenstein et al. (2010) . The data was accumulated in March 2010 from Twitter's "Gardenhose" Streaming API, which was a 15% sample of all daily messages. The authors kept only geotagged data within the contiguous United States. In addition, they filter the remaining data to include users following and followed by less than 1,000 people in an attempt to avoid celebrities. The final dataset consists of approximately 380,000 tweets and 9,500 users. The locations of the tweets from this dataset are displayed in Figure 4 .
For subsequent analyses, we randomly split the data into 90% for training and 10% for testing. The training data is preprocessed and a model is fit as described in Sections 3 and 4. The test data is filtered through the same text preprocessing steps to maintain consistency between the two sets.
Performance Metrics
The simple accuracy error (SAE) metric measures the distance from the most probable location to the origin of the tweet. For example, the highest density estimate in Figure 3 coincides with an estimate near the actual location. Letting d (·) be the great-circle distance function and y be the true origin of the tweet, the SAE is defined as
This metric is directly comparable to prior work, most of which forego geographic probability distribution estimates. Table 1 contrasts the SAE for our model compared to others in the literature. Results are reported in kilometers using the great-circle distance function.
We achieve a median prediction error of only 19km on the test dataset, considerably better than most of the literature. Although the hybrid model is multi-modal by default, our algorithm maintains highly accurate single point estimates. In addition, we have a mean SAE of 593km, which also outperforms the other algorithms in Table 1 . The difference in the mean and median SAEs indicates that the origin of some tweets are highly difficult to predict, skewing the overall results.
Table 1 also shows that our algorithm outperforms the only other hybrid model in the literature by a factor of nearly 8. Recall, the method presented by Rahimi et al. (2015) uses the text and network features sequentially. The authors use the text features to predict locations without a network and then perform spatial label propagation to finish the algorithm. Our model, on the other hand, uses both features jointly and weights each according to their geographic distribution. Spatial label propagation is competitive with our hybrid algorithm (Compton et al. 2014 ). However, the authors heavily filter the data and only predict approximately 10% of the data for competitive results. Our algorithm is able to successfully predict nearly 99% of the test data.
To account for the geographic distribution of subpopulation mixtures, the comprehensive accuracy error (CAE) is a measure of the expected distance between the true origin of the tweet and a random point generated from our model. There is no requirement for subpopulations to be clustered near each other for h(y|m, n j ) to be a good estimator. However, this metric indicates whether or not the best subpopulation mixture is large in probability, small in area, and near the true location. It measures how accurate the density estimate is entirely, as opposed to a single best guess. The CAE is defined as
To estimate the integral in Equation (6), we use the Monte Carlo method, CAE ≈
, where z is a sample from h(y|m, n j ) of size 100 in our testing.
The prediction region area, denoted PRA α , is the area encompassed by 100 × (1 − α )% density of h(y|m, n j ). There are multiple ways to calculate PRA α . We sum the area covered by the highest 100 × (1 − α )% density of each mixture contributing to h(y|m, n j ). The area of each mixture is calculated as a function of α and its covariance matrix Σ:
A small prediction region is ideal yet unserviceable if it rarely covers the true location. Therefore, the PRA α performance is assessed concurrently with the coverage, COV α , or the proportion of times the prediction region covers the true origin of the tweet. To calculate COV α , we simply measure The weighting scheme applied by is the sum of the product of the elements in each covariance matrix of each GMM.
the proportion of times the true origin of the tweet is within the ellipses defined by PRA α for the test set. A geographic point y = (y 1 , y 2 ) is within the boundary of an ellipse with center μ and covariance matrix Σ if
The comprehensive accuracy error, prediction region area, and coverage metrics are unique to models with geographic distribution estimates. As a result, Table 2 compares these metrics with only.
As expected, the hybrid model heavily outperforms the text-based GMM method. The expected distance between the true origin of the tweet and a random point generated from our model is less than 117km, 50% of the time. Similar to the discrepancy between the mean and median SAE, the difference between the mean and median CAE indicate the predictions are skewed. However, this simply means that some subpopulations in h(·) are a large distance from one another. For example, if a person moves from Atlanta, Georgia to Las Vegas, Nevada, it is likely the hybrid model will estimate a subpopulation for each location, causing the CAE to be large by default. More importantly, the bimodal structure of the model captures both possible locations.
The mean and median PRA 0.95 are approximately 200,000 km 2 . Although this is a large geographic area, it is more than 10 times smaller than the PRA 0.95 of . To make it tangible, consider that the median prediction region of is more than a third of the contiguous United States. The median prediction region for the hybrid model, on the other hand, is approximately the geographic area of only North and South Carolina combined. Additionally, the coverage for the hybrid model is nearer to the nominal level in our experiments, whereas the previous method has much higher than nominal coverage due to extremely large prediction regions.
Achieving nominal coverage for the hybrid model was challenging. Initial experiments and methodology underestimated this metric by 3-14%. We eventually chose to sum the area covered by the highest 100 × (1 − α )% density of each mixture contributing to the hybrid model. This technique achieves a coverage nearly equal to the nominal rate and also keeps the prediction region area metric small.
Coverage is also closely associated with the outlier preprocessing described in Section 3.2. Failure to remove outliers widens the GMM's prediction regions causing the coverage to inflate. We also examined the effectiveness of removing observations -farther than 200 miles from at least five other observations, -within a cluster of less than five observations where the number of subpopulations is determined by the "elbow" phenomenon in the k-means clustering algorithm.
We ultimately chose to remove observations from both text and network variables farther than the mean distance from their respective subpopulation center. Although this technique provides similar results to the aforementioned methods, it is an automated routine for removing outliers.
EXAMPLE APPLICATION
One of the more common applications of Twitter data is the monitoring and prediction of influenza and disease outbreaks around the world. In the United States, practitioners use daily geotagged tweets containing influenza relevant keywords, such as flu, fever, cough, and the like, to monitor the health of the country (Lee et al. 2013 ). The authors in Achrekar et al. (2011) show daily word counts relevant to influenza that can be used as a leading indicator to predict the Center for Disease Control and Prevention's (CDC) influenza-like-illness (ILI) reports. That is, the frequency of influenza keywords are used as a proxy for the true rate of influenza among US citizens. In Brazil, researchers are using Twitter to monitor the rate and study the diffusion of Dengue fever, a mosquito-borne illness that can lead to death if untreated. In countries without efficient government agencies to monitor the spread of disease, it is important for researchers to develop tools that can identify regions of disease outbreak in order to allocate resources properly. Gomide et al. (2011) use geotagged tweets relevant to Dengue fever to cluster data into regions. The frequency of tweets is used as a barometer for the severity of Dengue fever within each region. In an effort to utilize more information, Davis Jr. et al. (2011) classify non-geotagged tweets at the city level using network information. This allows the authors to use Dengue fever relevant tweets that are not geotagged in their analyses.
In both applications, influenza in the United States and Dengue fever in Brazil, the hybrid method is advantageous. First, the hybrid method allows practitioners to geotag more data because both the text and network features are available to be used as possible predictors. In our experiments in Section 5, the hybrid method was able to geotag 98.2% of test tweets. Using text or network features independently, only 79.7% and 90.1% of test tweets were able to be geotagged, respectively. Furthermore, the use of model uncertainty provides more information regarding the location of disease outbreak. That is, the smaller the prediction regions of the hybrid method, the more confident we are in the estimated location. Additionally, the greater the certainty in the location of a set of geotagged tweets, the greater the evidence for allocating resources to specific regions.
As an example, consider monitoring influenza in the United States using the Eisenstein dataset from Section 5. Recall, this dataset was accumulated in March 2010 from the Twitter API and only geotagged tweets in the contiguous 48 states were considered. From the 376,510 tweets, only 1,031 contain influenza-related keywords. As evidenced by the performance metrics, the hybrid model can be used to accurately predict the location of influenza-related tweets. However, the uncertainty associated with the estimates is ignored if the best predictions are simply binned into regions.
To account for the uncertainty in the predictions, suppose that we stack the geographic density estimates, h(·), for each predicted tweet and reweight to obtain a final geographic probability distribution of the prevalence of influenza throughout the country. Let h q (·) be the qth hybrid model density estimate of a sample of non-geotagged tweets S. The final distribution that combines all predictions and uses the uncertainty of each is To compare the estimated distribution of influenza to ground truth, we use the weekly CDC influenza report for the week of February 28-March 6 2010 (CDC 2010), the week the Eisenstein data was collected. In general, these reports summarize by region the percentage of medical patients with ILI, percentage testing positive for influenza, and the number of jurisdictions reporting influenza activity. For the first week of March, only region 1 (CT, ME, MA, NH, RI, VT) and region 4 (AL, FL, GA, KY, MS, NC, SC, TN) reported widespread influenza activity. In addition, the Midwest and Southwest experienced sporadic influenza activity, and the Northwest reported no influenza activity. The report is similar to the estimated distribution in Figure 5 . That is, there is elevated influenza in the northeast and southeast regions. In addition, there is activity in the Midwest and no activity in the Northwest. However, Figure 5 indicates possible elevated influenza activity in southern California; the CDC report does not support this finding.
Note, the results here do not simply imitate the most dense locations of Twitter users from the Eisenstein dataset (Figure 4) . Also, Twitter usage has grown significantly since the data was collected in 2010, but there is no reason to suspect the application is no longer suitable.
CONCLUSION
In this article, we presented a hybrid geolocation model for Twitter. Our model exploits both text and network features and weights the features according to their geographic scope. Our method outperforms other geotagging algorithms according to four metrics. In particular, the median distance between the most probable location to the true origin of a single tweet is only 19km on average in our experiments.
Additionally, our hybrid model is one of only two geotagging methods that quantifies uncertainty using GMMs. It estimates the probability of each point within a spatial domain of being the true origin of a tweet. This structure allows us to visually interpret model confidence for a single tweet (Figure 3 ) or combine the uncertainty for a set of geotagged tweets to monitor an event such as influenza ( Figure 5 ).
Any analysis of Twitter data is subject to the biases and limitations of the data itself. The limitations of Twitter data in general are attributable to the demographics of its users, Twitters streaming API sampling scheme, and users turning off their location services when tweeting. First, a 2012 investigation by the Pew Research Center found that age is inversely related to the likelihood of using Twitter (Duggan and Brenner 2013) . Internet users in the age group 18-29 are the most likely to use Twitter, and users 65 or older are the least likely. Women are more likely than men and urban residents are more likely than suburban or rural dwellers to use Twitter. Also, different levels of education and levels of household income correspond to similar rates of Twitter use. As a result of the Pew study, we know any data gathered from Twitter does not mimic the population in general.
To obtain a free sample from Twitter, any person can connect to the streaming API and download approximately 1% of all tweets daily. Procuring additional tweets is a substantial cost and therefore, most researchers opt for the free sample. However, the algorithm used to sample from the streaming API is currently unknown and may not be uniformly random. Morstatter et al. (2013) show that tweets collected freely are generally biased according to trending topics and the most used hashtag strings. One final additional point of concern is that to our knowledge there is no study describing the user demographics for those who are more willing to leave the Twitter location services turned on. There may be revealing information simply from tweets with or without geotags.
The aforementioned limitations result in the scenario where the probability of detecting anomalous events on Twitter and being able to accurately impute geotags for those tweets is very low. However, Twitter data is a good source of information to monitor national or regional events. For example, an event such as the spread of influenza, as discussed in Section 6, is assumed to affect the population demographics equally and affects a significant proportion of Twitter users that will overcome the bias of the Streaming API. Also, people with the flu are assumed no more or less likely to turn off their location services. Events like the spread of flu overcome the limitations of Twitter data.
For future work, we seek to understand how the uncertainty in imputed geotags affects post geotagging analyses. We believe our model holds promise for scenarios where geotagged tweets are used for clustering locations for a specific event and when the geotag is used as a barometer to include or exclude the tweet from subsequent models.
