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где М – количество точек области перекрытия, I1 и I2 – яркость точек 
1-го и 2-го кадра в соответствующей позиции в области перекрытия. 
 
Заключение. Предложенные алгоритмы имеют следующее пре-
имущество применительно к обработке топологических слоев ИС и их 
шаблонов, представленных в виде множества перекрывающихся кад-
ров: не требуется больших вычислений для формирования полного 
изображения. Эксперименты показали возможность автоматического 
определения координат совмещения кадров изображения ИС. 
Выбор той или иной схемы склейки зависит от степени и характе-
ра погрешностей, вносимых устройством ввода. Приведенные вариан-
ты первого алгоритма расположены в порядке повышения требований 
точности к устройству ввода и соответственно снижения вычислитель-
ной нагрузки на аппаратную часть системы обработки изображений. 
Использование дополнительной коррекции сшивки  позволило 
получить необходимые данные для дальнейшей работы по восста-
новлению принципиальной электрической схемы ИС и значительно 
повысило качество работы проектировщиков СБИС. 
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АЛГОРИТМ ОБЪЕДИНЕНИЯ МАТРИЧНЫХ ИНТЕГРАЛЬНЫХ СХЕМ В СИСТЕМУ НА 
КРЕМНИЕВОЙ ПЛАСТИНЕ  
 
Введение. Одним из перспективных направлений микроэлек-
троники является создание систем на кристалле, (СнК, SOC, System-
On-Chip) интегрирующих на одном чипе процессоры, логические, 
запоминающие устройства и др. элементы [1–7]. Подобное объеди-
нение возможно посредством генератора изображений ЭМ-5299, 
разработанного концерном «Планар». Этот генератор позволяет 
использовать методику формирования слоев металлизации на пла-
стине, исключающую применение шаблонов, и позволяющую фор-
мировать рисунок по всей поверхности пластины посредством спе-
циального лазера. Одной из задач программного  обеспечения этого 
генератора является объединение годных интегральных схем (ИС) в 
виде системы на кристалле. Исходным для решени этой задачи 
является описание полупроводниковой пластины с заданием ин-
формации о годности расположенных на ней ИС, результатом - ин-
формация для управления соединением исправных ИС, располо-
женных на пластине, в систему.  
В статье предложено описание пластин булевыми матрицами, 
которое позволило свести решение задачи объединения годных ИС 
(реконфигурации) к поиску максимальных подматриц, целиком со-
стоящих из исправных ИС. Предложен алгоритм реконфигурации и 
рассмотрен пример проектирования. Применение математического 
аппарата работы с булевыми матрицами позволяет проводить опти-
мизацию объединения и получать решения, превосходящие аналоги. 
Кроме того, благодаря использованию математического аппарата 
работы с булевыми матрицами алгоритм объединения обладает 
высоким быстродействием [8]. 
 
Описание топологии пластины 
Кристаллическая пластина является подложкой, на которой 
располагаются те же самые не соединенные между собой цифровые 
устройства, из которых состоят однородные структуры. Эти устрой-
ства являются элементами пластины.  
Для описания системы ИС на пластине вводится система прямо-
угольных координат из осей X и Y. Пересечение осей координат сов-
падает с центром пластины. ИС располагаются в виде прямоугольной 
матрицы с некоторым шагом по x и по y. Расположение ИС на пла-
стине задается парой чисел. Первое число является номером строки, 
второе число – номером столбца. ИС находится на пересечении стро-
ки и столбца. Размещение микросхемы на пластине задается коорди-
натами точек привязки микросхемы в системе координат пластины. 
Таким образом, кристаллическая пластина  имеет матричную 
структуру, состоящую из k строк и l столбцов, где k≥n, l≥m. На пере-
сечении строки со столбцом этой матрицы также располагается один ее 
элемент. Каждый элемент пластины либо исправен, либо неисправен. 
Кристаллическая пластина представляется  в виде булевой мат-
рицы S размерностью k×l. Элемент sij этой матрицы, расположен-
ный на пересечении строки с номером i со столбцом с номером j 
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Если sij=1, то элемент кристаллической пластины, находящийся на 
пересечении i-й строки с j-м столбцом, исправен, иначе этот элемент 
неисправен и sij=0. 
 
Алгоритм реконфигурации. Алгоритм состоит из следующих 
основных этапов. 
1. Анализ карты дефектов кристалла и  определение место распо-
ложения годных, негодных и частично годных ИС. 
2. Определение связных областей частично годных ИС. 
3. Для каждой такой связной области решается задача получения 
максимального числа годных ИС путем их реконфигурации. 
4. Для каждой новой ИС выполнить верификацию. 
5. Для каждой новой ИС выдать информацию для технологическо-
го оборудования для выполнения соединения.  
Ниже описано решение основной задачи алгоритма, решаемой 
на шаге 3 – поиска максимальных подматриц, целиком состоящих из 
исправных ИС. 
Пусть A(i,j;r,t) – подматрица матрицы S, где 1≤i<r≤k, 
1≤j<t≤l, состоящая из элементов матрицы S, находящихся соот-
ветственно на пересечении строк с номерами i, i+1, i+2, …, r со 
столбцами с номерами j, j+1, j+2, …, t. 
Подматрица A(i,j;r,t) матрицы S называется единичной, если и 
только если все ее элементы равны единице. 
Подматрица A(i,j;r,t) матрицы S называется правильной, если 
или r–i+1≤n, t–j+1≤m, или r–i+1≤m, t–j+1≤n. 
Правильная единичная подматрица A(i,j;r,t) матрицы S назы-
вается максимальной, если и только если в матрице S не существу-
ет правильной единичной подматрицы A(g,h;p,c) такой, что (p–
g+1)×(c–h+1)>(r–i+1)×(t–j+1). 
Одна из задач, связанная с размещением однородных структур 
на кристаллической пластине, сводится к следующей логико-
комбинаторной задаче на булевой матрице. 
В булевой матрице S необходимо найти, если это возможно, 
максимальную правильную единичную подматрицу A(i,j;r,t). 
Поиск максимальных правильных единичных подматриц буле-
вой матрицы, генерируемых ее нулевым элементом, описан ниже. 
Пусть в булевой матрице S имеется элемент sij= 0, где 1≤i≤k, 
1≤j≤l. По элементу sij матрица S делится на подматрицы 
A1(1,1;k,j–1), A2(1,j+1;k,l), A3(1,1;i–1,l), A4(i+1,1;k,l). 
Следует заметить, что если j=1, то подматрица A1 является пустой. 
Если i=1, то пустой оказывается подматрица A3. 
Утверждение 1. Если элемент sij булевой матрицы S равен ну-
лю, то максимальная правильная единичная подматрица матрицы S 
существует, если существует максимальная правильная единичная 
подматрица хотя бы в одной из ее подматриц A1(1,1;k,j–1), 
A2(1,j+1;k,l), A3(1,1;i–1,l), A4(i+1,1;k,l). При этом макси-
мальная правильная единичная подматрица матрицы S равна 
наибольшей из максимальных правильных единичных подматриц 
матриц A1(1,1;k,j–1), A2(1,j+1;k,l), A3(1,1;i–1,l), 
A4(i+1,1;k,l). 
Доказательство. Если sij является единственным нулевым 
элементом в матрице S, то максимальную правильную единичную 
подматрицу матрицы S нужно искать среди наибольших правильных 
подматриц A1(1,1;k,j–1), A2(1,j+1;k,l), A3(1,1;i–1,l), 
A4(i+1,1;k,l). Если же в матрице S присутствует больше одного 
нулевого элемента, то искомую подматрицу нужно искать среди 
правильных единичных подматриц A1, A2, A3, A4. 
Операция деления булевой матрицы по нулевому элементу рас-
пространяется на подматрицы матрицы S. Пусть задана подматри-
ца A(g,h;p,c) матрицы S, и в этой подматрице имеется нулевой 
элемент sij, где g≤i≤p, h≤j≤c. Элемент sij делит матрицу 
A(g,h;p,c) на подматрицы A1(g,h;p,j–1), A2(g,j+1;p,c), 
A3(g,h;i–1,c), A4(i+1,h;p,c). Если j=1, то подматрица A1 яв-
ляется пустой. Если i=1, то пустой оказывается подматрица A3. 
Утверждение 2. Если элемент sij булевой подматрицы 
A(g,h;p,c) матрицы S равен нулю, то максимальная правильная 
единичная подматрица подматрицы A(g,h;p,c) существует, если 
существует максимальная правильная единичная подматрица хотя 
бы в одной из ее подматриц A1(g,h;p,j–1), A2(g,j+1;p,c), 
A3(g,h;i–1,c), A4(i+1,h;p,c). При этом максимальная правиль-
ная единичная подматрица матрицы A(g,h;p,c) равна наибольшей 
из максимальных правильных единичных подматриц матриц 
A1(g,h;p,j–1), A2(g,j+1;p,c), A3(g,h;i–1,c), A4(i+1,h;p,c). 
Доказательство этого утверждения аналогично доказательству 
утверждения 1. 
Ниже приведен декомпозиционный метод поиска максимальных 
единичных подматриц матрицы S.  
Идея метода поиска максимальной правильной единичной под-
матрицы матрицы S состоит в следующем. 
В матрице S ищется нулевой элемент sij. Если в матрице S тако-
го элемента нет, то сама матрица S является искомой подматрицей. 
Если нулевой элемент sij найден, то матрица S разделяется 
(декомпозируется) на подматрицы A1(1,1;k,j–1), A2(1,j+1;k,l), 
A3(1,1;i–1,l), A4(i+1,1;k,l). Не пустые подматрицы объединяют-
ся в множество F. 
Из множества F удаляются все матрицы, которые не являются 
правильными. Если после этого окажется, что F=∅, то в матрице S 
отсутствуют максимальные единичные подматрицы. В множестве F 
останутся только правильные матрицы. 
В множества F определяются единичные подматрицы и среди них 
выбираются максимальные. Из максимальных единичных матриц мно-
жества F cформируется множество R – множество решений рассмат-
риваемой задачи. Из множества F удаляем все единичные матрицы. 
Если окажется, что F=∅,то это означает, что в множестве R содер-
жатся матрицы, являющиеся решением рассматриваемой задачи. 
Если F≠∅, то в этом случае в множестве F находятся правиль-
ные матрицы, содержащие нулевые элементы. Последовательно 
перебираются матрицы из F.  
В очередной матрице Su, взятой из множества F, выбирается 
некоторый нулевой элемент. Матрица Su декомпозируется по этому 
элементу точно так же, как матрица S была разделена по элементу 
sij. Из полученных в результате декомпозиции матриц формируется 
множество Fu так же, как из подматриц A1, A2, A3, A4 матрицы S 
было сформировано множество F. 
Далее множество Fu анализируется так же, как это было сделано 
для множества F. В множестве Fu находятся только не пустые подмат-
рицы. Из множества Fu удаляются все матрицы, которые не являются 
правильными. Если при этом оказывается, что Fu=∅, то рассмотрение 
матрицы Su завершается. Матрица Su удаляется из множества F. 
Если Fu≠∅, то определяется, какие из матриц множества Fu 
являются единичными. Из этих единичных подматриц выбираются 
максимальные. Если или множество R – пусто, или эти максималь-
ные подматрицы равны своими размерами матрицам, содержащим-
ся в множестве R, то эти подматрицы добавляются в множество R. 
Если своими размерами они превосходят матрицы из множества R, 
то ими заменяются матрицы, находящиеся в этом множестве. Если 
размеры этих матриц меньше размера матриц из множества R, то 
множество R остается без изменения. Из множества Fu удаляются 
единичные матрицы. Матрицы, оставшиеся в множестве Fu, добав-
ляются в множество F и, рассмотрение матрицы Su завершается. 
Матрица Su удаляется из множества F. Выполняется переход к 
следующей матрице из множества F. 
Процесс поиска максимальных правильных единичных подмат-
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пустым. Искомые матрицы находятся в множестве R. Если R=∅, 
то рассматриваемая задача не имеет решения [1-3]. 
Пример. Дана матрица 
1 0 1 1 1 1 1 1
1 1 1 0 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 0 1 0 1










Следовательно, k=5, l=8. Пусть m=3, n=4. Выбераем в матрице 
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Матрица A3 не является правильной, поэтому F={S1=A1, 
S2=A2, S3=A4}. Последовательно просматриваем матрицы из 
этого множества. Выбираем матрицу S1. В этой матрице единствен-













































Из рассматриваемых матриц матрица B3 является пустой. 
Остальные матрицы – единичны, но только одна из них B4 является 
правильной. Она же является и максимальной. Включаем ее в мно-
жество R. Из множества F удаляется матрица S1. Выбирается сле-
дующая матрица S2 из множества F и т.д. В результате в множе-
ство R будут добавлены еще две матрицы C3(3,1;5,4), 
D1(1,5;3,8). Все матрицы в множестве R являются решением 
рассматриваемой задачи размещения. 
 
Подсистема реконфигурирования/ Предложенный алгоритм 
реконфигурирования положен в основу работы одноименной подси-
стемы  аппратно-программного комплекса объединения матричных 
ИС в систему на кремниевой пластине, разработанной в ОИПИ НАН 
Беларуси совместно с БГУИР. 
Основные функции подсистемы следующие: 
• выбор по заданному критерию последовательности реконфигу-
рируемых ИС; 
• выбор вида реконфигурации в зависимости от типа дефекта 
реконфигурируемой ИС и ИС-источника резервного блока; 
• реконфигурация ИС. 





• совокупность строк, 
• совокупность столбцов, 
• часть строки, 
• часть столбца, 
• комбинация строк и столбцов. 
В подсистеме формируется библиотека резервных блоков, из кото-
рой на основе по заданному критерию выбираются резервные блоки: 
• реконфигурация ИС; 
• верификация  полученного описания. 
 
Пример проектирования. Положим, что типовая ИС, представ-
ленная своими контактными площадками, изображена на рис. 1 (кон-
тактные площадки привязаны к системе координат,  в которой и опи-
сываются прямоугольники ее составляющие). Контактные площадки 
типовой ИС помечены своими именами. Описание данной типовой 
ИС в текстовом виде представляется файлом с именем «Mk1.txt». В 
этом файле содержится следующий текст: 
Mk1 
# 110,90,3, 200, A(250,50), C(250,650); 
@ 90,110,2, 200, B(50,250), D(850,250); 
Первая строка содержит имя типовой ИС, которое совпадает с 
именем файла без расширения «txt», содержащего это описание. 
Вторая строка, помеченная символом «#», содержит описание групп 
площадок с именами А, С. Третья строка, помеченная символом 
«@»,содержит описание групп площадок с именами B, D. Числа 110 
и 90 второй строки задают ширину и высоту площадок групп А, С в 
микронах. Число 3 этой же строки задает число площадок в этих 
группах. Число 200 задает расстояние между центрами площадок в 
микронах. Пара чисел (250,50) задает координаты центра площадки 
А1, пара чисел (850,250) задает координаты центра площадки С1. 
Аналогичный смысл имеют числа третьей строки. Числа этой строки 
задают следующую информацию: 
90, 110 – ширина и высота площадок групп B, D; 
2 – число площадок в этих группах; 
200 – расстояние между центрами площадок групп B, D; 
(50,250) – координаты центра площадки B1; 
(850,250) – координаты центра площадки D1. 
 
Рис. 1. Типовая ИС, заданная своими контактными площадками 
 
Координаты также задаются в микронах. Файл, задающий внут-
реннее представление типовой ИС и построенный по данному опи-
санию будет иметь имя «Mk1.chp». 
Описание пластины задается файлом с именем «Pl4.txt». Это 
описание имеет следующий вид: 
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Рис. 2. Графическое представление системы исправных ИС, соединенных на пластине 
 
Pl4 является именем пластины, Mk1 – именем типовой ИС, Pll – 
именем списка неисправных ИС. Числа 3, 3 задают матрицу из ИС, 
которая располагается на пластине. Эта матрица состоит из 3-х 
строк и 3-х столбцов. Число 1300 является расстоянием по оси Х 
между ИС. Следующее число 1300 является расстоянием по оси Y 
между ИС. Число 20 задает ширину шины, а число 10 длину отрезка 
шины, соединяющего основной прямоугольник шины с окном кон-
тактной площадки. Внутреннее представление пластины представ-
ляется файлом с именем «Pl4.pls». 
В описании пластины присутствует имя «Pll». Следовательно не-
которые ИС пластины неисправны. Список неисправных ИС находится 
в файле с именем «Pll.txt». Этот список задается следующим текстом: 
3,3# 
2,2; 3,1; 
В первой строке указываются размеры матрицы ИС, которые от-
деляются от второй строки символом «#». Во второй строке пере-
числены имена неисправных ИС. Так имя «2,2;» указывает, что ИС, 
расположенная на пересечении 2-й строки со 2-м столбцом, являет-
ся неисправной. Второе имя «3,1;» указывает, что ИС, расположен-
ная на пересечении 3-й строки с 1-м столбцом, является неисправ-
ной. Файл внутреннего представления списка неисправных ИС будет 
иметь имя «Pll.spl». 
Графическое представление рассматриваемой пластины в SOU-
формате будет сформировано в файле с именем «Pl4.sou», который 
будет записан в ту же директорию, в которой находится файл с име-
нем «Pl4.pls». Сформированное изображение соединений можно 
просмотреть в редакторе GLE. Оно будет выглядеть так, как это 
изображено на рис. 2. 
Предложенный алгоритм является составной частью современной 
технологии проектирования, согласно которой проектирование выпол-
няется одновременно по четырем направлениям: разработка ПО, 
разработка RTL-кода, логический синтез, физический синтез. В про-
цессе работы группы разработчиков обмениваются результатами 
проектирования. Существенным является то, что разрешен возврат на 
предыдущие стадии проектирования и корректировка результатов [9]. 
 
Заключение. Разработанный алгоритм применен при создании 
программного обеспечения для  генераторов топологии интеграль-
ным схем для решения двух основных задач: отработки технологи-
ческого процесса формирования рисунка соединений СБИС на пла-
стине и проектирования цифровых устройств, размещаемых на пла-
стине. Конечным результатом выполнения данной работы является 
аппаратно-программный комплекс, обеспечивающий создание СБИС 
по технологии бесшаблонного изготовления СБИС.  
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circuit to search the maximum submatrices consisting entirely of good integrated circuits. Using the mathematical apparatus with Boolean matrices 
allows optimization of combining and obtain better task solutions in comparison of known ones. An algorithm for reconfiguration of the silicon chips is 
worked out, which is an integral part of modern technology of VLSI non-mask manufacturing. 
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Дудкин А.А., Ганченко В.В., Марушко Е.Е., Чарин С.Н. 
КОНТРОЛЬ ТЕЛЕМЕТРИЧЕСКИХ ПАРАМЕТРОВ ЦЕЛЕВОЙ АППАРАТУРЫ 
КОСМИЧЕСКИХ АППАРАТОВ С ИСПОЛЬЗОВАНИЕМ НЕЙРОННЫХ СЕТЕЙ 
 
Введение. Космическая телеметрия – это совокупность техноло-
гий, позволяющая производить дистанционный сбор информации о 
состоянии бортовых подсистем космических аппаратов (КА). В насто-
ящее время в качестве основной физической среды передачи данных 
телеметрии с КА выступает радиоканал, которому свойственны огра-
ниченные полоса пропускания, длительность сеанса связи и подвер-
женность помехам, что снижает возможности наземных комплексов 
управления как в отношении мониторинга КА, так и управления им. С 
другой стороны, своевременное выявление нештатного поведения 
подсистем КА позволяет в ряде случаев скорректировать их состояние 
и тем самым, предотвратить развитие на борту аварийной ситуации, 
что повышает надежность функционирования КА. 
В настоящее время телеметрия за редким исключением полно-
стью передается на Землю, где, в случае возникновения на борту 
нештатных ситуаций (НШС), выполняется ее детальный анализ. 
Известны четыре метода мониторинга состояния подсистем КА по 
телеметрическим данным: адаптивный анализ ограничений с ис-
пользованием относительной векторной регрессии, обнаружение 
аномалий в телеметрии с использованием метода главных компо-
нент, диагностика и определение аномалий с использованием дина-
мических байесовых сетей (гибридный метод), визуализация теле-
метрии на основе обнаружения точек перехода.  
Надо отметить, что детерминированные алгоритмы не обеспе-
чивают надежной идентификации НШС подсистем КА вследствие 
утраты той информации, которая содержится в нестационарных и 
флуктуационных составляющих диагностических сигналов. Нейросе-
тевой подход для решения задач в области контроля, управления и 
распознавания телеметрической информации благодаря возможно-
сти обучения нейронные сети (НС) позволяет учесть не только слу-
чайный характер сигналов, но и особенности поведения конкретных 
подсистем в заданных условиях.  
В статье рассматривается задача нейросетевого контроля теле-
метрической информации (ТМИ) целевой аппаратуры (ЦА) космиче-
ского белорусского космического аппарата (БКА). Под ЦА понимают 
аппаратуру, которая обеспечивает выполнение стоящей перед КА, в 
частности задачу дистанционного зондирования Земли.  
 
Контролируемые параметры ТМИ. Состояние ЦА БКА описыва-
ется следующей двухуровневой телеметрической информацией [1]: 
• выходное напряжение; 
• токопотребление; 
• температурный режим. 
Мнемосхема блока ЦА и расположение датчиков приведена на 
рис. 1, где T38-T52 –датчики температуры, МСС – многозональная 
съемочная система, ПСС – панхроматическая съемочная система, 
ВИП1 и ВИП2 – вторичные источники питания (основной и резерв-
ный), логические ядра А и Б – блоки управления.  
ВИП обеспечивают токопотребление и входное напряжение бор-
тового записывающего устройства (БЗУ) и контроллера межблочного 
обмена (КМО), основного контроллера мультиплексного канала об-
мена (МКО), телеметрии бортовой информационной системы, цен-
трального процессора (ЦП) и запоминающих устройств. 
Выходное напряжение включает напряжение ВИП ядра, основ-
ного ВИП БЗУ и КМО и резервного ВИП. 
Состояние ЦА кодируется сигналами ТМ1-ТМ4 (табл. 1 и 2). 
Температурные телеметрические параметры приведены в табл. 3.  
 
Таблица 1. Состояния ЦА по сигналам ТМ1, ТМ2 
ТМ1 ТМ2 Описание 
0 0 Сигналы управления в ЦА не поступали. 
Процессор и ПЛИС ядра ЦП загружены из основ-
ных загрузочных банков. 
0 1 В ЦА поступил сигнал управления 1 соответству-
ющего ядра. 
Произведена перезагрузка процессора из резерв-
ного загрузочного банка 
1 0 В ЦА поступил сигнал управления 2 соответству-
ющего ядра. 
Произведена перезагрузка ПЛИС ЯЦП из резерв-
ного загрузочного банка 
1 1 В ЦА поступил сигнал управления 3 соответству-
ющего ядра. 
Произведена перезагрузка процессора из основно-
го загрузочного банка. 
Произведено переключение на резервный источ-
ник питания «ВИП ТМ и МКО» 
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