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Zusammenfassung
Bei der Simulation des physikalischen Verhaltens von Bauelementen und der sie umgebenden Schaltungs-
technik wird üblicherweise ein Netzwerkmodellierungsansatz gewählt, bei dem die Geräte durch Spannungs-
Strom-Beziehungen beschrieben werden. Für einige Anwendungen liefert diese Vereinfachung jedoch nicht
die erforderliche Genauigkeit. In diesen Fällen kann eine verfeinerte Modellierung durchgeführt werden,
bei der eine räumlich-verteilte partielle Differentialgleichung die erforderlichen physikalischen Größen mo-
delliert und an die klassischen Schaltungsgleichungen gekoppelt wird. Das resultierende Gleichungssystem
weist oft ein multiskalen, multiraten und sogar multiphysikalisches Verhalten auf. Um dies effizient zu si-
mulieren, werden involvierte Algorithmen verwendet. Daher ist die Strukturanalyse des Systems fundamen-
tal, um es numerisch korrekt zu behandeln und sicherzustellen, dass die Algorithmen wie erwartet kon-
vergieren. Diese Arbeit befasst sich mit der mathematischen Analyse dieser Systeme, sowie deren Simulati-
on.
Typischerweise sind die Gleichungssysteme, die aus Schaltungen mit semidiskreten verfeinerten Modellen
entstehen, differential-algebraische Gleichungen. Die potentiellen numerischen und analytischen Schwie-
rigkeiten, die bei ihnen auftreten, können im Kontext ihres Index’ untersucht werden. In diesem Rahmen
werden drei verallgemeinerte Schaltungselemente definiert, die eine Klassifizierung der verfeinerten Model-
le ermöglichen. Somit kann der Index des gesamten gekoppelten Systems ausschließlich durch topologische
Eigenschaften des Netwerks ermittelt werden. Verschiedene Näherungen der Maxwell-Gleichungen werden
durch die verallgemeinerten Elementdefinitionen klassifiziert, um somit die Index-Eigenschaften des gekop-
pelten Systems zu bestimmen.
Zwei Algorithmen werden für die Simulationen untersucht. Das Waveform-Relaxationsverfahren wird zu-
nächst für die Kosimulation von Feld un Netzwerk analysiert, die ausmagnetoquasistatischen FeldernmitWir-
belstromeffekten auf supraleitenden Spulen entstehen. Die Konvergenz des Waveform-Relaxationsverfahrens
wird mittels Optimised-Schwarz-Methoden beschleunigt. Hiermit wird der Informationsaustausch zwischen
beiden Subsystemen verbessert. Für die weitere Beschleunigung der Simulationszeit, wird das zeitparallele
Verfahren Parareal analysiert. Hierfür wird zuerst der Algorithmus im Kontext der Differential-algebraischen
Gleichungen untersucht, wobei seine Anwendbarkeit auf nichtlineare Systeme höheren Index, die z.B. aus
den Schaltungsgleichungen entstehen, ermittelt wird. Anschließend werden zwei Ansätze für die Kombina-
tion von Parareal und Waveform-Relaxation untersucht. Einer der Ansätze ist speziell für Feld-Netzwerk ge-
koppelte Systeme entworfen und ergibt einenmikro-makro-ähnlichen Parareal-Algorithmus. Der Ansatz kann
jedoch auch auf andere Arten gekoppelter Systeme angewendet werden.
Zuletzt werden numerische Tests an Feld-Netzwerk gekoppelten Systemen durchgeführt, um die theoreti-
schen Resultate sowie die Effizienz der vorgeschlagenen Algorithmen nachzuprüfen.
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Abstract
Typically in electrical engineering a network modelling approach for the simulation of devices and their
surrounding circuitry is taken, where each device is considered by a voltage-to-current relation. For some
applications, however, this simplification does not yield the required accuracy. In these cases, refined mod-
elling can be performed, where a spatially distributed partial differential equation modelling the required
physical quantity is coupled to the classic network equations. The resulting coupled system of equations of-
ten exhibits a multiscale, multirate and even multiphysical behaviour that is tackled with involved algorithms
so as to efficiently simulate it. Its structural analysis is therefore important, to numerically treat the system
appropriately and to ensure that the algorithms converge properly. This thesis deals with the mathematical
analysis of these type of systems as well as their simulation.
The systems of equations obtained from circuits with semidiscrete refined models are typically differen-
tial algebraic equations. Their numerical and analytical difficulties is studied in the context of their dif-
ferential algebraic index. For that, three generalised circuit element definitions are given, that allow the
classification of the refined models. Hereby, the index of the entire coupled system can be specified by
means of topological properties of the circuit. Several approximations to Maxwell’s equations are classi-
fied with the generalised element definitions to obtain the index properties of the field-circuit coupled sys-
tems.
For the simulation two algorithms are studied. First the co-simulation waveform relaxation method is anal-
ysed for field-circuit coupled systems arising from magnetoquasistatic fields with eddy current effects on
superconducting coils. The convergence of the algorithm is sped up by means of optimised Schwarz method-
ologies. Here, the information exchange between both subsystems is improved by a linear combination of the
coupling conditions. To further speed up simulation time, the parallel-in-time method Parareal is analysed.
The algorithm is investigated in the context of differential algebraic equations by studying its applicability to
nonlinear higher index systems arising e.g. from circuit simulation. Finally, two approaches are proposed for
the combination of Parareal and waveform relaxation. One of them is specifically designed for field-circuit
coupled systems and yields a micro-macro-like Parareal algorithm. However, the idea behind it can be applied
to other type of coupled systems.
Numerical tests of field-circuit coupled systems are made to underline the results obtained from the mathe-
matical theory as well as test the efficiency of the proposed algorithms.
vii

Contents
List of figures xiii
1 Introduction 1
1.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Modelling 6
2.1 Maxwell’s Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Material Relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Nonlinear materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Boundary and Initial Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Static and Quasistatic Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Formulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5.1 Full Maxwell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5.2 Electroquasistatics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5.3 Magnetoquasistatics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5.4 ~A− φ formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5.5 ~T − Ω formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5.6 Duality of the formulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6 Modelling of Excitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6.1 Excitation with winding density functions . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.6.2 Excitation with boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.7 Modelling of Superconducting Magnets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.7.1 2D homogenisation model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.7.2 Heat Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.8 Electric circuits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.8.1 From Maxwell to circuits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.8.2 Lumped element models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.8.3 Modified nodal analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.8.4 Circuit topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3 Numerical Methods and Model Analysis 29
3.1 Space Discretisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.1 Finite integration technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.2 Finite element method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.3 Matrix properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Time Discretisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.1 Theoretical fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
ix
3.2.2 Time integration techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.3 Solution of nonlinear systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Differential Algebraic Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.1 Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.2 Initial conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.3 Numerical methods for DAEs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4 Structural Analysis of the Coupled Systems 49
4.1 Generalised Circuit Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.1.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2 Analysis of the Coupled System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2.1 Generalised elements in MNA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.2 DAE index of the circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.3 Linearity of the index 2 components . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3 Classification of field models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.1 Discrete gauging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.2 Inductance-like elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.3 Capacitance-like element . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.4 Resistance-like element . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5 Iterative Methods in Time Domain 71
5.1 Optimised Waveform Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.1.2 Optimised Schwarz for accelerator magnets . . . . . . . . . . . . . . . . . . . . . . . . 76
5.2 Parareal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2.2 Parareal for differential algebraic equations . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3 Parallelised Waveform Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3.1 Waveform relaxation and Parareal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6 Numerical Examples 99
6.1 DAE Index of Refined Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.1.1 Inductance-like element . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.1.2 Capacitance-like element . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.1.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2 Waveform relaxation for index 2 circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.3 Optimised Co-Simulation of Field-Circuit Systems . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.3.1 Transmission condition study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.3.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.4 Parareal for DAEs with Implicit Euler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.5 Parallelised Co-Simulation of Field-Circuit Systems . . . . . . . . . . . . . . . . . . . . . . . . 116
6.5.1 Parallelised waveform relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.5.2 Field-circuit parallelised waveform relaxation . . . . . . . . . . . . . . . . . . . . . . . 117
6.5.3 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
x
7 Summary and Outlook 120
7.1 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A Appendix 132
xi

List of figures
1.1 Sketch of refined modelling in field-circuit coupling. . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Cross section of superconducting quadrupole magnet. . . . . . . . . . . . . . . . . . . . . . . . 2
2.1 Sketch of the domain Ω. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Sketch of the partition of the boundary Γ = Γdir,0 ∪ Γneu,0. . . . . . . . . . . . . . . . . . . . . 10
2.3 Maxwell house based on [64]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Sketch of stranded conductor cable’s cross-section. . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 Maxwell house’s extension with winding density functions [55]. . . . . . . . . . . . . . . . . . 18
2.6 Sketch of the partition of the boundary Γ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.7 Sketch of Rutherford cable’s cross-section. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.8 Sketch of the volume around circuit node and area inside circuit loop. . . . . . . . . . . . . . . 23
2.9 Symbols for the circuit elements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.10 Example of cutset and loop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1 Primal and dual grid cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Orientation of primal facet and boundary edges. . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3 Sketch of dual facet with its normal vector and surrounding primal volumes. . . . . . . . . . . 32
3.4 Sketch of local error propagation in the global error. . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5 Stability region of explicit Euler and implicit Euler. . . . . . . . . . . . . . . . . . . . . . . . . 41
3.6 Stability regions for an A-stable method and an A(α)-stable method. . . . . . . . . . . . . . . 42
5.1 Multiscale and multirate behaviour of LHC’s quench simulation problem. . . . . . . . . . . . . 72
5.2 Schematic of waveform relaxation algorithm with two subsystems and windowing. . . . . . . 73
5.3 Sketch of waveform relaxation (WR) scheme as heterogeneous domain decomposition. . . . . 76
5.4 Circuit stencil of superconducting magnet and heat equation. . . . . . . . . . . . . . . . . . . . 77
5.5 Sketch of Parareal jumps across windows. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.6 Sketch of coupled Parareal and waveform relaxation. . . . . . . . . . . . . . . . . . . . . . . . 95
5.7 Sketch of fine and coarse models for Parareal applied to a field-circuit coupled problem example. 97
6.1 Inductance-like element example’s geometry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2 The considered index 1 and index 2 circuit examples. . . . . . . . . . . . . . . . . . . . . . . . 101
6.3 Simulation results for index 1 and index 2 perturbed and non perturbed circuits. . . . . . . . . 102
6.4 Sketch of cable termination model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.5 The considered index 1 and index 2 circuit examples. . . . . . . . . . . . . . . . . . . . . . . . 105
6.6 Electroquasistatic simulation results for index 1 and index 2 perturbed and non perturbed
circuits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.7 Index 2 circuits coupled to magnetoquasistatic field model with ground node potential e0 = 0. 107
6.8 Single phase isolation transformer in FEMM (see [162]). . . . . . . . . . . . . . . . . . . . . . 108
6.9 Voltage across transformer for monolithic solution “mon” and k-th WR iteration. . . . . . . . 109
xiii
6.10 Superconducting magnet and protection circuit. . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.11 Magnetostatic simulation results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.12 Correction term ∆vm between circuit and field solutions for eddy current simulation. . . . . . 112
6.13 Waveform relaxation iteration numbers in the first three windows of the eddy current simulation.112
6.14 Index 2 circuits with LI-cutsets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.15 First circuit (Figure 6.14a) simulation results at the k-th Parareal iteration. . . . . . . . . . . . 114
6.16 Second circuit (Figure 6.14b) simulation results at the k-th Parareal iteration. . . . . . . . . . 115
6.17 Single-phase isolation transformer of model example in FEMM and surrounding rectifier circuit.116
6.18 Field-Circuit parallelised waveform relaxation coarse system model. . . . . . . . . . . . . . . . 118
6.19 Effective number of linear system solves for field-circuit coupled systems with lamination model.119
xiv
1 Introduction
Electromagnetic fields are present in industrial applications as well as everyday life. For example, electric
machines have a broad variety of usage from electric power transmission in form of transformers to electric
mobility as motors. Their prediction is of high importance for the design, optimisation and understanding,
so as to ensure a proper functioning.
Figure 1.1: Sketch of refined modellingin field-circuit coupling.
In electrical engineering, especially in electronics, often cir-
cuits are used to model the electric behaviour of the devices
that are simulated and their interconnections. Here, the cir-
cuits are represented as graphs whose branches contain lumped
element models that represent the devices. These type of
models approximate the spatially distributed electromagnetic
behaviour of the elements by algebraic or differential rela-
tions between currents through and voltages across the cir-
cuit’s branches. In some applications, however, this simplifi-
cation does not deliver the required information, e.g. for ge-
ometry optimisation or design. It is not able to capture all
the required effects, such as e.g. spatially distributed eddy
currents. One way to circumvent this is by means of refined
modelling [1] (see Figure 1.1). This strategy involves coupling
systems of partial differential equations describing spatially re-
solved physical phenomena to the network’s system of equa-
tions. In this way, a detailed spatial information of the physical
behaviour of important devices is obtained and the surround-
ing circuitry and interconnections between different elements
can still be described by means of simple electric network equations. For the special case of electromag-
netic fields described by Maxwell’s equations coupled to circuits, the terminology “field-circuit coupling” is
used [2], [3].
Even though the theory and methodologies used in this thesis can be employed for a large variety of field-
circuit application examples, one main setting is motivating large part of the work; the simulation of the
quench protection system of the LHC (Large Hadron Collider) at CERN [5]. Here, thousands of supercon-
ducting magnets are used to produce high magnetic fields. These apply an electromagnetic force to the beam
of particles travelling through the collider, hereby bending its trajectory or focusing it (see Figure 1.2). The
so-called critical surface of a superconducting material depends on its temperature, magnetic flux density
and current density. Once this critical surface is crossed, the material quenches, that is, it loses its supercon-
ductivity. Therefore, to guarantee the material remains in a superconducting state, it has to be kept at very
low temperatures (1.9 K). Nevertheless, a quench can happen e.g. due to beam losses, mechanical movement
or cryogenic malfunction. In that case, ohmic losses due to the large magnetic energy stored in the magnet
may heat it up, which can highly damage it as well as its surrounding circuitry. Therefore, the magnets are
1
Figure 1.2: Cross section of superconducting quadrupole magnet. Picture of dummy magnet withaluminium coils (left). Figure taken from [4]. © [2019] IEEE. Magnetic flux density simu-lation results (right). Figure taken from [5]. © [2017] IEEE.
connected to a surrounding protection system [6], [7]. To evaluate worst case scenarios, the simulation of
quench propagation and protection measures is of high importance. The proper description of the mutual
influence between the protection systems, such as the quench heaters [6] or coupling-loss induced quench
system [7], the magnet and the surrounding circuitry requires refined modelling. Therefore, field-circuit cou-
pling is performed. The highly multiphysical properties of the underlying application involves also coupling
other systems of equations that are important for the quench simulation, such as heat propagation [8] or
even mechanical models [9].
To this end, the STEAM (simulation of transient effects in accelerator magnets) project has been formed [5].
The aim of the project is to tackle the multiphysical, multirate and multiscale problem arising from quench
simulation by means of state-of-the-art techniques. Hereby, a framework and hierarchical co-simulation tools
are established, which allow for coupling all the different physical phenomena involved in quench propagation
and simulating their mutual influence.
To ensure the proper function of the complex algorithms that are required to simulate such sophisticated
coupled systems, a proper mathematical understanding of the systems that are involved as well as the tech-
niques that are used is important. Therefore, this thesis focuses on two main aspects; first, the structural
analysis of the systems of equations obtained from refined modelling, and second the study of the iterative
time domain methods that are used to simulate these type of systems.
1.1 Related work
The strategy of refined modelling inside networks is a well established technique to describe special compo-
nents in e.g. circuits. Already in 1976, the idea of coupling an external electric network to a finite element
field model arose (see [10]). In [11], the magnetoquasistatic finite element model was coupled to a cir-
cuit described with loop analysis. Later works, such as [12], [13], introduced the terminology ‘mixed-mode’
modelling to denote the coupling of partial differential equation models of semiconductors with circuits and
started using nodal analysis to describe the surrounding electric network. Finally, in e.g. [14]–[16], the
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modified nodal analysis circuit equations were coupled to partial differential equations such as the trans-
port equations for semiconductor, telegrapher’s equations for transmission lines or magnetostatic Maxwell’s
equations for electric motors. The resulting systems of equations, after spatial discretisation, are typically of
differential algebraic type.
The structural analysis of classic electric networks described with modified nodal analysis in terms of their
differential algebraic system’s properties is well known (see [17], [18]). To study their characteristics, the
notion of index is used and the results are given in terms of topological features of the underlying network.
Other works, such as [19], [20] performed the same structural analysis for the semidiscrete system of dif-
ferential algebraic equations obtained from different field models. In refined modelling, the analysis is to be
carried out for the entire coupled system of circuit equations and semidiscrete partial differential equations.
This has been performed e.g. for models describing transmission lines, semiconductors or magnetic fields
within circuits in e.g. [15], [21]–[23]. A more detailed literature review on the structural analysis of differ-
ential algebraic equations obtained from circuits coupled to semidiscrete partial differential equations can be
found in [24].
To efficiently solve the obtained ordinary differential or differential algebraic equations, iterative time do-
main methods can be employed. In this work, two methods are studied, the waveform relaxation technique
and Parareal.
Waveform relaxation is a co-simulation algorithm presented in 1982 (see [25]), originally applied to the sim-
ulation of large networks. Classic convergence theory for these type of methods was carried out for ordinary
differential equations. A detailed overview of iterative time domain methods, including the waveform relax-
ation technique, their mathematical analysis as well as their history for ordinary differential equations can be
found in [26]. Later, in [27], [28] the convergence analysis was extended to specific structured systems of dif-
ferential algebraic equations. In [29], [30] a more detailed convergence order analysis was given in terms of
the coupling variables of the subsystems. Co-simulation techniques can often be efficiently applied to hetero-
geneously coupled systems such as the ones arising from field-circuit coupling. Among other methods [31],
[32], waveform relaxation has also been used and studied for these specific type of subsystems [3], [33].
To speed up the convergence ot the waveform relaxation algorithm, optimised Schwarz method techniques
can be employed. These type of algorithms were originally used as domain decomposition methods for time
dependent partial differential equations [34], [35]. For a detailed overview on optimised Schwarz methods
and their history see [36], [37]. Later, the same techniques were also applied to systems arising from electric
networks [38], [39] or even to field-circuit coupled systems [40].
To speed up simulation time, parallelisation methods are nowadays in focus due to the high capability of
modern computers to execute processes simultaneously. In addition to domain decomposition methods,
that perform a spatial parallelisation, parallel-in-time methods can also be considered. Already in 1964,
a parallelisation of ordinary differential equations was proposed in [41]. Years later, in 2001, the parallel-
in-time method Parareal was proposed in [42]. The convergence theory for the algorithm and its connection
to multiple shooting methods was given later in [43]–[45]. However, the theory was only investigated in
the context of ordinary differential equations, in contrast to multiple shooting methods, where an exten-
sion to differential algebraic equations was given e.g. in [46], [47]. Nevertheless, the algorithm was also
applied to systems of (simple) differential algebraic equations in [48], [49]. The latter one briefly stud-
ied the algorithm in the context of the differential algebraic equations obtained from the simulation of an
electric machine. Parareal has recently gained interest in the context of the simulation of electric motors
(see e.g. [50], [51]).
Combining both iterative methods (Parareal and waveform relaxation) was already performed e.g. in [48],
[52], [53]. A detailed survey on the history of parallel-in-time methods, including (Schwarz) waveform
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relaxation and Parareal can be found in [54].
1.2 Outline
The work is structured as follows. Chapter 2 introduces the theoretical fundamentals and systems of equa-
tions that model the physical phenomena simulated and analysed in this thesis. Here, the description of
electromagnetic fields with Maxwell’s equations and their different approximations is presented. For the sim-
ulation of quench protection and propagation, homogenisation models are used to describe the eddy current
effects on superconducting accelerator magnets. The equations to describe the magnetothermal phenomena
for this particular application are given. Finally, the system of equations that is obtained to describe electric
networks with modified nodal analysis is derived.
In Chapter 3, the classic numerical methods that are used to simulate systems of partial differential equations
(PDEs) and differential algebraic equations (DAEs) are presented. The first part deals with space discretisa-
tion methodologies and the second part introduces classic time integration theory and algorithms. Finally, the
special characteristics of DAEs are discussed. Here, the numerical and analytical difficulties they can pose are
explained and the time integration techniques are extended to these type of systems.
After the first two chapters have introduced the necessary theoretical fundamentals for the thesis, the follow-
ing parts present original results and thus constitute the core of this work.
Chapter 4 deals with the structural analysis of the system of DAEs that is obtained when coupling refined
models in circuits. Three generalised circuit elements are defined for the classification of refined models.
These elements are combined with the circuit’s system to obtained a large, coupled system of differential
algebraic equations. Its index is given in terms of topological properties of the network. In the end, different
approximations and formulations of Maxwell’s equations are classified. The definitions, index theorem and
classification results were presented in the publications [24], [55].
In Chapter 5 two iterative time domain methods are presented. Their study and analysis is motivated and
performed for field-circuit coupled systems. However, the ideas and methodologies can also be applied to
other types of systems. First, waveform relaxation is analysed as a co-simulation algorithm. Its convergence
speed is studied and improved by means of optimised Schwarz methods, where an optimised transmission
condition is derived for the information exchange between the field and circuit subsystems. The theoretical
results of this section were published in [56]. The second method that is examined is Parareal. The algorithm
is analysed and expanded to the context of DAEs. Finally, both waveform relaxation as well as Parareal are
combined into one algorithm. Two different approaches are presented, the latter one to be applied to field-
circuit coupled systems and yielding a micro-macro like Parareal algorithm. These two proposed algorithms
were published in [57].
In Chapter 6, numerical examples are demonstrated, to underline the theoretical results of the previous
chapters as well as test the efficiency of the proposed algorithms. First, a magnetoquasistatic and an electro-
quasistatic refined model are coupled to two circuits to test the DAE index results of the previous chapter.
The simulations are carried out with Octave, the spatial discretisation with the in-house code NIOBE and the
circuits are simulated with OCS (Octave Circuit Simulator). For the test of the optimised waveform relaxation
algorithm of Section 5.1, the setting of a dipole accelerator magnet coupled to a surrounding circuit is used.
The simulation results were obtained at CERN [56] with the in-house coupling tool STEAM1. To benchmark
1https://espace.cern.ch/steam
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the application of Parareal to DAEs, the algorithm is applied to two nonlinear circuit models that are simulated
with OCS. Finally, the combination of Parareal and Waveform relaxation is used on a transformer model of
FEMM (Finite Element Method Magnetics) with a surrounding circuit described by OCS. Two combinations
are tested and evaluated.
The thesis ends with a summary and outlook in Chapter 7.
5
2 Modelling
The different physical phenomena that are relevant through this work are described by either space and time
dependent PDEs or only time dependent DAEs. This section presents the different systems of equations that
are required later on, as well as the quantities that are involved. It introduces the different PDEs that are
relevant for the description of electromagnetic fields, i.e. Maxwell’s equations, and the simulation of the heat
propagation, both relevant for the simulation of quench propagation and protection. Also, classical types of
boundary conditions are presented. In the end, the basic concepts of circuit simulation are exposed and the
system of DAEs that is used for their description is shown. The majority of its content and structure is follows
[58] and [55].
2.1 Maxwell’s Equations
Macroscopic electromagnetic fields are described by Maxwell’s equations [59]–[61]. Those can be written in
integral form for a system at rest and for all piecewise smooth compact oriented areas A ⊂ R2 and volumes
V ⊂ R3 [62] as ∫
∂A
~E · d~s = −
∫
A
∂
∂t
~B · d ~A , (2.1a)
∫
∂V
~D · d ~A =
∫
V
ρdV , (2.1b)
∫
∂A
~H · d~s =
∫
A
(
∂
∂t
~D + ~J
)
· d ~A , (2.1c)
∫
∂V
~B · d ~A = 0 , (2.1d)
where the electric field strength ~E, the magnetic flux density ~B, the magnetic field strength ~H, the electric
flux density ~D and the electric current density ~J are vector fields R ×R3 → R3 depending on time t ∈ R
and space ~r ∈ R3. The electric charge density ρ : R×R3 → R is a scalar field. By using Stokes and Gauß’s
theorems, the following PDEs can be derived from (2.1), see e.g. [63, Chapter 1.1.2] for a mathematical
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discussion on their equivalence,
curl ~E = − ∂
∂t
~B , (2.2a)
curl ~H =
∂
∂t
~D + ~J , (2.2b)
div ~D = ρ , (2.2c)
div ~B = 0 . (2.2d)
In the general case, Maxwell’s equations are considered in the whole domain R3 and time R. However, in
order to focus only on the relevant parts, the solution is reduced to finite domains Ω ⊂ R3 and I ⊂ Rwith ap-
propriate boundary conditions (BCs) and initial conditions (ICs), respectively.
Assumption 1 (Domain). We consider the domain Ω ⊂ R3 to be open, bounded, Lipschitz and contractible, that
is, simply connected with connected boundary (see e.g., [64]).
The assumption ensures that the so-called de Rham’s cohomology [64], which describes the relation between
the electromagnetic fields in terms of the images and kernels of the differential operators curl , div and grad ,
forms an exact sequence. This simplifies the later definition of appropriate potentials, that is, auxiliary fields
used to rewriteMaxwell’s equations (2.2) into different formulations that simplify their solving.
2.2 Material Relations
The fields inMaxwell’s equations (2.2) are related to each other through thematerial relations [60], [61]
~D = ε ~E , ~Jc = σ ~E , ~H = ν ~B . (2.3)
Here, the permittivity ε = ε(‖ ~E‖2, ~r), the conductivity σ = σ(‖ ~E‖2, ~r) and the reluctivity
ν = ν(‖ ~B‖2, ~r) are rank-2 tensor fields R × Ω → R3×3, with ‖ · ‖2 being the Euclidean norm in space,
and ~Jc : I × Ω → R3 the conduction current density. The inverse of those relations is described with the
permeabilityµ = µ(‖ ~H‖2, ~r) and the resistivity ρ = ρ(‖ ~Jc‖2, ~r), such that
~E = ρ ~Jc , ~B = µ ~H . (2.4)
Remark 1. The field dependencies in (2.3) and (2.4) may be extended in case of having special material
settings such as for example for the modelling of superconductivity [56], [65].
For simplicity of notation, the field and space dependencies of the materials are suppressed through the rest of
the work. It is always stated explicitly if linear, i.e., field-independent, material laws are assumed. Otherwise,
general non-linear material laws are considered.
The current density ~J in (2.2b), can now be split into
~J = ~Jc + ~Js , (2.5)
with ~Js : I × Ωs → R3 being an external source current density, independent of the rest of the fields. It can
for example be impressed by a stranded conductor [66] whose current arises from an exterior coupled circuit.
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Ωc with Γc = ∂Ωc
Ω with Γ = ∂Ω
Ωs
Figure 2.1: Sketch of the domain Ω.
Note that ∂/∂t ~D is the convection current density ~Jconv that is added to ~J to obtain the total current density
~Jtot = ~Jc + ~Js + ~Jconv . (2.6)
Assumption 2 (Subdomains). The domain Ω ⊂ R3 may contain three types of subdomains, the conducting
domain Ωc, the (stranded) source domains Ω(k)s , k = 1, . . . , ns and the remainder (excitation free) Ω0.
For a sketch of the domain and its possible subdomains see Figure 2.1.
Assumption 3 (Materials). The material tensors from relations (2.3) and (2.4) fulfil the following properties.
(a) The conductivity σ and resistivity ρ are symmetric positive definite in Ωc and zero elsewhere, that is,
supp(σ) = Ωc supp(ρ) = Ωc.
(b) The reluctivity ν, permeability µ and permittivity ε are symmetric positive definite in the entire domain Ω.
2.2.1 Nonlinear materials
For non-linear materials, in addition to the chord reluctivity ν and permeability µ [67], also the differential
reluctivity νd and permeability µd,
νd(s) = ν(s)I +
1
s
∂ν(s)
∂s
ss> and
µd(s) = µ(s)I +
1
s
∂µ(s)
∂s
ss>,
can be defined, where s ∈ R3, s = ‖s‖2 and I ∈ R3×3 is the identity tensor. In order to state some important
properties fulfilled by those differential materials, first some natural physical assumptions for the B-H curve
B = fBH(H), where H = ‖ ~H‖2 and B = ‖ ~B‖2 are made.
Assumption 4 (BH-curve [68]). The BH-curve fBH(H) = ‖µ(H) ~H‖2 : R+0 → R+0 has the properties
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(a) fBH(s) is continuously differentiable.
(b) fBH(0) = 0.
(c) f ′BH(s) ≥ µ0, ∀s > 0.
(d) lim
s→∞f
′
BH(s) = µ0, with µ0 > 0 being the vacuum permeability.
Proposition 1 (Differential reluctivity (permeability)). Under Assumption 4 on the BH-curve and for non-
linearities only in the isotropic components of the reluctivity and permeability, the differential reluctivity and
permeability are symmetric positive definite.
Proof. For a proof of this proposition see [69, Chapter 2] and [70, Chapter 3].
Like in the case of the BH-curve, also nonlinearities can arise on the EJ-curve and the ED-curve, which lead
to the differential conductivity σd, resistivity ρd and permittivity εd
σd(s) = σ(s)I +
1
s
∂σ(s)
∂s
ss> ,
ρd(s) = ρ(s)I +
1
s
∂ρ(s)
∂s
ss> and
εd(s) = ε(s)I +
1
s
∂ε(s)
∂s
ss> .
Assumption 5 (Differential conductivity (resistivity) and permittivity). We assume non-linearities only in the
isotropic components of the material relation and the differential conductivity and resistivity to be symmetric
positive definite on Ωc. The differential permittivity is assumed to be symmetric positive definite on the entire
domain Ω.
Despite the lack of formalised theory regarding the EJ-curve and ED-curve, we take analogous assumptions to
those of the BH-curve (Assumption 4), which are both mathematically as well as physically plausible and lead
to Assumption 5. For an example of possible EJ-curves and ED-curves, see [71].
2.3 Boundary and Initial Conditions
The electromagnetic fields described by Maxwell’s equations (2.2), exist in infinite domains and for all
time t ∈ R. However, in most simulations, they are solved in the truncated domain Ω described in As-
sumption 1 and on a time interval I = [t0, tend]. For example, to imitate the behaviour of the fields
on the infinite domain or to exploit symmetries on the considered geometry, appropriate BCs on Γ = ∂Ω
are imposed.
Even though more elaborated BCs can be set, such as with shell transformations to mimic the infinite domain
[72], we only consider homogeneous electric boundary conditions (’ebc’), which assumes an infinite conduc-
tivity at the boundary (σ →∞) and homogeneous magnetic boundary conditions (‘mbc’), which correspond
to an infinite permeability (µ→∞) at the boundary [58], [60].
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Γdir,0
Γneu,0
Figure 2.2: Sketch of the partition of the boundary Γ = Γdir,0 ∪ Γneu,0.
For ~n being the outward normal vector to the boundary Γ = Γebc ∪Γmbc with Γebc ∩ Γmbc = ∅, the BCs for all
t ∈ I are {
~n× ~E = 0 in Γebc ,
~n× ~H = 0 in Γmbc .
(2.7)
Alternatively, for a given field ~ξ : I ×Ω→ R3, the mathematical terminology homogeneous Dirichlet (’dir,0’)
and Neumann (’neu,0’) BCs can be defined. Here, Γ = Γdir,0 ∪ Γneu,0 (see Figure 2.2) with Γdir,0 ∩ Γneu,0 = ∅
and then, for all t ∈ I {
~n× ~ξ = 0 in Γdir,0 ,
~n×
(
curl ~ξ
)
= 0 in Γneu,0 .
(2.8)
Electrical engineers prefer the terminology electric or magnetic boundary conditions, which is related to
the physical behaviour of the fields and independent of the chosen formulation, that is, the variables that
describe the problem. The relation between the two terminologies for the different formulations is explained
later if necessary.
In addition to the BCs in space, also ICs in time have to be set at the starting point t0. That is, for the given
field ~ξ(t, ~r), the condition
~ξ(t0, ~r) = ~ξ0, for all ~r ∈ Ω (2.9)
is enforced. For consistency, the initial conditions are chosen to be a possible solution of the partial differen-
tial equation.
2.4 Static and Quasistatic Fields
Maxwell’s equations describe three different physical effects; the electric, magnetic and Ohmic losses. For
some problem settings, part of these effects can be neglected with respect to the others. This leads to approx-
imations to Maxwell’s equations which can be classified [73] as follows.
Definition 1 (Approximations [58]). The different approximations of Maxwell’s equations (2.2) are
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(a) static if the time derivative of the magnetic and electric flux densities are disregarded, i.e.
∂
∂t
~B = 0 and ∂
∂t
~D = 0 .
Here, the conduction current density ~Jc = 0 and thus the electric and magnetic fields can be entirely
decoupled. There are two different settings that can be considered. In the electrostatic (ES) case only
electric or capacitive effects are described and in the magnetostatic (MS) approximation only magnetic
or inductive effects are studied.
(b) electroquasistatic (EQS), if only the time differentiation of the magnetic flux density is neglected
∂
∂t
~B = 0 .
Under this approximation, the inductive effects are disregarded.
(c) magnetoquasistatic (MQS) if only the time differentiation of the electric flux density is neglected
∂
∂t
~D = 0 .
In this case, the capacitive effects are not considered.
(d) full wave if all effects are considered and thus no approximations are made.
For some applications, the simplifications above describe the electromagnetic fields with enough accuracy and
thus can be used instead of the full Maxwell’s equations. This results into easier solvable PDEs, as second time-
derivatives are avoided and the computation of only one field, electric or magnetic, is needed. The most suit-
able approximation can be chosen depending on the given problem and might depend on properties such as
thematerials, the frequencies or the spatial dimensions of the geometry [74]–[76].
One last approximation, which is less common and can be though of as a combination of c) and b), is the
Darwin model [77], [78]. Here, electric, magnetic and ohmic loss effects are described, but wave propagation
is neglected.
2.5 Formulations
Once a suitable approximation (see Definition 1) for Maxwell’s equations has been chosen, typically the
remaining equations are combined into a formulation by defining potentials. Depending on the used approx-
imation, different possibilities arise.
2.5.1 Full Maxwell
Even though, when considering Maxwell’s equations without simplifications, that is, Definition 1.d), also
potentials can be defined (see [20]), often no potentials are used and the so-called ~E − ~H formulation is
performed [79].
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Assuming that the initial conditions fulfil the divergence relations of Maxwell’s equations (2.2d) and (2.2c),
only Faraday’s (2.2a) and Ampère (2.2b) law need to be considered. After using the material relations (2.3)-
(2.5), the PDEs are rewritten as
∂
∂t
µ ~H + curl ~E = 0 and − ∂
∂t
ε ~E − curl ~H − σ ~E = − ~Js , (2.10)
which yields the system of equations for the ~E− ~H formulation. The BCs are set directly for ~E and ~H on Γebc
and Γmbc as described in (2.7).
2.5.2 Electroquasistatics
In an electroquasistatic setting, that is, Definition 1.b), the time derivative of the magnetic flux density in
Faraday’s law (2.2a) is neglected
(
∂ ~B/∂t = 0
)
. This simplified equation, together with the divergence of
Ampère’s law (2.2b) yields the two governing PDEs for EQS
curl ~E = 0 div
∂
∂t
~D + div ~J = 0 . (2.11)
Remark 2. We do not refer to equation (2.2c), as we generally consider problems, in which the charge dis-
tribution is unknown. Please note that this quantity is linked to our system by means of the continuity
equation [58]
div ~J +
∂
∂t
ρ = 0 .
Using the fact that the electric field is curl-free in (2.11) and for topologically trivial domains (see Assumption
1), ~E can be rewritten as the gradient of an electric scalar potential φ : I × Ω→ R
~E = −gradφ . (2.12)
The equation for electroquasistatics is obtained in terms of the scalar potential by exploiting the material
relations (2.3) and reads
∂
∂t
div εgradφ+ divσgradφ = 0 . (2.13)
Typically, for EQS applications, homogeneous electric BCs are set, which, for the degrees of freedom φ yields
~n× gradφ = 0, on Γebc . (2.14)
2.5.3 Magnetoquasistatics
For the magnetoquasistatic approximation, as stated in Definition 1.c), the displacement current is neglected
in Ampère’s law (2.2b)
(
∂ ~D/∂t = 0
)
which, in combination with (2.2a) and (2.2d) form the three PDEs
for magnetoquasistatics
curl ~E = −∂
~B
∂t
curl ~H = ~Jc + ~Js div ~B = 0 . (2.15)
In this case, different potentials can be defined which lead to distinct formulations. This can be exploited, as
they might have different advantages depending on the setting.
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2.5.4 ~A− φ formulation
The first approach which is considered is the ~A − φ formulation [64], [80], [81]. In this case, a magnetic
vector potential ~A : I ×Ω→ R3 and an electric scalar potential φ : I ×Ω→ R are defined by exploiting the
divergence-freeness of the magnetic flux density ~B in (2.15) and integrating Faraday’s law (2.2a) in space,
such that
~B = curl ~A and ~E = −∂
~A
∂t
− gradφ . (2.16)
Here, the magnetic vector potential defines the magnetic flux density ~B only up to a gradient field. Therefore,
in regions with zero conductivity ( ~Jc = 0), a gauging condition is required so as to ensure uniqueness of
solution [81]–[83].
Remark 3. Notice that, in order to define the potentials (2.16) the simplifications made for MQS (2.15) are
not necessary. Therefore, this formulation can also be used to describe problems involving the full set of
Maxwell’s equations (2.2) [20]. However, this formulation, in contrast to the ~E − ~H one, requires a gauging
condition as well as an auxiliary variable to avoid second time derivatives of the magnetic vector potential.
In practice it is mainly used in the context of semiconductors (cf. [84]).
The different boundary conditions introduced in Section 2.3 can now be translated into expressions involving
only the potentials. {
~n× ~A = 0, φ = 0 on Γebc ,
~n×
(
νcurl ~A
)
= 0, on Γmbc .
(2.17)
Therefore, in this formulation, electric boundary conditions correspond to Dirichlet boundary conditions for ~A
and φ andmagnetic boundary conditions result into Neumann boundary conditions for ~A.
As we consider magnetic vector potential formulations only for magnetoquasistatic problems, one additional
simplification can be made, which leads to the ~A∗ formulation.
2.5.4.1 ~A∗ formulation
To obtain the ~A∗ formulation, the gauging freedom of the ~A − φ formulation is exploited, which allows to
choose a specific magnetic vector potential, thereby reducing the degrees of freedom [85]. This is achieved
by defining an alternative vector potential ~A∗ : I × Ω→ R3, such that
~A∗(t, ~r) = ~A(t, ~r) +
∫ t
s=t0
gradφ(s, ~r) ds . (2.18)
If this is now inserted into (2.16), the scalar potential vanishes from both equalities, i.e.,
~B = curl ~A∗ = curl ~A and ~E = − ∂
∂t
~A− gradφ = − ∂
∂t
~A∗ . (2.19)
Again, to ensure a unique solution in non-conducting regions, another gauging condition is still required. For
simplicity of notation we will from now own overload the symbol ~A and use it also for the magnetic vector
potential in the ~A∗ formulation.
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Maxwell’s equations for MQS (2.15) and the material relations (2.3) leads to the following curl-curl equation
formagnetoquasistatics, also called eddy current equation, in terms of the defined potentials
σ
∂
∂t
~A+ curlνcurl ~A = ~Js . (2.20)
Analogous to the ~A−φ formulation, the boundary conditions for themagnetic vector potential read{
~n× ~A = 0, on Γebc ,
~n×
(
νcurl ~A
)
= 0, on Γmbc .
(2.21)
2.5.5 ~T − Ω formulation
The second approach is the ~T − Ω formulation [86]–[88]. In this case, an electric vector potential ~T :
I × Ωc → R3 only in the conducting domain and a global magnetic scalar potential ψ : I × Ω → R are
defined such that
~Jc = curl ~T and ~H = ~Hs + ~T − gradψ . (2.22)
Here, ~Hs : I × Ω→ R3 is an auxiliary source magnetic field with
curl ~Hs = ~Js . (2.23)
In this case, an additional gauging condition is required for ~T to ensure uniqueness of solution.
The combination of Maxwell’s equations for MQS (2.15) with the materials laws (2.4) in terms of the poten-
tials (2.22) yield the system of PDEs for the ~T − Ω formulation
curlρcurl ~T +
∂
∂t
µ~T − ∂
∂t
µgradψ = − ∂
∂t
µ ~Hs (2.24a)
divµ~T − divµgradψ = −divµ ~Hs. (2.24b)
Remark 4. In the ~A∗ formulation, the equation for no magnetic monopoles (2.2d) is immediately fulfilled by
the choice of the magnetic vector potential and Faraday’s law (2.2a) is used to describe ~E in terms of the
potential. Ampère’s law (2.2b), however, has to be solved explicitly by the the eddy current equation (2.20).
On the contrary, in the ~T − Ω formulation, the definition of the potentials immediately fulfils Ampère’s law
(2.2b) and both the equation for no magnetic monopoles (2.2d) as well as Faraday’s law (2.2a) have to be
described explicitly by the PDE in (2.24).
Again the boundary conditions from Section 2.3 can be expressed in terms of the defined potentials as{
µ∂ψ∂~n = 0, on Γebc ,
~n× gradψ = 0, on Γmbc .
(2.25)
Neumann boundary conditions for ψ are obtained for electric boundary conditions and magnetic boundary
conditions yield Dirichlet boundary conditions for gradψ.
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Figure 2.3: Maxwell house based on [64].
Since the electric vector potential ~T is only defined on Ωc, additional boundary conditions for ~T have to be set
in Γc = ∂Ωc. To ensure tangential continuity of the electric field, electric boundary conditions are required.
This translates into the following Dirichlet boundary condition
~nc × ρ~T = 0 on Γc ,
where ~nc is the outward normal unit vector of Γc.
2.5.6 Duality of the formulations
A diagram to visualise the relation between the different field quantities and potentials defined for Maxwell’s
equations and its approximations, as well as the material relations, can be found in Figure 2.3. This is called
Maxwell’s House [89], [90] or Tonti diagram [91]. Here, the potentials for the ~A − φ (or ~A∗) and the
ones for the ~T − Ω formulation are seen to be located on dual (or opposite) sides of the diagram. However,
they can be used to physically describe the same setting. These type of formulations are called dual or
complementary and can for example be exploited for an error approximation of the space discretisation
method [92].
2.6 Modelling of Excitations
The excitation of the formulations in Section 2.5 is typically given by either voltage drops vk : I → R or
lumped currents ik : I → R. These are zero dimensional functions, that have to be coupled to the three
dimensional PDEs obtained with the different formulations (see Section 2.5). We consider two different
coupling approaches, the excitation with characteristic functions (winding density functions [66]) or with
non-homogeneous boundary conditions [20].
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Figure 2.4: Sketch of stranded conductor cable’s cross-section.
2.6.1 Excitation with winding density functions
One possible coupling is through the known source current density ~Js in (2.5), which can be linked to vk
or ik by means of so-called conductor models. Different models, such as the solid and stranded conductors
[31], or foil-conductor models [93] are proposed. In [66] winding density functions are defined, which
set up a framework to describe stranded, solid and foil conductor models. The functions are denoted by
~χk : Ω→ R3 . (2.26)
Remark 5. We will only focus on the most common stranded conductor model, as it has been shown that
in-space discretised solid and stranded conductor models are structurally equivalent [94] in the case of the
~A∗-formulation.
Definition 2 (Stranded conductor model). For stranded conductors, the winding density functions ~χk are
defined such that
~J (k)s = ~χkik, ∀k = 1, . . . , ns, (2.27)
where ~J (k)s is the source current density function in the k-th conductor.
Assumption 6 (Disjoint subdomains). Given ns stranded conductor excitations in different source domains Ω(k)s ,
k = 1 . . . ns , with Ωs =
ns⋃
k=1
Ω(k)s and supp~χk = Ω(k)s , then the subdomains of Assumption 2 are disjoint, i.e.
Ωc ∩ Ω(k)s = ∅, ∀k and Ω(k)s ∩ Ω(p)s , for k 6= p .
This assumption arises from the physical situation where many individual strands with a small diameter form
the conductor (see the sketch in Figure 2.4). Here, a homogeneous current distribution is assumed [31], [66],
justified by the fact that the diameter of each strand is smaller than the skin depth and thus the eddy currents
can be neglected. Therefore, the stranded conductor domain Ωs is not considered as part of the conducting
domain Ωc, where the eddy currents are present and, mathematically, this can be translated into Ωc and Ωs
being disjoint. The advantage of this homogenisation model is that it avoids having to spatially resolve the
individual strands, which would lead to high computational effort.
Furthermore, we consider conductor models that do not intersect [22], which yields the second part of the
assumption. With these properties, we have
supp(~χk) = Ω
(k)
s and ~χi · ~χj = 0 for i 6= j .
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In [66], an important partition of unity property of density winding functions is presented. Therefore, if Ak
is a cross-sectional plane of the k-th stranded conductor, then∫
Ak
~χk · d~S = Nk, ∀Ak , (2.28)
where Nk is the number of turns of the winding.
In addition, winding density functions also allow to establish a relation between voltage drops vk and the
field quantities. For the stranded conductor case we have [66]
vk = −
∫
Ω
~χk · ~E dV . (2.29)
This last property can be exploited to both obtain the voltage drop as a post-processing step as well as
excite the field problem with given voltages. Furthermore, it generates an implicit relation between currents
and voltages that can be used to couple the three (or two) dimensional field problems to lumped circuit
equations [95].
Remark 6. In the literature, different proposals can be found on how to construct the stranded conductor
winding density functions. A common approach is to solve a Laplace-type problem on the subdomain Ω(k)s
(see [66], [96], [97]).
Definition 3 (Source current density coupling). The source current density in (2.5) is
~Js =
ns∑
k=1
~χkik = χsi , (2.30)
where χs : Ωs → R3×ns is a rank-2 tensor field that collects all winding functions and i : I → Rns is a
vector-valued functions containing the currents across all the conductors.
Due to Ampère’s law (2.2b), the total current density
~Jtot = ~Jc +
∂ ~D
∂t
+ ~Js
has to be divergence-free, that is, div ~Jtot = 0. This does not imply that the source current density ~Js is
solenoidal too. However, in most models this is the case. For example, in the non-conducting region of a
magnetoquasistatic setting, ~Js has to be divergence free, so as to be a valid right-hand-side for Ampère’s law
in magnetoquasistatics (2.15). Under those circumstances, ~Js can be written in terms of a source magnetic
field strength
~Js = curl ~Hs ,
which constitutes the source field for the ~T − Ω formulation (2.24).
Definition 4 (Source magnetic field coupling). The source magnetic field strength in (2.22) is
~Hs = ζsi , (2.31)
where ζs : Ω→ R3×ns is a rank-2 tensor field.
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Figure 2.5: Maxwell house’s extension with winding density functions [55].
Due to the relation between the source current density and the source magnetic field strength (2.23), we
have for the winding density functions that
~χ(k)s = curl
~ζ(k)s , (2.32)
with ~ζ(k)s being the k-th column of ζs.
The voltage drop along the k-th conductor vk for a setting with electric BC (2.7) is described by (see [55],
[98])
vk =
d
dt
∫
Ω
~ζ(k)s · ~BdΩ. (2.33)
This follows immediately from applying Gauss’s theorem and Faraday’s law (2.2a) as well as the relation
between the two winding density functions (2.32) to the definition of voltage drop across a stranded con-
ductor (2.29).
In Figure 2.5, an extension of Maxwell’s house is made, that considers the winding density functions and
excitations (see [55]).
2.6.2 Excitation with boundary conditions
Another common approach of exciting the problem is by setting inhomogeneous Dirichlet BC that impose
specific voltage vk or current ik values on parts of the boundary.
Assumption 7 (Disjoint boundary decomposition). The boundary of the domain Ω fulfilling Assumption 1 can
be decomposed into three disjoint subsets, such that, for Γ = ∂Ω,
Γ = Γs ∪ Γdir,0 ∪ Γneu,0 ,
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Ωc with Γc = ∂Ωc
Γdir,0
Γs
Γneu,0
Figure 2.6: Sketch of the partition of the boundary Γ.
where Γs is the source boundary.
A sketch of the domain considered in such settings can be found in Figure 2.6. The only examples excited
with boundary conditions that appear during this work are in an electroquasistatic setting. Therefore, we
will consider the electroquasistatic PDE (2.13) to illustrate how such boundary condition excitations can be
formally described in a mathematical setting.
We consider the electroquasistatic PDE (2.13) with homogeneous Dirichlet BC on Γdir,0, homogeneous Neu-
mann BC on Γneu,0 and voltage excitation vk on ns+1 ports located at the boundary Γs. For each port k, we de-
fine potentials ek : I → R, such that vk = ek−e0. Here, e0 is the reference potential and the particular choice
e0 = 0 is taken. The source boundary Γs is divided into disjoint subsets, such that Γs = Γ(0)s ∪ . . .∪Γ(ns)s , with
Γ
(i)
s ∩Γ(j)s = ∅, for i 6= j. Now we can define the boundary value problem
∂
∂t
div εgradφ+ div σgradφ = 0 in Ω, (2.34a)
φ = 0 on Γdir,0, (2.34b)
φ = ek on Γs, (2.34c)
∂φ
∂~n
= 0 on Γneu,0, (2.34d)
where ~n is the vector normal to Γneu,0.
This setting can be-rewritten in terms of a Dirichlet lift Ansatz, which allows to obtain a structure similar to
the one of the winding density functions explained in Section 2.6.1.
Definition 5 (Lift function). For each port k = 1, . . . , ns + 1 we choose the lift function
Υk : Ω→ R with
Υk|Γ
=
{
1, for ~r ∈ Γ(k)s
0, otherwise,
and being the solution of e.g. div grad Υk = 0.
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Figure 2.7: Sketch of Rutherford cable’s cross-section.
Definition 6 (Source electric scalar potential). We define the source electric scalar potential
φs : I × Ω→ R as
φs =
ns∑
k=1
Υkek = Υe, (2.35)
with e : I → Rns the vector of potentials and Υ : Ω → R3×ns a rank-2 tensor field containing the lift
functions as columns.
Now we can re-write the electroquasistatic boundary value problem (2.34) with inhomogeneous BCs as a
homogeneous boundary value problem
∂
∂t
div εgradφ+ div σgradφ = − ∂
∂t
div εgradφs − div σgradφs in Ω (2.36a)
φ = 0 in Γdir (2.36b)
∂φ
∂~n
= 0 in Γneu,0 , (2.36c)
with Γdir = Γdir,0∪Γs. Analogously to the winding density functions, the lift functions allow us to establish a
relation between the currents ik through the ports and the field quantities as
ik =
∫
Ω
grad Υk · ~Jtot dΩ . (2.37)
Remark 7. Expression (2.37) follows from the definition of current through the k-th port as
ik =
∫
Γk
~Jtot · d ~A .
Due to the definition of lift functions (Definition 5), this can be re-written as ik =
∫
∂Ω Υk
~Jtot · d ~A and by
applying Gauss’s theorem, expression (2.37) is obtained.
2.7 Modelling of Superconducting Magnets
The Rutherford cables used for the coil of the superconducting magnets have a multiscale, heterogeneous
and rectangular cross-section (see Figure 2.7) consisting of several strands surrounded by a filling material
with an insulation layer. Each one of these strands embeds superconducting filaments into a wire of normal
conducting material (copper) [99].
Computing the cable eddy currents with classical Maxwell’s equations would require the micrometer [99]
scale of the superconducting filaments to be resolved, which leads to unacceptably high computational
cost. Therefore, a homogenisation model is used. For all the simulations of superconducting magnets in
this work, we only consider simulations of the two dimensional magnet’s cross-section as depicted in Fig-
ure 2.7.
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2.7.1 2D homogenisation model
The homogenisation model [8], [100] treats the eddy currents in a cable magnetisation term
~Ms : I×Ω→ R3, which appears in the the curl-curl equation formagnetoquasistatics (2.20) as
σ
∂
∂t
~A+ curl νcurl ~A = ~Js + curl ~Ms . (2.38)
We model inter-filament coupling currents, that is, the eddy currents that arise due to the normal conducting
matrix in which the superconducting filaments are placed [65]. In this case, the magnetisation is computed
by means of [100]
~Ms = −ντeq ∂
∂t
~B , (2.39)
where τeq(‖ ~B‖2, ~r) is an equivalent cable time constant, which depends on parameters of the cable [99] and
the magnitude of the magnetic field density ~B. Also, other types of eddy currents can arise such as the inter-
strand coupling currents [65], however, thosewill not be considered in this model.
Assumption 8 (Equivalent cable time constant). The equivalent cable time constant τeq is positive definite in
the source domains Ωs and zero everywhere else, that is
supp(τeq) = Ωs .
After inserting the homogenisation term, the eddy current (or curl-curl) equation for magnetoquasistatics in
superconducting cables is
curl ντeqcurl
∂
∂t
~A+ σ
∂
∂t
~A+ curl νcurl ~A = ~Js . (2.40)
Note that, the classical eddy current term σ ∂∂t ~A may be zero, if no normal conducting eddy currents are
modelled. This, however, still yields a dynamic PDE with time-derivatives involved due to the equivalent
magnetisation term.
2.7.2 Heat Equation
When simulating quench propagation in superconducting accelerator magnets, being able to model the heat
dynamics is of high importance, as this is one of the key quantities that characterise the creation and evolu-
tion of the quench inside the magnet and thus the effectiveness of the protection system. The temperature
dynamics on the superconducting coils’ domain Ωs is described by the heat balance equation [56], [65]
ρTCp
∂
∂t
T − div kgradT = Ps + PJoule . (2.41)
Here ρT, the mass density, Cp, the heat capacity and k the thermal conductivity are scalar values that de-
pend on the materials and T : I × Ωs → R is the temperature. The right hand side contains the Joule
losses [56], [65]
PJoule = qflagσ
−1‖ ~Js‖22 , (2.42)
where σ(‖ ~E‖2) is a homogenised nonlinear conductivity and qflag( ~B, ~Js, t) is the quench flag, a sigmoid-type
function which is non-zero only in case of a quench. The power density
Ps = − ~Ms · ∂
∂t
~B (2.43)
21
couples the heat equation with the electromagnetic field solution. Furthermore, on the quenched state, an
Ohmic resistance on the superconducting coils v = Rsi can be extracted [56], such that
Rs = qflag
∫
Ωs
χ>s σ
−1χsdΩ . (2.44)
On the boundary of the domain where the heat equation is solved Γs = ∂Ωs, we set adiabatic BCs, which
avoid heat transfer outside of the boundary. Mathematically, they result in homogeneous Neumann BCs and
are expressed as
k
∂
∂~n
T = 0, in Γs ,
where ~n is the outer normal vector to Γs.
2.8 Electric circuits
In classic circuit or network analysis, the electric behaviour of the circuit is not represented by a 3D space de-
pendent physical domain, but by a directed graph which establishes the interconnections between the differ-
ent circuit components representing the devices. This allows to significantly reduce the degrees of freedom re-
quired to model the circuit. The behaviour of the elements is described with lumped element models that pose
an algebraic or differential relation between the voltages across and currents through the branches, where the
given device is located. The aim is to find the value of these voltages and currents.
The mathematical relation between the currents or voltages is established by means of Kirchhoff’s circuit laws
and depends on the topology of the graph that describes the circuit. This, together with the lumped element
models, allows to set up a system of differential (algebraic) equations, that can be solved in time in order to
simulate the electric behaviour of the circuit [101, Chapter 3],[18], [102].
2.8.1 From Maxwell to circuits
Kirchhoff’s circuit laws are formed by two equalities [101] and can be deduced from the static approximation
of Maxwell’s equations.
Kirchhoff’s current law
We start by deriving the first law, Kirchhoff’s current law (KCL), and consider the static approximation of
Ampère’s law (2.2b)
curl ~H = ~J .
Applying the divergence operator, we obtain that div ~J = 0. This can be integrated over a volume V and by
applying Gauss’s theorem we obtain ∫
V
div ~J dV =
∫
∂V
~J · d ~A = 0 . (2.45)
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Figure 2.8: Sketch of the volume around circuit node and area inside circuit loop.
Let us take V now to be a volume around a node ni (see Figure 2.8a) and ik, k = 1, . . . , n the currents entering
ni. GivenAk to be the cross-section of the k-th conductor with ∂V ∩Ak = Ak, thenwe have
ik =
∫
Ak
~J · d ~A .
Aswe assume the current densities to be zero outside of the circuit’s branches or conductors, we can rewrite
0 =
∫
∂V
~J · d ~A =
n∑
k=1
∫
Ak
~J · d ~A =
n∑
k=1
ik ,
which yields Kirchhoff’s current law.
Kirchhoff’s current law. The sum of all the currents i1, . . . , in entering a node is zero, that is,
n∑
k=1
ik = 0 .
Kirchhoff’s voltage law
To derive the second law, Kirchhoff’s voltage law (KVL) we start from the static approximation of Faraday’s
law (2.2a)
curl ~E = 0 . (2.46)
This is integrated over an area A and Stoke’s theorem is applied such that∫
A
curl ~E · d ~A =
∫
∂A
~E · d~s .
Let A be the area surrounded by a loop of n conductors with voltages vk, k = 1, . . . , n (see Figure 2.8b).
Then, the voltage across the k-th branch or conductor is defined as
vk =
∫
sk
~E · d~s ,
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where sk is a path across the conductor. Then, as due to the definition of the area A, we have
∂A = s1 ∪ . . . ∪ sn, Kirchhoff’s voltage law is obtained as
0 =
∫
∂A
~E · d~s =
n∑
k=1
∫
sk
~E · d~s =
n∑
k=1
vk .
Kirchhoff’s voltage law. The sum of the voltages v1, . . . , vn around any closed loop is zero, that is,
n∑
k=1
vk = 0 .
Node potentials
One last quantity, which is relevant when describing electric circuits, are the node potentials ei on the circuit
nodes ni, k = i, . . . , n. They represent the value of the electric scalar potential φ (see Section 2.5.2) at node
ni, i.e.
ei = φ|ni .
Their relation to the voltage across a given branch of the circuit can be demonstrated by again starting from
a static configuration of Faraday’s law (2.46), which, as seen in Section 2.5.2, allows to define the electric
scalar potential as
~E = −gradφ .
Let us consider the voltage vi between node ni and ni+1, which, according to the definition of voltage is
computed by means of
vi =
∫
si
~E · d~s ,
where si is a path going from ni to ni+1. Given a parametrisation ~ri : [a, b] ⊂ R→ R3 of the curve described
by si, where ri(a) is node i and ri(b) node i+ 1, then
vi = −
∫
si
gradφ · d~s = −
∫ b
a
gradφ(~r(s)) · ~r′(s)ds
= −φ(~r(b)) + φ(~r(a)) = −ei+1 + ei .
2.8.2 Lumped element models
There are several constitutive equations that describe the behaviour of the different devices in the circuit
by lumped element models. Even though also more complicated elements, such as diodes or controlled
sources [101], can be used, we now only present the classical elements, that is, capacitors (C), inductors
(L), resistors (R) and time dependent voltage (V) and current (I) sources. Nonetheless, some of the more
sophisticated models, that are not explained in this section are still valid elements for the circuits of the
analysis in Chapter 4.
Lumped element models. We introduce the notation of i? : I → Rn? and v? : I → Rn? as the vector of
currents through and voltages across branches containing the given element ? ∈ {L, C, R, V, I}. Then we
have that
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Figure 2.9: Symbols for the circuit elements.
(a) inductors are described by the differential relation
vL =
d
dt
φL(iL, t) , (2.47)
with φ : RnL × I → RnL .
(b) capacitors are described by the differential relation
iC =
d
dt
qC(vC, t) , (2.48)
with qC : RnC × I → RnC .
(c) resistors are described by the algebraic relation
iR = gR(vR, t) , (2.49)
with gR : RnR × I → RnR .
(d) voltage sources are described by the algebraic relation
vV = vs(t) , (2.50)
with vs : I → RnN .
(e) current sources are described by the algebraic relation
iI = is(t) , (2.51)
with is : I → RnI .
For a mathematical discussion of the modelling behind resistors, capacitors and inductors starting from
Maxwell’s equations see [102]. In Figure 2.9 the different schematic symbols used to represent the circuit’s
elements inside the graph can be visualised.
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2.8.3 Modified nodal analysis
Modern electric circuit simulation is often performed with SPICE-like programs [101] (Simulation Program
with Integrated Circuit Emphasis). Mathematically, they are based on the modified nodal analysis (MNA)
[101], [103], which is an extension of classic nodal analysis by not only considering the node potentials as de-
grees of freedom of the system, but also some of the branch currents. This allows to incorporate a wider range
of elements into the circuit, such as current dependent ones or inductors, and yields an easier handling of volt-
age sources [103]. It also keeps the sparsity of the systemmatrices of classic nodal analysis.
The topology of the circuits is described by an incidence matrix A∗ with
(A∗)ij =

1 if branch j leaves node i
−1 if branch j enters node i
0 otherwise.
By choosing a reference node with potential e0 = 0 called the ground node, we can define the reduced
incidence matrix A, which corresponds to the incidence matrix A∗ with the deletion of the row j0 of the
reference potential.
As A∗ has linearly dependent rows, for the description of the circuit’s topology it is enough to use the reduced
incidence matrix. We can now use the reduced incidence matrix A to enforce KCL [18] for the entire circuit as
Ai = 0 , (2.52)
where i : I → Rni is the vector of all the branch currents. Also, given the vector of node potentials e : I →
R
ne without the ground node, the vector of voltages across all branches v : I → Rnv can be extracted as
A>e = v . (2.53)
The last ingredient to set up the system of equations of the MNA are the constitutive equations for the lumped
element models (2.47)-(2.51). Using KCL in (2.52), the relation between voltages and node potentials (2.53)
and the constitutive equations (2.47)-(2.51), the following system of DAEs of the conventional modified nodal
analysis is obtained [18]
AC
d
dt
qC(vC, t) + ARgR(vR, t) + ALiL + AViV + AIis(t) = 0 , (2.54a)
d
dt
φL(iL, t)−A>L e = 0 , (2.54b)
A>Ve− vs = 0 , (2.54c)
for t ∈ I. Following the notation introduced in Section 2.8.2, the matrices A? contain the columns of the inci-
dence matrix associated to a given element ? ∈ {L, C, R, V, I}. The degrees of freedom are the node poten-
tials e and the currents across inductors iL and voltage sources iV. Given initial conditions e0, iL,0 and iV,0 at
t0, an initial value problem, that can then be resolved in time is obtained.
Alternatively, a second formulation can be derived by adding as degrees of freedom the charges q : I → RnC
of capacitances and the fluxes φ : I → RnL of inductances, with nC and nL being the number of capacitances
26
and inductances, respectively, in the circuit. Here, the system DAEs for flux-charge modified nodal analysis
yields [18], [104]
AC
d
dt
q + ARgR(vR, t) + ALiL + AViV + AIis(t) = 0 , (2.55a)
qC(vC, t)− q = 0 , (2.55b)
φL(iL, t)− φ = 0 , (2.55c)
d
dt
φ−A>L e = 0 , (2.55d)
A>Ve− vs = 0 . (2.55e)
Note that here, the mass matrix is always linear, that is, there are only linear terms in front of the time
derivatives. For a discussion of the advantages of using flux-charge MNA (2.55) instead of conventional MNA
(2.54) see [104, Chapter 1].
Some further physically sensible assumptions on topological aspects of the circuit as well as on the constitutive
relations of the lumped elements have to be stated, so as to ensure existence and uniqueness of solutions of the
initial value problem. We first introduce the assumption on the Jacobian of the lumped element models and
deal with the structural aspects of the circuit in the following subsection.
Assumption 9 (Positive definite lumped elements [18]). The functions describing the lumped elementsφL(iL, t),
qC(vC, t) and gR(vR, t) are continuously differentiable with positive definite Jacobians
L(iL, t) :=
∂
∂iL
φL(iL, t), C(iC, t) :=
∂
∂iC
qC(vC, t) and G(iR, t) :=
∂
∂iR
gR(vR, t) .
Here, L represents the (differential) inductance, C the (differential) capacitance and G the (differential) con-
ductance.
2.8.4 Circuit topology
For the analysis of the topological properties of electric circuits, some notions of graph theory are rele-
vant and therefore have to be introduced. Mathematically important statements about the existence and
uniqueness of solution of the circuit’s system, as well as its sensitivity towards perturbations are in general
related to properties of the products of certain matrices. These constraints can be translated into view-
able statements about topological features of the graph representing the circuit by using those concepts of
graph theory.
Definition 7 (Cutsets and loops [105, Appendix A.1]). Given a connected graphG = (V,E), then we define a
(a) cutset as a set of branches Ec ⊆ E such that is deletion of G, G′ = G−Ec is a disconnected graph and
if any branch ec ∈ Ec is added again to G′, the resulting graph is connected.
(b) loop as a subgraph Gl of G, such that it is connected and every vertex vl in Gl connects exactly two
edges with each other.
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Figure 2.10: Example of cutset (left) and loop (right), both highlighted in dashed.
For an example of a circuit with a cutset and a loopmarkedwith dashed lines see Figure 2.10.
One last topological assumption on the circuit has to be stated, so as to ensure uniqueness and existence of
solution. For that, we define Ac? as the matrix containing all the columns of the incidence matrix A associated
to branches that do not contain element ?.
Assumption 10 (Circuit topology [18], [55]). The circuits described by MNAwith (2.54) or (2.55) are assumed
to fulfil the following two properties.
(a) There are no cutsets of only current sources, which mathematically can be written as
ker (AcI)
> = {0} .
(b) There are no loops of only voltage sources, that is,
ker AV = {0} .
This assumption is required as, due to KCL, cutsets of only current sources and, due to KVL, loops of only volt-
age sources would lead to either no solution or infinitelymany solutions of the system.
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3 Numerical Methods and Model Analysis
For real world application set-ups, a closed-form solution of the systems of equations that model the phys-
ical phenomena is rare. Therefore, numerical methods are used that yield an approximation of the so-
lution. The systems of differential equations presented in the previous section are both space-dependent
boundary value problems as well as time-dependent initial value problems. To approximate the solution of
these two types of problems, different numerical techniques are used. This section deals with the theoret-
ical fundamentals of these methods, as well as important concepts concerning the analysis of the systems
of equations.
First, two space discretisation methods that are applied to boundary value problems (BVPs), the finite integra-
tion technique (FIT) and the finite element method (FEM), are presented. Afterwards, different time discreti-
sation techniques for intial value problems (IVPs), as well as important theoretical fundamentals of the anal-
ysis of time discretisation methods, are shown. As most of the systems of equations considered in this work
are systems of DAEs, the last part of the section introduces important concepts for their study as well as gen-
eralises the time integration techniques explained previously for DAEs.
3.1 Space Discretisation
In practice, the most common technique used when numerically solving time-dependent PDEs is the method
of lines. In this approach, the PDE is first discretised in space so as to obtain a system of ordinary differential
equations (ODEs) or DAEs, that can be further resolved in timewith standard time-integration techniques.
We consider the spatial discretisation to be performed with the Ritz-Galerkin FEM with appropriate Whitney
basis functions [106] or, alternatively, the FIT [107], [108]. For lowest order it can be shown, that they lead to
equivalent systems, where FIT corresponds to FEMwithmidpoints quadrature rule [109].
In both cases the domain Ω is subdivided into n elements Vi, i = 1, . . . , n that form an oriented simplicial
complexG. This set of elements is called the computational grid or mesh.
3.1.1 Finite integration technique
The finite integration technique is a spatial discretisation method of Maxwell’s equations in integral form
(2.1). It was proposed by Weiland in the 70s [107] and is based on the finite difference time domain method
by Yee [110] but uses integral quantities as unknowns. The following section is an introduction into FIT and
its structure and content follows [58].
29
VV˜
Figure 3.1: Primal and dual grid cells.
Mesh
We consider a hexahedral mesh and define the discrete degrees of freedom as integrated field quantities
on its points Pi, edges Li, facets Ai and volumes Vi. As it can be studied by the approach of differential
forms [111] and visualised in Figure 2.3, the quantities described by Maxwell’s equations life on spaces
that are dual to each other (see [60, Section 6.11]) and are linked by material properties (or the hodge
operator in terms of differential forms). Therefore, to consistently describe Maxwell’s equations, apart
from the mesh G, where primal quantities are defined, a second dual one G˜ is required for dual fields
and potentials.
Whereas in FEM with appropriate basis functions this dual mesh is only constructed implicitly [64], in FIT,
it needs to be defined explicitly and, in the simplest case, is built by taking the centre of the volumes in G as
the dual mesh’s points P˜i (see Figure 3.1). Dual edges L˜i, facets A˜i and volumes V˜i can then be constructed
and a dual mesh G˜ is obtained. The primalG and dual G˜meshes, do not necessarily need to be orthogonal to
each other. However, we assume them to be like this as, in this case, the system matrices acquire convenient
properties [112].
Maxwell’s grid equations
The integral form of Maxwell’s equations (2.1) can be exactly described on the primal and dual mesh by the
semidiscrete Maxwell’s grid equations [107], [112]
C_e = − d
dt
_
b S˜
_
d = q C˜
_
h =
d
dt
_
d +
_
j S
_
b = 0. (3.1a)
Here, the discrete curl operators C, C˜ ∈ {−1, 0, 1}Ndof×Ndof and the discrete divergence operators S, S˜ ∈
{−1, 0, 1}N×Ndof are defined on the primal and dual mesh, respectively, with Ndof denoting the number of
primal edges and N the number of primal points. The field quantities _e, _b, _d, _h, _j : I → RNdof and
q : I → RN are the semidiscrete integrated degrees of freedom, such that
_ei :=
∫
Li
~E · d~s , _bi :=
∫
Ai
~B · d ~A (3.2)
and
_
di :=
∫
A˜i
~D · d ~A , _hi :=
∫
L˜i
~H · d~s , _j i :=
∫
A˜i
~J · d ~A , qj =
∫
V˜j
ρdV (3.3)
for i = 1, . . . , Ndof and j = 1 . . . N .
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Analogous to the continuous case, potentials can be introduced (see Section 2.5) as integrated quantities on
the primal and dualmesh, respectively. They are defined as _a,_t : I → RNdof and φ,Ψ : I → RN
_ai :=
∫
Li
~A · d~s , _t i :=
∫
L˜i
~T · d~s , Ψj := ψ|
P˜j
, φj := φ|Pj , (3.4)
for i = 1, . . . , Ndof and j = 1 . . . N .
Material matrices
As for now, Maxwell’s grid equations (3.1) with the integrated field quantities as degrees of freedom do not
include any approximation error. However, a link between dual quantities has to be established by means of
material matrices [107], [112]
_
d = Mε
_e
_
j c = Mσ
_e
_
h = Mν
_
b . (3.5)
The matrices Mε = Mε(_e), Mσ = Mσ(_e) and Mν = Mν(
_
b) represent the permittivity, conductivity and
reluctivity and _j c := I → RNdof the integrated conduction current density. Again, the inverse of the previous
relations can be described with the resistivity and permeability matrices Mρ = Mρ(
_
j c) and Mµ = Mµ(
_
h),
such that
_e = Mρ
_
j c and
_
b = Mµ
_
h . (3.6)
These relations introduce now a discretisation error, due to the element-wise homogenization of the materials
and of the field quantities [112].
Remark 8. Given the specific numbering scheme for the degrees of freedom commonly used in FIT and with
orthogonal primal and dual meshes, the material matrices are diagonal for isotropic materials [112].
Matrix construction
Following [58], we will illustrate the construction of the FIT operator and material matrices with two exam-
ples, the curl operator in Faraday’s law (2.1a) and the conductivity in (2.3). To define the discrete curl opera-
tormatrix, we consider Faraday’s law in integral form on a primal facetAω of themeshG∫
∂Aω
~E · d~s = −
∫
Aω
∂
∂t
~B · d ~A .
For its associated primal edgesLω,1, Lω,2, Lω,3, Lω,4 given in Figure 3.2 such that
∂Aω = Lω,1 ∪ Lω,2 ∪ −Lω,3 ∪ −Lω,4 ,
we have ∫
∂Aω
~E · d~s =
∫
Lω,1
~E · d~s+
∫
Lω,2
~E · d~s+
∫
−Lω,3
~E · d~s+
∫
−Lω,4
~E · d~s .
The signs of the integrals along the edges depend on the orientation of the different geometrical elements in
the mesh. For the orientation given in Figure 3.2, which is the typical orientation obtained from the special
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Aω
Lω,1
Lω,2
−Lω,3
−Lω,4
Figure 3.2: Orientation of primal facet Aω and boundary edges Lω,i.
σ(1) σ(2)
σ(3) σ(4)
Figure 3.3: Sketch of dual facet A˜ω with its normal vector and surrounding primal volumes [58].
numbering scheme used in FIT (see [113, Appendix A.1],[114]), the signs are obtained as given above. Due
to the definition of the integral field quantities (3.2), we have
_eω,1 +
_eω,2 − _eω,3 − _eω,4 = − d
dt
_
bω .
Performing this for all facets of the primal gridG yields the semidiscrete Faraday law (3.1)
C_e =
d
dt
_
b ,
with the discrete primal curl matrix
C =

...
· · · 1 · · · −1 · · · −1 1 · · ·
...
 .
Analogously, this can be done for the rest of the integral Maxwell’s equations (2.1), to obtain the discrete
primal and dual divergence matrices and the dual curl matrix. For a detailed description of the operator
matrices see [113, Appendix A.1],[114], [115].
For simplicity of notation in the material matrix exemplification we assume a field-independent conductivity
that is isotropic and constant on each primal volume Vi. Given a dual facet A˜ω and its associated primal edge
Lω,n (see Figure 3.3), the integrated current density is
_
j ω =
∫
A˜ω
~J · d ~A =
4∑
i=1
∫
A˜
(i)
ω
σ(i) ~E · d ~A ,
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with A˜(i)ω = A˜ω ∩ Vω,i and Vω,i being the i-th primal volume surrounding A˜ω. For ~nω the normal vector to A˜ω
and using the normal component of the electric field strength ~E ·~nω = Eω,n, we can exploit to the tangential
continuity of ~E to approximate the previous integral as
4∑
i=1
∫
A˜
(i)
ω
σ(i) ~E · d ~A =
4∑
i=1
∫
A˜
(i)
ω
σ(i)Eω,ndA
≈
4∑
i=1
σ(i)Eω,n|A˜(i)ω | ,
where | · | denotes the length, area or volume of the corresponding edge, facet or volume. Approximating the
integrated electric field strength by
_eω,n =
∫
Lω,n
~E · d~s ≈ Eω,n|Lω,n| ,
the relation
_
j ω ≈
4∑
i=1
σ(i)Eω,n|A˜(i)ω | ≈
4∑
i=1
σ(i)
|A˜(i)ω |
|Lω,n|
_eω,n
is obtained. With this procedure a conductivity matrix can be constructed, whose entries are the averaged
conductivities
(Mσ)i,j =
4∑
k=1
σ(k)
|A˜(k)i |
|Lj | ,
whenever Lj is the associated primal edge to A˜i.
The rest of the material matrices are obtained with an analogous averaging procedure. For a description of
other material matries see [113, Appendix A.1],[114], [115].
Remark 9. An analogous process can be followed to discretise the heat equation of section 2.7.2 with FIT.
Here, the temperature Ti is defined on the primal points Pi. For further details on the finite integration
technique applied to the heat equation see [115], [116].
3.1.2 Finite element method
The finite element method is another numerical method for the discretisation of partial differential equations.
It is based on the approximation of the PDE’s weak formulation. Therefore, in contrast to FIT, the finite
element method starts form the weak version of the differential form of Maxwell’s equations to estimate its
solution. The theory presented in this section is based on [64], [117].
Basis functions
In order to ensure that the solution fulfils some properties that are required and presented later, first some
necessary theoretical definitions are introduced.
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Definition 8 (Hilbert spaces). Let Ω be a domain fulfilling Assumption 1, then we introduce the following
Hilbert spaces
H1(Ω) = H(grad; Ω) := {u ∈ L2(Ω); gradu ∈ L2(Ω)}
H(curl; Ω) := {ν ∈ L2(Ω); curl ν ∈ L2(Ω)}
H(div; Ω) := {ω ∈ L2(Ω); divω ∈ L2(Ω)} ,
where L2(Ω) is the standard Hilbert space of square integrable functions and the operators div , grad and
curl are to be read in a weak sense.
These spaces, together with the operators div , grad and curl form the de Rham cohomology [64]
R −−→ H1(Ω) grad−−−→ H(curl; Ω) curl−−→ H(div; Ω) div−−→ L2(Ω) −−→ 0 .
This sequence is, for domains described in Assumption 1, exact and closed [64]. For a given mesh G that,
analogous to the procedure taken in FIT, discretises the domain into volumes (usually tetaedra) Vi, and its
corresponding facets Ai, edges Li and points Pi, we consider nV volume si, nA face ~ωi, nL edge ~νi and nP
node ui basis functions, respectively, such that the discrete spaces they span inherit the properties of their
continuous counterpart and thus also yield an exact de Rham sequence (e.g. Whitney elements [64]). Their
discrete, exact and closed sequence is
R −−→Uh grad−−−→Vh curl−−→Wh div−−→Sh −−→ R ,
ui ~νi ~ωi si
with the spaces defined as
Uh:= {f ∈ L2(Ω); f =
∑nP
i=1 αiui, αi ∈ R} ⊆ H1(Ω) ,
Vh:= {f ∈ L2(Ω); f =
∑nL
i=1 αi~νi, αi ∈ R} ⊆ H(curl; Ω) ,
Wh:= {f ∈ L2(Ω); f =
∑nA
i=1 αi~ωi, αi ∈ R} ⊆ H(div; Ω) ,
Sh:= {f ∈ L2(Ω); f =
∑nV
i=1 αisi, αi ∈ R} ⊆ L2(Ω) .
Remark 10. In practice, the continuous and discrete function spaces are defined such that they contain func-
tions fulfilling the boundary conditions presented in section 2.3. For the case where homogeneous Dirichlet
boundary conditions are set, the common notation is the usage of a subscript and superscript 0 for the con-
tinuous and discrete spaces, respectively.
Weak formulation
We illustrate the construction of the finite element matrices for the case of the magnetoquasistatic curl-curl
PDE with the ~A* formulation (2.20). The weak formulation is expressed as find ~A ∈ H(curl; Ω) such that for
all H(curl)-conforming basis functions ~ν ∈ H(curl; Ω) [117],∫
Ω
σ
∂
∂t
~A · ~νdΩ +
∫
Ω
curlνcurl ~A · ~νdΩ =
∫
Ω
~Js · ~ν dΩ .
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Applying Gauss’s theorem, we obtain∫
Ω
σ
∂
∂t
~A · ~νdΩ +
∫
Ω
νcurl ~A · curl~νdΩ +
∫
Γ
(νcurl ~A× ~ν) · d~Γ =
∫
Ω
~Js · ~ν dΩ .
Considering both amagnetic vector potential ~A and test functions ~ν in HΓ(curl; Ω), that is, H(curl)-conforming
functions fulfilling the homogeneous Dirichlet andNeumann boundary conditions of (2.21), then∫
Γ
(νcurl ~A× ~ν) · d~Γ =
∫
Γebc
(νcurl ~A× ~ν) · d~Γ +
∫
Γmbc
(νcurl ~A× ~ν) · d~Γ
=
∫
Γebc
(~ν × ~n) · νcurl ~AdΓ +
∫
Γmbc
(~n× νcurl ~A) · ~νdΓ
= 0 ,
with d~Γ = ~ndΓ and ~n the outer normal vector to Γ. In the case of the Ritz-Galerkin FEM, the magnetic vector
potential is approximated by the test functions defined on the mesh as
~A ≈
nL∑
i=1
ai(t)~νi .
This leads to a system of equations by testing the weak formulation with all ~νi ∈ V Γh (the discrete counterpart
of HΓ(curl; Ω))
MFEσ
d
dt
a + KFEν a = J
FE
s , (3.7)
with the system matrices defined as
(MFEσ )i,j =
∫
Ω
σ~νi · ~νj dΩ , (KFEν )i,j =
∫
Ω
ν (curl~νi) · (curl~νj) dΩ and (JFEs )i =
∫
Ω
~Js · ~νi dΩ
and the degrees of freedom (a)i := ai(t) . As the basis functions are chosen to fulfil the closed and exact de
Rham sequence, we know that curl~νi lives in the discrete counterpart of HΓ(div; Ω), that is,WΓh . Therefore,
for the correspondingH(div)-conforming basis functions ~ωj , j = 1, . . . , nA, one canwrite
curl~νi =
nA∑
j=1
ci,j~ωj .
Thus, the FIT factorisation of matrices which separates operator and material matrices (see Section 3.1.1) can
also be obtained in FEM and the curl-curl matrix is rewritten asKFEν = C˜FEMFEν CFE, with
(MFEν )i,j =
∫
Ω
ν ~ωi · ~ωj dΩ, (CFE)i,j = cj,i and (C˜FE)i,j = ci,j . (3.8)
Analogously, the rest of the PDEs obtained from the different formulations in Section 2.5 can be discretised
and factorised, which lead to the rest of the material matrices MFEε (e), MFEσ (e), MFEν (b), MFEρ (jc) and
MFEµ (h), and the operator matrices GFE, G˜FE, SFE, S˜FE, CFE and C˜FE for the discrete (primal and dual)
gradient, divergence and curl operators, respectively.
The field quantities are approximated by
~E ≈
nL∑
i=1
ei(t)~νi , ~B ≈
nA∑
i=1
bi(t)~ωi (3.9)
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and
~D ≈
nA∑
i=1
di(t)~ωi , ~H ≈
nL∑
i=1
hi(t)~νi , ~J ≈
nA∑
i=1
ji(t)~ωi , ρ ≈
nV∑
i=1
qi(t)si , (3.10)
where si, i = 1, . . . , n are L2Γ-conforming basis functions spanning SΓh . The potentials defined in Section 2.5
are approximated by
~A ≈
nL∑
i=1
ai(t)~νi , ~T ≈
nL∑
i=1
ti(t)~νi , ψ ≈
nP∑
i=1
Ψi(t)ui , φ ≈
nP∑
i=1
φi(t)ui ,
with ui, for i = 1, . . . , n˜, being H1-conforming basis functions.
Heat equation
The temperature T in the heat equation (2.41) requires only H1-conforming basis functions and is approxi-
mated by
T ≈
nP∑
i=1
T i(t)ui . (3.11)
The material matrices Mk and Mρ,C are obtained for the thermal conductivity and the product of the mass
density and the heat capacity, respectively.
3.1.3 Matrix properties
For simplicity of notation and, as we consider systems of equations arising from both FEM and FIT dis-
cretisations, from now on we will overload the symbols introduced in Sections 3.1.1 and 3.1.2 and use
always the symbols from (3.1), (3.5) and (3.6) for the discrete operator and material matrices, indepen-
dently of the discretisation method that has been used (FEM and FIT). The degrees of freedom, however,
are denoted, like in the FE case, in bold. That is, we leave out the ’bows’ used within the FIT framework,
see (3.2)-(3.4).
We present now some properties of both the operator as well as the material matrices, that are inherited from
the properties of the continuous operators and materials they represent. To be able to obtain uniqueness of
solution in the discrete systems, we need the following assumption.
Assumption 11 (Boundary conditions). For FIT, the degrees of freedom are projected to an appropriate subspace,
which imposes homogeneous Dirichlet boundary conditions. In the FE case, we assume the chosen basis functions
fulfil the given homogeneous Dirichlet boundary conditions. This yields projected operator matrices G, G˜, S, S˜,
C and C˜, with
ker S˜> = 0 and ker S> = 0 .
Lemma 1 (Topological matrices). The discrete operator matrices [112] fulfil that
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(a) analogous to the continuous case, the divergence of the curl and the curl of the gradient vanish
SC = 0 , S˜C˜ = 0 and CG = 0 , C˜G˜ = 0 . (3.12)
(b) considering a contractible domain as described in Assumption 1 and fulfilling Assumption 11,
dim ker(S˜) = rank(C) . (3.13)
(c) the curl and dual curl are linked with
C˜ = C> . (3.14)
(d) the primal (dual) gradient and dual (primal) divergence are related by
G = −S˜> and G˜ = −S> . (3.15)
For the case of the topological FIT matrices, these properties are well known, see e.g. [112], [118] or [119,
Section 3.2.4] for the reduced operatormatrices obtained after Assumption 11.
In the case of FEM, Lemma 1.a) follows immediately from the fact that the spaces spanned by the basis func-
tions fulfil the exact de Rham sequence. Lemma 1.c) is an immediate result of using a Ritz-Galerkin weak for-
mulation and can be immediately seen in (3.8). The last property follows analogously.
Lemma 2 (Material Matrices). The material matrices Mξ are symmetric for all material properties
ξ = {ε,σ,ν,ρ,µ, ντeq} .
If Assumption 3 and 8 holds, then the matrices Mε,Mν ,Mµ are positive definite whereas Mσ,Mρ,Mν,τeq are
only positive semidefinite.
3.2 Time Discretisation
The circuit systems as well as the semidiscrete systems of Section 2, are time-dependent systems of differential
equations. In order to solve them on a timewindow I, initial conditions are set at initial time t0, and numerical
time integration techniques are applied to them. The theoretical results presented in this sectionmainly follow
[101, Chapter VI],[120], [121].
In general, the time-dependent systems we consider can be either be systems of ODEs or DAEs. Nonetheless,
as the classic theory regarding time integration techniques is originally formulated for ODEs, we will start to
consider IVPs arising from ODEs, that is,
x′ = f(x, t) , (3.16a)
x(t0) = x0 , (3.16b)
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for t ∈ I = [t0, tend) and with x : I → Rndof being the degrees of freedom, ndof the number of degrees of free-
dom and x0 the ICs. The symbol x′ denotes the time derivated degrees of freedom x.
Classic ODE theory states that, provided the function f(x, t) is Lipschitz continuous with respect to x for all t ∈
I, existence and uniqueness of solution of the initial value problem (3.16) can be ensured [122].
To calculate the time evolution of the IVP (3.16), we start by dividing the time interval I into
nt + 1 subintervals [ti, ti+1), i = 0, . . . , nt of size hi+1 = ti+1 − ti and then numerically approximate with a
time integration method the solution at the given points by {x0, . . . ,xnt}.
Remark 11. Note that the time step size hi+1 can be adapted to the local requirement of the differential
equation at time ti+1, as it can vary. Adaptive time step sizes are important in practical applications to
save computational cost. Step size control methods allow reducing or augmenting the time step size and
keep control over the obtained error through error estimates. For more details about time step size control
methods see [120]. This work, however, does not deal with adaptive time step sizes in detail and thus uses
constant time step sizes in most of the cases.
3.2.1 Theoretical fundamentals
In the study of time integration techniques, two main theoretical concepts arise for the analysis and compar-
ison of different methods, the local truncation error (LTE) and the stability. In the following section we will
introduce both concepts and use them to describe the two methods, that are presented. Let us consider a
general, linear (possibly) multistep method [120, Chapter 3]
k∑
i=0
αixn+i = h
k∑
i=0
βif(xn+i, tn+i) , (3.17)
where h is the (constant) time step size and αi and βi are real coefficients such that αk 6= 0 and |α0|+|β0| > 0.
For given previous solutions xn, . . . ,xn+k−1, we say (3.17) is a linear k-step method. If βk 6= 0, the method
is called implicit and for k = 1 we have a one-step method.
Local truncation error
Definition 9 (Local truncantion error [120]). The local truncation error is defined as the difference between
the exact solution x(tn + k) and its approximation xn+k
|x(tn + k)− xn+k|,
when applying the multistep method (3.17) to compute xn+k with exact previous solutions xi = x(ti),
i = 0, . . . , k − 1. The multistep method is called consistent, if the local truncation error tends to zero,
whenever the step size h tends to zero, that is
|x(tn + k)− xn+k| −−−→
h→0
0 .
For a sketch of the local truncation error see Figure 3.4. The multistep method is of order p if its LTE is
O(hp+1) [120]. As it can be observed in Figure 3.4, the LTE propagates through the time steps and amplifies
the global error of the time integration scheme. Therefore, it is not sufficient to have information about
the LTE to obtain a convergence statement about the time integration scheme in the whole simulation time
window I.
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(a) Local truncation error.
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xn+4
(b) Local truncation error propagation.
Figure 3.4: Sketch of local error propagation in the global error.
Definition 10 (Convergence of multistep method [120]). The linear k-step method (3.17) is convergent if
for all IVP (3.16) with a Lipschitz continuous function f ,
x(tk)− xk −−−→
h→0
0 ,
whenever x(ti)− xi −−−→
h→0
0, for all i = 0, . . . , k − 1.
Stability
The concept of stability allows to, given a LTE, obtain statements about the convergence of the time integration
scheme. Intuitively, it allows to judge whether the contribution of the LTE in the global error increases without
control. It is proven that a stable and consistentmethod is convergent [120].
To exemplify how the stability analysis of a time integration method is performed, we will consider the case
where ndof = 1 and present the study for the two Euler methods. For a more detailed explanation of how to
perform such a study inmore complicated cases (e.g. formultistepmethods) see [120], [121].
Euler’s method. Let us consider the initial value problem (3.16) for t ∈ I and its numerical integration with
time steps ti, i = 0, . . . , nt. Then, for the
• explicit Euler scheme,
1
ti+1 − ti (xi+1 − xi) = f (xi, ti) . (3.18)
• implicit Euler scheme,
1
ti+1 − ti (xi+1 − xi) = f (xi+1, ti+1) . (3.19)
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For the stability analysis of the time integrationmethod, we apply it to Dahlquist’s test equation [121]
d
dt
x = λx , x(t0) = 1 , (3.20)
with λ ∈ C, whose solution is given by the function x(t) = eλt.
Assuming a constant step size ti+1−ti = h, the aim is to obtain an expression of the type
xi+1 = R(hλ)xi ,
when applying the time integration scheme to the test equation (3.20). This yields xi+1 = R(hλ)i+1x0, where
xi+1 −−−→
i→∞
0, if |R(hλ)|< 1. For the numerical scheme, it is important to yield a stable solution that does not
diverge for i→∞, whenever the exact solution of (3.20) is also stable.
Definition 11 (Stability domain [121]). The stability domain S of the time integration scheme is defined as
S = {hλ ∈ C; |R(hλ)|≤ 1} . (3.21)
Remark 12. For a more general definition of stability domain in the case of multistep methods see [121,
Chapter 5].
Example 1. In the case of the two Euler methods,
R(hλ) = (1 + hλ), for explicit Euler
R(hλ) =
1
1− hλ, for implicit Euler.
This yields stability regions of
S = {hλ; |1 + hλ| ≤ 1} for explicit Euler
S = {hλ; |1− hλ| ≥ 1} for implicit Euler.
A visualisation of the stability regions of both Euler methods can be seen in Figure 3.5.
Note that, whenever λ has a negative real value, and therefore, the solution of the original ODE is stable, the
explicit Euler requires the time step size h to be 0 ≤ h ≤ −2λ to be also stable. However, in the case of the
implicit Euler, the scheme converges for all h ≥ 0 and thus has no restriction on the time step size.
Definition 12. A linear k-step method (3.17) is A-stable if its stability region fulfils
S ⊇ SA = {hλ ∈ C; <(hλ) < 0} .
For a sketch of the stability region SA see Figure 3.6.
If a method is A-stable, the solution of the numerical method tends to zero, whenever the solution of the
original ODE (3.20) also tends to zero, for all h > 0 [123]. Therefore, the time step size is not determined
by the stability condition of the numerical method, but rather by the required accuracy and the dynamics of
the equation.
Definition 13 ([121]). A linear k-step method (3.17) is A(α)-stable if its stability region fulfils, for 0 < α < pi2
S ⊇ Sα = {hλ ∈ C; | arg(−hλ)| < α, hλ 6= 0} .
An example of an A(α)-stable region can be visualised in Figure 3.6.
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Figure 3.5: Stability region (dotted) of explicit Euler (left) and implicit Euler (right).
Stiff equations
Stiff equations are those that have special difficulties with the stability of the time integration methods. There
is no formal definition of stiff equations, however, there are several ways of characterising them.
In [121], stiff equations are described as systems of differential equations, where explicit methods can not be
used. Other works, such as [122] or [101] relate the stiffness to differential equations, where dynamics with
different time-scales are present. There, the stability region of explicit methods constraints the time-step
sizes, based on the faster dynamics. However, to also resolve the smaller dynamics, too many small time-
steps would be required, which makes the resolution in practice infeasible. Let us consider a linear system
of ODEs
d
dt
x = Ax + f(t) ,
where x : I → Rn and A ∈ Rn×n is a diagonalizable matrix with eigenvalues λ1, . . . , λn ∈ C. In [101],
the two different time scales are characterised by the stiffness ratio, that is, |<(λmax)| / |<(λmin)|, where
|<(λmax)| ≥ |<(λi)| ≥ |<(λmin)|, for all i. If this ratio is large enough, the system involves different time-
scales and thus is stiff. However, in [122], the behaviour is characterised by the interval length and the
spectral radius of the matrix. Here, the linear system of ODEs is called stiff on I, if |ρ(A)(tend − t0)|  1,
with spectral radius ρ(A) = max{λ1, . . . , λn}.
For stiff equations, the stability region study is specially relevant to avoid the time step size to be determined
by the stability of the method rather than the accuracy of the solution.
Differential algebraic equations (see Section 3.3) are sometimes perceived as infinitely stiff [124].
3.2.2 Time integration techniques
Most systems of differential equations presented in this work are stiff and therefore all time integration
methods presented in the following are implicit ones. We consider, apart from the implicit Euler method
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Figure 3.6: Stability regions (dotted) for an A-stable method (left) and an A(α)-stable method, with
α = pi/4 (right).
(3.19), two main time integration techniques, the backward differentiation formula (BDF) and the trape-
zoidal rule. The following section describes methods itself, together with the known stability and convergence
order results.
Backward differentiation formula
The backward differentiation formula is an implicit and linear multistep method. For an initial value problem
of the form (3.16), the k-step BDF to approximate xi+1 reads with given xi+1−k, . . . ,xi, [125]
1
ti+1 − ti
k∑
j=0
αi+1,jxi+1−j − f (xi+1, ti+1) = 0 . (3.22)
Here, αi+1,j are determined by the polynomial q(t), which interpolates (tj ,xj) for j = i+ 1−k, . . . , i+ 1. To
obtain (3.22), the time derivative at time point ti+1, x′i+1, is approximated by the derivative of the polynomial,
such that
q′(ti+1) = f (xi+1, ti+1) .
For a more detailed explanation of the method see [120].
Remark 13. Note that BDF-1 corresponds to the implicit Euler scheme (3.19).
The stability of BDF methods is well known. BDF-1 (order 1) and BDF-2 (order 2) are both A-stable. BDF
with k = 3, 4, 5, 6 are only A(α)-stable, as stability on the imaginary axis is successively lost [121]. For
k ≥ 7 the method is unstable [120], [121]. For a summary of the properties of the different methods see
Table 3.1.
42
Integration Method Order Stability
Implicit Euler 1 A-stable
BDF-2 2 A-stable
BDF-3 3 A(α)-stable
BDF-4 4 A(α)-stable
BDF-5 5 A(α)-stable
BDF-6 6 A(α)-stable
Trapezoidal Rule 2 A-stable
Table 3.1: Order and Stability of the numerical integration methods.
Trapezoidal rule
The trapezoidal rule for the IVP (3.16) can be derived by integrating the differential equation from ti to ti+1
to obtain the following expression
x(ti+1) = x(ti) +
∫ ti+1
ti
f(x, t) dt . (3.23)
Then, the integral on the right hand side of the previous expression is approximated by the trapezoidal rule,
which yields the time integration scheme [120]
xi+1 = xi +
ti+1 − ti
2
(
f(xi, ti) + f(xi+1, ti+1)
)
. (3.24)
Themethod, which is obtained, is A-stable and has order 2 [120], [121] (see Table 3.1).
Remark 14. A theorem formulated by Dahlquist in 1963, states that A-stable multistep methods can not have
order larger than 2 and that the smallest possible error constant (c = 112) is obtained with the trapezoidal
rule [120], [123].
The trapezoidal rule can also be classified as an implicit Runga Kutta (IRK)method and, in particular, a Lobato
IIIA IRK. For further details on implicit Runga Kuttamethods see [120], [121].
3.2.3 Solution of nonlinear systems
Implicit time integration techniques such as the BDF formulas or the Trapezoidal rule yield, for nonlinear
differential equations, nonlinear systems of equations that need to be resolved. To do so, root-finding algo-
rithms such as the Newton-Raphson method can be employed. For further details on Newton’s method for
nonlinear equations see [126]. For the example of the trapezoidal rule (3.24), the (classic) Newton method
yields in its (k + 1)-th iteration
xk+1i+1 = x
k
i+1 −
(
I− ti+1 − ti
2
Jf (x
k
i+1, ti+1)
)−1(
xki+1 − xi −
ti+1 − ti
2
(
f(xi, ti) + f(x
k
i+1, ti+1)
))
, (3.25)
with Jf (xki+1, ti+1) being the Jacobian of f(x, t) in x evaluated at (xki+1, ti+1). The update that is obtained
for each iteration contains the inverse of a term. The inverse, however, is not computed in practice as it is
computationally prohibitively expensive. Instead, numerical techniques for the solution of systems of linear
equations are used such as e.g. LU decomposition [127].
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3.3 Differential Algebraic Equations
Even though the introduction to numerical integration techniques has only considered ODEs, most of the time-
dependent differential equations appearing in this work are differential algebraic equations.
DAEs are systems of equations where a set of ordinary differential equations is combined with algebraic con-
straints. In its most general form, they can be describedwith the following definition.
Definition 14 (Fully implicit DAE). We define a fully implicit system of differential algebraic equations as
a system
F
(
x′,x, t
)
= 0 , (3.26)
on t ∈ I, where det ( ∂F∂x′ ) = 0.
For a linear DAE
Ax′ + Bx = f(t) (3.27)
with a regular matrix pencil, that is, det(A+λB) 6= 0, for some λ, this corresponds to having a singular mass
matrixA. Here, it can intuitively be seen, that this yields to a system containing some algebraic equations.
For linear DAEs (3.27) with regular matrix pencil it is known, that a solution of the DAE exists [124, Chap-
ter 2]. Solvability for fully implicit DAEs (3.26) is not easy to determine [124], [125]. For a discussion on the
existence of solution of nonlinear DAEswith special structures see [125, Chapter 3].
These types of systems of equations, involve numerical as well as analytical difficulties, that do not arise in
classic ODE theory [128]. DAEs are, for example, specially sensitive towards perturbations [125], which
complicates their numerical treatment. Also, the choice of appropriate initial conditions is not trivial, as they
have to fulfil the algebraic constraints imposed by the DAE [125], [129].
3.3.1 Index
Systems of DAEs can be classified according to their index [125], [130]. The index is a natural number,
which intuitively allows to deduce the numerical and analytical difficulties the DAE carries. Higher index
DAEs have a more challenging treatment. There are different index concepts, that essentially coincide for
regular, linear DAEs [130]. We present three different types, the projector-based tractability index [125],
which is relevant for the study of appropriate initial conditions, the perturbation index [121], [124] and the
differential index [124], [125].
Definition 15 (Differential index [124]). An implicit, solvable and sufficiently smooth system of DAEs (3.26)
is said to have differential index m, if m is the minimal number of analytical differentiations of (3.26),
d
dt
F
(
x′,x, t
)
= 0 , . . . ,
dm
dtm
F
(
x′,x, t
)
= 0 , (3.28)
that are required to obtain, with only algebraic manipulations of (3.26) and (3.28), an ODE
x′ = ϕ(x, t) ,
with ϕ being a continuous function in x and t.
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The definition can be thought of as a measure of how many time differentiations the DAE is away from an
ODE. Thus, ODEs are index 0 DAEs [124, Chapter 2]. As numerical differentiation is an unstable process,
and this time differentiation process is implicitly performed by the time integration scheme, instabilities and
error magnification can occur.
Remark 15. During all the differential index analysis in this work, we will assume that the functions, that
are involved, are sufficiently differentiable. Other index concepts, such as the tractability index, require less
smoothness assumptions and thus could be used to relax this condition.
To illustrate the possible sensitivity towards small perturbations of DAEs with high index, we define the
perturbation index concept.
Definition 16 (Perturbation index [121], [124]). The implicit, solvable and sufficiently smooth system of
DAEs (3.26) has perturbation index m along a solution x on I, if m is the smallest integer such that for a
perturbed solution x̂ with
F
(
x̂′, x̂, t
)
= δ(t) ,
there exists the estimate on I
‖x(t)− x̂(t)‖ ≤ C
(
‖x(t0)− x̂(t0)‖+ max
t0≤ξ≤t
‖δ(ξ)‖+ . . .+ max
t0≤ξ≤t
‖δ(m−1)(ξ)‖
)
for sufficiently small right-hand side δ(t).
Note that, for small perturbations with large time derivatives (e.g. with very high frequencies), the solution
of the perturbed problem may differ a lot with respect to the original DAE, for systems with perturbation
index ≥ 2.
To exemplify this, let us consider the following index 2 DAE and its perturbed problem
x′(t) = y(t)− x(t)
0 = x(t)− sin(t)
xˆ′(t) = yˆ(t)− xˆ(t)
0 = xˆ(t)− sin(t)− ε sin(Mt) ,
with 0 < 1ε M and a small ε. Then, the solution of the original DAE is
x(t) = sin(t) y(t) = sin(t) + cos(t) ,
and the solution of the perturbed problem
xˆ(t) = sin(t) + ε sin(Mt) yˆ(t) = sin(t) + cos(t) + ε sin(Mt) +Mε cos(Mt) .
Here, a small, perturbation with high frequency yields a high variation in the solution of the perturbed system
for y(t) as
|y(t)− yˆ(t)| = |ε sin(Mt) +Mε cos(Mt)| ,
withMε 1.
Remark 16. DAEs with index 0 or 1 do not pose high difficulties when handling them numerically and ana-
lytically. However, in DAEs with index ≥ 2, also called higher index DAEs, more complications start arising
and thus need special care. In the perturbation index concept this potentially problematic behaviour can
be reflected by the fact that derivatives of the small perturbation δ(t) start affecting the error bound of the
perturbed problem for index m ≥ 2.
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Based on [129], for the next index concept we introduce a special type of DAE with more structure. All the
systems considered during this work can be described by such DAEs. The generalisation of the tractability
index to fully implicit nonlinear DAEs can be found in [125] and is based on a linearisation of the sys-
tem.
We consider the quasilinear DAE
A(x, t)x′ + b(x, t) = 0 , (3.29)
with projectors
Q(t) onto ker A(x, t) and P(t) = I−Q(t) .
Assumption 12 (Kernel and Image of mass matrix [129]). We assume that both the spaces ker A(x, t) and
im A(x, t) as well as the projectors Q(t) and P(t) depend smoothly on t and are independent of x.
In addition, we define the matrices
B(y,x, t) :=
∂
∂x
(
A(x, t)y
)
+
∂
∂x
b(x, t) ,
A1(y,x, t) :=
(
A(x, t) + B(y,x, t)Q(t)
) (
I−P(t)P′(t)Q(t))
and the projectors
Q1(y,x, t) onto ker A1(y,x, t) and P1(t)(y,x, t) = I−Q1(y,x, t) .
Definition 17 (Tractability index [125], [129]). The quasilinear DAE (3.29) with projectors fulfilling As-
sumption 12 has tractability
(i) index 0, if A(x, t) is nonsingular.
(ii) index 1, if A(x, t) is singular and A1(y,x, t) is nonsingular.
(iii) index 2, if A1(y,x, t) is singular, and
G2(y,x, t) := A1(y,x, t) + B(y,x, t)P(t)Q1(y,x, t) (3.30)
is nonsingular.
Only spaces and projectors for at most index 2 tractable DAEs are relevant for this work. Therefore, we do
not expand the definition of tractability index for DAEs with index 3 or higher. For a generalisation of the
sequence of matrices to define m tractable index DAEs see [125].
3.3.2 Initial conditions
When considering initial value problems with ODEs, arbitrary ICs lead to a valid solution of the system. How-
ever, for the case of DAEs, the choice of initial conditions is not trivial, as not every IC is part of a solution of the
system. Whenever talking about appropriate initial conditions the term consistent is used.
Definition 18 (Consistent initial condition). An initial condition x0 ∈ Rndof at t0 for the DAE (3.26) is called
consistent, if there exists a solution x¯ : I → Rndof of the system (3.26), such that x¯(t0) = x0.
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To exemplify the difficulties that can arise regarding consistent initialisation, let us consider the system
of DAEs
x′(t) = y(t)
0 = x(t)− f(t) ,
where x and z are the degrees of freedom, and f(t) is a given function. Clearly, the second equation poses an
explicit constraint to x(t), which the initial condition has to fulfil, therefore
x0 = f(t0)
is fixed by the system. Differentiating the second equation once and plugging it into the first one yields
the hidden constraint y(t0) = f ′(t0), which also has to be fulfilled by the initial condition. Therefore, in
this case
y0 = f
′(t0)
and all initial values are fixed.
Index 1 DAEs only have explicit constraints and are therefore easier to initialise, as only the explicit algebraic
equations that are defined by the DAE have to be fulfilled. However, higher index DAEs have these type of
hidden algebraic constraints, that both complicate the initialisation as well as involve possible differentiations
of inputs. Consistent initial conditions have to fulfil all the explicit as well as implicit algebraic constrains
imposed by the DAE.
3.3.3 Numerical methods for DAEs
The application of the classic time discretisation schemes for ODEs to systems of the form (3.29), might not be
straightforward. A priori, they are defined for systems with an explicit expression for the time derivative of the
degrees of freedom, that is, forA(x, t) = I. Furthermore, the convergence results of the different methods are
not immediately applicable to arbitrary DAEs. In the following part, we will deal with the generalisation of the
time integration results presented in Section 3.2 when used with DAEs.
Let us again consider the quasilinear DAE initial value problemwith constant rankmatrixA(x, t)
A(x, t)
d
dt
x + b(x, t) = 0 , (3.31a)
x(t0) = x0 , (3.31b)
for t ∈ I and consistent initial condition x0 at t0.
Backward differentiation formula
The generalisation of the BDF-k formula explained in Section 3.2.2 to the quasilinear DAE IVP (3.31) follows
straightforward, by replacing the time derivative of x, x′ in (3.31a) with the derivative of the interpolation
polynomial, for time step ti + 1, i.e.
0 = A(xi+1, ti+1)q
′(ti+1) + b(xi+1, ti+1) (3.32a)
= A(xi+1, ti+1)
1
ti+1 − ti
k∑
j=0
αi+1,jxi+1−j + b(xi+1, ti+1) . (3.32b)
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The stability and convergence of such methods on arbitrary DAEs is not ensured. Most of the convergence
results are given for constant step size BDF methods, as changes in the stepsize, specially in the implicit Euler
case, can yield to accuracy problems [124, Chapter 3]. Even for linear index 3 DAEs with constant coefficients,
implicit Euler with variable step sizes can containO(1) errors [124, Chapter 3].
In [124, Chapter 3], convergence order results for fixed step size BDF-k methods applied to special structured
DAEs are shown. BDF-k methods, for k < 7 with fixed step size have convergence order O(hk) for IVPs with
the structure (3.31), provided the initial conditions and the root finding problem F(xi+1) = 0 from (3.32) are
O(hk+1) accurate. In this cases it is also shown, that variable step size BDF can also be convergent and stable,
provided some conditions on the step size control are fulfilled (c.f. [124]).
Remark 17. For a specific type of index 3 systems (in Hessenberg form), similar convergence order re-
sults can be shown, provided enough accuracy is ensured in the solution of the algebraic equations (see
[124, Chapter 3]).
Trapezoidal rule
The generalisation of the Trapezoidal rule to DAEs does not follow as directly as in the case of the BDF. We
apply the Trapezoidal rule at time ti+1 for the quasilinear DAE IVP (3.31) with constant mass matrix A and
the ε−embedding method (see [121]) as
0 = A(xi+1 − xi) + h
2
(
b(xi, ti) + b(xi+1, ti+1)
)
. (3.33)
The theory for the convergence of this method for DAEs is less detailed than for BDF schemes. Inside the
IRK methods, it can be classified as a Lobatto IIIA method and for these specific type of methods, in [121],
[131] it is shown, that applied to index 1 quasilinear DAEs with constant mass matrix as shown in (3.33), the
method converges with order O(h2), provided consistent initial conditions are given. For the case of index
2 systems, convergence proofs are available for DAEs with specific structure, such as systems in Hessenberg
form (see [121]).
48
4 Structural Analysis of the Coupled Systems
As it has been mentioned in Section 3.3, higher index DAEs require special numerical treatment. Therefore,
when dealing with (coupled) systems of DAEs, a priori knowledge about their index allows to properly han-
dle their simulation. In particular when using more fragile algorithms such as co-simulation techniques or
parallel-in-time methods, the appropriate treatment of the systems is of utmost importance to ensure the
(correct) convergence of the methods.
Electric networks described with modified nodal analysis yield a system of DAEs. Its tractability and differ-
ential index for circuits containing classic elements, i.e. resistances, inductances, capacitances and sources,
is well known and depends only on topological properties of the circuit [18]. However, very complex models
can often not be described by the classic elements and require more involved equations to properly charac-
terise them. In these cases refined modelling can be performed, where the system of equations describing
the circuit is coupled to a PDE describing the spatially resolved electromagnetic behaviour of the complex
element [2], [11], [15], [16], [31]. An example for such an application is the simulation of the LHC’s quench
protection system [5] where, not only an eddy current PDE is coupled to MNA, but also other effects such as
heat propagation are described through refined models.
Whenever the index study of circuits with refined models is carried out, similar analysis as in [18] needs to be
expanded for each different model individually. In [19], [21], [22], the index of semidiscrete parabolic eddy
current formulations coupled to circuits is studied, [23] deals with the analysis of semiconductormodels in cir-
cuits and [20] performs an index study of full Maxwell’s equations with different gauging conditions.
To avoid the repetition of the analysis of the coupled system’s DAE for each refined model such that it can be
coupled to electric networks, three generalised element definitions are presented. They allow to, similarly as
in [18], classify the different refined elements and then deduce index results of the coupled system through
only topological properties of the circuit. In [55], the definition of an inductance-like element is presented
together with two different eddy current formulations that can be classified as such. In [24], an alternative
definition of inductance-like element is given, extending the previous definition, which allows to also include
an ~A− φ formulation of full Maxwell’s equations. In addition, definitions for a capacitance-like element and
a resistance-like element are introduced together with two different refined models that can be classified
as such.
This chapter follows [24], [55] and presents three generalised elements definitions as well as the index analy-
sis of the DAE system of equations arising fromMNA containing the generalised elements. For each one of the
definitions, examples arising from different approximations of Maxwell’s equations are given. The chapter is
structured as follows: Following the first definition of inductance-like element from [55], Section 4.1 defines
the three different generalised elements. Here, it is also shown that all classical circuit elements from the
MNA index analysis in [18], as well as the flux-charge formulated ones can be classified as their correspond-
ing generalisation. Section 4.2 presents the DAE that arises from a circuit described with modified nodal
analysis and containing the generalised circuit elements. It introduces the necessary assumptions to formu-
late the corresponding index analysis results. Finally, a special structure for inductance-like elements is given
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that ensures, analogous to classic MNA, the linearity of the index 2 components. Section 4.3 introduces the
semidiscrete systems of equations arising from the different approximations and formulations of Maxwell’s
equations and classifies them according to the generalised elements’ definitions. Section 4.4 concludes the
chapter with a summary.
4.1 Generalised Circuit Elements
Even though [24] presents more general results, we follow [55] to define our inductance-like element and,
based on that structure, also give definitions for capacitance-like and resistance-like elements. This yields a
more intuitive structure for the generalised elements, that requires less a priori mathematical fundamentals.
For mathematically more involved definitions that allow to also classify full Maxwell’s equations described
with the ~A−φ formulationwe refer to [24]. The structure and content of this section follows [24], [55].
4.1.1 Definitions
Definition 19 (Inductance-like element [55]). We define an inductance-like element with nµ ports as one
described by a system of DAEs
Fµ
(
d
dt
dµ(xµ, iµ),xµ, iµ,vµ, t
)
= 0 , (4.1)
with xµ : I → Rndof and iµ,vµ : I → Rnµ , such that there is at most one time differentiation
d
dt
Fµ
(
d
dt
dµ(xµ, iµ),xµ, iµ,vµ, t
)
= 0 (4.2)
needed, to write only with algebraic manipulations of (4.1)-(4.2) a system
d
dt
xµ = fx (xµ, iµ,vµ, t) (4.3)
d
dt
φµ(xµ, iµ, t) = fφ(xµ, iµ,vµ, t) , (4.4)
fulfilling the properties
(i) ∂∂iµφµ(xµ, iµ, t) is nonsingular.
(ii) Lµ(xµ, iµ,xµ, t) := ∂∂vµ
((
∂φ
∂iµ
)−1 (− ∂φ∂xµ fx − ∂φ∂t + fφ)) is positive definite.
Note that in this definition, the DAE (4.1) does not depend on the time derivative of the voltage vµ.
Example 2. For the first basic examples we verify that the two essential formulations for lumped inductances
fulfilling Assumption 9 are inductance-like elements.
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1. Classical inductances, described with the equation (2.47)
vL =
d
dt
φL(iL, t) ,
are inductance-like elements. Note that this differential equation has the structure of (4.1) and, without
the need of any time differentation, is already written as a system (4.3)-(4.4), where xµ = {}, fx = {},
iµ = iL and vµ = vL. Due to Assumption 9, ∂∂iLφL(iL, t) = L(iL, t) is positive definite and thus fulfilsboth properties (i) and (ii) of Definition 19.
2. Flux formulated inductances
vL =
d
dt
φ
φ = φL(iL, t) ,
are inductance-like elements. This time, the original DAE has to be differentiated once to obtain a
system like (4.3)-(4.4)
d
dt
φ = vL
d
dt
φL(iL, t) = vL ,
where xµ = φ and fx = vL. The properties (i) and (ii) of Definition 19 are obtained analogous to the
classical inductance.
Definition 20 (Capacitance-like element). We define a capacitance-like element with nε ports as one de-
scribed by a system of DAEs
Fε
(
d
dt
dε(xε,vε),xε, iε,vε, t
)
= 0 , (4.5)
with xε : I → Rndof and iε,vε : I → Rnε , such that there is at most one time differentiation
d
dt
Fε
(
d
dt
dε(xε,vε),xε, iε,vε, t
)
= 0 (4.6)
needed, to write only with algebraic manipulations of (4.5)-(4.6) a system
d
dt
xε = gx(xε, iε,vε, t) (4.7)
d
dt
qε(xε,vε, t) = gq(xε, iε,vε, t), (4.8)
fulfilling the properties
(i) ∂∂vεqε(xε,vε, t) is nonsingular.
(ii) Cε(xε,vε, t) is positive definite, where ddtvε = gv(xε,vε, t) + C−1ε (xε,vε, t)iε is obtained by inserting
(4.7) into (4.8).
Notice that
d
dt
vε =
(
∂
∂vε
qε(xε,vε, t)
)−1(
− ∂
∂xε
qε(...)gx(...)− ∂
∂t
q(...) + gq(...)
)
:= gv(xε,vε, t) + C
−1
ε (xε,vε, t)iε.
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For these elements, the DAEs (4.5) does not depend on the time derivative of the current iε.
Example 3. Analogously to the inductance examples, we demonstrate that the two common lumped formu-
lations for capacitances fulfilling Assumption 9 are capacitance-like elements.
1. Classical capacitances, described by the equation (2.48)
iC =
d
dt
qC(vC, t) ,
are capacitance-like elements. Again, the differential equation has the structure of (4.5) and, without
the need of any time differentation, we obtain a system (4.7)-(4.8) with xε = {}, gx = {}, iε = iC and
vε = vC. Properties (i) and (ii) of Definition 19 are fulfilled as Cε(xε,vε, t) = ∂∂vC qC(vC, t) = C(iC, t)is positive definite according to Assumption 9.
2. Similarly, charge formulated capacitances
iC =
d
dt
q
q = qC(vC, t) ,
are capacitance-like elements with xε = q. The system (4.7)-(4.8) is again obtained after one time
differentiation of the original DAE and gx = iC. Properties (i) and (ii) follow analogously from As-
sumption 9.
Definition 21 (Resistance-like element). We define a resistance-like element with nρ ports as one described
by a system of DAEs
Fρ
(
d
dt
dρ(xρ, iρ,vρ),xρ, iρ,vρ, t
)
= 0 , (4.9)
with xρ : I → Rndof and iρ,vρ : I → Rnρ , such that there is at most one time differentiation
d
dt
Fρ
(
d
dt
dρ(xρ, iρ,vρ),xρ, iρ,vρ, t
)
= 0 (4.10)
needed to write only with algebraic manipulations of (4.9)-(4.10) a system
d
dt
xρ = hx(xρ, iρ,vρ, t) (4.11)
d
dt
rρ(xρ, iρ,vρ, t) = hr(xρ, iρ,vρ, t) (4.12)
fulfilling the properties
(i) ∂∂iρ r(xρ, iρ,vρ, t) is nonsingular.
(ii) Gρ(xρ, iρ,vρ, t) := −
(
∂
∂iρ
rρ(xρ, iρ,vρ, t)
)−1
∂
∂vρ
rρ(xρ, iρ,vρ, t) is positive definite.
This time the DAE (4.9) can depend both on the time derivative of the voltage vρ, as well as the time derivative
of the current iρ.
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Example 4. Let us verify that classic resistances (2.49) fulfilling Assumption 9 and written as
iR = gR(vR, t)
are resistance-like elements. One time differentiation is required to obtain a system (4.11)-(4.12)
d
dt
iR =
∂
∂vR
gR(vR, t)
d
dt
vR ,
which again fulfils properties (i) and (ii) of Definition 21 due to Assumption 9.
Assumption 13 (Uniquely solvable DAEs). We assume all the (generalised) circuit elements described with DAEs
like
F?
(
d
dt
d?(x?, i?,v?),x?, i?,v?, t
)
= 0 , (4.13)
are well posed in the sense that, for either a given current excitation
i? = f?(t) (4.14)
or voltage excitation
v? = g?(t) , (4.15)
the initial value problem formed by (4.13) with (4.14) or (4.15) and some consistent initial conditions for x?,
i? and v? is uniquely solvable.
Amultiport element could, in a general case, be structurally different on each port and thus behave, for exam-
ple, like a capacitance-like element on one port and an inductance-like element on the other. In addition, it
could also change its structure depending on the state variables, time or frequency. These cases, however, are
not considered in the generalised element definitions presented here and could yield to an index that depends
not only on the topology of the circuit, but also on other properties like e.g. time.
Remark 18. Even though the systems of DAEs in Definitions 19-20 in principle allow state-dependent mani-
folds such as ker ∂∂x′F (d′(x),x, t) or im ∂∂x′F (d′(x),x, t), this could lead to numerical difficulties. However,
all the systems considered in this work do not have this dependency and can be described by a more struc-
tured differential equation like (3.29) fulfilling Assumption 12. Therefore, we do not further examine these
complicated cases.
4.2 Analysis of the Coupled System
Having defined the three generalised elements, we can now study the DAE that is obtained from describing a
circuit’s behaviour containing these type of elements with modified nodal analysis. The structure and content
of this section follows [55].
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4.2.1 Generalised elements in MNA
We consider a circuit containing inductance-like, capacitance-like and resistance-like elements. As in Exam-
ples 2, 3 and 4 we have shown that classical (and flux-charge formulated) inductances, capacitances and
resistances are described by our generalised element definitions, we can describe our circuit with the follow-
ing system of DAEs
Aε
d
dt
qε + Aρiρ + Aµiµ + AViV + AIis(t) = 0 , (4.16a)
Fµ
(
d
dt
dµ(xµ, iµ),xµ, iµ,A
>
µ e, t
)
= 0 , (4.16b)
Fε
(
d
dt
dε(xε,A
>
ε e),xε,
d
dt
qε,A
>
ε e, t
)
= 0 , (4.16c)
Fρ
(
d
dt
dρ(xρ, iρ,A
>
ρ e),xρ, iρ,A
>
ρ e, t
)
= 0 , (4.16d)
A>Ve− vs = 0 . (4.16e)
Here, the vector-valued functions Fµ, Fε and Fρ contain, for circuits with nµ (nε and nρ) inductance-like
(capacitance-like and resistance-like) elements, on the i-th block-diagonal entry the DAE describing the i-th
inductance-like (capacitance-like and resistance-like) element. Note that, inspired by the flux-charge formu-
lation of MNA, the capacitance-like elements are embedded into Kirchhoff’s current law through the charges
qε rather than introducing the currents iε = ddtqε explicitly.
Whereas in MNA, the currents through branches containing resistances iR are directly replaced by their
lumped element model in KCL (2.55a), in the MNA system containing the generalised elements (4.16), iρ is
kept as a degree of freedom in (4.16a). In addition to this, in the conventional MNA (2.54), the charges of the
capacitances qε are also replaced by their lumped voltage relation in (2.54a). However, in our system (4.16)
the charges are kept as, a priori, the explicit charges-to-voltage relation of capacitance-like elements can be
unkown. These structural differences in the system, however, do not imply changes in the analysis’s results
that follows. Therefore, if it is required and possible, the currents iρ and the charges qε can be replaced by
their lumped element models in (4.16a).
4.2.2 DAE index of the circuit
To state the index results of the generalised elements MNA (4.16) in terms of the properties of some matrices,
we define, like in [18], the projector Q? onto ker A>? .
Theorem 1 (DAE index of the circuit). Consider a circuit containing inductance-like elements (µ), capacitance-
like elements (ε) coupled through charges (qε), resistance-like elements (ρ) fulfilling Assumption 13 and voltage
(V) and current (I) sources. Let the circuit be described with modified nodal analysis (4.16) and fulfil Assump-
tion 10. Then, the system of differential algebraic equations (4.16) has differential index
(i) 1 or less, if there are no cutsets of only current sources and inductance-like elements (Iµ-cutsets), that is,
ker(Aρ Aε AV)
> = {0}
nor loops of only voltage sources and capacitance-like elements, with at least one voltage source (εV-loops),
that is,
ker Q>ρ AV = {0} .
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(ii) 2, otherwise.
Proof. The proof follows analogous to the differential index proof in [18] by considering resistance-like ele-
ments instead of resistances, capacitance-like elements accounting for the capacitances and inductance-like
elements replacing the inductances.
Remark 19. If the capacitance-like elements are coupled to the circuit with the currents iε as degrees of
freedom instead of the charges qε, the system also has index 2 when containing loops of only capacitances.
However, as mentioned before, the index results do not change depending on whether currents through
resistance-like elements are part of the degrees of freedom or not.
This result is consistent with the index results of classic and flux-charge formulated MNA in [18], where
it is stated that the systems have index 2 when the circuit contains LI-cutsets or CV-loops. In [55], the
corresponding index results are presented for circuits of MNA containing also inductance-like elements. In
[24] a more elaborate proof is given for the index of circuits containing even more general elements. The
result coincides with the one obtained here.
Remark 20. Note that the classification of elements is unique in the sense that one element “?” fulfilling
Assumption 13 can not be classified as two different generalised element types. Otherwise, contradictions
could arise, as their would exist circuits where either their current (I?-cutset) or voltage (?V-loop) excitation
would yield a DAE that is both index 1 and index 2 (see Theorem 1).
4.2.3 Linearity of the index 2 components
The system arising from classical as well as flux-charge formulated MNA has a special structure, as the index
2 components appear linearly in the original system [132]. This property eases the handling of the DAE even
in the case of having index 2. Here, for example, consistent initialisation is facilitated [129, Chapter 2.3]
and the numerical error that can occur due to the DAE’s sensitivity towards perturbations is controllable, as
it is not propagated in time [22]. The property can be expanded to circuits containing generalised elements,
provided the inductance-like element has a special structure.
Proposition 2 (Linear index 2 components [55]). If in all the inductance-like elements contained in µI-cutsets,
the voltage appears linearly, that is, they have the structure
0 = Fµ
(
d
dt
dµ(xµ, iµ),xµ, iµ,vµ, t
)
= F˜µ
(
d
dt
dµ(xµ, iµ),xµ, iµ, t
)
+ Bvµ ,
with a constant matrix B ∈ R(ndof+nµ)×nµ , then the index 2 components of the MNA DAE with refined models
(4.16) for circuits fulfilling Assumption 10 appear always linearly in the system.
Proof. Following the differential index proof in [18] with the modifications for the refined models’ system
(4.16), it can be seen that the index 2 components, that is, the components that are defined by the hidden
constraints, are the node potentials in ρI-cutsets and the currents through branches of voltage sources in
εV-loops. Therefore, if QερV is a projector onto ker(Aε Aρ AV)> and Q¯V−ε is a projector onto ker Q>ε AV,
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then QερVe and Q¯V−εiV are the possible index 2 components. The only instances where those can potentially
appear in the original DAE are in KCL (4.16a)
Aε
d
dt
qε + Aρiρ + Aµiµ + AV(P¯V−ε + Q¯V−ε)iV + AIis(t) = 0
and in the equation describing the inductance-like element
Fµ
(
d
dt
dµ(xµ, iµ),xµ, iµ, A
>
µ (PερV + QερV)e , t
)
= 0 ,
with complementary projectors PερV = I −QερV and P¯V−ε = I − Q¯V−ε. If in all inductance-like elements
in µI-cutsets, the voltage appears linearly, then (4.16b) can be rewritten as
0 = Fµ
(
d
dt
dµ(xµ, iµ),xµ, iµ, A
>
µ (PερV + QερV)e , t
)
= F˜µ
(
d
dt
dµ(xµ, iµ),xµ, iµ,A
>
µPερVe, t
)
+ B˜QερVe
and thus all index 2 variables appear linearly in the original system.
Remark 21. The structure of the capacitance-like and resistance-like elements do not influence the linearity
of the index 2 components as long as capacitance-like elements are coupled through the charges instead of
the currents.
4.3 Classification of field models
In the following we present refined models that can be classified according to our generalised elements
definitions. The examples and analysis follows [24], [55].
Remark 22. For the entire chapter and thus the results that are presented in it we consider Assumptions 1-8
for all domains and materials, as well as Assumption 11 for the discretisation, to be fulfilled.
4.3.1 Discrete gauging
Some systems of PDEs, such as for example the magnetoquasistatic curl-curl equation for the ~A∗ formulation
(2.20), are not uniquely solvable due to the gauging freedom. This property is inherited by their semidiscrete
counterparts that, even with incorporated boundary and initial conditions, are not uniquely solvable. To deal
with this impasse, discrete gauging can be performed.
The gauging conditions can be applied in different ways. For example in [20], [133], an additional equation
describing the gauging condition is added to the original semidiscrete system of equations. Alternatively,
in [83], a term is added to the stiffness matrix yielding a uniquely solvable system. Some iterative solvers,
such as the conjugate gradient method, implicitly gauge the system and thus return a valid solution of the
system of equations without the need of explicitly using a gauging condition [134]. Another alternative is
the so-called tree-cotree gauge [135], [136]. This method allows gauging curl-curl equations by deleting the
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degrees of freedom that span divergence fields and thus keeping only unknowns that describe a divergence-
free solution.
For a simply connected region Ωt, a tree T is constructed on the mesh and the values of the degrees of
freedom that are on T are set to zero. For multiply connected regions, cuts have to be defined on the
domain Ωt to gauge correctly (see [98]). To incorporate tree-cotree gauging to our systems, we define a
projector P¯t that selects the remaining degrees of freedom. Pt is a matrix with full column rank, corre-
sponding to P¯t by deleting all its linear dependent columns. For more details about tree-cotree gauging
see [136].
4.3.2 Inductance-like elements
We present two different semidiscrete magnetoquasistatic field formulations that can be categorised as induc-
tance-like elements. For the index analysis of ~A∗ formulated field systems coupled to circuits, already known
results from [22] are confirmed by our study (see [55]), however, with a different approach than the previous
work. The index analysis of the field-circuit coupled systemwith ~T−Ω formulation was first presented in [55].
Related works, such as [21] do not consider fully three dimensional field problems nor give the index results
of the coupled system. The structure and content of this part follow [55].
Before presenting the analysis of both formulations, we state a preliminary result that eases the later study.
Proposition 3 (Inductance-like element [55]). An element which is described by the DAE
Fµ
(
d
dt
dµ(xµ, iµ),xµ, iµ,vµ, t
)
= 0 , (4.17)
where, after at most one time differentiation of its original equation
d
dt
Fµ
(
d
dt
dµ(xµ, iµ),xµ, iµ,vµ, t
)
= 0 (4.18)
and using only algebraic manipulations of (4.17) and (4.18), a system with the structure
d
dt
xµ = fx(xµ, iµ,vµ, t) (4.19)
d
dt
iµ = Lµ(iµ,xµ)
−1vµ + fi(xµ, iµ, t) (4.20)
can be obtained with positive definite Lµ(iµ,xµ), is an inductance-like device.
Proof. Equation (4.19) has already the same structure as (4.3) and, by defining an antiderivative ofLµ(iµ,xµ)
as φµ(iµ,xµ, t) :=
∫ iµ
iµ,0
Lµ(ξ,xµ)dξ, where iµ,0 is the initial value of iµ, equation (4.4) can be reconstructedwith
fφ(xµ, iµ,vµ, t) = vµ +
∂
∂xµ
(
φµ(iµ,xµ, t)
)
fx(xµ, iµ,vµ, t)
+ Lµ(iµ,xµ)fi(xµ, iµ, t) .
Property (i) of Definition 19 is fulfilled, as
∂
∂iµ
φ(iµ,xµ, t) = Lµ(iµ,xµ),
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is positive definite and thus non-singular and Property (ii) follows from
∂
∂vµ
(( ∂φ
∂iµ
)−1(
− ∂φ
∂xµ
fx − ∂φ
∂t
+ fφ
))
= L−1µ (iµ,xµ)
being positive definite.
~A∗ magnetoquasistatic formulation
For simplicity of notation, we first consider only field independent materials. After spatial discretisation of
the eddy current PDE with the ~A∗ formulation (2.20) together with its circuit coupling equations (2.29) and
(2.30), we obtain the semidiscrete system of DAEs
Mσ
d
dt
a + C>MνCa−Xsiµ = 0 (4.21a)
d
dt
X>s a− vµ = 0 . (4.21b)
Here, Xs is the spatial discretisation of the winding density function χs, where the k-th column represents
the discrete vector of the k-th winding function ~χk. The lumped parameters iµ and vµ are the vectors of
currents and voltages, respectively.
The gauging freedom of the curl-curl equation in the non-conducting region Ωcc is inherited by its spatially dis-
cretised counterpart. Therefore, a gauge condition is required to ensure a uniquely solvable system.
Assumption 14 (Gauged ~A∗ formulation [55]). We assume the DAE (4.21) is gauged with a tree-cotree gauging
and thus rewrite it as
M¯σ
d
dt
ared + K¯νared − X¯siµ = 0 (4.22a)
d
dt
X¯>s ared − vµ = 0 , (4.22b)
where M¯σ = P>t MσPt, K¯ν = P>t C>MνCPt and X¯s = P>t Xs, and such that the matrix pencil λM¯σ + K¯ν
with λ ∈ R is regular.
Assumption 15 (Discrete winding function [55]). The semidiscrete and gauged winding function X¯s is assumed
to have the following properties
(i) X¯s has full column rank.
(ii) im X¯s ⊥ imM¯σ.
The last assumption translates properties of the continuous winding functions and their domains, presented
in Assumption 6, into properties of their discrete winding matrices. Property (i) is inspired by the fact that
different columns of X¯s are discretisations of different winding functions ~χ(j)s that, according to Assump-
tion 6, have disjoint support. Also, the conducting domain Ωc and the source domain Ωs are disjoint, which
leads to Property (ii). This could be relaxed, in case the two domains might touch each other but is kept
for simplicity.
58
Proposition 4 ( ~A∗ inductance-like element [55]). Provided Assumptions 14 and 15 are fulfilled, then the
semidiscrete gauged system of DAEs arising from the curl-curl ~A∗ formulation together with its circuit coupling
equation (4.22) forms an inductance-like element.
Proof. We start by defining a projector Qσ onto ker M¯σ and its complementary Pσ = I−Qσ, to split system
(4.22) onto
M¯σ
d
dt
ared + P
>
σ K¯νared −P>σ X¯siµ = 0 (4.23a)
Q>σ K¯νared −Q>σ X¯siµ = 0 (4.23b)
d
dt
X¯>s ared − vµ = 0 . (4.23c)
Due to the definition of the projection matrices, and using the fact that M¯σ is symmetric, M¯σ + Q>σQσ is
positive definite and thus invertible. Multiplication of the first equation (4.23a) by (M¯σ + Q>σQσ)−1 yields
an ODE for Pσ ddtared
Pσ
d
dt
ared = fσ(ared, iµ) .
Using Assumption 14, Q>σ K¯νQσ + P>σPσ is positive definite. After one time differentiation of (4.23b), its
multiplication by (Q>σ K¯νQσ+P>σPσ)−1, and the insertion of fσ(ared, iµ), the following expression is obtained
Qσ
d
dt
ared = (Q
>
σ K¯νQσ + P
>
σPσ)
−1
(
Q>σ fσ(ared, iµ)−Q>σ X¯s
d
dt
iµ
)
. (4.24)
The equation for (Pσ + Qσ) ddtared is then inserted into (4.23c), which leads to
d
dt
iµ = L
−1
µ vs + fs(ared, is) , (4.25)
with Lµ = X¯>s Qσ(Q>σ K¯νQσ + P>σPσ)−1Q>σ X¯s. This can be used in (4.24) to obtain an ODE for Qσ ddtared
Qσ
d
dt
ared = f0(ared, iµ,vµ) .
Combining both the expressions for Qσ ddtared and Pσ ddtared leads to an ODE like (4.19) for xµ = ared.
Using Assumption 15, Q>σ X¯s has full column rank and therefore Lµ is positive definite. Thus (4.25) is
an expression of the type (4.20) which, according to Proposition 3 means that it has the structure of an
inductance-like element.
The last proposition, together with Theorem 1 proofs that the ~A∗ curl-curl equation coupled to a circuit
influences behaves like inductances from the index point of view. The special case of the excitation of the
field system either with a voltage or a current source is a particular circuit and the following Corollary is
immediately deduced.
Corollary 1 (Excitation index of the ~A∗ formulation [55]). Let Assumptions 14 and 15 hold, then the semidis-
crete gauged system of equations of the ~A∗ formulation with circuit coupling equation (4.22) has differential index
• 1, if the voltage vµ is given as a function of time.
• 2, if the current iµ is given as a function of time.
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Combining Proposition 4 and Theorem 1 leads to the same index result as the previous work in [22].
Remark 23. In [20] it is shown that different gauge conditions can change the index of a semidiscrete field
system for the specific case of full Maxwell’s equations with the A-φ formulation. However, in our case,
even though the analysis is performed for eddy current problems with a tree-cotree gauging condition, the
same results follow analogously for other types of gauges, as long as the gauging condition still ensures
Assumption 15 is fulfilled. This holds in particular for the gauging condition considered in [22].
~T − Ω magnetoquasistatic formulation
Again we start by analysing the ~T −Ω formulated magnetoquasistatic DAE for materials that are only space-
dependent. After a space discretisation method is applied to the ~T −Ω formulation’s PDE (2.24) and their cir-
cuit coupling equations (2.31) and (2.33), the following semidiscrete system of DAEs
C>MρCt + Mµ
d
dt
t + S˜>
d
dt
Ψ + Ys
d
dt
iµ = 0 (4.26a)
S˜Mµ
(
t + S˜>Ψ + Ysiµ
)
= 0 (4.26b)
Y>s Mµ
(
d
dt
t + S˜>
d
dt
Ψ + Ys
d
dt
iµ
)
− vµ = 0 , (4.26c)
is obtained. Here, the matrix Ys represents the spatial discretisation of the winding function for the source
magnetic field strength (2.31).
Remark 24. As it can be visualised in Figure 2.3, the (discrete) magnetic vector potential a and the (discrete)
electric vector potential t are dual quantities. Therefore, in FIT, if a is defined at the primal mesh and thus
the primal curl operator C is applied to it, t should be defined at the dual mesh and the dual curl operator
C˜ = C> should be used. This is important to be made consistently for a correct coupling or usage of
both formulations.
Primal and dual space form a one-to-one relation between each other, as the primal space is the dual space
of the dual. Therefore, as long as within one problem the duality between the degrees of freedom is chosen
consistently, G or G˜ can both be correctly used as primal mesh. Therefore, for the analysis of the systems
as well as the separate simulation of them, only the internal quantities of each system, e.g. t and Ψ in the
~T − Ω case, are to be located consistently. For simplicity of notation and implementation (e.g. the re-usage
of matrices) we use the primal curl operator C for its application to the semidiscrete electric vector potential
t and choose the rest consistently.
Again a gauging freedom arises for the electric vector potential on the conducting region Ωc where t is
nonzero. Note that thematrixPt applyed for the tree-cotree gauging to the degrees of freedom t in the follow-
ing assumption is not the same than the one of the semidiscrete ~A∗ formulation (4.22).
Assumption 16 (Gauged ~T −Ω formulation [55]). We assume the semidiscrete ~T −Ω system (2.24) is gauged
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with a tree-cotree gauge and thus consider the DAE
P>t C
>MρCPttred + P>t Mµ
(
Pt
d
dt
tred + S˜
> d
dt
Ψ + Ys
d
dt
iµ
)
= 0 (4.27a)
S˜Mµ
(
Pttred + S˜
>Ψ + Ysiµ
)
= 0 (4.27b)
Y>s Mµ
(
Pt
d
dt
tred + S˜
> d
dt
Ψ + Ys
d
dt
iµ
)
− vµ = 0 , (4.27c)
where the matrix Kρ = P>t C>MρCPt is positive definite and thus det(Kρ) 6= 0.
Proposition 5 (Gradient free gauging [55]). The semidiscrete, gauged field Ptx can not be represented by a
gradient field, that is, for x,y 6= 0,
Ptx 6= S˜>y .
Proof. The proposition follows from Assumption 16, that is, the gauging property of the truncated projector
matrix Pt, and Lemma 1(a).
Proposition 6 (Discrete Helmholtz split [55]). For all x ∈ Rn, there exist x1 ∈ Rm, x2 ∈ Rn, such that
x = S˜>x1 + M−1µ C
>x2 ,
with n,m ∈ R such that S˜> ∈ Rn×m and C ∈ Rn×n.
Proof. Using Lemma 1(a) and the positive definiteness of Mµ, im (M−
1
2
µ C) ⊆ ker(S˜M
1
2
µ ). Furthermore, as,
due to Lemma 1(b), dim ker(S˜M
1
2
µ ) = rank(M
− 1
2
µ C),
ker(S˜M
1
2
µ ) = im (M
− 1
2
µ C
>) .
Terefore, for all y ∈ Rn, there exist y1 ∈ Rm and y2 ∈ Rn, such that
y = M
1
2
µ S˜
>y1 + M
− 1
2
µ C
>y2 .
As M−
1
2
µ is positive definite, there exists an y0 ∈ Rn with x = M−
1
2
µ y0 = S˜
>x1 + M−1µ C>x2.
Assumption 17 (Discrete current densities [55]). For the spatially discrete winding density function of the
~T − Ω formulation Ys and Pt the tree-cotree gauging matrix,
0 6= CYsx 6= CPty, for x,y 6= 0 .
Note that the previous assumption forces the semidiscrete source current density, which is built by applying
the curl to the source magnetic field density
js = Chs = CYsx ,
to be different from the conduction current density that arises from the application of the curl operator to
the electric vector potential
jc = CPty .
This holds, as js has only nonzero support in the (stranded) source domainΩs, whereas the conduction current
density jc is only nonzero in Ωc and both domains are disjoint due to Assumption 6. Furthermore, both matri-
ces are constructed to have full column rank and thus are 6= 0 for x,y 6= 0.
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Proposition 7 (~T − Ω inductance-like element [55]). Given Assumptions 16 and 17 are fulfilled, then the
semidiscrete, gauged system of DAEs arising from the ~T−Ω formulation together with its circuit coupling equation
(4.27) is an inductance-like element.
Proof. The first step is to find, with at most one time differentiation of the original problem, an ODE expression
for the internal degrees of freedom x>µ = (t>red Ψ>) depending on xµ, iµ and vµ (see equation (4.19)).
One time differentation of equation (4.27b) allows to obtain, by inverting the positive definite matrix Lµ =
S˜MµS˜
> (see Assumption 11 and Lemmas 1 and 2),
d
dt
Ψ = −L−1µ S˜MµPt
d
dt
tred − L−1µ S˜MµYs
d
dt
iµ . (4.28)
In the following, an expression for ddttred is to be found from (4.27a). For that, (4.28) is inserted into (4.27a),
which yields
(P>t WPt)
d
dt
tred = −P>t WYs
d
dt
iµ −P>t KρPttred , (4.29)
where W = Mµ −MµS˜>L−1µ S˜Mµ. Now, the positive definiteness of (P>t WPt) is shown by rewriting W as
W = M
1
2
µQµM
1
2
µ ,
with the symmetric projector and therefore positive semidefinite matrix Qµ = (I −M
1
2
µ S˜>L−1µ S˜M
1
2
µ ). As-
suming there exists x such that x>P>t WPtx = 0, then, as W is positive semidefinite, W
1
2 Ptx = 0, which
implies WPtx = 0. This, however, due to the definition of W leads to the equality Ptx = S˜>L−1µ S˜MµPtx,
which due to Proposition 5 can only hold for x = 0. Therefore, (P>t WPt) is positive definite and thus can
be inverted in the expression (4.29) to obtain
d
dt
tred = −(P>t WPt)−1P>t WYs
d
dt
iµ − (P>t WPt)−1P>t KρPttred . (4.30)
Combining the expressions for ddtΨ (4.28) and ddttred (4.30) with the circuit coupling equation (4.23c) yields
vµ = Lµ
d
dt
iµ −Y>s WPt(P>t WPt)−1Kρtred , (4.31)
where Lµ = Y>s WPYs, with WP = (W −WPt(P>t WPt)−1P>t W). The last equation allows to extract an
expression for ddt iµ, if Lµ is shown to be positive definite. Let us verify this analogously to P>t WPt: Again
we can write WP = W
1
2 QWW
1
2 , with the symmetric projector QW. Similarly to the previous case, showing
that (W−WPt(P>t WPt)−1P>t W)Ysx = 0 only for x = 0 implies the positive definiteness. For x such that
(W −WPt(P>t WPt)−1P>t W)Ysx = 0,
WYsx = WPty , (4.32)
with y = (P>t WPt)−1P>t WYsx . Using Proposition 6, we make the splitting
Ysx = S˜
>x1 + M−1µ C
>x2 and Pty = S˜>y1 + M−1µ C>y2 ,
and rewrite the equality (4.32) with the splitting as
WYsx = C
>x2 = WPty = C>y2 .
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Assumption 17 states that, for x,y 6= 0,
CM−1µ C
>x2 = CYsx 6= CPty = CM−1µ C>y2 ,
and thus C>x2 6= C>y2 and WYsx 6= WPty. Therefore, x>Lµx = 0 implies x = 0 and thus Lµ is positive
definite. Inverting it in (4.31) yields the expression
d
dt
iµ = L
−1
µ vµ + L
−1
µ Y
>
s WPt(P
>
t WPt)
−1Kρtred , (4.33)
The combination of (4.28), (4.30) and (4.33) yields an ODE for the internal variables Ψ and tred.
Furthermore, equation (4.33) with the positive definite Lµ is like (4.20), which concludes the proof.
Again, like in the case of its dual formulation, the magnetoquasistatic ~T −Ω DAE coupled to a circuit has the
same index behaviour as inductances. The same corollary follows for the particular circuit that couples the
DAE to either a voltage or a current source.
Corollary 2 (Excitation index of the ~T − Ω formulation [55]). Let Assumptions 16 and 17 hold, then the
semidiscrete, gauged system of equations of the ~T − Ω formulation together with the circuit coupling equation
(4.27) has differential index
• 1, if the voltage vµ is given as a function of time.
• 2, if the current iµ is given as a function of time.
Thus in both magnetoquasistatic formulations, a voltage excitation is structurally preferable, as the resulting
DAE has a lower index and as a consequence conveys less numerical and analytical difficulties.
Field-dependent materials
For the analysis of both the ~A∗ (4.22) and the ~T −Ω (4.27) formulations we considered materials that had no
field dependencies and thus were only space dependent. However, the analysis is easily expandable for field-
dependent material matrices. In that case, the reluctivity matrix Mν(b) and the permeability matrix Mµ(h)
depend on the semidiscrete magnetic flux density b = Ca and magnetic field strength h = Ct+S˜>Ψ+Ysiµ,
respectively. This has to be taken into account whenever time derivatives are taken and the chain rule has to
be applied. For example, Faraday’s law (4.27a) as well as the circuit coupling equation (4.27c) in the ~T −Ω
DAE are
Kρtred +
d
dt
(Mµ(h)h) = 0, and
d
dt
(
Y>s Mµ(h)h
)
− vµ = 0 .
Applying the chain rule
d
dt
(Mµ(h)h) =
∂
∂h
(Mµ(h)h)
d
dt
h
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yields
Kρtred + Mµ,d(h)
d
dt
h = 0, and
Y>s Mµ,d(h)
d
dt
h− vµ = 0 ,
where Mµ,d(h) is the differential permeability matrix, which is built analogous to the classic permeability
matrix by considering the differential permeability µd from Section 2.2.1 instead of the chord [67] material
µ. A detailed proof of this chain rule differentiation step for the reluctivity matrix in the ~A∗ formulation
can be found in [113, Appendix A.3] and [70, Chapter 3]. The permeability matrix follows analogously.
Therefore, every instance of the chord material matrices Mµ and Mν is replaced by the differential material
matricesMµ,d andMν,d, whenever a time derivative is taken for field-dependent materials. As the differential
material tensors are positive definite, whenever Assumption 4 on the BH curve is given (see Proposition 1), the
differential material matrices are also positive definite and the inductance-like proofs for Propositions 4 and 7
can be immediately transferred to the case of field-dependent materials.
Corollary 3. Provided Assumptions 15, 16 and 17 hold, then the semidiscrete, gauged ~A∗ and ~T −Ω DAE with
circuit coupling equation and field-dependent materials (4.22) and (4.27) are inductance-like elements.
Proposition 8 (Linear index 2 components). The semidiscrete, gauged ~T −Ω (4.27) and ~A∗ (4.22) systems of
equations fulfilling Assumptions 15, 16 and 17 with field-dependent materials and coupled to circuits described
with MNA lead to DAEs with linear index 2 components.
Proof. The proof follows immediately, as both systems (4.27) and (4.22) are inductance-like elements with
the structure described in Proposition 2.
As it is explained in Section 2.5.6, the ~A∗ and the ~T −Ω formulations are complementary and live on spaces
that are dual to each other in Maxwell’s house. In the extension of the diagram of Figure 2.5, it can also
be visualised that the voltages and current excitations are also dual to each other. Combining these two
properties could lead to the intuition that, whereas for the ~A∗ formulation a voltage excitation is more con-
venient from the index point of view, for the ~T − Ω system a current excitation could be better. This would
correspond to exciting the problem with the quantity that is on the same side of the diagram as the potentials
of the corresponding formulation. However, the analysis shows that this is not the case, as both systems are
inductance-like elements and voltage excitations lead to index 1 whereas imposing the current yields index 2
systems. Therefore, here the index results are rather connected to the physics, that describes inductive and
resistive effects, than the formulation.
4.3.3 Capacitance-like element
The next approximation of Maxwell’s equations we conside is the PDE for electroquasistatics in terms of the
electric scalar potential presented in Section 2.5.2. We follow the structure of the analysis in [24] and again,
for simplicity of notation, consider field-independent materials.
First, a spatial discretisation is applied to the BVP composed by the PDE for eletroquasistatics with the ex-
citation through inhomogeneous boundary conditions (2.37) and the circuit coupling equation (2.37). For
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the discrete version of the Dirichlet lift and thus to incorporate the inhomogeneous boundary conditions, we
start by defining the total electric scalar potential
φ¯ = φ+ Υvε
and consider its space discrete counterpart Φ¯. The spatial discretisation matrices are obtained with only
homogeneous boundary conditions on Γdir,0 and Γneu,0 and then we define a projector P¯s onto the degrees of
freedom of Φ¯ lying on Γs. Its complementary projector Q¯s = I − P¯s is truncated to obtain a matrix Qs with
full column rank, by deleting the linear dependent columns. Now we can split the semidiscrete total electric
scalar potential as
Φ¯ = QsΦ + Ysvε ,
where Ys is the spatial discretisation of the Dirichlet lift function tensor Υ and QsΦ represent the remaining
degrees of freedom.
Proposition 9 (Full column rank excitation). The spatial discretisation matrix of the Dirichlet lift function Ys
has full column rank.
Proof. This proposition follows from the definition of the continuous Dirichlet lift function (Definition 5),
whose k-th column is only nonzero in Γ(k)s and zero everywhere else of Γ. As the different ports Γ(k)s are
disjoint between each other by construction, (Ys)i,j 6= 0, for (Ys)i,j being in Γ(j)s , whereas (Ys)i,k = 0, for
k 6= j. Therefore, the columns are linearly independent and the matrix has full column rank.
The semidiscrete eletroquasistatic field DAE [24], [58] can be written as
Q>s LσQsΦ + Q
>
s LεQs
d
dt
Φ + Q>s LσYsvε + Q
>
s LεYs
d
dt
vε = 0 , (4.34a)
Y>s LσQsΦ + Y
>
s LεQs
d
dt
Φ + Y>s LσYsvε + Y
>
s LεYs
d
dt
vε = iε , (4.34b)
whereLσ = S˜MσS˜> andLε = S˜MεS˜> are two generalised Laplacematrices.
Proposition 10 (Discrete lift function [24]). Given the truncated projector matrix Qs and the spatial discreti-
sation of the Dirichlet lift function Ys,
Qsx1 6= Ysx2, for x1,x2 6= 0 .
Proof. This property follows directly from the definition of both matrices. The discrete excitation matrix
(Ys)i,j 6= 0 for (Ys)i,j in Γ(j)s . However, the image ofQs is the complementary of the image of P¯s and therefore
projects onto the complementary of Γs. Due to Proposition 9, Ys has full column rank and by construction also
Qs. Therefore both have a trivial kernel and, as their images are complementary, the proposition holds.
Proposition 11 (Electroquasistatic capacitance-like element [24]). The semidiscrete system of differential
equations arising from an electroquasistatic setting with circuit coupling equation (4.34) is a capacitance-like
element.
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Proof. We first try to write an ODE for the internal degrees of freedom xε = Φ in terms of Φ, vε and iε.
Due to Assumption 11 and Lemma 2, Lε is positive definite and, using the full column rank of Qs, we extract
from (4.34a) without the need of any time differentiation
d
dt
Φ = − (Q>s LεQs)−1Q>s LσQsΦ
− (Q>s LεQs)−1
(
Q>s LεYs
d
dt
vε + Q
>
s LσYsvε
)
. (4.35)
The expression for ddtΦ can now be inserted into (4.34b) to obtain
iε = Y
>
s
(
I− LεQs(Q>s LεQs)−1Q>s
)
LσQsΦ
+ Y>s
(
I− LεQs(Q>s LεQs)−1Q>s
)
LσYsvε
+ Y>s
(
Lε − LεQs(Q>s LεQs)−1Q>s Lε
)
Ys
d
dt
vε . (4.36)
Let us verify thatCε = Y>s
(
Lε − LεQs(Q>s LεQs)−1Q>s Lε
)
Ys is positive definite. AsLε is symmetric positive
definite, its square root exists and is also symmetric positive definite and we rewrite
Cε = Y
>
s L
1
2
ε
(
I− L
1
2
ε Qs(Q
>
s LεQs)
−1Q>s L
1
2
ε
)
L
1
2
ε Ys ,
where
(
I− L
1
2
ε Qs(Q
>
s LεQs)
−1Q>s L
1
2
ε
)
is a symmetric projector and thus positive semidefinite. Therefore,
Cε is positive semidefinite. Let us consider a vector x, such that x>Cεx = 0, then,(
I− L
1
2
ε Qs(Q
>
s LεQs)
−1Q>s L
1
2
ε
)
L
1
2
ε Ysx = 0 ,
This implies
L
1
2
ε Ysx = L
1
2
ε Qs(Q
>
s LεQs)
−1Q>s LεYsx
whose multiplication by L−
1
2
ε yields the equality Ysx = Qsy, where y = (Q>s LεQs)−1Q>s LεYsx. Using
Proposition 10 and 9 this implies x = 0. Thus Cε has full rank and is therefore positive definite.
Inverting Cε in (4.36) and inserting into (4.35) yields an ODE for the internal variable ddtΦ as a function of
Φ, vε and iε, without the need of any time differentiation of the original system.
In addition, the inversion of Cε in (4.36) yields an equation like (4.8) that fulfills the required properties of
capacitance-like elements in Definition 20.
Considering the special circuit case of coupling the electroquasistatic differential equation to a voltage or
current source yields the following corollary.
Corollary 4 (Excitation index of the electroquasistatic formulation). The semidiscrete system of differential
equations of electroquasistatics together with the circuit coupling equation (4.34) has differential index
• 1, if the current iε is given as a function of time.
• 2, if the voltage vε is given as a function of time.
Therefore, in contrast to the inductance-like elements, here a current excitation is preferred, as this yields a
lower index DAE than prescribing the voltage.
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Field-dependent materials
Analogous to the examples presented for the inductance-like elements, in the analysis we only considered
linear material relations, that is, materials that only depended on space. However, again, the extension of our
results to field-dependent materials can be easily obtained. In this case the conductivityσ and the permittivity
ε depend on the semidiscrete electric field strength e = S˜>QsΦ + S˜>Ysvε. The field dependencies have to
be taken into account on the time derivatives of the electric flux density in Ampère’s law and the circuit
coupling equation
Q>s S˜
(
Mσ(e)e
)
+ Q>s S˜
d
dt
(
Mε(e)e
)
= 0, and
Y>s
(
Mσ(e)e
)
+ Y>s
d
dt
(
Mε(e)e
)
− iε = 0 .
For all time derivatives we apply the chain rule and obtain the final system
Q>s LσQsΦ + Q
>
s Lε,dQs
d
dt
Φ + Q>s LσYsvε + Q
>
s Lε,dYs
d
dt
vε = 0 ,
Y>s LσQsΦ + Y
>
s Lε,dQs
d
dt
Φ + Y>s LσYsvε + Y
>
s Lε,dYs
d
dt
vε = iε ,
with Lε,d(e) := S˜Mε,d(e)S˜>, where Mε,d is the differential permittivity matrix. Again the chord material
matrices are to be replaced by the differential material matrices whenever a time derivative is taken. As due
to Assumption 5 the differential permittivity is positive definite, all the previous proofs hold immediately also
for field-depentent materials.
Corollary 5. The semidiscrete electroquasistatic differential equation with circuit coupling equation and field-
dependent materials (4.34) is a capacitance-like element.
Proposition 12 (Electroquasistatic linear index 2 components). The semidiscrete electroquasistatic differential
equation with field-dependent materials and coupled to circuits described with MNA leads to a DAE with linear
index 2 components.
Proof. This follows immediately as the index 2 components only depend on the voltage sources and the
inductance-like elements (see Proposition 2).
Remark 25. Please note that, as it has been stated before, for capacitance-like elements coupled to circuits
through the currents iε instead of the charges qε, also iε can be an index 2 component on loops of only
capacitances. However, as iε also appears linearly on the electroquasistatic differential equation with circuit
coupling equation (4.34), the index 2 components appear linearly in the original DAE even for the case of
coupling through the currents.
4.3.4 Resistance-like element
For the next refinedmodel we consider the curl-curl equation for the simulation of eddy current effects inmag-
nets with superconducting coils presented in Section 2.7. Again, for simplicity, we consider field-independent
materials at the beginning. The analysis and results of this sectionwere first presented in [24].
67
We consider the PDE of the inter-filament coupling currents (2.40), whose excitation is performed through
the source current density coupled to the circuit with the winding function (2.30) and the circuit coupling
equation (2.29). Applying a spatial discretisation, the system of DAEs
C>Mν,τeqC
d
dt
a + C>MνCa = Xsiρ (4.37a)
d
dt
X>s a− vρ = 0 (4.37b)
is obtained, where Mν,τeq is the material matrix for the product of the reluctivity and the cable time constant
ντeq of (2.39). For the analysis we start by defining the orthogonal projector Qτ onto ker C>Mν,τeqC and its
complementary asPτ = I−Qτ . This allows to state the following assumptions.
Assumption 18 (Excitation of homogenisation model [24]). We assume that
(i) the discrete magnetic vector potential a is gauged such that C has full column rank.
(ii) the circuit excitation is only performed on the coils’ region, i.e., Q>τ Xs = 0.
The first part of the assumption is required to obtain a uniquely solvable system (4.37). We do not explicitly
apply a gauging condition to our system, as we only consider two dimensional magnets cross-sections. For
two dimensional settings where the magnetic vector potential only has one perpendicular component that de-
pends on the other two dimensions (e.g. ~A = Az(x, y)~ez), the gauging condition is automatically fulfilled.
The second part of the assumption is motivated as the discrete counterpart of Assumption 8. Here, both the
eddy currents as well as the circuit coupling is performed on the region of the coilsΩs.
Proposition 13 (Homogenisation model resistance-like element [24]). Given Assumption 18 holds, then the
semidiscrete homogenisation eddy current system for inter-filament coupling currents with circuit coupling equa-
tion (4.37) is a resistance-like element.
Proof. Again we start by trying to write an ODE for the internal degrees of freedom xρ = a.
We first split the equation (4.37a) with the projectors Q>τ and P>τ into
C>Mν,τeqC
d
dt
a + P>τ C
>MνCa = P>τ Xsiρ (4.38)
and
Q>τ C
>MνCa = Q>τ Xsiρ . (4.39)
Without the need of any time differentiation and due to the definition of P>τ , we can extract from (4.38) an
ODE for Pτ ddta
Pτ
d
dt
a = (C>Mν,τeqC + Q
>
τ Qτ )
−1(P>τ Xsiρ −P>τ C>MνCa) . (4.40)
One time differentiation of (4.39) and exploiting Assumption 18 as well as the positive definitenes of Mν
and the definition of the projector matrices yields
Qτ
d
dt
a = −(Q>τ C>MνCQτ + P>τ Pτ )−1Q>τ C>MνCPτ
d
dt
a . (4.41)
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An ODE for Qτ ddta is obtained by inserting (4.40) into (4.41), which yields an ODE for the internal degrees
of freedom xρ = (Pτ + Qτ )a with one time differentiation of the original DAE.
Using again Assumption 18 and inserting the ODE (4.40) into the circuit coupling equation yields
vρ = X
>
s
d
dt
(Pτa + Qτa) = X
>
s
d
dt
Pτa
= X>s Pτ (C
>Mν,τeqC + Q
>
τ Qτ )
−1(P>τ Xiρ −P>τ C>MνCa) .
Please note that no time differentiation of the original system was required to obtain this expression. Differ-
entiating this once and inserting again (4.40) gives the expression
d
dt
vρ = G
−1
ρ
d
dt
iρ + fτ (a, iρ) , (4.42)
with a positive definite G−1ρ := X>s Pτ (C>Mν,τeqC + Q>τ Qτ )−1P>τ Xs. Its positive definiteness follows im-
mediately from the positive semidefiniteness of Mν,τeq , the definition of the projector matrices and the full
column rank of Xs and Assumption 18. Thus we have obtained an expression of the type (4.12) fulfilling the
properties of the resistance-like elements in Definition 21.
Corollary 6 (Excitation index of the homogenisation model). Let Assumption 18 holds, then the semidiscrete
homogenisation eddy current system for inter-filament coupling currents with circuit coupling equation (4.37)
has differential index
• 1, if the current iρ is given as a function of time.
• 1, if the voltage vρ is given as a function of time.
Thus, in this case, both excitations yield an index 1 system and no preference is given in terms of the index
of the DAE.
Field-dependent materials
Again for the first analysis we considered constant material matrices Mν and Mν,τeq , however, specially in the
quench simulation of superconducting accelerator magnets, nonlinearities occur in both material relations,
as both strongly depend on the magnetic flux density b = Ca.
Due to the construction of the homogenisation term in (2.39), this nonlinearity only affects the time differen-
tiations performed during the proof of Proposition 13. Therefore, to obtain the ODE term of Qτ ddta in (4.41),
the differential reluctivity matrix Mν,d is obtained, which is also positive definite and thus that part of the
proof still holds. The second time differentiation
d
dt
vρ =
d
dt
(
Gρ(b)
−1iρ
)− d
dt
(
X>s Pτ (C
>Mν,τeq(b)C + Q
>
τ Qτ )
−1P>τ C
>Mν(b)Ca
)
is taken to obtain the resistance-like element’s expression (4.42). Here, the product rule is applied on the ex-
pressionGρ(b)−1iρ, which, after inserting the ODE expression for ddta yields an equation of the same structure
like (4.42) and the same definition forGρ(b)−1, however with a different fτ (a, iρ).
This last eddy current homogenisation model, in contrast to the classical ~A∗ or ~T − Ω formulations, is clas-
sified as a resistance-like and not an inductance-like element. However, this does not contradict the physics
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described by the equation, as a magnetoquasistatic approximation of Maxwell’s equations both describes
resistive as well as inductive effects. The eddy current effects described by the homogenisation model are
present in the same coils where the excitation of the field problem takes place. This is different from the eddy
current effects described by the classical magnetoquasitatic PDEs of the inductance-like examples, where the
eddy current effects appear only on the conducting region, which is disjoint from the domain of the excita-
tion coils.
For an intuitive visualisation of how this can happen, we present two different circuits that yield similar
results. Let us consider an inductance (L) and resistance (R) connected in series and in parallel. The first
case can be described by the equation
vµ = L
d
dt
iµ +Riµ ,
which clearly is an inductance-like element. However, the second one is governed by the relation
d
dt
iρ =
1
L
vρ +
1
R
d
dt
vρ ,
that is classified as a resistance-like element. Both circuits describe resistive and inductive effects, however,
similarly to the differentmagnetoquasistatic models, they behave and are classified differently.
4.4 Conclusion
In this chapter, three generalised element definitions have been presented and a topological index result has
been derived for circuits containing these type of elements. It has been shown that important approximations
of Maxwell’s equations can be described by generalisations of resistances, inductances and capacitances. This
classification eases the index analysis of circuits containing refined models, as it is enough to analyse the
structure of only the refined model to determine which generalised element it corresponds to in results for
the entire coupled system in terms of the topology of the circuit.
The analysis of the refined models has confirmed in the case of the ~A∗ formulation already known results
(see [22]) and has also offered new index results for other approximations and formulations of Maxwell’s
equations [24], [55]. The classification of the different field models yielded surprising outcomes. First the
fact that, even though the ~A∗ and the ~T −Ω formulations have dual degrees of freedom and the voltage and
current excitations are dual too, voltage prescription has resulted in both cases in a lower index 1 system.
Second, the resistance-like classification of the eddy current model used for superconducting coils, where
both voltage as well as current excitation has yielded an index 1 DAE.
The following section presents the iterative time domains methods that are used for the simulation of multi-
physical systems, especially those arising from field-circuit coupling.
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5 Iterative Methods in Time Domain
The simulation of large, coupled, multiphysical problems typically poses considerable challenges. Their mul-
tiphysical character frequently involves the coupling of systems of equations with different mathematical
properties, time rates and sizes, whose coupled solution has to be numerically approximated together with
one method. Furthermore, specially when considering space-discretised finite element (or FIT) models, each
subsystems can become very large and computationally costly to solve. One such case is the simulation of
the LHC’s quench protection system [5], where electric circuits are coupled to several eddy current problems
and heat equations for each magnet. To simulate such types of systems, special numerical methods shall be
presented, that may ease as well as speed up the computation.
In this chapter two time domain simulation algorithms are presented that can be applied to field-circuit cou-
pled systems. Co-simulation techniques (in particular the waveform relaxation (WR) method [25]) are used
[5], [32], [137] to exploit the different mathematical properties of the systems. Also, to further speed up the
computation time, the Parareal algorithm [42] is presented and adapted to the case of DAEs. It is a parallel-in-
timemethod that is able to parallelise the simulation of initial value problems.
The content and structure of this chapter is based on [56], [57] and it is structured as follows: Section 5.1
deals with the waveform relaxation algorithm. At the beginning, the algorithm itself is presented and some
already known theoretical results are recalled. WR is an iterative method whose convergence can be sped up
by means of optimised Schwarz methods [37], [138]. Here they are applied to field-circuit coupled systems
arising from eddy current models for superconducting coils. This yields an optimised waveform relaxation
algorithm that can be efficiently applied to the simulation of quenches in accelerator magnets. Section 5.2
deals with Parareal. Again the classic algorithm and known theoretical results are explained at first as well
as a special version of the algorithm called micro-macro Parareal [139]. In the end, difficulties the Parareal
algorithm may have when used for differential algebraic equations are explained and a modification of the
algorithm for its usage on index 2 DAEs is introduced. In the end, a specific structured DAE is studied in
terms of Parareal and the implicit Euler method. The last section combines waveform relaxation and Parareal
into one algorithm with the focus in field-circuit coupled systems. An improved algorithm based on optimised
Schwarz methods and micro-macro Parareal is given.
5.1 Optimised Waveform Relaxation
The simulation of coupled multiphysical problems can be dealt with in several ways. They can either be
solved in a monolithical way, where the different physical equations are coupled together in a potentially
large system [140], [141], or they can be co-simulated [31], [32], [142]. These techniques allow to solve
the systems separately and exchange information between them to connect their behaviour. Some algo-
rithms, such as the waveform relaxation method [143], perform this information exchange iteratively and
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Figure 5.1: Multiscale andmultirate behaviour of LHC’s quench simulation problem [5]. © [2018] IEEE.
thus convergence to the coupled (monolithical) solution must be proven for ODEs and even specific structured
DAEs [28], [30].
Whereas, at first glance, solving the monolithic system may seem less complicated, this can convey several
difficulties and inconveniences. First of all, the different subsystems arising from distinct physical equations
may exhibit different time scales (see Figure 5.1) and thus different time step sizes could be potentially
used (see e.g. [3]). Furthermore, most existing simulation software is specialised in one type of physics or
systems. For example, SPICE solvers are able to simulate electric circuits, whereas other software such as
GetDP, CST or COMSOL are specialised in space discretisation of PDEs e.g. arising from electromagnetic field
problems. As it has been mentioned before, the systems have different mathematical properties and thus are
typically tackled with different time integration techniques and linear solvers. Additionally, some software
(especially commercial code) do not allow extracting the system’s information that is required to perform a
monolithic coupling, such as e.g. the Jacobian of the systems’ matrices or even the system matrices itself.
Here, only variables in an input-output manner can be exchanged, which makes a monolithic simulation
in practice impossible. Exploiting the multirate behaviour, different features of the subsystems and already
existing code is possible by means of co-simulation. This allows to solve the systems separately with their
own specific software, techniques and time step sizes, and only the co-simulation framework has to be built
around them (see e.g. [5]).
Even though the waveform relaxation algorithm can be applied to various types of subsystems such as e.g.
[144] for controller-circuit coupling, this work focuses on its usage on field-circuit coupled systems. In these
type of problems, a multirate behaviour is expected, which can be exploited by the algorithm (see e.g.[3],
[56]). The co-simulation methods are implemented in the STEAM (Simulation of Transient Effects in Ac-
celerator Magnets) platform, which brings a framework that implements the WR method as a hierarchical
co-simulation algorithm [5] for the different physics involved in the simulation of quench effects in acceler-
ator magnets.
To speed up the convergence of the WR iteration, optimised Schwarz methods can be used [37], [138]. In
[138], these type of methods are used to optimise the convergence of a WR scheme for the one dimensional
advection reaction diffusion equation. Other works, such as [38], [39], [145], [146], optimise the infor-
mation exchange between circuit subsystems or even in field-circuit coupled problems (see [40]). In [144]
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Figure 5.2: Schematic of waveform relaxation algorithm with two subsystems and windowing.
lower and upper bounds for WR iterations are given for the coupling of controller and circuit systems. This
section presents the work of [56], where optimised Schwarz waveform relaxation is applied to field-circuit
coupled systems arising from the eddy current equation for interfilament coupling currents in superconduct-
ing coils.
5.1.1 Introduction
In the following we briefly introduce the fundamentals of the waveform relaxation algorithm and its connec-
tion to optimised Schwarz methods.
Waveform relaxation
Waveform relaxation is a co-simulation technique originally introduced for the simulation of large electric
networks [25]. Given an initial value problem on time t ∈ I, the algorithm starts by dividing the original (cou-
pled) monolithic system into m subsystems which are then solved separately. Iteratively, information is ex-
changed between them so as to converge to the original, monolithic solution.
Often this methodology is not done on the entire time window I, but windowing is performed. Here, I is di-
vided intoNWR subwindows IWRn = [TWRn−1 TWRn ), n = 1, . . . , NWR with T0 = t0 of size ∆TWR and the iteration is
carried out on only one window. Once convergence up to a certain tolerance is achieved, the scheme is applied
on the next window. This is repeated until all subwindows are simulated. For a schematic of the waveform
relaxation algorithm with two subsystems and windowing see Figure 5.2.
Remark 26. Note that all windows In, n = 1, . . . , NWR do not necessarily have to be of the same size. One
possibility is to dynamically change the window size for convergence speed reasons with some window size
control algorithm [147]. This is of particular importance if no or only very few iterations are to be used within
the co-simulation algorithm (e.g. weak coupling) and for real-time simulations. For simplicity of notation we
will not consider windows of different sizes.
Let us consider the initial value problem with consistent initial condition
F
(
d
dt
x,x, t
)
= 0
x(t0) = x0 ,
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Algorithm 1 Waveform relaxation algorithm for 2 subsystems. For a Gauss-Seidel algorithm set d = k, for
Jacobi d = k − 1.
1: initialise: x1,init ← x1,0, x2,init ← x2,0
2: for j ← 1 to NWR do
3: make initial guess x01, x02
4: initialise: x0 ←
[
x01
x02
]
5: k ← 1
6: while error > tol do
7: solve IVP F1
(
d
dtx
k
1,x
k
1,x
k−1
2 , t
)
= 0, xk1(Tj−1) = x1,init, t ∈ Ij
8: solve IVP F2
(
d
dtx
k
2,x
k
2,x
d
1, t
)
= 0, xk2(Tj−1) = x2,init, t ∈ Ij
9: xk ←
[
xk1
xk2
]
10: compute error e.g. error← maxt‖xk − xk−1‖
11: increment k ← k + 1
12: end while
13: update: x1,init ← xk−11 (Tj), x2,init ← xk−12 (Tj)
14: end for
for t ∈ I and split into m = 2 subsystems
Fi
(
d
dt
xi,xi,ui, t
)
= 0
xi(t0) = xi,0
with degrees of freedom xi, input ui and i = 1, 2. WR either of Gauss-Seidel or Jacobi type can be applied to
the given splitting of the monolithic system. Algorithm 1 presents the pseudocode of the waveform relaxation
algorithm for these two subsystems.
The convergence of WR is known and studied for ODEs and particularly structured DAEs. In [148] it is shown
that, for linear ODEs of the type
x′ = Kx + f(t)
on a time interval of size HWR, the waveform relaxation algorithm converges superlinearly with error bound
(CHWR)
k
k! on the k-th WR iteration for a certain constant C. The nonlinear case is studied in [143], [149] for
ODEs with the structure
A(x,u)x′ = f(x,u)
with globally invertible mass matrix A and Lipschitz continuous function f . Again, the algorithm converges
superlinearly with error bound
(C1HWR)
k
k!
eC2HWR ,
for constantsC1, C2 [26, Chapter 7]. For a detailed survey on different types of waveform relaxation algorithm
and its convergence for ODEs we refer to [26].
In [27]–[30], [33], convergence of the WR algorithm is studied for systems of DAEs. Even for the elemental
case of coupled index 1 DAEs that can be written in semi-explicit form
y′ = f(y, z)
0 = g(y, z)
(5.1)
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with nonsingular ∂∂zg, convergence can not be guaranteed in the general case [28]. In [30] different conver-
gence rates are presented for two coupled systems of DAEs depending on their coupling structure.
Theorem 2 (Waveform relaxation convergence order [28]–[30]). Considering a splitting of the index 1 DAE
(5.1) into two index 1 systems
d
dt
y1 = f1(y1, z1,y2, z2)
d
dt
y2 = f2(y1, z1,y2, z2)
0 = g1(y1, z1,y2, z2) 0 = g2(y1, z1,y2, z2) ,
then, a Gauss-Seidel waveform relaxation scheme starting with system 1 has convergence rate
• r = O(HWR) + α for fully coupled systems [28], [29].
• r = O(HWR) for couplings with ∂g1∂z2 = 0 [30].
• r = O(H2WR) for couplings with ∂g1∂y2 = 0,
∂g1
∂z2
= 0, ∂g2∂y1 = 0 and
∂g2
∂z1
= 0 [30].
Thus, for fully coupled systems, α < 1 has to be fulfilled for the algorithm to converge. For special cases where
the two subsystems have less variable dependencies between each other, linear convergence or even quadratic
convergence order can be achieved. Note that e.g. for the case where linear convergence order is achieved in a
Gauss-Seidel scheme (∂g1∂z2 = 0), using Jacobi WR only ensures a convergence rate of r = O(α) (c.f. [30]). Foramore detailed overview of the rigorous convergence analysis see [28]–[30].
Remark 27. More recently, a convergence criterion for index 2 DAE coupled to an ODE has been presented
in [150], [151]. For the particular case of an index 2 electric network with LI-cutsets the criterion is given in
terms of topological properties of the coupling structure between the element and the circuit. A test example
for the criterion can be found in Section 6.2.
Optimised Schwarz waveform relaxation
Optimised Schwarz methods are domain decomposition methods arising from classical iterative Schwarz
methods [37]. The latter are iterative methods to solve Dirichlet boundary value problems by means of di-
viding the domain into smaller overlapping subdomains, solving them separately and iteratively exchanging
information between them to converge to the original problem. In optimised Schwarz methods, these it-
erative process is expanded, so as to allow the division into non-overlapping domains. Their convergence
can still be ensured by means of improving the information exchange, also called the transmission con-
dition. These type of methods optimise the transmission condition so as to ensure the iteration process
converges faster.
Intuitively, the optimised Schwarz waveform relaxation methods interpret the WR algorithm as a Schwarz
method through time. Applying this to coupled systems arising from different models is sometimes called
heterogeneous domain decomposition [152]. In Figure 5.3 a sketch of how thewaveform relaxation algorithm
of Figure 5.2 can be visualised as a domain decomposition method is given. This new point of view allows
the usage of optimised Schwarz techniques to optimise the transmission conditions between the subsystems
and hereby converge faster.
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Figure 5.3: Sketch of WR scheme as heterogeneous domain decomposition.
5.1.2 Optimised Schwarz for accelerator magnets
In the following we apply the optimised Schwarz waveform relaxation methodology to derive optimised
transmission conditions for the co-simulation of magnetoquasistatic field problems and circuits, in particular
for the simulation of the LHC quench protection system. However, the idea is bases on Schur complements in
frequency domain and can be easily transferred to other cases (see [153]).
The coupled system we consider consists of the two PDEs arising from the heat equation and the eddy current
field description due to inter-filament coupling currents. Their semidiscrete systems is afterwards coupled to
the DAE modelling the surrounding circuitry. After spatial discretisation of the PDEs (2.40) (2.41), the DAE
Ks
(
a
)da
dt
+ Kν
(
a
)
a−Xsi = 0 (5.2a)
v −X>s
da
dt
= 0 (5.2b)
Mρ,C
dt
dt
+ Kkt− q(a) = 0 (5.2c)
vt − R˜s(t,a, i)i = 0 (5.2d)
is obtained, with the field system matrices Ks := C>Mν,τeqC and Kν := C>MνC. Here, no classic eddy cur-
rent effects are modelled and thusMσ = 0. The heat equation stiffness matrix isKk = S˜>MkS˜ and R˜s(t,a, i)
denotes the semidiscrete ohmic resistance on the coils extracted as in (2.44).
The circuit equations arising fromflux-chargeMNA (2.55) can be described by the DAE
Ac
dx
dt
+ Bc
(
x
)
x + Pi = f(t) (5.3a)
P>x− v = 0 (5.3b)
Q>x− vt = 0 , (5.3c)
where x contains the circuit’s node potentials, fluxes, charges and the currents across voltage sources and
inductances, and P and Q are full rank incidence matrices for the field and heat equation systems, respec-
tively. The field and temperature systems are coupled to the circuit in series connection. For a visualisation
of their circuit stencil see Figure 5.4.
76
PDE
Field Heat
v vt
Figure 5.4: Circuit stencil of superconducting magnet and heat equation.
We split the monolithic system (5.2)-(5.3) into two subsystems and simulate them with the waveform relax-
ation algorithm [3], [56]. The system is split, such that the eddy current together with the heat equation
(5.2) form one subsystem1 and the circuit DAE (5.3) the other one. We apply the Gauss-Seidel type waveform
relaxation and a priori consider the intuitive information exchange of voltages and currents. As it has been
shown in Section 4.3, the semidiscrete eddy current equation for inter-filament coupling currents (5.2a)-
(5.2b) is a resistance-like element and thus there is no preferred voltage or current excitation from the index
point of view. We choose current excitation for the field problem and thus obtain the following Gauss-Seidel
WR scheme [56] for the k-th iteration
System 1 (circuit (5.3)) System 2 (magnetothermal (5.2))
Ac
d
dt
x(k+1) + Bcx
(k+1) + Pi(k+1)c = f(t) (5.4a)
v(k+1)c −P>x(k+1) = 0 (5.4b)
v
(k+1)
t,c −Q>x(k+1) = 0 (5.4c)
with the transmission conditions
v(k+1)c = v
(k)
m (5.4d)
v
(k+1)
t,c = v
(k)
t,m (5.4e)
Ks
d
dt
a(k+1) + Kνa
(k+1) = Xsi
(k+1)
m (5.5a)
X>
d
dt
a(k+1) = v(k+1)m (5.5b)
Mρ
d
dt
t(k+1) + Kkt
(k+1) = q
(
a(k+1)
)
(5.5c)
v
(k+1)
t,m = R˜
(k+1)
s i
(k+1)
m (5.5d)
with the transmission condition
i(k+1)m = i
(k+1)
c . (5.5e)
Here, ic, vc and vt,c are degrees of freedom of the circuit’s subsystem representing the currents through and
voltages across the branches containing field elements and the voltage across the heat equation’s branch,
respectively. The quantities im, vm and vt,m are analogously defined for the magnetothermal subsystem. The
simplifying notation R˜(k)s (t) = R˜s(t,a(t)(k), i(t)(k)m ) is used.
The Gauss-Seidel waveform relaxation algorithm for the magnetothermal-circuit co-simulation with non-
optimised transmission conditions based on [113, Chapter 5] is given in Algorithm 2. Note that for the
1The choice of coupling the magnetic and thermal systems monolithically is not mandatory. However, in the LHC quench protection
circuit examples simulated within STEAM both systems are implemented within the same software (COMSOL) and thus solving
them together is the intuitive option.
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Algorithm 2 Waveform relaxation Gauss-Seidel algorithm for magnetothermal-circuit co-simulation [56].
1: initialise: xinit ← x0, ic,init ← i0, vc,init ← v0 and vt,c,init ← vt,0
2: initialise: ainit ← a0, im,init ← i0, vm,init ← v0, tinit ← t0 and vt,m,init ← vt,0
3: for j ← 1 to NWR do
4: make initial guess v(0)m , v(0)t,m with constant extrapolation of initial values
5: k ← 1
6: while error > tol do
7: solve (5.4) on Ij with initial conditions xinit, ic,init vc,init and vt,c,init
8: solve (5.5) on Ij with initial conditions ainit, im,init, vm,init, tinit and im,init
9: compute error e.g. error← maxt‖ikm − ik−1m ‖
10: increment k ← k + 1
11: end while
12: update: xinit ← x(Tj), ic,init ← ic(Tj), vc,init ← vc(Tj) and vt,c,init ← vt,c(Tj)
13: update: ainit ← a(Tj), im,init ← im(Tj), vm,init ← vm(Tj), tinit ← t(Tj) and vt,m,init ← vt,m(Tj)
14: end for
initial guess, constant extrapolation of only the waveforms that are required for the transmission conditions
is performed. Higher order extrapolation can also be used which, however, typically yields higher constants
in the error bound terms and therefore is commonly not done [28].
As in [39], [40], we interpret the waveform relaxation algorithm as a Schwarz-type method and optimise the
transmission conditions (5.4d) and (5.5e) so as to speed up the convergence of the iterations.
Optimisation of the transmission condition
For the analysis we only consider the co-simulation of the circuit (5.4a)-(5.4b) and the eddy current problem
(5.5a)-(5.5b) and optimise only the transmission condition for the circuit (5.4d). For simplicity, we consider
settings with only one field element inside the circuit.
The first step that is commonly taken in the optimisation of the transmission condition is to linearise the origi-
nal system and rewrite it in frequency domain [38], [39]. Here, e.g. for original function x = ∫
R
xˆ(f)e2pijftdf
and its Fourier transform xˆ = ∫
R
x(t)e−2pijftdt, then d̂dtx = 2pijf xˆ and thus with angular frequency f = 2piω
we can rewrite the original system as
Acjωx
(k+1) + Bcx
(k+1) + Pi(k+1)c = g(ω) (5.6a)
v(k+1)c = P
>x(k+1) (5.6b)
v(k+1)c = v
(k)
m (5.6c)
and
Ksjωa
(k+1) + Kνa
(k+1) = Xi(k+1)m (5.7a)
X>jωa(k+1) = v(k+1)m (5.7b)
i(k+1)m = i
(k+1)
c . (5.7c)
Note that the degrees of freedom x, ic, vc, a, im and vm are now phasors and, formally, require the intro-
duction of new symbols. However, for simplicity of notation we overload the symbols of the original vectors
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as the difference is clear from the context. For the optimisation of the circuit’s transmission condition we
replace (5.6c) it by a linear combination
v(k+1)c = αi
(k+1)
c − αi(k)m + v(k)m (5.8)
and speed up the convergence of the WR iteration by choosing the weighting factor α. In the case where the
magnetothermal system is coupled to the circuit through several ports and thus the currents and voltages are
vectors, α is a matrix.
Following the analysis made in [38], the first step is to make sure that provided the waveform relaxation
algorithm has converged, the solution obtained with the classical transmission conditions is the same to the
solution obtained with the optimised transmission conditions. This ensures that the fixed point of the WR
scheme has not changed.
Proposition 14 (Convergence of classic and generalised transmission condition). If the waveform relaxation
algorithm for systems (5.6a)-(5.6a) and (5.7a)-(5.7b) has converged either with transmission conditions (5.6c)
and (5.7c) or (5.8) and (5.7c), the same solution is obtained.
Proof. Assuming the values obtained at k →∞ are written as v∞c , v∞m , i∞m and i∞c , the classical WR converges
to a solution where
v∞c = v
∞
m i
∞
m = i
∞
c , (5.9)
as here v(k+1)m = v(k)m = v∞m . Also, i(k+1)m = i(k)m = i∞m and in the optimised case the solution fulfils
v∞c = αi
∞
c − αi∞m + v∞m i∞m = i∞c ,
which is equivalent to (5.9) for all α.
Now that the correctness of the generalised transmission condition is verified, we can proceed to the opti-
misation of the contraction factor of the fixed point iteration performed by the waveform relaxation scheme.
The convergence of such type of iteration processes can be ensured, whenever the error between two subse-
quent iterations is contracted (c.f. [26]). To analyse the iteration error, we write a contraction factor ρ(α),
such that
||v(k+1)c − v(k)c || = |ρ(α)| ||v(k)c − v(k−1)c ||.
The scheme thus converges if ρ(α) < 1 and, the smaller the contraction factor, the faster it converges. In par-
ticular, for ρ(α) = 0, the iteration scheme converges immediately [39]. The next step is to find an expression
for the contraction factor ρ(α) to compute the value α for which ρ(α) = 0. As Assumption 18 and Lemma 2
are fulfilled, (Ksjω + Kν) is invertible and we have
v(k+1)m = jωX
>
s (Ksjω + Kν)
−1 Xsi(k+1)m . (5.10)
Provided there are no cutsets of only current sources and our field element (FI-cutsets), (Acjω + Bc) is
invertible. This holds as the system matrices Ac and Bc are equivalent to the ones that would be obtained
from MNA if the branches where field elements are located would contain current sources (c.f. [154]).
Therefore, the pencil is regular if no FI-cutsets are given.
Proposition 15 (WR in circuits with FI-cutsets). If the circuit contains cutsets of only current sources and
our field element, the waveform relaxation scheme with systems (5.6a)-(5.6a) and (5.7a)-(5.7b) and classic
transmission conditions (5.6c) and (5.7c) converges after at most two iterations.
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Proof. If the field element is in a cutset with only current sources iˆ1(jω), . . . , iˆnc(jω), then
i(k)c + iˆ1(jω) + . . .+ iˆnc(tjω) = 0 ,
as the sum of the currents in a cutset is zero (KCL). Note that this sum is possible, as we consider settings
with only one field element and thus i(k)c is a scalar-valued function in frequency domain. Due to the equality,
i
(k)
c does not depend on k and converges immediately. Using the transmission condition (5.7c), i(k)m converges
also after the second iteration, whose correct value is propagated to v(k)m due to (5.10) and consequently also
to v(k)c .
Using the equality v(k+1)c = v(k)m and (5.10) in the optimised transmission condition (5.8) and, for circuits
without FI-cutsets, we have
ρ(α) =
(I + αx−1P (ω))−1 (α− Z(ω))x−1P (ω) .
Here, the transfer impedance xP(ω) = P>(Acjω+Bc)−1P is invertible asP is the incidence vector of the field
element and therefore as full column rank. The impedance of the field readsZ(ω) = jωX>s (Ksjω + Kν)−1 Xs.
Optimal convergence of ρ(α) = 0 is attained for
α = Z(ω).
This value is cheaply computable in frequency domain. However, in time domain, Z(ω) becomes more compli-
cated as it includes (even inverted) time derivatives (jω=̂ ddt) that need to be computed. Therefore, finding a
simple approximation for it can ease the computation of the optimised transmission condition in time domain,
which would allow to apply it even for nonlinear problems.
Remark 28. For circuits with cutsets of only current sources and the field element, the classical waveform
relaxation transmission condition is already optimal (see Proposition 15).
Approximation of the optimised transmission condition
The next step is to approximate the impedance Z(ω) by a simpler expression which is easier to compute but
still allows a convergence speed up of the WR iterations. Given an invertible Kν , which is the case in our eddy
current for superconducting coils formulation (see Section 4.3.4), we rewrite
Z(ω) = jωX>K−
1
2
ν
(
I + jωK
− 1
2
ν KsK
− 1
2
ν
)−1
K
− 1
2
ν X ,
with K−1ν = K
− 1
2
ν K
− 1
2
ν For small enough ω such that
κ := ‖−jωK−
1
2
ν KsK
− 1
2
ν ‖ < 1 ,
we can use the Neumann series (I−T)−1 =
∞∑
l=0
Tl withT = −jωK−
1
2
ν KsK
− 1
2
ν to obtain
Z(ω) = jωX>K−
1
2
ν
∞∑
l=0
(
−jωK−
1
2
ν KsK
− 1
2
ν
)l
K
− 1
2
ν X . (5.11)
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Proposition 16 (Convergence of Neumann Series [56]). The Neumann series (5.11) is convergent for frequen-
cies
fmax <
1
2piτeq,max
,
with τeq,max = maxΩ τeq.
Proof. We know the series is convergent for κ < 1 and κ = ‖−jωK−
1
2
ν KsK
− 1
2
ν ‖. Therefore
κ ≤ ωmax‖K−
1
2
ν KsK
− 1
2
ν ‖ .
Given a positive semidefinite matrix M¯ν,τeq built with the positive semidefinite material ν(τeq,max− τeq) in Ωs
and ν in Ωcs , we have
κ ≤ ωmax‖K−
1
2
ν C
>(M¯ν,τeq + Mν,τeq)CK
− 1
2
ν ‖
= ωmax‖τeq,maxK−
1
2
ν (C
>MνC)K
− 1
2
ν ‖
≤ ωmaxτeq,max .
Thus, for ωmax < 1τeq,max , κ < 1 and the series converges.
Example 5. To exemplify the convergence criterion in terms of fmax, we will present real-life values for the
time constant τeq. It depends on the state of the superconducting cable and its material and is computed
as [99]
τeq(B) =
µ0
2
(
lf
2pi
)2 1
(c0 + c1B)feff,x
,
where lf is the filament twist-pitch, µ0 the vacuum permeability feff,x the relative amount of superconductor
in the cable matrix and c0 and c1 depend on the resistivity of the surrounding (copper) matrix. B is the mag-
nitude of the magnetic flux density and, for applications such as the quench simulation of the LHC magnets
can be bounded by 0 < B ≤ 10.
In [7], some values for these parameters can be found and for the example of a Nb-Ti dipole accelerator
magnet we have
lf = 1.5 · 10−2 m, c0 = 1.7 · 10−10 Ωm
c1 = 4.2 · 10−11 ΩmT−1, feff,x = 1 .
Therefore,
τeq <
µ0
2
(
lf
2pi
)2 1
c0feff,x
< 0.0211 s,
and the Neumann series is ensured to converge if fmax < 7.5Hz.
Taking only a finite amount of terms of the Neumann series, we can approximate the optimal α. If only the
first term is considered, that is l = 0, then
Z(ω) ≈ jωL := jωX>K−1ν X . (5.12)
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This leads to the optimised transmission condition
v(k+1)c = jωLi
(k+1)
c − jωLi(k)m + v(k)m , (5.13)
which in time domain can be written as
v(k+1)c =
d
dt
Li(k+1)c −
d
dt
i(k)m + v
(k)
m (5.14)
and corresponds to replacing the field model by an inductance and a correction term on the circuit [56] and
was proposed based on engineering intuition in [113], [142]. Extracting the inductance L is equivalent to
solving the magnetostatic system
curl νcurl ~A = ~χsi∫
Ω
~χs · ~A = L ,
with scalar unit current excitation i = 1A. This computation is not too costly and potentially allows saving
the higher computational cost that can arise from requiring more WR iterations if no optimised transmission
condition is used. Furthermore, the Neumann series leaves the possibility of considering higher order terms
and study their influence in the convergence speed up.
Even though the analysis for the optimised transmission condition has been performed for a linear system, it
can also be used for nonlinear problems in time domain. It has been previously shown that in practice the
optimised coupling improves the convergence of the WR algorithm not only for nonlinear problems, but also
for higher frequencies than expected [113, Chapter 6]. We will present the improved algorithm for nonlinear
time domain problems in the following section.
Optimised waveform relaxation for nonlinear problems
For nonlinear problems, that is, PDEswith field-dependentmaterials, the differential inductance
Ld =
∂
∂i
φ(i)
is required, where φ is the flux such that v = ddtφ.
Proposition 17 (Differential inductance matrix). The differential inductance Ld of a nonlinear magnetostatic
problem
Kν(a)a = Xsi
X>s a = φ
is constructed with the differential reluctivity matrix as
Ld = X
>
s
(
C>Mν,d (a(t)) C
)−1
Xs = X
>
s K
−1
ν,d (a(t)) Xs .
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Proof. We define the function F(a) as
F(a) := Kν(a)a = Xsi .
As it describes a well-posed magnetostatic problem, we know its inverse exists, we call it F−1 and fulfills
a = F−1(Xsi). Also,
φ = X>s a = X
>
s F
−1(Xsi)
and applying the chain rule yields
Ld =
∂
∂i
φ = X>s
∂
∂y
F−1(y) ,
with y = Xsi. Using the inverse function theorem [155, Chapter VII.7],
Ld = X
>
s
(
d
da
F(a)
)−1
Xs = X
>
s
(
d
da
(Kν(a)a)
)−1
Xs
and, as it is proven in [113, Appendix A.3] and [70, Chapter 3], dda (Kν(a)a) = Kν,d.
The differential inductanceLd inherits the time dependence of themagnetic vector potential in the differential
reluctivity and in the WR algorithm this yields
L
(k)
d (t) := X
>K−1ν,d
(
a(k)(t)
)
X .
In theory, this implies that L has to be computed and updated in every time step and for every waveform
relaxation iteration. However, in [56] a simplified method is implemented, where the differential inductance
is computed only on a working point a?
Ld = X
>K−1ν,d(a?)X (5.15)
and kept constant for the rest of the algorithm.
Remark 29. Note that, for high nonlinearities, the differential inductance extraction can be extended, as
keeping it constant might not suffice. For example it can be be extracted at the beginning of every new
window or every nL,d time steps. Heuristics methods could be used to decide when to update Ld, provided
the WR algorithm requires too many iterations to converge.
The new transmission condition reads
v(k+1)c (t) = Ld
d
dt
i(k+1)c (t) + ∆v
(k)
m (t) , (5.16)
where ∆v(k)m (t) is the correction term, necessary due to the linearisation and the approximation of the Neu-
mann series, and is defined as
∆v
(k)
m (t) := v(k)m (t)− Ld
d
dt
i(k)m (t) . (5.17)
Based on the optimised transmission condition for the field-circuit coupling, we also update the informa-
tion exchange between the circuit and the heat equation to exchange resistances instead of voltages [56].
Therefore, (5.4e) is changed to
v
(k+1)
t,c = R˜
(k)
s (t)i
k+1
c . (5.18)
The new, optimised WR algorithm is given in Algorithm 3.
Remark 30. For a system containing several magnets (magnetothermal elements), a mixed Jacobi Gauss-
Seidel approach can be taken, where the circuit is solved first separately (Gauss-Seidel) and field elements
are solved in parallel in one iteration (Jacobi).
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Algorithm 3 Optimised waveform relaxation Gauss-Seidel algorithm for magnetothermal-circuit co-
simulation [56].
1: initialise: xinit ← x0, ic,init ← i0, vc,init ← v0 and vt,c,init ← vt,0
2: initialise: ainit ← a0, im,init ← i0, vm,init ← v0, tinit ← t0 and vt,m,init ← vt,0
3: extract: Ld for a? = a0 using (5.15)
4: for j ← 1 to NWR do
5: compute: R˜(0)s (t)← R˜s(Tj−1,ainit, im,init)
6: make initial guess ∆v(0)m ← vm,init
7: k ← 1
8: while error > tol do
9: solve (5.4a)-(5.4c)) with transmission conditions (5.16) and (5.18) on Ij
and initial conditions xinit, ic,init vc,init and vt,c,init
10: solve (5.5) on Ij with initial conditions ainit, im,init, vm,init, tinit and im,init
11: compute ∆v(k)m (t) according to (5.16) and R˜(k+1)s (t)
12: compute error e.g. error← maxt‖ikm − ik−1m ‖
13: increment k ← k + 1
14: end while
15: update: xinit ← x(Tj), ic,init ← ic(Tj), vc,init ← vc(Tj) and vt,c,init ← vt,c(Tj)
16: update: ainit ← a(Tj), im,init ← im(Tj), vm,init ← vm(Tj), tinit ← t(Tj) and vt,m,init ← vt,m(Tj)
17: end for
5.2 Parareal
Specially coupled multiphysical problems can yield large stiff systems of equations whose simulations on large
time windows can be computationally very costly. One way to deal with this inconveniences is the usage of
further parallelisation. These exploit the high parallelisation capability of modern computers and computing
clusters to execute processes simultaneously and potentially reduce computation time.
Domain decomposition in space [156] are well established and used up to saturation. For further speed up or
if time domain simulation yields the bottleneck of computation time, time parallelisation can be a solution.
In simulations with large time windows especially arising from systems that require very small time-step
sizes such as for example due to pulsed excitations [157] or due to the special physics of the problem [49],
parallel-in-time methods are attractive. They allow the speed up of the simulation of initial or boundary value
problems arising from time-dependent (ordinary) differential equations. When co-simulation techniques are
used, these type of methods, in contrast to domain decomposition methods, are less intrusive and easy to
apply, as they can be incorporated into the co-simulation framework.
In the 60s, the need of parallelisation so as to speed up computation time was predicted and in [41], a parallel
method for the integration of ODEs is proposed. Rather recently, in 2001 the Parareal method was proposed
[42], [43], [45], a parallel-in-time method for initial value problems.
The Parareal algorithm works by dividing the simulation time window into smaller subwindows and solving
initial value problems on the subwindows in parallel. Two different solvers for the IVP are defined. First,
a computationally cheap solver is chosen, that is used sequentially by the algorithm and is responsible of
propagating information between the subwindows. Second, an expensive, accurate solver is required that
computes in parallel the solution on the windows. For the algorithm to reduce computation time as much
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Figure 5.5: Sketch of Parareal jumps across windows.
as possible, the choice of an appropriate cheap solver is of high importance. There are different approaches
taken, one of them resulting in the so-called micro-macro Parareal [139].
This work focuses on the usage of Parareal to field-circuit coupled systems. Already in [157], the Parareal
algorithm is applied to speed-up time-periodic problems with the example of a circuit with a pulsed excitation.
Other works, such as [49], [51] use Parareal on magnetoquasistatic field models of e.g. induction machines.
However, unlike in previous work, the special structure of the coupled systems that are considered is exploited
to further speed-up computation time.
In the following section we introduce the classic Parareal algorithm as well as the micro-macro version. Both
are then studied in the setting of differential algebraic equations.
5.2.1 Introduction
For a simulation time window I and an initial value problem
F
(
d
dt
x,x, t
)
= 0 (5.19a)
x(t0) = x0 , (5.19b)
with x : I → Rndof and consistent initial condition x0, I is divided into NPR smaller time windows IPRn =
[T PRn−1 T PRn ), n = 1, . . . , NPR with T0 = t0 of size∆TPR. Then,NPR initial value (sub-)problems
F
(
d
dt
x,x, t
)
= 0, t ∈ IPR1 , x(T0) = X0 ,
F
(
d
dt
x,x, t
)
= 0, t ∈ IPR2 , x(T1) = X1 ,
...
F
(
d
dt
x,x, t
)
= 0, t ∈ IPRNPR , x(TN−1) = XN−1 ,
with X0 = x0, can be solved in parallel, if the initial values (also called interface values) X0, . . .XN−1 are
known. However, X1, . . .XN−1 are a priori unknown to the initial value problem. The aim of Parareal (PR)
is to iteratively approximate them so as to converge towards the (correct) continuous solution x for t ∈ I.
To obtain a continuous solution, the jumps across windows (see Figure 5.5) arising from the unknown (and
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therefore wrong) initial conditions X1, . . .XNPR−1 have to be zero. Therefore, the matching conditions [45]
X0 − x0 = 0 ,
X1 −F(T1, T0,X0) = 0 ,
...
XNPR−1 −F(TNPR−1 , TNPR−2 ,XNPR−2) = 0
(5.20)
are defined to enforce continuity across the interfaces. Here, F denotes the solution of the initial value
problem (5.19) according to Definition 22.
Definition 22 (Coarse and fine propagators). We define
• F(t, Ti,Xi) the fine operator, which is the solution at time t of the initial value problem
F
(
d
dt
x,x, t
)
= 0, t ∈ IPRi+1, x(Ti) = Xi .
This solution is very accurate and assumed to be exact.
• G(t, Ti,Xi) the coarse operator. This, again, represents the solution at time t of the initial value problem
F
(
d
dt
x,x, t
)
= 0, t ∈ IPRi+1, x(Ti) = Xi ,
however is assumed to be computed in a cheap manner and thus less accurate.
The set of matching conditions (5.20) can be visualised as a root finding problem for the unknowns X1, . . . ,
XNPR−1 , whose solution is approximated by a Newtonmethod [44] for the (k+1)-th iteration as
Xk+10 = x0
Xk+1i = F(Ti, Ti−1,Xki−1)−
∂F
∂Xi−1
(Ti, Ti−1,Xki−1)(X
k+1
i−1 −Xki−1), for i ∈ 1, . . . , NPR − 1 .
This idea is well known in the context of multiple shooting method [44]. However, in Parareal, the Jacobian
∂F
∂Xi−1 of the update formula for the initial values in the Newton scheme is not computed analytically, but ap-
proximatedwith the coarse propagator G through finite differences [44] as
∂F
∂Xi−1
(Ti, Ti−1,Xki−1)(X
k+1
i−1 −Xki−1) ≈ G(Ti, Ti−1,Xk+1i−1 )− G(Ti, Ti−1,Xki−1) .
Note that, due to the requirement of the initial condition Xk+1i−1 of the (k+ 1)-th Parareal iteration for the first
coarse propagation term, this update has to be performed sequentially. However, as the coarse propagator has
been chosen to be cheap to compute, this is still computationally cheaper to compute than the original sequen-
tial simulation. For a visualisation of the final Parareal algorithm see Algorithm 4.
The convergence of the Parareal algorithm for ODEs is well understood. In [42], [43] convergence rate for lin-
ear ODEs is given for certain types of coarse propagators and for bounded and unbounded time intervals, re-
spectively. Later, in [45], the convergence of Parareal is studied for nonlinear IVPs
d
dt
x = f(x, t), t ∈ I, x(t0) = x0 .
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Algorithm 4 Classic Parareal algorithm [42], [43].
1: initialise: X¯0i ← 0, X˜0i ← 0
2: k ← 0
3: while error > tol do
4: initialise: Xk+10 ← x0
5: for i← 1 to NPR − 1 do
6: compute coarse: X¯k+1i ← G(Ti, Ti−1,Xk+1i−1 )
7: update: Xk+1i ← X˜ki + X¯k+1i − X¯ki
8: end for
9: for parallel: i← 1 to NPR do
10: compute fine: X˜k+1i ← F(Ti, Ti−1,Xk+1i−1 )
11: end for
12: compute error error← maxi‖Xk+1i −Xki ‖
13: increment k ← k + 1
14: end while
Theorem 3 (Parareal convergence [45]). Given the fine propagator F which is assumed to solve the IVP exactly
and a coarse propagator G that approximates F with a local truncation error bound C3∆T p+1PR and satisfies
F(Ti, Ti−1, t)− G(Ti, Ti−1, t) = cp+1(t)∆T p+1PR + cp+2(t)∆T p+2PR + . . . .
Furthermore, for cj continuously differentiable for all j and G fulfilling
‖G(Ti, Ti−1, t1)− G(Ti, Ti−1, t2)‖ ≤ (1 + C2∆TPR)‖t1 − t2‖ ,
then the error of Parareal on the k-th iteration is bounded by
‖x(Ti)−Xki ‖ ≤
C3
C1
(C1∆T
p+1
PR )
k+1
(k + 1)!
(1 + C2∆TPR)
i−k−1
k∏
j=0
(i− j) .
Micro-macro Parareal
The choice of the coarse propagator is of utmost importance to ensure a proper speed-up of the algorithm.
One typical election is to remain with the same time stepper that is used for the fine solution of the problem
F , however using a much bigger time step size [45], [49]. Typically, if implicit Euler is used, the coarse
propagator is chosen to perform the implicit Euler method but with a time step size of ∆TPR, that is, one time
step per window.
Other works, such as [50], [139], [158], not only ease the computation of the coarse propagator by chang-
ing the time stepper, but also consider a different, simplified problem on the coarse level, which allows to
speed up simulation time. In [50], the dynamics of the excitation of the original problem is reduced for
the computation of the coarse solution. Therefore, the time domain solution of the original set up is sim-
plified on the coarse level. Convergence for this form of Parareal is shown in the paper. Alternatively, in
[139], [158], the (spatial) degrees of freedom of the original model are reduced on the coarse level, which
leads smaller system matrices hereby reducing computational cost. This approach is called micro-macro
Parareal [139].
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Algorithm 5 Micro-macro-like Parareal algorithm inspired by [139].
1: initialise: X¯0i ← 0, X˜0i ← 0
2: k ← 0
3: while error > tol do
4: initialise: Xk+10 ← x0
5: for i← 1 to NPR − 1 do
6: compute coarse: X¯k+1i ← G(Ti, Ti−1,R(Xk+1i−1 ))
7: matching update: Xk+1i ← X˜ki + L(X¯k+1i )− L(X¯ki )
8: end for
9: for parallel: i← 1 to NPR do
10: compute fine: X˜k+1i ← F(Ti, Ti−1,Xk+1i−1 )
11: end for
12: compute error error← maxi‖Xk+1i −Xki ‖
13: increment k ← k + 1
14: end while
In micro-macro Paraeal, the coarse problem is not defined by the original (fine) IVP (5.19), but an alternative,
reduced (coarse) one
Fr
(
d
dt
xr,xr, t
)
= 0 (5.21a)
xr(t0) = xr,0 , (5.21b)
where xr : I → Rnr . Here, for example, model order reduction or multirate/multiscale techniques can
be used to obtain the reduced model. These methods allow to transform the original system into a nonstiff
smaller problem by leaving out the fast dynamics of the original model [139], [158]. As the solution obtained
from the coarse propagator G and the fine propagator F consist of different degrees of freedom, two addi-
tional operators need to be defined. These are reponsible ofmaking a correspondence between the solutions of
the coarse and fine models. We denote, inspired by the notation in [139]
• R : Rndof → Rnr the restriction operator that, given x0 an initial value for the original problem (5.19),
returns xr,0 a valid initial value for the reduced problem (5.21).
• L : Rnr → Rndof the prolongation operator. Here, an initial condition of the coarse problem (5.21) xr,0
is transformed into an initial condition for the fine problem (5.19) x0.
These two operators are assumed to be consistent to each other [139], that is,
R(L(X)) = X .
Now the original Parareal algorithm in Algorithm 4 can be expanded to a micro-macro Parareal version that
contains the prolongation and restriction operator (see Algorithm 5). For alternative micro-macro Parareal
algorithms we refer to [139].
5.2.2 Parareal for differential algebraic equations
The classic Parareal algorithm and theory is analysed and written for initial value problems arising from
ODEs. However, most systems of equations arising from the applications we consider are DAEs. In [48] the
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classic Parareal algorithm is applied to a system of DAEs without a special treatment, however, the correct
performance of the algorithm for arbitrary DAEs is not guaranteed. As it has been mentioned in Section 3.3.2,
the initial conditions for IVPs arising from DAEs have to be consistent and therefore can not be chosen freely.
Especially for higher index DAEs this is not a trivial issue. In Parareal, the initial conditions for the IVPs on
the subwindows IPRn are computed with the update formula
Xk+1i = X˜
k
i − X¯k+1i + X¯ki , (5.22)
with X˜ki := F(Ti, Ti−1,Xki−1) and X¯ki := G(Ti, Ti−1,Xki−1). This is a sum of solutions of the DAE with different
(consistent) initial conditions which are computed with different solvers or time step sizes. For nonlinear
problems, it is not ensured that the sum of solutions yields again a valid solution of the problem. This means
that even the sum of consistent initial conditions on the update formula could yield an inconsistent initial
condition afterwards (see Example 6).
Example 6. To exemplify the possible problematic behaviour in nonlinear systems we consider the index 1
DAE
d
dt
x = x + y
0 = x2y + y − sin(t) .
Assuming the consistent initial conditions at t0 = pi2
x0,1 = 0, y0,1 = 1 x0,2 = −1, y0,2 = 1
2
x0,3 = 1, y0,3 =
1
2
and “updating” them up by
x0,new = x0,1 − x0,2 + x0,3 = 2 y0,new = y0,1 − y0,2 + y0,3 = 1 ,
then the obtained initial conditions (x0,new, y0,new) are inconsistent.
In [46], [47] a way of coping with this issue is shown for multiple shooting methods and index 2 DAEs. Alter-
natively, in [49], Parareal is applied to an index 1 DAEwith a special structure that ensures that the initial con-
ditions obtained through the update formula are consistent. The rough idea in both cases is to only apply the
algorithm on the purely differential components of the DAE, that is, the degrees of freedom that are freely se-
lectable and then compute the consistent algebraic components accordingly. In [49] this is immediately done
by the usage of the implicit Euler method as the time integration scheme.
Let us imagine how Parareal could be properly applied to an initial value problem arising from a quasilinear
index 2 DAEs of the type (3.31)
A(x, t)
d
dt
x + b(x, t) = 0 (5.23a)
x(t0) = x0 (5.23b)
fulfilling Assumption 12 and with consistent initial condition x0. In e.g. [129], it is shown that the purely
differential components of these type of index 2 DAEs can be characterised by the projectors defined for the
tractability index in Section 3.3.1. That is, the differential components of the IVP (5.23) are
PP1(x, t)x
89
and the initial value problem can be uniquely solved if only PP1(x, t)x is prescribed. The rest of the com-
ponents, that is, (I − PP1(x, t))x, are algebraic degrees of freedom of the DAE. They can be consistently
computed according to the value of PP1(x, t)x [129]. Formally, the update formula should be applied only
to the differential components of the DAE. Therefore, inspired by a micro-macro type Parareal algorithm, we
change the classic update (5.22) to
Xˆk+1i = R(X˜ki , Ti)−R(X¯k+1i , Ti) +R(X¯ki , Ti) ,
Xk+1i = L(Xˆk+1i , Ti) ,
(5.24)
where
• The restriction selects the algebraic components of the solutions as R(X, t) = PP1(X, t)X.
• The prolongation L(Xˆ, t) = X computes the consistent algebraic components (I − PP1(Xˆ, t))Xˆ such
that PP1(X, t)X = Xˆ for Xˆ = PP1(Xˆ, t)Xˆ. For detailed information on how consistent initial condi-
tions for some types of DAEs can be computed see [129], [159].
As it can be seen in Algorithm 4, the update formula is computed sequentially. Thus the projection and
computation of consistent initial conditions in (5.24) is performed sequentially for all interfaces Ti, i =
1, . . . , NPR. If this operation is costly, computational time may be increased. There is software that computes
consistent initial conditions for DAEs based on algorithmic differentiation, such as e.g. InitDAE 2, and thus
could be applied for the prolongation operation. However, for black-box models arising e.g. from commercial
software, doing this step may not be straightforward, as extracting the system matrices of the DAE and thus
knowing its structure is not always possible. In the following we will consider a specific type of DAEs, where,
like in [49], the usage of implicit Euler as the time integrator is able to overcome these inconveniences
automatically.
Implicit Euler
In [49] it is shown that for index 1 DAEs arising frommagnetoquasistatic curl-curl systems of the type (4.22a),
using implicit Euler suffices to obtain consistent initial conditions without the need of changing the original
update formula of Parareal (5.22). We will generalise this result to index 2 DAEs with a mild assumption on
the structure which is relevant for most application examples we consider.
Before introducing the results, we present some preliminary theoretical definitions. Again we consider quasi-
linear DAEs as in (5.23) fulfilling Assumption 12.
Assumption 19 (Canonical projector [129, Chapter 1]). We assume the projector Q1(y,x, t) to fulfil
Q1(y,x, t)Q(t) = 0 .
This assumption is also taken in [129, Chapter 1], where it is shown that it can be taken without the loss
of generality.
Now we can define the projector T(y,x, t) onto im Q(t)Q1(y,x, t), which projects onto the index 2 variables
that are defined through the hidden constraints [129, Chapter 2.3] and its complementary U(y,x, t) =
I−T(y,x, t).
2InitDAE is a package for Python that is able to numerically compute the system’s index and consistent initial conditions https://www.mathematik.hu-berlin.de/~lamour/software/python/InitDAE/html/index.html.
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Assumption 20 (Index 2 projector [129]). We assume the considered DAE has a smooth only time depen-
dent space im Q(t)Q1(y,x, t) and thus T(t) is state independent as well as U(t). Furthermore, without loss of
generality, we choose T(t) such that [129, Chapter 2.3]
T(t)P(t) = 0 .
Note that from the definitions ofT(t) andP(t), alsoP(t)T(t) = 0 [129, Chapter 2.3].
Assumption 21 (Special structured DAE). We consider index 2 (tractable) DAEs with the structure
A
d
dt
x + b1(Ux, t) + B2Tx = 0
and constant projector matrices U and T. Furthermore, we assume that there exists a constant projector matrix
P∗1 with P∗1 = I−Q∗1 and Q∗1 being a constant projector onto im Q1(Ux, t).
Proposition 18 (Properties of the projectors [129]). Given an index 2 (tractable) DAE with its structure and
projectors fulfilling Assumptions 19, 20 and 21, then with G2(Ux, t) defined as in (3.30),
G2(Ux, t) = A +
(
∂
∂Ux
b1(Ux, t)U + B2T
)
Q +
(
∂
∂Ux
b1(Ux, t)U + B2T
)
PQ1(Ux, t) ,
it holds
(a) PP1(x, t)P = PP1(x, t).
(b) UQP1(x, t)P = 0.
(c) G2(Ux, t)−1A = P1(Ux, t)P.
(d) G2(Ux, t)−1B2T = T.
(e) PP1(x, t) = PP1(x, t)PP∗1.
Proof. Properties a) and b) follow from the definitions of the projectors and exploiting Assumptions 19 and 20.
Property c) is shown in [129, Chapter 2.3]. For the Property d), is suffices to show that B2T = G2(Ux, t)T,
which again follows immediately from the definition of the projectors and Assumptions 19 and 20.
The last property exploits Property a) and the fact that projectors Q1(x, t) and Q∗1 have the same image and
thus P1(x, t)P∗1 = P1(x, t) (see e.g. [119, Appendix A.1]).
Proposition 19 (Implicit Euler as prolongation). Given the two initial value problems arising from DAEs with
projectors following Assumptions 19, 20 and 21
Inconsistent IC Consistent IC
A
d
dt
x + b1(Ux, t) + B2Tx = 0 (5.25a)
x(t0) = x
0 (5.25b)
A
d
dt
x + b1(Ux, t) + B2Tx = 0 (5.26a)
x(t0) = x0 , (5.26b)
with inconsistent initial condition x0 and consistent initial condition x0 such that
PP∗1x
0 = PP∗1x0 ,
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then, after at most two implicit Euler steps starting with the inconsistent x0, we obtain a consistent value x2 and
x2 = x2 ,
where x2 is the solution obtained after two implicit Euler steps with the same stepsize but starting with the
consistent IC x0.
Proof. For the proof we follow steps taken in [129, Chapter 2.5] to compute consistent initial values for index
2 DAEs. We start by applying the implicit Euler method to both IVPs
Inconsistent IC Consistent IC
A
x1 − x0
h
+ b1(Ux
1, t) + B2Tx
1 = 0 (5.27a) A
x1 − x0
h
+ b1(Ux1, t) + B2Tx1 = 0 , (5.28a)
and multiply them by G2(Ux1, t)−1. Using Proposition 18.c) the systems are rewritten as
Inconsistent IC Consistent IC
0 = P1(Ux
1, t)P
x1 − x0
h
+ G2(Ux
1, t)−1b1(Ux1, t)
+ G2(Ux
1, t)−1B2Tx1
0 = P1(Ux1, t)P
x1 − x0
h
+ G2(Ux1, t)
−1b1(Ux1, t)
+ G2(Ux1, t)
−1B2Tx1 .
As I = T + U and applying Proposition 18.d), we can split the previous equations into
Inconsistent IC Consistent IC
0 = UP1(Ux
1, t)P
x1 − x0
h
+ UG2(Ux
1, t)−1b1(Ux1, t)
0 = TP1(Ux
1, t)P
x1 − x0
h
+ TG2(Ux
1, t)−1b1(Ux1, t) + Tx1
0 = UP1(Ux1, t)P
x1 − x0
h
+ UG2(Ux1, t)
−1b1(Ux1, t)
0 = TP1(Ux1, t)P
x1 − x0
h
+ TG2(Ux1, t)
−1b1(Ux1, t) + Tx1 .
The components Ux can be expanded as
Ux = PP1(Ux, t)x + PQ1(Ux, t)x + UQx ,
(see Proposition 18.b)). Applying this expansion together with Propositions 18.a) and e) and exploiting
PP∗1x0 = PP∗1x0, we obtain
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Inconsistent IC Consistent IC
0 = PP1(Ux
1, t)
x1 − x0
h
+ UG2(Ux
1, t)−1b1(Ux1, t)
0 = TP1(Ux
1, t)PU
x1 − x0
h
+ TG2(Ux
1, t)−1b1(Ux1, t) + Tx1
0 = PP1(Ux1, t)
x1 − x0
h
+ UG2(Ux1, t)
−1b1(Ux1, t)
0 = TP1(Ux1, t)PU
x1 − x0
h
+ TG2(Ux1, t)
−1b1(Ux1, t) + Tx1 .
The upper two equations defineUx1 andUx1 and are the same, as they only depend on x0. ThusUx1 = Ux1.
The lower two equations set the values for Tx1 and Tx1, which depend on Ux1, Ux0 and Ux1, Ux0,
respectively. We already have that Ux1 = Ux1. However, if Ux0 is not consistent, Tx1 is also inconsistent
and then Tx1 6= Tx1. Note that if Ux0 = Ux0, the proof would finish and the correct consistent values are
obtained after one Euler step.
For the case whereUx0 6= Ux0, the same steps can be applied a second time. This time, Tx2 andTx2, depend
only on Ux1, Ux2 and Ux1, Ux2, respectively. This time, however, both equations Ux2 = Ux2, as well as
Ux1 = Ux1 hold. Therefore, the same solution is obtained for x2 and x2 and the proof is concluded.
In [129, Chapter 2.7] a similar result is shown for DAEs with inconsistent initial condition x0 with con-
sistent variables U(x0 − x0) = 0 and thus the implicit Euler yields a consistent solution after one step
x1. We have generalised the result in [129, Chapter 2.7] to DAEs with only consistent components in
P(x0 − x0) = 0. Furthermore, in contrast to previous results, we have shown that the information ob-
tained from the differential components PP∗1x0 are not lost in the implicit Euler steps. This is the crucial part
for Parareal.
Remark 31. In [18] it is shown, that for flux-charge oriented MNA, im Q1(x, t) is constant. Therefore, there
exists a constant projector Q∗1 onto im Q1(x, t). Also, the mass matrix of flux-charge MNA is constant and the
index 2 components appear linearly in the system [18], therefore Assumption 21 is fulfilled for these type
of systems.
For systems following Assumption 21 (e.g. flux-charge MNA), using implicit Euler as time-stepper for Parareal
suffices to guarantee convergence. Similarly to [49], the differential components PP∗1 are required to be up-
dated by (5.24). However, restricting the update formula to only apply on this components is not required to
be done explicitly in these cases, due to the linearity ofPP∗1, the regular Parareal update
Xk+1i = X˜
k
i − X¯k+1i + X¯ki ⇒
PP∗1X
k+1
i = PP
∗
1X˜
k
i −PP∗1X¯k+1i + PP∗1X¯ki
already updates the differential components correctly. Performing at least two implicit Euler steps on the fine
level ensures the solutions obtained in the end to be consistent (see Proposition 19).
5.3 Parallelised Waveform Relaxation
In the following we will combine both algorithims of Section 5.1 and Section 5.2 to derive a time parallel
waveform relaxation scheme.
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Let us consider a multiphysical setting, whose simulation can not be performed in a monolithical manner and
co-simulation techniques are applied to it (see e.g. [5]). For these cases, combining the waveform relaxation
algorithm with Parareal allows the speed up of computation time which, as it has been stated before, can be
very costly. Here, building the Parareal algorithm on top of the co-simulation framework (e.g. STEAM [5])
does not convey difficulties, as the algorithm is not intrusive.
The combination of both algorithms has been performed previously (see e.g. [48], [52], [53], [160]). On one
hand, in [52], [160], the waveform relaxation method is only applied on the fine level, whereas the coarse
level remains solving the monolithic system. This methodology, however, can not be used in our context,
as we start from the premise that a monolithic simulation is not possible or affordable. On the other hand,
[48] uses both for the coarse and fine propagators a waveform relaxation scheme. For both propagators, the
amount of WR iterations on the first Parareal iterations is reduced, which allows saving computational cost.
This is motivated by the fact that at the beginning of the Parareal algorithm it is not necessary to converge to
a very accurate solution even on the fine level. The analysis of this new version of Parareal is not given and,
as the convergence proof of Parareal e.g. in [45] does not hold any more, convergence is not ensured here.
We take the same approach as [48] and apply the WR algorithm for both propagators, however, in our case
with the special motivation of field-circuit coupled systems.
In the following we present the algorithm resulting from our approach of combining waveform relaxation
and Parareal (parallelised waveform relaxation), as well as a micro-macro-like version arising from a specific
case of parallelised waveform relaxation for field-circuit coupled systems. The content and structure of this
section follows [57].
5.3.1 Waveform relaxation and Parareal
Let us consider again the initial value problem
F
(
d
dt
x,x, t
)
= 0 (5.35)
x(t0) = x0 , (5.36)
with consistent initial condition x0 and on a time window I. To couple waveform relaxation and Parareal, we
start with the choice of setting both time windows to be the same, that is,
∆TPR = ∆TWR = ∆T .
This particular choice is not necessary, but a reasonable one. Thus we partition the simulation time into N
time windows Ij = [Tj−1 , Tj), j = 1, . . . , N .
As it has been mentioned before, both the fine propagator F as well as the coarse propagator G are chosen to
perform the waveform relaxation algorithm on the time windows Ij with a fixed splitting of the monolithic
system (5.35) into m subsystems. For a sketch of the algorithm see Figure 5.6. The waveform relaxation
scheme on the fine level is iterated until convergence up to a certain tolerance [57], however, on the coarse
level the WR scheme only iterates until a fixed amount kc of iterations.
Remark 32. Note that the combination of the convergence order result of waveform relaxation (Theorem 2)
in [30] together with the convergence theorem of Parareal (Theorem 3) in [45] allows obtaining convergence
order results for the parallelised waveform relaxation algorithm. The results hold for a coarse propagator
G iterating the WR scheme until kc iterations and assuming the solution obtained with the internal time
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Figure 5.6: Sketch of coupled Parareal and waveform relaxation.
integration scheme of both the coarse and fine solvers is exact. For the splitting of an index 1 DAE into two
index 1 systems
d
dt
y1 = f1(y1, z1,y2, z2)
d
dt
y2 = f2(y1, z1,y2, z2)
0 = g1(y1, z1,y2, z2) 0 = g2(y1, z1,y2, z2)
the Parareal algorithm (Algorithm 4) after k iterations, neglecting any orders gained through extrapolation,
has convergence order bound
• r = O((HWR) + α)k+1 for fully coupled systems (see Theorem 2).
• r = O(Hk+1WR ) for couplings with ∂g1∂z2 = 0 [30].
• r = O(H2(k+1)WR ) for couplings with ∂g1∂y2 = 0,
∂g1
∂z2
= 0, ∂g2∂y1 = 0 and
∂g2
∂z1
= 0 [30].
There are different ways of reducing the computational cost in the given algorithm. One straightforward idea,
also considered in [48], is to use time steps of ∆T on the coarse level for the time integration inside the WR
algorithm. Furthermore, in [48] two more strategies are presented to speed up the simulation time of the
fine propagator. First, as it has been mentioned above, the amount of WR iterations is not only reduced on
the coarse propagator, but also on the fine one during the first Parareal iterations. Second, a methodology is
presented to improve the initial guess of WR. Starting from the second Parareal iteration, no constant extrap-
olation is performed for the initial guess, but the solution of the previous iteration is shifted to the new initial
conditions as initial guess. These changes are not covered by Theorem 3.
In the following, we present a problem specific methodology to speed up the simulation on the coarse level for
the special case of field-circuit coupled systems [57]. Its main idea is to disregard the time dynamic part of the
PDE and through Schur complement reduce the degrees of freedom on the coarse level.
95
Micro-macro for field-circuit coupled systems
The proposed method is applied to field-circuit coupled systems arising from eddy current curl-curl equations
M
d
dt
a + Kνa = Xsi (5.37a)
X>s
d
dt
a = v (5.37b)
coupled to circuits (5.3a)-(5.3a), where the eddy current effects are represented by the term jeddy = M ddta.
These eddy current effects can arise from different models such as the classical conductivity matrix of the A*
eddy current PDE (2.20), the superconducting inter-filament coupling currents model (2.40) or lamination
models such as e.g. the one presented in [161].
To reduce computational cost of the Parareal algorithm only the coarse model is modified, that is, the fine
propagator is kept as theWR algorithm until convergence applied to the coupled system (5.37),(5.3a)-(5.3a).
However, on the coarse level, waveform relaxation is applied with kc = 12 iterations, constant extrapolation
as initial guess and with optimised transmission condition (5.14). Here, kc = 12 denotes performing only half
a WR iteration, that is, only solving the first system of the Gauss-Seidel scheme. In practice this yields the
reduced coarse system
Ac
dx
dt
+ Bc
(
x
)
x + Pic = f(t) (5.38a)
P>x− vc = 0 (5.38b)
v − d
dt
Lic = 0 , (5.38c)
which corresponds to replacing the field by an inductance L = X>s K+ν Xs on the circuit side. Here, the
matrix K+ν denotes the pseudoinverse. See Figure 5.7 for a sketch of the coarse and fine systems. Note that
this corresponds to neglecting the eddy current effects of the original system (5.37) on the coarse model.
This methodology can be interpreted as a micro-macro-like Parareal algorithm, as, for the coarse model,
the degrees of freedom of original problem are reduced to only contain the circuit’s variables. That is, the
semidiscrete magnetic vector potential arising from space discretisation, that is, the degrees of freedom of
the field element are not considered. This can substantially reduce the computational cost, as a much smaller
system is computed on the sequential coarse propagator.
The update operation requires, like in the micro-macro algorithm (see Algorithm 5), restriction and prolon-
gation operators to exchange information between the coarse and fine systems. The degrees of freedom of the
finemodel obtained from applying theWR scheme to the field-circuit coupled system are
x>f = (a
>, i>m,v
>
m,x
>, i>c ,v
>
c ) ,
whereas the coarse solver operates only with variables
x>c = (x
>, i>c ,v
>
c ) .
Thus, the restriction operator simply reduces the degrees of freedom and is defined as
R(xf) := (x>, i>c ,v>c ) .
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Figure 5.7: Sketch of fine (left) and coarse (right)models for parareal applied to a field-circuit coupledproblem example.
The prolongation is obtained by solving the magnetostatic approximation of the original problem, that is, we
compute ainit such that
Kνainit = Xsic .
Then, the operator returns
L(xc) := (a>init, i>c ,v>c ,x>, i>c ,v>c )> .
The update is performed as in Algorithm 5. Note that using this matching update and with the prolongation
and restriction operators as defined above, after the k-th Parareal iteration, the solution at the first k intervals
is exact (proof follows analogous to [139, Section 4.3.1]). This property is fulfilled by the original Parareal
algorithm and also in our micro-macro like field-circuit Parareal version.
Remark 33. Note that the prolongation operator neglects the eddy current effects. This does not only affect
the voltage-to-current relation on the circuit level (in time), but also disregards the skin effect of the magnetic
vector potential on the field side (in space). If this effect is very prominent, this may affect the speed of con-
vergence of the Parareal algorithm. Therefore, for problems with large eddy current effects, the prolongation
might have to be improved to be able to capture the different field distribution due to the skin effect.
5.4 Conclusions
In this chapter, two iterative methods for time domain simulation have been presented. Their study is mainly
inspired by systems arising from field-circuit coupling, however they can be generalised to other type of
coupled systems.
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The first part has presented co-simulation techniques for multiphysical system by means of the waveform re-
laxation algorithm. It has focused on field-circuit coupled systems for quench simulation, whose co-simulation
has been interpreted by means of optimised Schwarz methods. This has allowed the computation of an op-
timal information exchange in the WR iterations that leads to faster convergence. By means of Neumann
series, the transmission condition could be approximated for small frequencies. The optimised transmission
condition has been physically interpreted as plugging in the magnetoquasistatic field as an inductance with a
correction term into the circuit, which was already proposed in [113]. Furthermore, in contrast to previous
work, not using numerical optimisation to find the optimised information exchange, allows taking higher
order terms of the series to further improve convergence speed in a future work. The Schur-complement
procedure and later series approximation can easily be extended to other systems. For example, later in
[153], the same methodology is used to extract equivalent circuit approximations for high termperature
superconducting magnets described with mixed formulations.
The second part has discussed the Parareal algorithm for computation time speed up by means of time paral-
lelisation. The algorithm has been studied in the context of DAEs by discussing possible inconveniences that
may arise when applying it to higher index DAEs. A possible extension of the algorithm to circumvent the
difficulties has been presented and, for special structured DAEs such as for example the ones arising from
flux-charge MNA, it has been shown that implicit Euler can correct the complications that Parareal can have
when applied to DAEs.
In the last part, waveform relaxation and Parareal have been combined with the special focus on simulating
field-circuit coupled systems. One already known combination of both algorithms has been presented and
a special approach has been taken that yields a micro-macro-like Parareal algorithm. In the micro-macro
version, the coarse model considered the eddy current model only as an inductance inside the circuit, whereas
the fine models solved the entire coupled system by means of waveform relaxation. Therefore, behaviour
arising from eddy currents such as the skin effect could not be described by the coarse simplification. Models
with large eddy current effects might require modifications of the presented algorithm. This leaves room for
a future study on how to capture the required behaviour without increasing the computational cost on the
coarse level too much.
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6 Numerical Examples
In this chapter the theoretical results presented in Chapters 4 and 5 are verified by means of numerical
test examples.
Section 6.1 presents the time domain simulation of two field models that are classified with the generalised
circuit elements defined in Chapter 4. The first one corresponds to an inductance-like and the second one
to a capacitance-like element. Both are monolithically coupled to two different circuits, one yielding an
index 1 and the other one an index 2 DAE, according to the Theorem presented in Section 4.2, to analyse
their sensitivity towards small, high frequent perturbations. The simulation of the inductance-like element is
taken from [55].
Section 6.2 applies the waveform relaxation method to an index 2 circuit containing LI-cutsets coupled to an
eddy current equation solved on a transformer model. Two coupling approaches are made which, according
to the theory of [150] yield a convergent and a divergent iteration scheme. The simulation results arise
from [151].
In Section 6.3 the optimised waveform relaxation algorithm of Section 5.1 is applied to a field-circuit coupled
system consisting of an accelerator magnet with its surrounding circuitry. The simulation results are taken
from [56].
Section 6.4 shows the evolution of the Parareal algorithm applied to two nonlinear index 2 circuits described
with flux-charge MNA. Here, the effectiveness of performing the numerical integration with implicit Euler
inside Parareal as the information propagator for the differential components of the DAE is tested (the theo-
retical results of Section 5.2).
Finally, Section 6.5 applies the two algorithms combining Parareal and waveform relaxation of Section 5.3 to
a linear two dimensional transformer model surrounded by a nonlinear circuit. These simulation results are
taken from [24].
6.1 DAE Index of Refined Models
To illustrate the effects of the higher index of DAE arising from refined models in circuits and hereby ver-
ify the theoretical results of Chapter 4, two different field models described with their corresponding ap-
proximation of Maxwell’s equations are simulated. The first model, corresponding to an inductance-like
element arises from an eddy current formulation, whereas the second one, classified as a capacitance-like
element, is described by an electroquasistatic setting. As it has been proven in Theorem 1, given the cor-
rect classification of the refined element, the index of the coupled problem only depends on the topology of
the surrounding circuit. Therefore, for each one of the examples we consider two different circuit topolo-
gies that yield DAEs with different index. All variants are then first simulated with a given excitation and
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(a) Squared coil in transparent grey with aluminiumcore in cyan. (b) Semidiscrete source current density js = CYs.
Figure 6.1: Inductance-like element example’s geometry [55], [58].
then with a small, high frequent perturbation to see how in the perturbation-sensitive index 2 cases this
is magnified.
6.1.1 Inductance-like element
In Section 4.3.2, two different semidiscrete magnetoquasistatic field formulations are classified as inductance-
like elements. The first one corresponds to an ~A∗ formulation (see Proposition 4), whose topological index
interpretation when coupled to circuits confirms already known results. A numerical test example to verify
the theoretical results for this type of refinedmodel is already given in [22] and therefore no further numerical
models are presented here.
The second inductance-like element arises from the ~T − Ω formulation. This new result is corroborated by
means of a model example consisting of a square coil with an aluminium core (see Figure 6.1), which is
coupled to a surrounding circuit [55], [58]. For a more detailed description of the dimensions and properties
of the model see [58]1. The spatial discretisation of the ~T − Ω PDE on the coil is performed with the finite
integration technique and, for regularisation, a tree-cotree gauging is applied to the semidiscrete electric
vector potential t. This is carried out with an in-house code and yields a system of DAEs with 4442 unknowns
that, due to Proposition 7 is classified as an inductance-like element.
For the numerical test, the next step is to couple the element to a surrounding circuit. Following Theo-
rem 1, an index 2 DAE is obtained if the element is located in a cutset consisting of only current sources and
inductance-like elements (Iµ-cutset). If no such cutset is given (and no loops of capacitance-like elements
with voltage sources are present), the field-circuit coupled system has index 1. Thus we build two different
circuits around the square coil and in one of them the coil is located in a cutset with a current source (Iµ-
cutset). Let us consider the simplest possible circuits that fulfil the requirements. For the first example, the
inductance-like element is coupled to a voltage source vs(t) (see Figure 6.2a). Clearly, this circuit does not
1The code containing the systemmatrices of the square coil model can be found in https://github.com/temf/daes_in_cem
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vp(t)
vs(t)
~T − Ω field
(a) Index 1 circuit with voltage source vs(t).
vs(t)
is(t)
~T − Ω field
(b) Index 2 circuit with current source is(t).
vs(t)
vp(t)
~T − Ω field
(c) Index 1 circuit with voltage source vs(t) and pertur-bation vp(t).
vs(t)
ip(t)
is(t)
~T − Ω field
(d) Index 2 circuit with current source is(t) and per-turbation ip(t).
Figure 6.2: The considered index 1 and index 2 circuit examples [55].
contain any Iµ-cutset and therefore yields and index 1 DAE. In the second example, the element is excited
by a current source is(t) as depicted in Figure 6.2b. Here, an Iµ-cutset is generated, which results in an
index 2 DAE.
Based on the perturbation index concept of Definition 16, we study the sensitivity towards perturbations of
the systems by exciting both examples first with the sinusoidal sources
vs(t) = sin(2pifst) is(t) = sin(2pifst) ,
with frequency fs = 2pi. In the second case of simulations, small but high frequent perturbed signals are
added to the sources
v˜s(t) = sin(2pifst) + εp sin(2pifpt) i˜s(t) = sin(2pifst) + εp sin(2pifpt) ,
with εp = 10−4 and fp = 109fs.
Remark 34. Note that, as the considered example is a linear, smooth and uniquely solvable DAE, the differen-
tiation and perturbation index coincide [130], which motivates the sensitivity towards perturbations analysis
carried out in the example.
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(a) Solution of index 1 circuit with voltage source (Fig-ure 6.2a).
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(b) Solution of index 2 circuit with current source(Figure 6.2b).
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(c) Solution of perturbed index 1 circuit with voltagesource (Figure 6.2c).
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(d) Solution of perturbed index 2 circuit with currentsource (Figure 6.2d). The legend in (a) holds for allthe plots.
Figure 6.3: Simulation results for index 1 and index 2 perturbed and non perturbed circuits [55].
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The implicit Euler method is applied on a time interval I = [0 0.17] with step sizes δt = {8 · 10−5, 4 · 10−5,
2 · 10−5}. For the index 1 simulations, consistent zero initial conditions are set at t0 = 0. As it has been
shown in the example presented in Section 3.3.2, consistent initialisation of index 2 DAEs is not a trivial
issue. Instead of computing the hidden constraints manually and finding such conditions analytically, we
exploit the already known property of the implicit Euler scheme (see [129], [132]) that is confirmed in
Proposition 19 and set zero initial conditions at time t = −8 · 10−5. After at most two implicit Euler steps,
the values that are obtained are consistent and therefore, at t0 = 0 all simulations start with a consistent so-
lution.
The simulation results are given in Figure 6.3, where the circuit’s lumped quantities that are not given by
the corresponding source (voltage or current) are plotted. It can be seen that whereas the small pertur-
bation does not affect the solution in the index 1 DAE, the solution of the index 2 system exhibits oscil-
lations whose amplitude increases the smaller the time-step size of the implicit Euler is set. For time step
size δt = 2 · 10−5, the maximal relative error between the perturbed and the non-perturbed simulation
result is
max
t
|vµ − v̂µ|
|vµ| = 3.5511 · 10
3 ,
where vµ and v̂µ are the voltage across the inductance-like element of the non-perturbed and perturbed
simulations, respectively. This is an expected behaviour for higher index DAEs (see Definition 16) and present
only in the circuit with the Iµ-cutset. Therefore, the predictions made by the theory (Proposition 7 and
Theorem 1) are confirmed.
6.1.2 Capacitance-like element
The next simulation consists of an electroquasistatic field approximation in terms of the electric scalar poten-
tial (see Section 2.5.2) solved on a cable termination model (see Figure 6.4). As the setting is axisymmetric,
only the right-half plane on Figure 6.4 is simulated. The conducting plate Ωc and the cable termination Ωcbl
are modelled through boundary conditions and are therefore also not part of the computational domain. For
more details about the dimensions and properties of the model see [58]2. The remaining domain is meshed
and the PDE is spatially discretised with an in-house code applying the finite element method (linear nodal
elements), which yields a semidiscrete system of ODEs with 2708 unknowns. Due to Proposition 11, this
system is classified as a capacitance-like element.
Following the results obtained from Theorem 1, a circuit containing a capacitance-like element (and without
inductance-like elements) has index 2 if the generalised element is located in a loop together with at least one
voltage source (εV-loop). Otherwise, the system has at most index 1. Again we build the simplest circuit cases
to obtain both an index 1 and an index 2 DAE. Thus, the element is either coupled to a voltage source vs(t)
(see Figure 6.5b) hereby obtaining a circuit with an εV-loop, or with a current source is(t) (see Figure 6.5a).
The sensitivity of the resulting systems towards perturbations is studied analogously to the previous example,
as again the system of DAEs is linear and therefore the differential and perturbation index coincide [130].
First the plain source functions (see Figures 6.5a and 6.5b)
vs(t) = sin(2pifst) is(t) = sin(2pifst) ,
2The code containing the system matrices of the cable termination model can be found in https://github.com/temf/daes_in_cem
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Figure 6.4: Sketch of cable termination model [58].
with frequency fs = 2pi are set and then small but high frequent perturbed signals (see Figures 6.5c and 6.5d)
v˜s(t) = sin(2pifst) + εp sin(2pifpt) i˜s(t) = sin(2pifst) + εp sin(2pifpt) ,
with εp = 10−12 and fp = 1020fs are added. The implicit Euler method is applied on the time interval
I = [0 10−11] and with step sizes δt = {10−12, 10−13, 5 · 10−14}. For the computation of the consistent
initial conditions the same approach is taken as in the inductance-like example. The initial conditions for
the index 1 simulation are chosen consistently to be zero at t0 = 0. The index 2 case is again handled by
starting the simulation at time t = −2 · 10−12, such that after at most two implicit Euler iterations at t0 = 0
the solution is consistent.
For a plot of the simulation results see Figure 6.6. The sensitivity towards the small perturbation again affects
only one of the two circuit systems, which exhibits qualitatively the same behaviour as the inductance-like
element. Here, for time step size δt = 5 · 10−14, the maximal relative error between the perturbed and the
non-perturbed simulation result is
max
t
|iε − îε|
|iε| = 9.9615 · 10
−1 ,
where iε and îε are the currents through the capacitance-like element of the non-perturbed and perturbed
simulations, respectively. This happens on the circuit with the εC-loop, which confirms Proposition 11 and
Theorem 1.
6.1.3 Conclusions
The section has presented two simulation examples, one of an inductance-like element with a ~T−Ω magneto-
quasistatic system solved on a coil with aluminium core and a capacitance-like element of an electroquasistatic
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(b) Index 2 circuit with voltage source vs(t).
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(c) Index 1 circuit with current source is(t) and pertur-bation ip(t).
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(d) Index 2 circuit with voltage source vs(t) and per-turbation vp(t).
Figure 6.5: The considered index 1 and index 2 circuit examples.
simulation on a cable termination model. Both have been coupled to circuits that yield index 1 and index 2
DAEs according to the results of Chapter 4. The simulations have backed-up the theoretical results, as in both
cases the index 2 circuits built according to Theorem 1 exhibited the typical behaviour of higher index DAEs by
showing high sensitivity towards very small high frequent perturbations.
The next section presents simulation results of the waveform relaxation algorithm applied to an index 2 circuit
coupled to an eddy current equation.
6.2 Waveform relaxation for index 2 circuit
The literature on waveform relaxation typically assumes that the subproblems exchange information only via
differential or index-1 variables [28], [29]. It has been shown in [150], [151], that the convergence of the it-
eration of an index 2 circuit and an inductor model (ODE) depends on the topological properties of the circuit.
In the following, the relevance of a (sufficient) convergence criterion is illustrated through one simulation
example of a circuit coupled to a transformer described by the eddy current equation (2.20). Here, we focus
on the simulation results. More details are presented in [150], [151].
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(a) Solution of index 1 circuit with current source (Fig-ure 6.5a).
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(b) Solution of index 2 circuitwith voltage source (Fig-ure 6.5b).
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(c) Solution of perturbed index 1 circuit with currentsource (Figure 6.5c).
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(d) Solution of perturbed index 2 circuit with voltagesource (Figure 6.5d).
Figure 6.6: Electroquasistatic simulation results for index 1 and index 2 perturbed andnon perturbedcircuits. The legend in (a) holds for all the plots.
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Figure 6.7: Index 2 circuits coupled tomagnetoquasistatic fieldmodel (dashed)with groundnode po-tential e0 = 0. The CRV components (neglecting the ground node) are highlighted in cyan.Example taken of [151]
Definition 23 (CVR component [150]). Given a graph G = (V,E), we define a CVR component of G as a
maximal connected subgraph GCVR that consists only of capacitances, voltage sources, resistances and their
incident nodes.
Let us consider an ODE e.g. describing an inductor, which is coupled to a circuit with the Gauss Seidel
scheme
System 1 (element) System 2 (circuit)
d
dt
uk+1 + b(uk+1, t) = c1(e
k
c , i
k
c ) , Ac(x
(k+1))
d
dt
x(k+1) + Bc(x
(k+1), t) = c2(u
k+1)
where k is the WR iteration counter, u are the degrees of freedom of the ODE and x> = (e>c i>c ) the degrees of
freedom of the circuit with ec its vector of node potentials and ic its vector of currents. Then, the Gauss-Seidel
scheme converges if ∑
ej∈Sk,k≥1
(
d
dec
c1(ec, ic)
)
ij
= 0, ∀i ,
for S0, . . . , SnCVR the nCVR+1CVR components of the circuit with S0 being the ground node [150].
We consider the toy example circuit of Figure 6.7 described by classic modified nodal analysis and with the
(arbitrary) parameters for the elements R = 1Ω, L = 5H, C = 1F, is(t) = sin(2t) + 5 sin(20t) and vs(t) =
sin(t) + sin(20t). For the WR scheme, the simulation time window is chosen as I = [0 0.8] s and the implicit
Euler time step size is δt = 10−2 s. No windowing is performed, that is, the iterations are applied on the entire
simulation time window I. The implementation is performed in Octave.
In contrast to the simulations of [150], the circuit is not coupled to a classic inductance described by an
ODE, but to an entire magnetoquasistatic field model (see [151]). Here, the semidiscretised eddy current
PDE with circuit coupling equation (see (2.20),(2.29)) of the transformer in Figure 6.8 is co-simulated with
a surrounding circuitry. For simplicity, only the primary coil (light orange in Figure 6.8) is connected to the
circuit, which is equivalent to imposing a zero current on the secondary coil. Even though in this setting, the
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Primary coil
Figure 6.8: Single phase isolation transformer in FEMM (see [162]).3
index 2 DAE describing the circuit is coupled to an index 1 DAE instead of an ODE, in [151] it is shown that
the theory of [150] still holds.
The information exchange for the eddy current equation is achieved through the coupling equation (2.29) as
X>s
d
dt
ak+1 = c1(e
k
c , i
k
c ) ,
where
c1(e
k
c , i
k
c ) = e
k
1 − ek2
for the first coupling topology (Figure 6.7 left) and
c1(e
k
c , i
k
c ) = e
k
1
for the second coupling topology (Figure 6.7 right). Thus, analogously to the ODE case in [150], for node
potentials ec = [e1 e2 e3]> ∑
ej∈Sk,k≥1
(
d
dec
c1(ec, ic)
)
ij
= 1− 1 = 0
in the first coupling approach and thus theWR scheme converges, whereas in the second case∑
ej∈Sk,k≥1
(
d
dec
c1(ec, ic)
)
ij
= 1 6= 0
and thus the convergence criterion is not fulfilled.
The simulation results for both approaches are illustrated in Figure 6.9. It can be seen that the WR scheme
converges for the first coupling approach, as predicted by theory, whereas the second one diverges. This
example demonstrates that the index analysis is important when using involved algorithms such as the wave-
form relaxation method. For higher index DAEs, slight changes, such as different coupling topologies, can
yield divergent iteration schemes even for simple, linear problems. Therefore, when applying the WR algo-
rithm, it is important to have a solid understanding of the structural properties of the underlying subsystems
to ensure the iteration scheme behaves as expected.
The next section presents simulation results for the optimised waveform relaxation algorithm of Section 5.1
applied to index 1 systems.
3The data of the transformer model can be found in http://www.femm.info/wiki/MyTransformer.
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(a) Convergent coupling approach (left setting in Fig-ure 6.7).
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(b) Divergent coupling approach (right setting in Fig-ure 6.7).
Figure 6.9: Voltage across transformer for monolithic solution “mon” and k-th WR iteration.
6.3 Optimised Co-Simulation of Field-Circuit Systems
In the following, the optimised waveform relaxation algorithm for field-circuit coupled systems presented in
Section 5.1 is applied to a numerical example of an accelerator magnet, that is, a resistance-like element
(see Section 4.3.4), coupled to a surrounding circuit. The field element’s geometry is the single aperture D1
dipole magnet, which is designed for the high luminosity upgrade of the Large Hadron Collider (LHC). For
more details about its properties and geometry see [163]. In [8], only the magnethothermal PDE is solved
on the D1 dipole magnet. The structure and content of this section follows [56], where the co-simulation
algorithm proposed in Section 5.1 is applied and evaluated for the given setting. Later, in [65] the same algo-
rithm is applied to a superconducting quadrupole magnet with, in addition, inter-strand coupling currents.
Let us start by describing how the two subsystems are discretised and solved on their corresponding software
in the co-simulation framework.
The computational domain of the magnetothermal PDE is the two dimensional cross-section of the magnet.
Furthermore, the symmetry of the domain is exploited and only one quarter of the magnet is simulated
(see Figure 6.10a). Homogeneous Dirichlet boundary conditions are set on the outer boundary and ho-
mogeneous Neumann BC are set at the symmetry axis (see (2.21)). The rest of the properties such as for
example the nonlinear material laws (ν, τeq) are given in [163], [164]. For the spatial discretisation of the
magnetothermal PDE (5.2) the finite element method is applied with nodal elements of first order for the
thermal and second order for the magnetic equations. The model is implemented and solved with COMSOL
Multiphysics® [165], which yields a total amount of 9871 degrees of freedom on the magnetothermal
side. A backward differentation formula of variable order and maximum step size δt = 10−3 s is used for
time integration.
The surrounding protection circuit is given in Figure 6.10b. It is simulatedwithOrCADPSpice® [166] and for
the time integration the trapezoidal rule is usedwithmaximum step size δt = 10−6 s.
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(a) Quarter of the cross section of the single apertureD1 dipole magnet.
L˜d ∆vm(t) R˜
(k)
s (t)
REE = 0.1 Ω
(b) Surrounding protection circuit and lumped modelof the optimised transmission condition (ellipse).
Figure 6.10: Superconducting magnet and protection circuit.
Remark 35. Note that the maximum time step size of the field problem (δt = 10−3 ) is much larger than the
one of the circuit (δt = 10−6 ). Therefore, in this example the multirate behaviour of the two systems can
be exploited within the WR scheme. The magnetothermal problem, which has considerably larger system
matrices, is solved with significant lower amount of time steps.
The initial conditions of the coupled problem a0 (magnetic), T0 (thermal) and x0 are computed by first
initialising them to zero and then solving the linearised systems separately with a current source excitation
that is ramped up from 0 to 5 · 103 A.
For the waveform relaxation, Algorithm 3 is applied on time window I = (0 s, 0.75 s] within CERN’s in-
house co-simulation framework STEAM [167]. The interval I is split into 38 subwindows IWRj of size
∆TWR = 2 10
−3 s and the WR iterations on the j-th interval are performed until the stopping criterion
TWRj∫
TWRj−1
|i(k)m (t)− i(k−1)m (t)|dt
TWRj∫
TWRj−1
|i(k)m (t)|dt
≤ tol (6.1)
is fulfilled, with k being the WR iteration counter and tol = 10−3. That is, the iterations are repeated until the
difference between two subsequent currents on themagnetothermal system is considered small enough.
6.3.1 Transmission condition study
The next step is to study how the waveform relaxation’s convergence speed is influenced by the value of the
linearised differential inductance in the optimised transmission condition (5.16). To do so, the computed
differential inductance, which corresponds to the optimised value derived in Section 5.1.2, is multiplied by a
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Figure 6.11: Magnetostatic simulation results.
coefficient kL, that changes its value from 0.5 to 1. That is, the transmission condition (5.16) is changed to
v(k+1)c (t) = L˜d
d
dt
i(k+1)c (t) + ∆v
(k)
m (t) , (6.2)
with
∆v
(k)
m (t) := v(k)m (t)− L˜d
d
dt
i(k)m (t) (6.3)
L˜d := kLX
>
s K
−1
ν,d(a0)Xs . (6.4)
For kL = 1 the optimised transmission condition of Section 5.1.2 is used, and the smaller kL becomes, the
more the information exchange differs from the optimised choice derived in Section 5.1.2. To compute the
correction term ∆v(k)m (t) on the circuit side, the waveforms obtained from the magnetothermal solution are
linearly interpolated.
The same study is repeated for two different field models. First, a magnetostatic approximation is considered,
that is, without the eddy current term, and then the full magnetoquasistatic PDEwith nonzero equivalent time
constant τeq, is used. In both cases the magnetic reluctivity ν on the iron yoke is nonlinear. The coefficient
kL is varied
kL = {1, 0.9, 0.8, 0.7, 0.6, 0.5} ,
hereby reducing the (real) differential inductance at the initial point.
Magnetostatic model
In the magnetostatic simulation where τeq = 0 and consequently Ks = 0 in (5.2), the iron yoke does not
reach saturation within the considered simulation parameters and the reluctivity behaves constantly. Often
these simplified models are used as a first test approximation for the simulation of the quench protection
systems [168].
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Figure 6.12: Correction term ∆vm between circuit and field solutions for eddy current simulation.
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Figure 6.13: Waveform relaxation iteration numbers in the first three windows of the eddy currentsimulation.
The results of this simulation can be seen in Figure 6.11. Here, the amount of WR iterations required to reach
the chosen tolerance are given in Figure 6.11a. Figure 6.11b shows the evolution of the correction voltage
over time. As expected, for kL = 1 the WR scheme converges immediately in two iterations. As in this setting,
the linear static approximation made to compute Ld actually describes the exact solution of the field system,
for kL = 1 an exact optimal contraction factor ρ(Ld) = 0 is obtained. Decreasing kL worsens the information
exchange, as L˜d does not describe the exact voltage-to-current relation of the magnetothermal model any
more, and thus the amount of iterations required to converge increases. For kL = 0.5 the algorithm does
not converge.
Magnetoquasistatic model
In the second simulation, the full magnetothermal nonlinear system (5.2) is used. Again, Figure 6.12 shows
the evolution of the correction term ∆vm(t) and Figure 6.13 the number of WR iterations required to con-
verge according to criterion (6.1). For this scenario, however, the least amount of iterations are obtained for
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i1(t)
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(a) Circuit with nonlinear inductance L2(iL) accord-ing to the model presented in [169].
i2(t)
R2
(b) Circuit with nonlinear Shockley diodes as imple-mented in OCS.
Figure 6.14: Index 2 circuits with LI-cutsets. Nonlinear elements are highlighted in cyan.
kL = 0.9, instead of kL = 1. This happens due to the losses that dissipate energy in the coil and thus the
(time dependent) differential inductance decreases in time. As a consequence, a smaller L˜d can yield a bet-
ter approximation of the voltage-to-current relation of the field system. Note that, therefore, the computed
transmission condition is not optimal, but optimised (see Section 5.1.2). This is not only a consequence
of the Neumann series approximation of the impedance, but also due to the linearisation of the differen-
tial inductance in 6.2. Nevertheless, the amount of WR iterations for kL = 1 is significantly lower than
e.g. for kL = 0.5. In this case, the iteration scheme still converges however takes k = 16 iterations to
do so.
6.3.2 Conclusions
This section has presented magnetothermal simulations of the D1 aperture dipole magnet coupled to a sur-
rounding circuitry with the optimised waveform relaxation algorithm presented in Section 5.1. The con-
vergence improvement obtained from the optimised transmission condition has been validated by applying
the WR scheme with modifications in the transmission condition. The results show the importance of using
suitable transmission conditions, as the total amount of iterations could be decreased from 16 in the worst to
2 in the best case.
The following section deals with Parareal applied to nonlinear index 2 DAEs to further speed up simula-
tion.
6.4 Parareal for DAEs with Implicit Euler
To test the behaviour of Parareal when applied to index 2 DAEs with the structure presented in Section 5.2.2,
we test the algorithm for two nonlinear circuits with LI-cutsets which yield index 2 DAEs according to Theo-
rem 1. Due to Proposition 19, if the implicit Euler method is applied to nonlinear index 2 DAEs like the ones
obtained from flux-charge MNA, consistent solutions are obtained after at most two time steps. Therefore,
Parareal is able to converge without requiring a special handling, when applied to those type of systems with
113
0.17 0.18 0.19 0.2
−100
0
100
Time t / s
Vo
lta
ge
A
> L,
2
e
/V
Index 2 component
k = 1
k = 5
0.17 0.18 0.19 0.2
−1
0
·10−3
Time t / s
Fl
ux
φ
1
/A
Index 0 component
k = 1
k = 6
Figure 6.15: First circuit (Figure 6.14a) simulation results at the k-th Parareal iteration.
implicit Euler as time integration method. Here, the time integrator itself (Euler) ensures obtaining consis-
tent values and propagating the information of the purely differential components. The circuits are simulated
with OCS (Octave Circuit Simulator)4, which uses flux-charge MNA to describe their behaviour. To illustrate
how the different variables behave during the algorithm, we plot the evolution of both index 2 components
as well as the purely differential ones for different Parareal iterations.
The simulation time window I = [0, 0.2)] is divided into NPR = 15 subwindows. Both coarse and fine
propagators use the implicit Euler however, the first one with one time step per window (δt = 0.2/15),
whereas the second one with time step size δt = 10−5.
In the first simulation, the circuit in Figure 6.14a is solved. The linear parameters are chosen as R1,1 =
R1,2 = 10
−3Ω, L1 = 10−4H and the current source i1(t) = (100 sin(100pit) + 50 sin(400pit))A. The nonlinear
inductance L2(iL) is computed according to the model in [169] with parameter values Lnom = 10−3H,
Ldeepsat = 8 10
−4H, σ = 5 10−2 and I∗L = 90A. In Figure 6.15, the evolution on the last two time windows
IPR14 and IPR15 is shown for the index 2 variable vL,1 = A>L,1e, that is, the voltage across the branch of the
nonlinear inductance L2(iL) and the index 0 variable (purely differential component) φ2, which corresponds
to the flux across the linear inductance L1. The differential component φ2 shows the typical behaviour of
solutions obtained with Parareal. In the first iteration a big jump is visible at the interface which, on the 5th
iteration is reduced to a sufficiently continuous solution (relative error of 10−5). The index 2 component vL,1,
however, progresses differently. The starting value in the 1st iteration is inconsistent and it can be observed
that the implicit Euler method evolves to the consistent solution which, in this case, even is the exact solution
in the sense of the fine propagator. After the 5th iteration, the algorithm has reached a relative l2 error of
10−5 on all the jumps and the solution is sufficiently smooth again.
The second simulation corresponds to the circuit in Figure 6.14b. The linear resistance is set to R2 = 10Ω,
the mutual inductance
L =
(
7.0211 −4.0392
−4.0392 2.3247
)
and the current source is i2(t) = 100 sin(200pit). The reverse currents on the nonlinear Shockley diode models
implemented in OCS have Is = 1.2 10−4. Again the evolution of the index 0 and index 2 variables can be
4https://wiki.octave.org/Ocs_package
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Figure 6.17: Single-phase isolation transformer of model example in FEMM [162] and surroundingrectifier circuit [113, Section 6.3]. Figure taken from [24]. © [2020] IEEE.
visualised in Figure 6.16. Their behaviour is analogous to the previous example, however, this time Parareal
took 6 iterations to reach the relative l2 error of 10−5 on the jumps.
In all the examples, the Parareal algorithm converges to the required tolerance after at most 6 iterations. The
results verify that using implicit Euler as time integration method inside the classic Parareal algorithm suffices
for these type of nonlinear index 2 DAEs. This allows an easier handling of the Parareal algorithm applied to
DAEs arising e.g. from MNA, as no special software is required to compute consistent initial conditions nor
further knowledge of the particularities of DAEs systems. Furthermore, the algorithm does not have to be
improved or changed.
In the following section the parallelised waveform relaxation algorithm is applied to a field-circuit coupled
test example.
6.5 Parallelised Co-Simulation of Field-Circuit Systems
We consider the field-circuit coupled example used in [113, Fig. 6.6 (b)] for the numerical tests of the com-
bination of Parareal and waveform relaxation presented in Section 5.3. It consists of a single-phase isolation
transformer coupled to a rectifier circuit (see Figure 6.17). Two coupling approaches are applied to the test
example. In the first one both the fine and coarse propagators perform a WR scheme. The second approach
yields a micro-macro-like algorithm, where the coarse model only solves the circuit part. The example, struc-
ture and content of this section is based on [24].
The simulation parameters are as follows. The transformer is a model example of the finite element soft-
ware FEMM5 with field-independent materials, whose semidiscrete system obtained from the eddy cur-
rent model yields a linear DAE. The eddy currents are computed with the two dimensional lamination
model of [161]. Here, the finite element mass matrix in the field part (5.37) accounting for the eddy cur-
rents reads
Mi,j =
∫
Ω
1
12
d2gradui · σgradujdΩ ,
5http://www.femm.info/wiki/MyTransformer
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where ui, uj are H1-conforming basis (and test) functions (see Section 3.1.2). The circuit’s model parame-
ters are given in [113, Section 6.3]. A slight modification is made in the voltage source, which is set to vs(t) =
220 sin(2pift)Vwith frequency f = 200Hz. Zero initial conditions are set on all the unknowns.
The simulation time window I = [0, 0.1) is partitioned into NPR = NWR = N windows of size ∆T for
both Parareal as well as the waveform relaxation algorithm. Implicit Euler is used for the time integration
of the WR algorithm in the coarse and fine propagators. For the coarse solution the time step size is set
to ∆T , that is, one time step per window is performed (δt = 0.1/N), and the fine solver uses a time step
size of δt = 5 · 10−5. The Parareal algorithm is stopped when a relative l2 error of 10−5 is attained on all
the jumps.
To evaluate the performance of the algorithm, the effective number of linear system solves (ELSS) is given,
which counts how often linear systems are solved in a sequential manner. Here, the solves that are performed
in parallel and communication costs are neglected.
6.5.1 Parallelised waveform relaxation
The first algorithm that is considered is the simple coupling approach of Parareal and WR explained in Sec-
tion 5.3.1. Here, Parareal is applied with its classic version as given in Algorithm 4 and the propagators are
implemented as follows.
• G(Ti, Ti−1,Xk+1i−1 ) performs the waveform relaxation algorithm with optimised transmission condition
(Algorithm 3). The first system is chosen to be the magnetoquasistatic field with lamination eddy
currents (5.37) and voltage transmission condition for the k-th iteration
vk+1m = v
k
c . (6.5)
The second system corresponds to the circuit (5.38a)-(5.38b) with the optimised transmission condition
of Section 5.1.2 for the k-th iteration
vk+1c = Li
k+1
c − Lik+1m + vk+1m . (6.6)
Only a fixed amount of WR iterations kc = 1.5 are carried out. This corresponds to one iteration where
both systems are solved and then performing ‘half ’ an iteration more, where only the field system is
simulated.
• F(Ti, Ti−1,Xk+1i−1 ) applies the WR method with the same setting as the coarse propagator, however it
executes the iterations until a relative l2 error of 10−8 between two subsequent WR solutions of the
coupling variables is reached.
This methodology is denoted by the acronym ‘PRWR’.
6.5.2 Field-circuit parallelised waveform relaxation
For the second algorithm we use the micro-macro-like approach of Section 5.3.1. Here, the Parareal al-
gorithm requires the extra matching update and thus follows Algorithm 5. The propagators are chosen
as follows.
• G(Ti, Ti−1,Xk+1i−1 ) solves only the circuit system (5.38) (see Figure 6.18).
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Figure 6.18: Field-Circuit parallelised waveform relaxation coarse systemmodel [24]. © [2020] IEEE.
• F(Ti, Ti−1,Xk+1i−1 ) is chosen the same as in ‘PRWR’ and thus WR is iterated to the relative error of 10−8.
Notice that this algorithm requires the definition of a prolongation and restriction operation. This is performed
as explained in Section 5.3.1. The algorithm is denoted as ‘FCPRWR’.
6.5.3 Simulation results
The effective number of linear system solves for sequential WR, PRWR and FCPRWR can be seen in Fig. 6.19.
Even though the first algorithm (PRWR) already significantly decreases the ELSS when comparing with the
sequential simulation, it can be observed that the algorithm is slowed down by the sequential computations
of the coarse solver already for N = 101. However, the micro-macro-like algorithm benefits from the fact
that on the coarse side no FE systems are solved and thus the ELSS for the field part is not affected by larger
number of windows N .
Note that, the size of the systems on circuit side is significantly smaller than the one of the field, which results
of a finite element discretisation of a distributed model. In the present example the field system has 716 de-
grees of freedom, whereas the circuit only consists of 9. For real world examples this differences can increase
even more, as finite element matrices easily can yield several hundreds of thousands of unknowns. On the
second algorithm (FCPRWR), the field system is not solved on the sequential, coarse level, which potentially
is beneficial, especially for large space discretisation matrices and would also reduce communication costs
(if considered).
Eddy currents without lamination
The micro-macro-like algorithm has also been applied to the same transformer model with classic eddy cur-
rents. For the two dimensional setting, the mass matrix of (3.7) is
Mi,j =
∫
Ω
uiσujdΩ .
However, in this case, Parareal converges after the N -th iteration, which in practice does not give any speed
up compared to the sequential simulation. This confirms the foreseen problem Remark 33 that for magne-
toquasistatic systems with large eddy current effects, the neglection of the skin effect on the prolongation
operation can lead to a too simplified coarse model, which does not describe accurately enough the spatial
behaviour of the field.
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Figure 6.19: Effective number of linear system solves for field-circuit coupled systems with lamina-tion model [24]. Comparison for Sequential waveform relaxation, PRWR and FCPRWRalgorithms.
6.5.4 Conclusion
The section has presented two numerical tests of a single-phase isolation transformer with lamination eddy
currents coupled to a surrounding circuitry simulated with Parareal and waveform relaxation. They corre-
spond to the two algorithms proposed in Section 5.3.1, whose performances have been compared to the
sequential simulation. The results have confirmed that both algorithms are able to reduce the computational
cost of the co-simulation of field-circuit coupled systems. Furthermore, the micro-macro-like algorithms ben-
efits from the reduced coarse system. For systems with large eddy currents, however, the magnetostatic
approximation of the coarse model was not accurate enough and the algorithm has not yield a speed-up.
Two possible improvement paths are left for future work. On one hand, more evolved lumped models to
better describe the voltage-to-current relation of the field on coarse circuit simplification can be studied. On
the other hand, a better prolongation operator that is able to capture the skin effect of the magnetic field is
of high importance.
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7 Summary and Outlook
This work has dealt with the mathematical analysis and simulation of refinedmodels in circuits. It has focused
on the simulation of electromagnetic fields in devices and their surrounding circuitry with the special motiva-
tion of quench propagation in accelerator circuits. However, the analysis and idea behind the simulation tech-
niques can be transferred to other type of coupled systems (see [153]).
The structural analysis of the coupled system has been performed in Chapter 4. For that, three generalised
circuit elements have been defined that allow the classification of the refined models. Analogous to the classic
(differential) DAE index analysis of the modified nodal analysis, a theorem has been derived that formulates
the index of the entire coupled system by means of topological properties of the underlying network. In the
last part of the chapter, four refined models arising from different formulations, models and approximations
to Maxwell’s equations have been classified. This has allowed confirming already known results, such that
the classic magnetoquasistatic ~A∗ formulated PDE behaves from the index point of view as an inductance.
Furthermore, new index results for other type of field equations in circuits have been obtained. In particular,
the ~T − Ω formulated magnetoquasistatic PDE, the ~A∗ formulated eddy current homogenisation model for
inter-filament coupling currents in superconducting coils and the electroquasistatic system of equations have
been classified.
Iterative algorithms for time domain simulations have been studied in Chapter 5. The co-simulation of magne-
toquasistatic field approximations and circuits has been investigated bymeans of optimised Schwarzmethods.
With the motivation of the quench simulation in superconducting magnets, the co-simulation of the magne-
tothermal eddy current model arising from inter-filament coupling currents inside electric networks has been
analysed. Here, the transmission condition (information exchange) between the magnetothermal system and
the circuit inside the waveform relaxation algorithm has been optimised. Hereby the amount of iterations in
the WR scheme that are required to reach the needed tolerance are significantly reduced (from 16 to 2). To
further speed up simulation time, a second iterative method called Parareal has been studied. The parallel-
in-time algorithm has first been investigated in the context of higher index DAEs. A generalisation of the
algorithm has been presented to be consistently applied to DAEs. For systems with a special structure, such
as the ones obtained from flux-charge MNA, it has been shown that the classic Parareal method can be applied
if the implicit Euler is used as the time integrator. In the last part, both methods, i.e. waveform relaxation
and Parareal, have been combined into one algorithm. Two different coupling strategies for the two methods
have been proposed. In the second approach, which is set up for eddy current systems coupled to circuits,
a micro-macro-like Parareal algorithm is obtained. Its idea, based on Schur-complements, however, can be
expanded to other type of coupled systems.
Chapter 6 has presented several numerical studies to underline the theoretical results obtained previously.
First, two different field models are coupled to two different circuits yielding index 1 and index 2 DAEs
according to Theorem 1 of Chapter 4. The sensitivity towards perturbations of the index 2 simulations has
confirmed the predictions obtained from theory. So as to test the optimised waveform relaxation algorithm,
the co-simulation of a magnetothermal model of an accelerator magnet and its surrounding circuitry has been
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carried out. The waveform relaxaion algorithm has been applied with the optimised transmission condition
derived in Chaper 5, as well as with modifications of it. The numerical tests have shown the importance
of choosing an appropriate information exchange between the subsystems, as the number of iterations to
reach the required tolerance could be considerably reduced (2 instead of 16 iterations). To test the Parareal
algorithm together with the implicit Euler method as time integrator on nonlinear index 2 systems, the
method is applied to two different circuits modelled with flux-charge MNA. The evolution of the solution for
index 0 and index 2 variables through the Parareal algorithm has been shown. In the end, two combinations
of Parareal and the waveform relaxation algorithm have been applied to a transformer coupled to a circuit.
Both algorithms have been able to considerably reduce computational cost for the eddy current model with
lamination. In the best case, the effective number of linear systems solves of the field’s finite element matrices
could be reduced by a factor of 33.
7.1 Outlook
The theoretical and numerical results presented in this work raise new questions to be answered in future
work.
The optimised transmission condition in the waveform relaxation algorithm for accelerator magnets in circuits
has been approximated by means of a Neumann series. This leaves the possibility of adding more terms of the
series to potentially further speed up the iteration convergence. Thus, testing this on numerical examples that
require more WR iterations to reach the required tolerance is something that can is left for a continuation
of this work. Furthermore, other series approximations could be investigated for alternative transmission
conditions.
The next step to take regarding Parareal and DAEs is to consider systems with nonlinear index 2 components,
or even higher index, that are not covered by the theoretical results obtained for the implicit Euler method
as time integrator. Here, the modified Parareal algorithm for DAEs presented in Section 5.2 should be tested
and compared to the classic algorithm.
An improved micro-macro like combination of Parareal and optimised waveform relaxation in field-circuit
coupled systems is still to be mathematically analysed to ensure the algorithm can also be applied to field
systems with strong eddy current effects. Here, more evolved lumped models can improve the voltage-to-
current relation of the coarse system to better mimic the behaviour of the fine system. This could for example
be obtained by already existing equivalent circuits or by considering more terms of the Neumann series of the
optimised Schwarz transmission condition. Another, probably more prominent, source of error is the prolon-
gation operator that is not able to capture the skin effect (in space). Thus, studying improved prolongation
operators is another topic for study that is left for future research.
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A Appendix
Abbreviations
BC boundary condition
BDF backward differentiation formula
BVP boundary value problem
DAE differential algebraic equation
EQS electroquasistatic
ES electrostatic
FEM finite element method
FIT finite integration technique
IC initial condition
IRK implicit Runga Kutta
IVP intial value problem
KCL Kirchhoff’s current law
KVL Kirchhoff’s voltage law
LTE local truncation error
MNA modified nodal analysis
MQS magnetoquasistatic
MS magnetostatic
ODE ordinary differential equation
PDE partial differential equation
PR Parareal
WR waveform relaxation
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