This paper provides an empirical analysis of the two-way causal relationship between investment and performance indicators at the firm level. The performance variables include sales, value added, profit, cash flow, capital structure and employment. The investment variables are research and development and physical capital. A multivariate vector autoregressive approach is applied to a panel of Swedish firms observed between 1992 and 2000. Results show evidence of some two-way causal relationships, which are mainly transitory in character. Significant heterogeneity is observed in the firms' investment and performance behavior by their size.
Introduction
In the past, researchers have documented a significant positive relationship between R&D and productivity (Cohen and Klepper 1996 , Griliches, 1998 , Sutton, 1998 . 1 However, the relationship is only robust across firms. In their survey of the literature, Klette and Kortum (2004) report a fragile and typically insignificant relationship between firms' R&D and their productivity growth. This suggests that the issue of causality is of a great importance to economists in their evaluation as well as for policymakers in their decisions. In fact, the relationship between investment and performance can be relevantly studied in both directions. A priori it can be assumed that better sales and profit performance of firms exert a positive influence on their R&D investments through retained profits. High performance also improves access to external resources through securities for investments in general and for investments in R&D in particular (Baumol and Wolff 1983; Pakes and Griliches, 1984) . However, the innovation and growth literature still lack robust empirical evidence on a possible reverse link from productivity to investments in R&D activities.
The purpose of this paper is to provide robust empirical analysis of the possible two-way causal relationship between investment and performance at the firm level. We examine the interactions between a set of financial indicators represented by investments 1 Productivity here refers to set of indicators such as value added or sales per employee.
in R&D and physical capital and a set of performance variables including sales, value added, profit, cash flow, capital structure and employment. The multidimensional analysis of vectors of investment and performance provides a more complete and robust picture of the sensitive relationship and the patterns and directions of causality. In this way this paper contributes to the literature on the mentioned relationships at the firm level and fills the gap on existence and patterns of such relationships.
The analysis starts from three successive innovation-surveys in Sweden conducted between 1996 and 2000. For the richest of them, the 1998-survey, we extend the stratified sample by using annual account data for the period from 1992 to 2000 for firms with 50 or more employees. This threshold censoring of the data is explained by the fact that annual R&D-figures for the smallest firms are not available in the Swedish register data. The added value from this analysis is attributed to the multidimensional and sensitivity analysis of the subject by using advanced estimation method and comprehensive high quality firm level data.
In the first part of the empirical exercise, we investigate the Swedish innovation surveys by using an identical multi-step innovation model. The results show a robust pattern of a significant and positive elasticity of productivity with respect to human capital, physical capital and knowledge capital. Knowledge capital is defined as innovation output generated from R&D-investments. Next we conduct a descriptive data analysis for the firms observed in the 1998-innovation survey by following up the firms for the period 1992 to 2000. The results suggest that the cross-sectional relationship between investment variables and firm performance is prevailing also in the time-series dimension. Finally, a Granger causality test is applied on the data and we compare the two-way causal relationships between R&D and capital investments and firm performance while testing whether the effects are temporary or permanent. In the causality analysis part we compare results between small and medium-sized firms (50-250 employees) and large firms (250 and more) using Vector Auto Regressive (VAR) methodology. The findings on the issues of causality and its uni-or bidirectional nature adds to empirical findings presented in Mairesse and Hall (1996) , Hall et al. (1998) , Bond, Harhoff and Van Reenen (1999) , Levine, Loayza and Beck (2000) , Gholami, Tom-Lee and Heshmati (2006) and other studies. Our approach is an improvement of the approaches employed in these previous studies in that it applies a multivariate approach on an extensive data set. Thereby, it strengthens the evidence on the dynamic relationship between finance, investment and growth at the firm level while accounting for size class heterogeneity. The paper proceeds as follows. A theoretical background and some empirical findings from recent literature are summarized in section 2. In section 3, the data used is described, and results from cross-sectional regressions and preliminary findings from the descriptive statistics are reported. The econometric model is presented in section 4. Results from empirical analysis of causality relationship are presented in Section 5. The final section concludes this study and provides guidelines for future studies of causal relationship between performance and investment.
Theoretical aspects and previous studies
In this section we provide a brief review of the literature dealing with studies of the link between R&D and productivity growth, the relationships between firm size, investments and performance and the nature of the relationship between investment and performance. Are relationships to be understood as correlation or causality? If causal effects can be found, are they of a transitory or a permanent nature?
R&D and growth relationships
It is a commonly held view that R&D makes a vital contribution to firms' sales performance, productivity and profit (Griliches, 1988; Romer, 1990; Geroski, Machin and Van Reenen, 1993; Jones, 1995; Van Reenen, 1997) . Firms invest in R&D in order to enhance their competitiveness and capability to earn profits. Ericsson and Pakes (1995) show that the stochastic outcome of a firm's own investments in R&D, physical capital, human capital, marketing and the competitive pressure from other firms within or outside the industry determine the sales performance, profitability and growth of the firm.
The relation between R&D and productivity has recently been discussed in numerous theoretical and empirical studies. However, despite significant progress made, the literature still lacks evidence on certain important relationships. Compared to the influence that R&D intensity, among other determinants, exerts on firms' economic performance, very little attention has been paid to the reverse relationship. In general, the existing empirical results are not conclusive and there is not much evidence on neither the complex nature of the relationship, nor on effects of firm performance to the R&D activity. Yet is it clear that such a relationship with a high probability exists. Variables such as cash flow, productivity and profit affect the quantity of resources available for physical investment and for investment in R&D (Baumol and Wolff, 1983) .
The importance of the reverse link between firm performance and R&D is also connected to recent empirical findings suggesting that R&D activities are difficult to finance through external funding sources. An extensive literature within corporate finance, industrial organization and different strands of the Neo-Schumpetrian research has explored the presence of "liquidity" constraints and the importance of cash-flow and retained profit for R&D-investments (See for example Himmelsberg and Petersen 1994; Kaplan and Zingales, 1997; Brown, 1997; Harhoff, 1998 and Cincera, 2002 ).
Firm size, investments and performance relationships
In this paper we will compare the two-way causal relationship between investment and firm performance for two size groups; firms with 250 or less employees, and firms with more than 250 employees. The threshold censoring level of 50 employees is due to limitations in the available register panel dataset. It should be noted that only few small firms are involved in R&D activities.
From the literature, we know that Gibrat's law postulates that firm size has no systematic effect on the rate of growth of firms. Not necessarily inconsistent with this law of proportional effect, the Schumpeterian strand of the innovation literature suggests that bigger firms have an advantage in the R&D process due to access to financial, skill and organization resources, economy of scale in R&D and a superior ability to exploit results of research. Moreover, several researchers report that the capital structure of R&D-intensive firms exhibits less leverage than that of other firms. For the American economy, Hall (2002) finds that banks and other debt holders prefer to use physical assets as collateral and are reluctant to lend when projects involve substantial R&D-investments. Taken all together, smaller firms with less physical assets to secure loans and lower economies of scale in R&D can be expected to have a different relationship between investments and firm performance than their larger counterparts.
Correlation or causality?
Partly due to increased data availability and partly due to developments of methods, there has been a surge in the analysis of firm level panel data over the last couple of decades. Time series of cross sectional firm observations are, however, typically quite short which brings about the issue of efficient estimators and estimation of individual heterogeneity effects. Consistent estimation of model parameters requires a sufficient number of time period observations for each firm. While overwhelming evidence show that R&D is a good predictor of productivity, at least in the level dimension, most results do not take the issue of causality into account. However, in recent years significant improvements in econometric modeling of causal relationships have been made. These include studies by Granger (1969) , Sims (1972) Geroski, Machin and Van Reenen (1993) employ the Arellano and Bond estimator to evaluate effects of corporate profitability from major innovations. They find positive direct effects spread over a period of seven years for a sample of 721 large, quoted U.K. firms and indirect effects up to three times larger than the direct effects. Hall et al. (1999) apply the Newly and Rosen (1988) methodology on cross-country data sets in evaluating whether cash flow and sales cause physical investment and R&D. The main findings show that the direction of causality differs between the investigated countries, suggesting important institutional differences between the "market based" Anglo-Saxon countries (United States, United Kingdom and Canada) and the "bank-based" financial systems of France, Germany and Japan.
Bond, Harhoff and Van Reenen (1999) test for the importance of cash flow on investment in fixed capital and R&D using data on German and British firm and a system of GMM estimators developed by Arelleano and Bover (1995) and Blundell and Bond (1998) . They find that financial constraints affect the decision to engage in R&D rather than the level of R&D-spending. A serious drawback of the traditional Granger model is that it requires long time series (Colombo and Garrone, 1996) . The introduction of a time dimension in the data will reduce the problem, since it allows using both cross-sectional and time-series information to test the causality relationship. In particular, it gives the researcher a large number of observations, increases the degree of freedom, and reduces the collinearity among explanatory variables. So, at the cost of strong assumption of homogeneous causal relationship across firms, it noticeably improves the efficiency of a Granger causality test.
Applying a simple method of estimating VAR-equations with panel data, Holz-Eakin, Newey and Rosen (1989) study dynamic relationship between local government revenues and expenditures. They find that lags of one or two years are sufficient to summarize the dynamic interrelationship in local public finance, but they also emphasize the importance of testing for appropriate lag length before testing causality.
The current paper uses a recently proposed model for panel data to analyze the Granger causality (Granger, 1969) In this study we have tested the causal relationships between the investment and performance variables by using one, two and three lags. Taking the short time series into account, models with a lag length of two lags were preferred.
Transitory or permanent?
Investigating the correlation between innovation (innovative output) and profitability, Geroski, Machin, and Van Reenen (1993) attempt to distinguish between transitory and permanent effects. If the dominating effects of R&D investments are new products on the market, we can expect a larger likelihood of a transitory effect. The introduction of new products may lead to increased profits, which remain high only until rivals successfully imitate and begin to drain the innovator's rent. On the contrary, if the dominating effect is the process of innovation, having a generic impact on the firm's core competence, the probability of permanent effects will increase.
The present paper will touch upon the issue of transitory and permanent effects. If the possible causal impact of R&D or physical investments on firm performance will cease after only one period, we will regard this as an indication of transitory effects.
Data and preliminary findings

Data sources and data collection
This paper is based on two sources of data. First, we have three consecutive innovation surveys conducted in Sweden in 1996, 1998 and 2000: the National Innovation Survey (NIS) and two Community Innovation Surveys (CIS). The criterion for including a firm in our sample is that the number of employees is 50 or more. This is a requirement to exploit the available R&D-information for the whole period 1992-2000 in the subsequent analyses. The censoring resulted in 480 observations in the year 1996-data (CIS II), 931 observations in the 1998-data (National innovation survey) and 519 firm observations in the 2000-data (CIS III). The share of firms with positive R&D investment varies in the interval 43% to 68% (see Table 1 ). 1 The second source of data is a panel covering the period 1992-2000. The data contains annual R&D investments and other information for firms included in the stratified sample used in the 1998 innovation survey. Table 2 summarizes the unbalanced and balanced versions of the panel data. The former data allows for exit and entry of firms and it consists of 12,082 observations. Since we use lag structure to establish the causal relationship between the variables of interest, the unbalanced panel is limited to firms observed at least 4 consecutive years. The unbalanced sample is reduced to 7751 observations (see Table A1 in the Appendix). The unbalanced panel, despite its increased data management and estimation complications, it is of course preferred since it allows for both entry and exit of firms with different technology levels to the market. In addition it has the advantage that it also reduces sample selection and attrition biases.
Variables and their definitions
The key variables in the panel data analysis, which is our main interest, are presented in Table 3 . The financial performance variables include: sales (SALE), value added (VALA), research and development (R&D), flow of tangible investments (FTAN), gross profit (PROF) and cash flows (CASH). Other variables include employment (EMPL), stock of tangible investments (STAN), capital structure, (CAPS), human capital expressed as share of employment with a university degree (HCAP), knowledge intensive production technology (KNOW), debt (DEBT) and equity (EQUI). Summary statistics of the data is presented in Table 3 . Column 1 reveals summary statistics for all firms in the balanced sample. Columns 2 and 3 show corresponding data for small and medium-sized and large firms respectively. Small and medium-sized enterprises (SME) 2 are those with 50-250 employees. The category of large firms includes firms with more than 250 employees. The average size for the smaller firms is 113 employees compared to 896 employees for larger firms. The monetary values are transformed to 2000 fixed prices using producer price index.
Cross-sectional data analysis
In what follows we shall estimate models based on the three innovation samples using the CDM-model which 1 The first survey (CIS I) was collected in 1992, but only a minority of European countries participated. Since CIS I was not conducted in Sweden, it is not utilized in this study. 2 The definition used here is not a standard OECD definition. The SME group generally includes firms that have 10-300 employees, but the classification differs across sectors.
in recent year has been frequently used for analyzing CIS data.
The first question we wish to ask is how internally generated capital (profit), debt and equity contributes to R&D-investments? All three variables are expressed in per employee-terms. Next we explore the relationship between R&D-investments and innovation sales per employee. Finally, we are interested in the elasticity of value added per employee with respect to innovation output. 3 In each equation of the model, we use the traditional control-variables (see Table 4 Table 4 .
What is new in the present study compared to other analysis of the Swedish innovation data is that we introduce financial variables as determinants of firms' R&D-intensity. In contrast with the robust and positive relationship between R&D and innovation sales (See Panel B of Table 4 ) and between innovation sales and productivity (See Panel C), the results concerning the R&D-elasticity is somewhat mixed over the three data samples. R&D-intensity is an increasing function of equity (per employee) in the 1996 and 1998 data, but not in 2000. The point estimate for profit is significant only when we use the 1996 data. Short-term debt contributes positively and significantly to R&D in 1998 and 2000 but not for the 1996 sample. Long-term debt is significant only in the 1998-data. Table 4 shows that for firms with 50 or more employees, R&D is an increasing function of size measured as number of employment. It should be noted that the correlation between capital stock and R&D-intensity is only significant (and negative) in the CIS III data.
Descriptive analysis of the panel data
The cross-sectional analysis, presented in Table  4 , Panel C, confirms the commonly held view in the Schumpeterian literature that physical capital and knowledge capital (the output from R&D), together with human capital are main determinants to productivity growth. In the following we will add the time-series dimension to the cross-sectional analysis in the previous section. Unfortunately, the three innovation surveys are only partly overlapping and less sufficient for our panel-data data analysis. As an alternative strategy, we use the richest of the three cross-sectional data sets, the 1998 innovation survey data, and merge it with time-series of cross sectional data for the period 1992-2000 obtained using Swedish firm register data. Since R&D is the key-variable in our study, and since the merged data contains R&D-information only for firm with 50 or more employees, we had to drop the smallest firms with less than 50 employees from the further investigation. Table 5 provides an initial simple descriptive analysis of the resulting panel data. We report the annual growth rates for 1992-2000 by R&D-intensity, for the key variables in the study. The sample is divided into three subgroups distinguished by the size of R&D-investment including: zero investment, moderate investment rate (0.1-2.0% as a share of sales) and high investment rate (more than 2%). The label "A" here indicates growth rates during the next 8 years (1992-2000) after R&D-intensity measured in year 1992, and the label "B" indicates growth rates during the previous 8 years, measured by the year 2000 R&D-intensity.
It is shown that the future growth rate of sales (See label A), value added, profit, cash flows and employment is positively associated to the initial R&D-intensity. Moreover, for firms with 50 or more employees, the present level of R&D (See label B) is a fairly good predictor of the previous growth rate of four out of five of these variables. Only for employment no difference can be observed between non-R&D firms and other firms.
The four rows at the bottom of the table reveal growth rate of total debt (long-run and short-run) and equity. The results indicate that debt per employee in 1992 to 2000 is a decreasing function of the initial R&D-intensity as well as over R&D-intensity at the end of the period. The differences are small in the future growth rate of equity, with respect to initial R&D-effort. Looking at the backward perspective, firms with no R&D-investment in year 2000 had the largest growth of equity between 1992 and 2000. Table 6 shows correlation between the key investment and performance variables in the balanced panel dataset. Panel A depicts 7,751 observations from the overall sample, Panel B 5,590 observation from the subgroup of small and medium-sized firms (50-250 employees), and Panel C shows the correlations among of large firms (2,161 observations from the subgroup of large firms with more than 250 employees).
The three panels revels a fairly stable pattern; there is a strong correlation between sales and value added, profitability and cash flows. The correlation coefficients between sales and value added, one the one hand side, and human capital, physical capital and R&D on the other are quite sizeable in the order of 0.3 to 0.5.
Some preliminary findings
We conclude this section by summarizing the preliminary findings from the cross-sectional analysis and the descriptive analysis of the panel data. By using an identical specification of the multi-step CDM-model, the data suggest that R&D-investment is an increasing function of both internal (retained profit) and external (debt and equity) financial sources. The results give some evidence that external sources of capital are more important than internal funds, which is in contrast to the literature (see e.g. Hall, 2002) . These results, however, are not robust across the three survey samples, which might be explained by business cycle factors. A commonly held view in the financial literature is that firms' adjustment of the degree of indebtedness is associated with the market valuation of the firm (Brealey, Mayers and Allen, 2006) .
Although the CDM-model, by definition, is aimed at capturing the relationship between the decision to engage in R&D, and the size of R&D-investments, the output from R&D-investments, and finally productivity, the cross-sectional nature of the data doesn't allow us to draw any conclusion about causal relationships among the variables. We try to improve upon this limitation by tracing firms backward and forward. Our second preliminary finding comes from the panel data analysis. Here, we also introduce cash flow in the analysis. Both the "forward and backward" tests and the correlation analysis indicate that the R&D-investments are closely correlated with different measures of firms' performances.
In the following, we will explore the relationship between R&D and firm performance in more detail. In particular we will ask four questions: (i) Is there a causal relationship between R&D and firm performance? (ii) Is there a reverse causal dependence between R&D-investment and market success for a firm, measured as sales and profit? (iii) Is the causal association temporary or transitory? (iv) Does the pattern of causality and robustness differ between small and medium and large firms?
The empirical model and estimation procedures
In this section the empirical model is presented. Let us consider two variables y it and x it . The former is firm i's performance in time period t. The latter measures the firm's investment. The existence of a relationship between the two variables above does not prove presence of causality or the direction of influence between the variables. To explain the Granger test for causality, we will consider the question: Is it R&D that "causes" the increased sales ) ( y x → or is it the increased sales that causes R&D ) ( x y → ? A variable x is said to Granger cause a variable y if, given the past values of y, past values of x is useful in predicting y. The Granger causality (Granger 1969) test assumes that the information relevant to the prediction of the two variables, e.g. R&D and sales, is contained solely in the time dimension of the data.
A common method for testing Granger causality is to regress the variable y on its own lagged values and on lagged values of the x variable, and to test the null hypothesis that the estimated coefficients on the lagged values of x are jointly zero. It should be noted that in testing for causal relationship between two or more variables one could account for heterogeneity (labelled as conditional or z-variables) not reflected in the lag of variables of interest.
The following model will allow the study of whether x it Granger causes y it: [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] and it u is a random error term. The error term follows a two-way error component structure (Baltagi, 2001 ) and can be broken down into an unobservable firm specific ( i ), time specific ( t ), and a random ( it ) error term component written as:
The error term  it represents measurement error in the dependent variable and omitted explanatory variables. The error random term is assumed to be independently and identically distributed with zero mean and constant variance,     The firm and time specific effects,  i and  t , are effects capturing firm heterogeneity and exogenous technological change respectively and are assumed to be independent of each other and of regressors.
Similarly, in order to study whether y it Granger causes x it , we will specify a fully analogous model as in In the results presented in Section 5, we use two lags. The choice of lags is empirical rather than theoretical (some firms are observed only 4 periods). Testing for different lag structures, we find that the impact is negligible on the estimated regression coefficients. It should be noted that a small number of lags increases the number of degrees of freedom, while a large number of lags decreases or rules out autocorrelation. Finally, we specify two null hypotheses. First, x it will Granger cause y it, if the following null hypothesis is rejected: 
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The models in (1) and (3) can be estimated using pooled ordinary least squares (OLS), least square dummy variables (LSDV) or within estimation methods. In the pooled model, no account is made for unobservable firm and time specific effects in (2), while in the LSDV model firm and time effects are captured by dummy variables. These are transformed out in the within estimation method. The latter two types of estimations give identical slope (causality) parameter estimates. The OLS models and within model are nested and the significance of the unobserved firm and time effects can be tested jointly. In addition the lag length is tested and determined.
Empirical results
We begin by reporting the main result from the investigation of uni-and bidirectional causality between investment and performance and then discuss the complete multivariate equations. Tables One important issue is that we also ask if the possible causality effect is persistent or only transitory. Naturally, the short panel and the exploitation of only two lag variables reduce the potential to explore the persistency/transitory nature of the effect properly. We believe, however, that the results provide some indications on the characteristics of the effects. If the causal effect holds only for the first lag but not the second, we interpret the influence as transitory, whereas a causality effect for both lags is required for the presence of a persistent causal effect.
The models in (1) and (3) are estimated using pooled and within estimation methods. In the former no accounts is made for unobservable firm and time specific effects in (2), while in the later we accounts for such effects. The joint test results (see Table 6 .1 and 6.2) indicate that the effects are highly statistically significantly different than zero and should be included in the model specification. The models are then estimated by within estimation method transforming out the effects and using 2 lags of the dependent and independent investment and performance variables and having controlled several conditional variables.
Causality between sales and investment variables
Panel A in Table 7 .1 contains the empirical results of estimating equations (1) and (3) for the sample of small and medium sized firms (SME) and the sample of large firms (LARGE). For both samples the within-model indicate that the last years sales per employee is not correlated with the present year's R&D-investments per employee, suggesting low importance of internal financial sources for R&D expenditures. The causal relationship between sales and R&D, however, turns out to be fragile and statistically significant at low level only for LARGE firms. The sign of lag 2 changes from positive to negative for both samples, indicating that effect from sales on R&D is transitory. In stark contrast to the cross-sections results reported in Section 3, the reverse causality from R&D-intensity to sales per employee is insignificant for both lag values of R&D. Our results confirm the findings by Klette and Kortum (2004) on insignificant relationship between R&D and firm performance (productivity) in the longitudinal dimension. It should be noted that we here, in congruence with other studies, interpret sales per employee (gross labor productivity) as a proxy for value added per employee (net labor productivity).
Causality between profit and investment variables
The reported results from the Granger causality test between sales and investments are reported in Table  7 .1. Table 5 .2 addresses the issue of financial constraint more directly than the results reported in Table 7 .1. Panel C of Table 7 .2 shows the relationship between profitability and the two R&D and Gross Physical investment variables. The first striking result is that we find no influence from profitability to R&D, or any feedback effect from R&D on profits. Interestingly, the signs of the estimates are positive in both L1 and L2 dimension as well as in the two-way causality perspective for SME firms, indicating the presence of liquidity constraints. For LARGE firms the sign of the estimate is mainly negative. However, due to insignificant effects no inference can be made here. Turning now to the results of causality test between profitability and physical capital, the panel 4 of Table  7 .2 shows a two-way causal relationship for both SME and large firms, although the sign is positive when the influence from profit on tangible investments is considered, and negative in form of feedback from physical investment on profit. The causality test suggests that in SMEs, firms' financial assets (retained profit) causes physical investments, which means that performance success in period 1 is highly important for the firms' possibilities to develop a capacity to be successful also in period 2. However, the negative influence of increased physical investments on profitability in both the first and second years perspective informs us that there is a considerable time lag between investment, break-even and profit.
In the case of large firms, by contrast, the causal influence from profitability to physical investments (Table 7. 2) is only transitory, that is, the effect is insignificant for the second lag. Finally, we find that it takes two years for physical investments to influence profitability negatively for large firms, whereas the impact is immediate for SMEs. Table 7 .3 summarizes the causality test between employment and investment intensity. Interesting differences between the two sample sizes are revealed. First, in Panel E it is shown that firm growth, as measured in terms of employment, has no impact on R&D-investment for SMEs. This is in contrast to LARGE firms, for which the results suggest that last year's employment growth has a highly significant causal influence on the present R&D activities. But the effect is only transitory and last only for one year. The sign for lag two is only weakly significant and moreover, it is negative.
Causality between employment and investment variables
Looking then at the reverse relationship, Panel E of Table 7 .3 shows that increased R&D-investments predicts reduced employment for SMEs, and the effect is highly significant after two years. We don't find any corresponding result for the LARGE firms. On the contrary, the effect of higher R&D-intensity is positive, but only weakly significant and transitory lasting only one year.
We then turn to the reverse causality between employment and physical investment. Panel F shows that the instant effect of increased physical investment on employment is positive and highly significant for SMEs, but the effect changes to negative and insignificant in the L2 dimension. In the case of LARGE firms, evidence is provided that physical capital Granger causes employment only in transitory form lasting one year. The transitory effect vanishes as the higher capital intensity is associated with lower employment rate.
Causality between investment variables
Finally, Table 7 .4 provides causality tests for tangible and intangible capital investments. For the SMEs as well as for LARGE firms the results suggest a significant negative effect from gross physical capital investments to R&D. However, the nature of the effect differs by size in that it is transitory for SMEs while it is non-transitory for large firms. We do not find a feedback that suggests a positive influence of R&D on the level of gross investment in physical capital.
Causal relationship between performance and invest variables
In investigating the causal relationship between the two investment variables (R&D and Gross physical) and three performance variables (Sales, Employment and Profit) two lags are used due to short time period in the data. The five models are estimated using pooled OLS and within estimation methods. Test results indicate that within method, where firm and time effects are accounted for, is the preferred model specification and estimation method. The test results also suggest that the conditioning variables of capital structure, human capital and knowledge intensive production technology should be included in the model specifications. The results for firms grouped into small and medium and large size classes are presented in Tables 8.1 and 8 .2, respectively. In all cases the variables are measured per employee.
Results based on the SME sample data reported in Table 8 .1 show evidence of different relationships between the investment and performance variables. Current values of all indicators are related to their own lags. In the case of R&D, employment and profit the sign changes between the two lags. For instance SALE is strongly related to profit and employment but not to R&D or gross physical investment. Profit, in turn, is strongly associated with physical investment but not with R&D investment. Despite short lag structure, differences are also found in the longevity of the effects. The conditional variables show stronger association with profit and physical investment and no association with sales. Some of the results are unexpected, such as the effects of human capital on profits or knowledge intensity on physical capital investment.
Our causality results based on the large sized sample reported in Table 8 .2 differ in several respects to those of the SME size. Even here we see that different indicators show evidence of difference in determinant relationship among the variables. Differences by size are observed not only by significance and sign but also by persistency of the effects. Similar results are found concerning the relationship between current values of the indicators and their lag structure. One exception is that of Gross physical investment which in similarity with R&D, employment and profit switches from a positive to a negative effect when going from one to two lags. The statistically significant conditional variables show similar relation with the five indicators. However, in some cases we see difference in the effects by size of firms.
Summary and conclusions
Does a better financial performance of firms exert a positive influence on their R&D investments? While previous research in this area have shown that the level of R&D is a good predictor of financial performance of firms, they are far from being able to establish the nature of causal relationships between the key investment and performance variables. Some studies document a fragile and typically insignificant relationship between firms' R&D and their productivity growth suggesting that issues of causality are important in evaluations of R&D effects as well as for various policy decisions. This paper first examined the cross-sectional nature of the R&D and firm performance relationships. The empirical results are based on data from three consecutive Swedish innovation surveys. A common multi-step estimation approach which accounts for both simultaneity and selection biases was applied. As expected, the results showed evidence of a strong and highly significant relationship between R&D and productivity through innovation output, measured as share of sales associated with new product and processes at the firm level.
Next we conducted time dimension analysis by selecting the 1998 national innovation survey firms and performing a simple forward-backward analysis. We found that R&D is a good predictor of future growth in, foremost, profit and employment, but also in sales and value added. Moreover, no R&D or only moderate R&D intensity predicts growing debt. The backward analysis indicated that the growth rate of profit, value added and sales are fairly good predictors of future R&D-intensity, while the growth rates of both equity and debt are negatively related to future R&D-intensity. The capital stock was found to be neutral to R&D in simple descriptive statistical forward and backward analysis.
For the Granger causality analysis we conducted causality tests based on both pooled OLS and within estimation analysis. The test results indicated a necessity to account for unobservable firm and time effects, thereby suggesting within as the appropriate estimation method. We estimated two R&D and gross physical investment variables and the three sales, profit and employment performance variables. In each of the five models we used a lag length of 2 applied to each of the dependent and independent variables. Due to heterogeneity in causal relationship by size of firms revealed in the preliminary analysis, we conducted the test separately for the groups of small and medium and large enterprises. In addition, we controlled for a number of conditional variables including indebtedness, human capital and knowledge intensity in firms' production technology.
We investigated whether there is a causal relationship between investment and performance of firms and whether the relationship is two-way causal. In addition, we studied the persistency of the relationship and its differences across firm sizes. Results based on the SME sample showed evidence of different relationship between the investment and performance variables. Current values of all indicators were found to be related to their own lags. In the case of R&D, employment and profit the sign changed between the two lags. For instance; sales is strongly related to profit and employment but not to R&D or gross physical investment. There are differences among the two sizes concerning the feedback from profit to gross physical investment. This indicates presence of capital constraint among the lower profitable SME firms. SMEs finance their investment needs with internal funds. The difference is however not statistically strong. Profit, in turn, is strongly associated with physical investment but not with R&D investment. Despite short lag structure, differences are also found in the longevity of the effects.
Our causality results based on the sample of large firms differ in several respects to those of the SME size. Even here we see that different indicators show evidence of difference in determinant relationship among the variables. Differences by firm size are observed not only in differing significance and signs, but also by persistency of the effects. Similar results are found concerning the relationship between current values of the indicators and their lag structure. The statistically significant conditional variables show similar relation with the five indicators across the two size groups. However, in some cases we see difference in the effects by size of firms.
The effect of R&D on profit is fragile and statistically insignificant. This confirms the finding in the literature on the longitudinal relationship between R&D and productivity. R&D has a week positive effect on employment only for large firms. We do not find many examples of a two way causal relationship between the two sets of variables and the relationships are transitory. Surprisingly, R&D and gross physical investment has no positive co-variation for large firms.
In this paper, we have elaborated several important issues such as cross sectional and time series aspects of the relationship between investment and performance variables accounting for conditional variables. We explored the size heterogeneity and the persistency in the relationships among the variables. These steps were taken to establish the nature and robustness of the causal relationships which are important in prediction of performance and in evaluation of R&D effects and policy measures. In sum, the results show evidence of strong and significant relationship between R&D and productivity. R&D is found to be a good predictor of future growth in profit and employment. However, we find heterogeneity in causality relationship by the size classes of firms. The differences in feedback effects and its persistency is attributed to capital constraints facing small firms.
We find it important to conclude this study with a few suggestions for future research on the causality between R&D investment and performance. One important step is to extend the relatively short panel data to a longer time period covering different growth and recession periods. This will gives a better base for applying systems of equations and alternative estimation methods for dynamic panel data analysis. Another extension is to perform stationarity tests in the data sets prior to the causality tests. Unfortunately, none of these extensions are possible with the current data sets which have short time coverage. Note: Number of firms with 50 or more employees is 1,605 in the stratified sample of which 931 responded to the innovation survey. Note: Asterics ***, ** and * indicate significance at the 1%, 5% and 10% levels of significance, respectively. Notes: Significant at the less than 1% (***), 1-5% (**) and 5-10% (*) levels of significance.
Appendices
⇒ Indicate causal relationship. Notes: Significant at the less than 1% (***), 1-5% (**) and 5-10% (*) levels of significance.
⇒ Indicate causal relationship.
All variables are in per employee. Notes: Significant at the less than 1% (***), 1-5% (**) and 5-10% (*) levels of significance.
All variables are in per employee. 
