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Résumé
Dans les productions ciriématographiques. les effets d’éclairage sont une grande
préoccupation. En composition vidéo numérique, lorsque des séquences sont combinées
pour urcer tIcs scènes jiutiites. l(’5 tlifiéreilU(’s tl’éclairage entre ces sequvutvs sont pn)blé—
matiques et trahissent f effet de réalisme voulu. Traditionnellement, des outils corrigent
les couleurs afin de reinettrc’ les séquences (laus 1111 meure espace bmnneux. Basés sur
une mise en correspondance des couleurs. ces outils sont limités par le manque diri
formations à propos de la géométrie et des fonctions de réfiectancc de la scène, ce qui
donne rarement des résultats convaincants lorsque les éclairages des séquences d’origine
sont incompatibles. Réceunnent, l’extraction de certaines informations manquantes a
été rendue possible grâce à des systèmes complexes de caméras et de projecteurs lors du
tournage, permettant de simuler un éclairage arbitraire par rendu. Puisque les coûts as
sociés à ces technologies sont présentement trop élevés pour f industrie. nous proposons
un outil intermédiaire qui cadre bien dans le contexte traditionnel de post-production.
Notre outil de génération de cartes de normales permet de retrouver automatiquement
et en temps réel une géométrie courbe “plausible” des objets d’avant-plan filmés de
vant l’écran bleu, en exploitant la silhouette du matte et le dégradé d’illumination sur
ces objets. Afin d’améliorer le résultat final, une interface usager permet d’ajuster des
paramètres simples : une pondération entre les deux stratégies de reconstruction ainsi
que des transformations sur les séquences originales et les cartes de normales. Après
avoir placé des lumières virtuelles dans un espace tridinierisionnel, ies cartes de rior—
males sont directement utilisées par le matériel graphique pour refaire le rendu. Dans
une composition. notre technique améliore l’effet d’immersion entre les séquences.
Mots clefs
Composition vidéo mnrmérique, rééclairage vidéo, carte de normales, reconstruction
“plausible”, reconstruction par dégradé d’illumination, reconstruction à partir d’un
matte.
Abstract
Lightirig efforts are a great concerri in cinematographic productions. Tri digital vi—
deo compositing, when many sequences are comhined to create new scenes, lighting
(lis(Tcpallcies are probleniatic ui(l betray the dcsircd rcahstic effort of n composite. Tra—
ditionally, color correction tools are used to match the lighting space of sequences. Based
on color matching, these tools are limited by the lack of information about the objects
geometry and refiectance fnnctions, achievirig uricouvincing resuits when the original se—
qnences are incompatible. Recently, extracting some of the missing information became
possible by using complex camera aud projector systems during the filming, allowing to
render afterwards the sequence with arbitrary lighting. However, tbe cost of this techno
logy is currently too high for the industry and vie propose an intermediate tool which is
consistent with the current post-production pipeline. Our semi-antomatic normal map
generation tool enables the reconstruction of a “plausible” curved geometry of the fo
reground objects while using hluescreen footage. Shading and silhouettes of the matte
are used for our real-time reconstruction. To ilTiprove the final result, a user interface
allows to adjnst simple parameters : a weighting factor between the two reconstruction
schemes and transformations on the original sequences and normal maps. Thereafter,
once virtual lights are set in a 3D space, normal maps are directly used by the graphies
hardware to render with the new illumination. In a composite, onr technique improves
the immersion effect between the seqnences.
Keywords
Digital video compositing, video relighting, normal mapping. “plausible” reconstruc
tion, shape from shading, shape from silhouette.
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Introduct ion
Le développement effréné de l’informatique dans les dernières décennies a drastique-
nient changé notre mode de vie. L’infographie a fait exploser le doniairie du divertis
sement en introduisant les jeux vidéo et les images de synthèse. Le monde du cinéma
n’a pas échappé aux changements. La pellicule utilisée traditiormellement pour l’acqui
sition, la post-production et la distribution de films laisse graduellement sa place aux
outils numériques pour représenter le contenu vidéo.
Même si le processus de production vidéo demeure stable depuis des années, le ‘pipe
line” de post—productiori d’effets visuels est cri constante évoltition. De nouveaux otitils
émergent constamment des avancées technologiques claris les domaines de traitement
d’images, de vision par ordinateur, d’animation physique et de synthèse d’images. La
convergence de ces domaines cri édition vidéo représente actuellement un défi pour les
concepteurs d’outils puisque les algorithmes dc chaque domaine requièrent des données
différentes. Traditiormellernent en composition vidéo numérique, seule la couleur des
pixels clos images était utilisée. Maintenant, les nouveaux algorithmes exigent des don—
nées additionnelles.
L’estimation du flux optique, la simulation de fluides et l’insertion d’objets synthéti
ques dans les photos réelles sont des techniques en plein développement qui permettent
de créer des effets spéciaux dans les films. Pour les utiliser, la caliliration de la caméra1,
la connaissance de la géométrie de la scène, de sa réflectance et/ou la position des sources
de itunière doivent être fburnies ou extraites à partir d’images.
Certaines productions cinématographiques à grand déploiement ont innové dans le
domaine eu introduisant des outils non traditionnels tels que des tableaux de caméras
calibrées entre elles pour extraire automatiquement la géométrie de la scène, ainsi que
des sondes d’illumination pour extraire tmne carte d’environnement de la scène. Cepen
ile calcul de sa matrice de projection
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dant, les producteurs cherchent généralement à réduire la préparation et les interven
tions lors des tournages déjà coûteux et sont plutôt conservateurs quant aux nouvelles
technologies. Ainsi, lorsque les séquences sont acquises sans ces technologies, un travail
supplémentaire est laissé à la post-production potir réaliser les mêmes effets.
Composition vidéo numérique
Les outils mentionnés ci—haut sont utilisés pour la composition vidéo numérique
(voir le chapitre 1) qui consiste à combiner des séquences d’images provenant de sources
différentes. La figure 1 illustre la combinaison de séquences réelles et synthétiques. Le
plus grand défi dans ce doniairie est de convaincre le public que ce nioritage de séquences
d’images provient d’une seule prise de caméra. Déjà une grande préoccupation en pro
duction, les effets d’éclairage viennent souvent trahir le réalisme d’une composition. En
effet, cri plus de la couleur de l’éclairage, les indices sur la direction des lumières telles
que les ombres et. les reflets spéculaires sont particulièrement problématiques.
Pour uniformiser l’éclairage des différents éléments combinés d’une composition,
des algorithmes de correction de couleur sont couramment utilisés (voir le chapitre
2). La couleur des images est transfiruiée grûte à nue carte de torruspumiames. Pour
établir ces correspondances, une bonne compréhension de la perception de la couleur est
primordiale. Aussi. les diffi’rc’ntes représentations dc la couleur peuvent aider à ajuster le
contraste, la luminance, la teinte et la saturation entre l’image d’avant et d’arrière-plan.
L’ajout d’ombres et de brouillard améliorent aussi le réalisme. Cependant, lus opérations
Fia. 1 — Composition vidéo numérique tirée de [WPO3j
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de correction de couleur, réalisées globalement sur toute l’image, sont limitées. Puisque
les problèmes de directionalité de la lumière ne sont pas traités, certaines séquences sont
difficiles à uniformiser.
Des techniques plus modernes commencent à voir le jour pottr rééclairer les images et
faire le rendti d’objets synthétiques en apportant des modifications à la production (voir
le chapitre 3). Le but est de simuler un nouvel éclairage en exploitant la géométrie et les
fonctions de réfiectance des surfaces extraites de la scène. Pour extraire ces informations.
on a recours à plusieurs caméras, des cartes d’environnement extraites à partir de sondes
d’illumination et des projections de lumière dans la scène. En combinant ces techniques,
il est possible de refaire un rendu photo-réaliste de la scène d’un ilouveau point de vue
sous un éclairage arbitraire, cri y ajoutant des objets synthétiques.
Contributions
Au moment de la post—product ion, lorsque les séquences proviennent d’un tournage
traditionnel et que de nouveaux effets d’éclairage au-delà de la correction de couleur
doivent, être réalisés. I artiste finit modéliser les objets de la scène on mouvement, un
processus fastidieux. Pour accélérer et faciliter cette tâche, nous avons développé un
outil interactif de reconstrut;tam (les objets, conçu spécialeiiient pour la composition
vidéo numérique, pour des objets courbes filmés devant un écran bleu.
La reconstruction est réalisée cii exploitant deux informations présentes sur les
séquences d’écran bleu : la forme des silhouettes à partir du matte2 et le dégradé dillu
mirratioir sur les objets. La reconstruction 3D à partir d’une image étant un problème
mal posé3. notre outil rie permet pas de modéliser précisément les objets, mais aide
plutôt l’artiste qui comiait la scène à lui inférer une fonue “plausible”. La reconstruc
tion à partir du matte permet de déduire une forme lisse à l’intérieur des silhouettes de
l’objet. La reconstruction à partir du dégradé d’illumination est plus flexible et produit
plus de variations à l’intérieur des surfaces.
La géométrie des objets est représentée par une carte de normales animée dans le
temps. Des paramètres intuitifs perniettent à l’artiste d’éditer et de raffiner le résultat
obtenu automatiquement grâce à notre outil. Une pondération et un facteur d’échelle
2carte de transparence
3les données sont insuffisantes pour retrotiver la soltition exacte
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sont déterminés pour ajuster l’importance de la reconstruction à partir des silhouettes
par rapport à celle à partir du dégradé d’illumination. Des paramètres de filtrage et des
opérations sur le matte sont aussi disponibles.
Une fois les cartes de normales générées, les objets de la composition sont dis
posés dans un environnement tridimensionnel avant que des lumières virtuelles rie soient
ajoutées. Une fois appliquées sur les objets, les cartes de normales, combinées à l’éclairage
virtuel, produisent un effet de profondeur à la scène.
L’outil a été implémenté dans le produit Dis creet Flame/Inferno [MEO6], un logiciel
conmiercial de composition vidéo numérique et d’effets visuels. Des optimisations à nos
algorithmes procurent une meilleure interactivité à l’artiste qui peut visualiser les effets
des paramètres simultanément sur la carte de normales et sur l’image rééclairée en temps
réel (voir le chapitre 4).
Des résultats de composition obtenus à partir de scènes où l’éclairage est incompa
tible (voir le chapitre 5) démontrent bien la flexibilité et l’interactivité de notre outil. La
faible puissance de calcul requise permet de créer des effets de rééclairage à faible coût
qui vont au-delà de la correction de couleur. Le tout facilite l’intégration de séquences
où les effets d’éclairages sont problématiques.
Chapitre 1
Post-production et composition
vidéo
Les effets spéciaux existent depuis les débuts du cinéma. Ces tecimiques appliquées
pendant ou après le tournage ont pour effet de modifier la scène originale, de permettre
la création de scènes inexistantes ou impossibles, de réduire les coûts et de générer des
ambiances. Nous pouvons classer ces effets en plusieurs catégories : maquettes et modèles
réduits, illusions d’optique, trucages au tournage et imagerie générée par ordinateur
(animation 2D, 3D et physique).
L’imagerie générée par ordinateur est à la hase des effets spéciaux que l’on retrouve
dans les films d’aujourd’hui. Le fait de modéliser et d’animer de façon réaliste des
créatures imaginaires tians (ies scènes inédites est tout à fait remarquable, niais la diffi
culté d’intégrer ces objets synthétiques dans les séquences vidéo réelles l’est encore plus.
En fait, les effets sI)éciaux résultent du travail d’artistes oeuvrant dans mie panoplie de
domaines. De la pellicule de la caméra jusqu’à lécran de cinéma, chaque image passe à
travers le ‘pipcline” de pust—produttioii (lefi(tS visuels.
La composition vidéo numérique se définit comme la création de séquences vidéo, en
combinant des ililages provenant de diverses sources telles que des séquences nu;rléricjues
du monde réel, des flints numérisés, des images de synthèse 3D, des animations 2D, des
photos numériques et du texte (définition traduite de [WikO6]).
Le matte, une carte de transparence aussi appelée canal n, permet d’isoler les objets
dans une image. Une composition consiste en la superposition de couches d’images semi
transparentes sur un arrière—plan opaque. Le défi est de donner l’illusion que ce collage,
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à la manière d’un photomontage. provient d’une seule prise de caméra. L’équation de
composition (voir l’équation 1.1) proposée par Porter et Duif [PDS4] définit la techniqne
où l’image C est générée à partir des images A et B et de lenr matte respectif A0 et
B0, où les valeurs de A0 et B0 sont compris dans l’intervalle [0, 11.
C = (A0xA)+(B0xB) (lA)
La technique de l’écran bleu1, consistant à filmer des objets et des acteurs devant un
écran de couleur uniforme (généralement bleu on vert), facilite l’extraction des mattes et
est couramment utilisée aujourd’hui. La figure 1.1 illustre le procédé. Dans les grandes
productions, les films sont généralement tournés sur de la pellicule de 35nun, avant
d’utre iuunérisés pour l’édition et la composition vidéo. Une panoplie d’outils logiciels
sont utilisés à cette fin. Dans ce chapitre. rions allons surtout nous concentrer sur les
outils de base soit le matting et les opérateurs (le composition.
(b) Matte
FIG. 1.1 — Technique de l’écran bleu en coniposition numérique tirée de [SJTSO4]
1.1 Histoire de la composition optique d’images
Pour comprendre l’état actuel de la post—production vidéo, il est intéressant (le
connaître les fondements du domaine. L’histoire de la composition numérique a débuté
par l’invention de la caméra dii cinéma et des effets spéciaux. Une grande partie de
cette section a été tirée du livre de Rickitt [RicOOJ et de sites web [AnaO6, InvO6].
Au seizieme siècle. Lémiard de Vinci a étudié pour la lureulière fois le principe de la
chambre noire2. Une boîte complètement noire est percée d’un minuscule trou laissant
biuescreen
2 cernera obseura
(a) Écran bleu (c) Composition
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entrer la lumière. L’image renversée «un objet ou «un paysage est projetée sur tin écran
blanc. Le problème de 1’ impression de l’image. qu fait appel à des notions de chimie, a
été résolu avec l’invention de la pellicule par William Henry Fox Talbot en 1835 et la
photographie est née.
L’inventeur Thomas Edison est à l’origine du cinéma tel qu’on le connaît aujourd’hui
grâce à l’invention du kinétographe et du kinétoscope en 1891. Le premier appareil
permettait de capturer des vues3 d’une durée comprise entre 30 et 40 secondes au total,
à la fréquence de 12 images par tour de manivelle, imprégnées sur une pellicule de 35mm.
Le second appareil. soit une boîte dans laquelle les images défilaient les unes à la. .suite
des autres, servait à visionner les vues.
Quelques années plus tard, en 1895, les frères Lunuère ont inventé le cinématographe,
un appareil permettant de capturer et projeter les vues. La première projection publique
u eu lieu à Paris le 25 décembre 1895. où une dizaine de bandes d’une durée d’environ
tille nunute chacune ont été présentées.
Ayant assisté à la prenuère projection, le magicien prestidigitateur Georges Méliès a
fait transformé un projecteur en caméra pour réaliser les premiers trucages du cinéma. Le
blocage de la caméra lors d’un tournage a créé un effet inattendu, le personnage filmé a
passé instantanément d’un endroit à un autre. Appelé “arrêt de caméra”, ce trucage qtu
produit des apparitions, disparitions et substitutions instantanées n. été largement utilisé
dans les films de Méliès. Pour préserver le rythme en utilisant cet effet, le recours au
montage des pellicules en laboratoire u été nécessaire. Ainsi, pour éviter les incongruités
temporelles, on filmait tin peu plus que nécessaire, ptus on raboutait les deux prises à
l’endroit idéal.
Celui que l’on surnomme le père des effets spéciaux a aussi inventé la surimpression.
La technique nécessite un rembobinage de la pellicule pour ime seconde impression. Le
trucage permet ainsi d’avoir mi même personnage simultanément à plusieurs endroits
dans l’image. Les tournages successifs se faisaient géuéraleuient devant mi décor noir,
laissant ainsi la pellicule intacte. La différence d’intensité entre les impressions était
cependant le principd problème lié à cette technique.
Inspiré par la surimpression, Edwiri Porter en 1903 a apporté une innovation impor
tante en introduisant le matte4. Initialement utilisée pour ajouter l’arrivée d’un train
terme flint n’existait pas à l’époque
4matte u!iot
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dans la fenêtre d’une gare. la technique consistait à masquer une partie de la lentille de
la caméra (fenêtre de la gare) lors de la preInière impression. puis à masquer la partie
inverse lors de la seconde (arrivée du train). Ainsi, la composition d’images a été rendue
possible sans exposer la pellicule plusieurs fois an même endroit.
Un peu plus tard, en 1907, Norman O. Dawn a eu l’idée de peindre des objets de la
scène sur une feuille de verre5. En plaçant la feuille entre la caméra et les personnages,
on avait l’impression que les objets faisaient partie du décor. La technique a plus tard
été utilisée pour peindre les mattes et combiner plusieurs images.
IVIax Fleislier. en 1914. a inventé le rotoscope qui permet de peindre les niattes à
la main. Cette technique permet de combiner des images en mouvement grâce à des
niattes dynanuques. La qualité obtenue est variable et dépend évidemment de l’artiste.
En 1916, Frank Williams a inventé un procédé pour extraire le matte d’un person
nage en mouvement6 automatiquement. L’astuce est de placer le personnage devant un
écran de couleur uniforme, et d’utiliser une pellicule à fort contraste pour extraire le
niatte. Il était cependant difficile d’ohternr un contraste suffisant pour obterur un niatte
de qualité. Un peu plus tard, cri 1927, C. Dodge Dunning a raffiné la teclmique eu
utilisant une pellicule qui répond seulement à la couleur orange. Larrière-plan devait
prennèrement être filmé, puis la pellicule devait être développée, blanche et teinte de
couleur orange. Cette pellicule positive orange ct blanche était alors placée dans ime
caméra spéciale et déroulait en même temps que la pellicule du tournage. Les objets
dc l’avant—plan, placés devant un écran bleu étaient éclairés par une lunnère orange qui
passait à travers les deux pellicules. Une fois rennse en noir et blanc, l’illusion était
parfaite.
Une autre technique a vu le jour en 1927 quand Eugene Schufftan a eu l’idée d’utiliser
lui miroir pour combiner plusieurs images. Le procédé Sclniffi;an cmisiste à placer im
miroir à 45 degrés devant la caméra. et de gratter la peinture réfléchissante du miroir à
certains endroits. L’action se déroule à l’endroit où le nuroir est transparent, et l’autre
partie de l’image (généralement des éléments du décor) est réfléchie par le miroir dans
la caméra.
En 1928, Linwood C. Dunn a fabriqué une imprimante optique. Ce type d’appa
reil permettait l’écriture de titres et de génériques, des effets de transition entre plu
glass shot
traveling shot
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sieurs images et la composition d’images. L’évolution de la technologie a permis le
développement de l’imprimante optique à quatre têtes qui sert à combiner quatre pel
licules. Ainsi, à partir de deux images, puis d’un matte mâle et femelle, il est possible
d’imprimer l’image composée sur tine nouvelle pellicule.
En 1933, Willis OBrien a créé la technicyue de projection arrière qui consiste à fil
mer les acteurs devant un écran sur lequel est projeté l’arrière-plan. Cette technique
a largement été utilisée dans l’histoire du cinéma, notamment dans les scènes de voi
ture. La faiblesse de la technique est la différence d’intensité lumineuse entre l’avant et
l’arrière-plan.
La technologie de l’écran bleu a véritablement pris son envol vers la fin des années
1950 quand Petro Vlahos n construit un système utilisant des lampes à vapeur de sodium
pour éclairer l’écran. Les personnages sont quant à eux éclairés par une lumière blanche.
À l’aide d’un prisme placé derrière la lentille qui sépare les deux types de lumière, le
matte et l’image d’avant-plan sont simultanément imprimés sur pellicule.
Le procédé ZOptic, inventé par Zorari Peresic en 1977 a été l’une des dernières
irmovations avant le début de l’ère numérique et consiste en un système de projection
arrière où les lentilles optiques du projecteur et de la caméra sont synchronisées. Ainsi,
lorsque le plan de la caméra change, le projecteur est automatiquement ajusté.
1.2 “Pipeline” actuel de post-production
Actuellement, tous les projets cinématographiques doivent passer par l’étape de
post—production. Cette étape, aussi importante que celle du tournage, ne consiste pas
seulement à remettre les scènes en ordre chronologique, mais aussi à transformer les
images de façon à les rendre plus attrayantes. Ainsi, les images sont numérisées et
corrigées, de l’imagerie générée par ordinateur est ajoutée et, finalement, le tout est
converti dans le format voulu. Tout ce qui concerne l’audio est traité séparément de la
vidéo et est ajouté quand la post-production d’effets visuels est complétée.
1.2.1 Transfert au numérique
La première étape (le post—production consiste à transférer les images de la pellicule
à un format rmmérique. À cette fin, des numériseurs à haute précision sont utilisés pour
prérver le plus fidèlement possible les couleurs cal)tées sur la pellicule. Le processus
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consiste à faire dérouler le film devant un tableau linéaire de capteurs optiques (CGDT)
qui transforment la couleur du film en une valeur numérique. Sous forme numérique,
une image est représentée comme étant un tableau de valeurs où une cellule appelée
pixet est généralement décomposée en plusieurs canaux. La dimension du tableau est
définie par la résolution de l’image.
Les formats d’images les plus courants sont NTSC8, PAL9 et HDTV’° pour la
télévision, et Acaderny, fuit Aperture, Cina’rnscope, Vista Vision, 7Omrn et Irnax pour
le cinéma. Dans les débuts du transfert au numérique, on n établi qu’un transfert saris
perte pour une pellicule de 35mm pouvait être réalisé à une résolution de 4K (4096)
pixels de largetir. Actuellement, une résolution de 2K (2048) pixels de largeur est jtigée
suffisante, ce qui réduit considérablement le coût de stockage et de traitement. La qua
lité est cependant supérieure lorsque la pellicule est numérisée cri 4K et recorwertie
à 2K. Généralement, une résolution de 2K est utilisée pour les projets cri 35mm et
une de 4K pour les projets en fOmm. Le tableau 1.1 présente les résolutions standards
pour les différents formats d’images ainsi que leur rapport d’aspect11. Ces informations
permettent de déduire que les pixels ne sont pas toujours carrés.
La résolution de la couleur, soit la quantité de mémoire allouée pour une couleur,
a un effet notoire sttr la qualité de l’image. La représentation la plus courante de la
couleur est celle qu’utilisent les moniteurs : trois canaux R GB’2 de 8 bits par canal.
D’autres formats peuvent aussi être utilisés (voir la section 2.1.3). Lors du transfert,
pour gagner de la ciualité, les couleurs sont généralement extraites à haute résolution
(12 ou 16 bits par canal), pour ensuite être converties à plus basse résolution. Les images
à haut diapason dynamique (HDR’3) commencent à apparaître sur le niaruhé et leur
encodage peut atteindre 32 bits par canal.
1.2.2 Imagerie générée par ordinateur
Plusieurs productions intègrent de l’imagerie générée par ordinateur dans les images
réelles. Cette discipline très vaste fait appel à plusieurs types d’expertises tels que des
Charged Coaptcd Device
Natzonat Tetevision Systems Committec
9Phasc Attcrnating Line
‘°High-Defintion Tetevision
“ratio largeur/hauteur
‘2Rcd, Grccn, Btuc
‘3High Dynamic Range
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Format (Télévision) Résolution Rapport d’aspect
NT$C 720 x 486 1.33
PAL 720 x 576 1.33
HD 720-une 1280 x 720 1.85
HD 1080-une 1920 i’< 1080 1.85
Format (Cinéma) Demie résolution Pleine résolution Rapport d’aspect
Academy (35mm) 182$ z 1332 3656 z 2664 1.37
full Aperture (35mm) 204$ z 1556 4096 z 3112 1.33
Cinemascope (35mm) 182$ z 1556 3656 z 3112 2.35
Vista Vision (35mm) 307$ z 204$ 6144 z 4096 1.5
ZOmrn 204$ z 920 4096 z 1840 2.2
Imax (7Ornm) 280$ z 2048 5616 z 4096 1.37
TAB. 1.1 — Formats d’images lors du transfert au numérique [Bri99, WriOl]
dessinateurs, modeleurs. animatetirs, spécialistes de capture de mouvement, artistes du
rendu, scripteurs, etc.
Avec les avancées technologiques en animation, en rendu et cri simulation physique,
il est maintenant moins coûteux de simuler par ordinateur des créatures fantastiques et
certains phénomènes naturels que de les créer avec des matériaux réels. Par exemple,
les liquides, fluides et explosions générés par ordinateur peuvent être introduits dans les
films de façon réaliste. La figure 1.2 illustre la technique.
Les logiciels les pius communs et complets pour générer de l’imagerie sont Atias
Maya {A1i06], Soflimage XSI [$ofO6] et Discreet 3D Studio MAX [MEO6j.
(a) Image Originale (b) Reconstruction (c) Image finale
fIG. 1.2 — Imagerie générée par ordinateur dans une composition tirée de [NM03]
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1.3 Composition d’images
La composition d’images numériques est un trucage qui consiste à combiner des
images numériques de plusieurs sources. Pour y parvenir, dans les logiciels disponibles,
chaqtie outil prend en entrée une (ou plusieurs) image(s) et génère une nouvelle image.
Certains logiciels commerciaux, tel que Discree flame/Inferno (voir la figure 1.3)
[MEO6], offrent un ensemble complet d’outils de composition d’images, pouvant être
disposés dans un graphe de flux14. Ainsi, chaque noeud dans le graphe est un outil, et
les arcs orientés servent à relier les outils entre eux. On petit alors suivre le chemin à
partir des images sources jusquaux images finales.
Les principaux outils sont dus filtrc’s d’images (dégraineurs, dépoussiéreurs, correc
teurs de couleur, générateurs de flous), des générateurs de mattes et des opérateurs de
composition.
‘4j-lowgrapk
FIG. 1.3 — Logiciel de composition vidéo numérique (Discreet Ftame/Inferno) [MEO6j
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1.3.1 Dégrainage et dépoussièrage
Une fois les images numérisées, il faut corriger les défauts de l’image clui proviennent
du film et du transfert au numérique. Le grain du film ou des poussières sur la pellicule
créent des artéfacts. Les outils de dégrainage et dépoussièrage tentent d’exploiter les
caractéristiques de ces artéfacts pour les enlever saris affecter les détails de l’image.
CinePaint [CinOG] est un logiciel libre utilisé professionnellement pour enlever ces
types d’artéfacts. Il permet en plus d’appliquer plusieurs algorithmes de base en traite
ment d’images.
1.3.2 Opérateurs de composition
Les opérateurs de composition, proposés par Porter et Duff [PD$4], génèrent une
image (C) en combinant deux images (A et B) et leur matte respectif (Aa et Ba)’
Au-dessus
Lopérateur de base en composition est le “au-dessus” 15 Il consiste à découper la
silhouette de l’image A puis à la coller au-dessus de l’image B. Mathématiquement,
l’opération est décrite par l’équation 1.2.
C = Aa X A + (1 — Aa) y B (1.2)
Addition et soustraction
Les opérateurs d’addition et soustraction mit potir effet d’additionner ou sous
traire tous les pixels dans l’image A avec les pixels correspondants dans l’image B.
Mathématiquement, les opérations sont décrites par les équations 1.3 et 1.4.
C = A-i-B (1.3)
C = A-B (1.4)
Il est important de noter qu’à cause de la discrétisation des pixels cri valeurs entières
et des valeurs linutes numériques, le résultat de ces opérations peut dépasser ces limites.
over
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Dans ces cas, la majorité des implémentations assigne la valeur à la limite. Aussi, certains
opérateurs de différence donnent la valeur absolue entre les deux images.
Dissolution
L’opérateur de dissolution’6 est une somme pondérée et normalisée de deux images.
La pondération (p) de chaque image est déternuriée par l’usager. Mathématiquement.
l’opération est décrite par l’équation 1.5.
C = pxA+(1—p)xB (1.5)
Dans les films où l’on retrouve des fantômes, c’est souvent cette opération qui est
utilisée pour mélanger le fantôme transparent avec l’arrière-plan. On l’utilise atissi potir
réaliser des fondus.
Intérieur et extérieur
Certains opérateurs nécessitent seulement un niatte comme deuxième image. Les
opérateurs d’intérieur et d’extérieur, aussi appelés d’union et d’intersection, ont pour
résultat de conserver la région de l’image qui est à l’intérieur (équation 1.6) ou à
l’extérieur (équation 1.7) de ce matte.
C = AXBa (1.6)
C = AX(lBa) (1.7)
Ces opérateurs ont plusieurs utilités, notamment le raffinement des mattes en utili
sant des mattes de déchets (voir la section 1.3.3).
1.3.3 Matting
En compositioni vidéo, le matting consiste à extraire unie séquence de mattes à partir
d’une séquence vidéo. Cette étape est cruciale puisqu’un matte de qualité est nécessaire
à une bonne composition.
Des travaux réalisés par Smith et Blinn [SB96] ont démontré qtte le problème de
matting est mal posé. En ajoutant une contrainte au problème. soit deux arrière—plans
1G
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de couleurs différentes, il est possible d’isoler automatiquement Lavant-plan de l’arrière-
plan avec un système de triangulation.
En pratique, l’utilisation d’un seul écran bleu est la seule solution viable pour obterur
des mattes de qualité. La majorité des outils commerciaux de maiLing sont basés snr
trois techniques : le mailing par luminance, par chronunance et par différence17.
Mailing par luminance
La luminance peut être définie comme l’intensité d’une couleur. L’équation 1.8 est
souvent utilisée pour calculer la lununance [WriOl]. Le poids de chaque canal est pro
portionnel à la sensibilité de l’oeil pour la couleur associée.
L = O.29R + O.59G + O.12B (1.8)
Le mailing par luminance consiste à établir une plage de luminance qui correspond
uniquement à l’arrière-plan. Pour y parvenir, l’usager étudie l’histogramme (voir la
section 2.2.1) de l’image puis détermine à l’aide d’une courbe, une valeur de transparence
pour chaque valeur de luminance.
Mailing par chrominance
Le mailing par chrominance utilise la couleur de l’arrière-plan pour déterminer sa
transparence. Généralement, l’image RGB est convertie dans l’espace HSV’8 (voir la
section 2.1 pour pius de détails). Ensuite, l’usager détermine la couleur de l’arrière-plan,
puis des seuils de tolérance pour la couleur. la saturation et la teinte. À partir de ces
critères, la transparence est déterminée pour chaque pixel.
Mailing par différence
Le mailing par différence peut être utilisé lorsque l’arrière-plan de la scène sans
l’objet est connu. L’opérateur de différence est alors utilisé entre l’image et l’image
d’arrière-plan. L’usager déternnne alors une correspondance entre la différence et la
transparence de chaque pixel en traçant une courbe sur l’histogramme. En général,
‘7lurna-key matting, chroma-te y mattiug et difference matting
‘8Hue, Saturation, Velue
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cette technique est très imprécise et est surtout utilisée pour extraire des mattes de
déchets’9 servant à raffiner les mattes bruités.
Raffinement des mattes
La qualité d’une composition dépend en grande partie de la qualité des mattes.
Les algorithmes automatiques de matti’ng donnent rarement un résultat parfait. Une
deuxième étape de raffinement, ou de nettoyage, consiste à réparer les mattes aux en
droits où ces algorithmes ont failli à la tâche.
Une technique consiste à utiliser des mattes de déchets qui consistent généralement
en des surfaces grossières dessinées par l’ttsager. L’intérieur ou l’extérieur de ces surfaces
sera nécessairement translucide ou opaque. Par exemple, lorsqu’on utilise un écran bleu
et que fon filme un acteur avec les yeux bleus, la partie du matte devant les yetix est
souvent transparente. Les artistes dessinent alors une surface devant les yeux pour que
cette région devienne opaque. Les opérateurs de composition d’intérieur et d’extérieur
sont très utiles en combinaison avec les mattes de déchets.
Les opérateurs morphologiques [GWO1] permettent de dilater ou d’éroder les inattes.
Puisque les pixels près des bordures contiennent ou réfléchissent souvent une portion de
l’arrière-plan, des problèmes apparaissent. Ces opérateurs sont très utilisés pour isoler
ces phénomènes. En faisant la différence entre un niatte dilaté puis lin matte érodé,
nous obtenons le matte des silhouettes. Les artistes travaillent parfois directement sur
ce matte po’ir atténuer les problèmes près des bordures.
Des filtres sont aussi utilisés pour supprimer le brtut dans les images, causé entre
autres par la caméra, le grain dc la pellicule et le transfert au lluulérique.
1.3.4 Correction de couleur
L’éclairage est l’un des aspects les plus problématiques en composition d’images,
puisque des scènes prises dans différents contextes d’éclairage doivent être combinées.
Une attention particulière doit être portée au tournage pour s’assurer que l’ensemble
des séquences à combiner aient des éclairages compatibles.
Différents outils de correction de couleur et d’intensité sont fournis par la majorité
des logiciels de composition vidéo et d’effets visuels. Ils permettent de mieux uniformiser
‘9garbage matte ou garbage rnask
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les séquences. Les algorithmes derrière ces outils sont expliqués en détails au chapitre
2.
1.4 Matriçage vidéo
Une fois le film monté en format numérique, il faut le retransformer dans les formats
souhaités, c’est-à-dire créer les bandes maîtresses dans un procédé qu’on appelle le
matniçage20. Pour chacun des formats, les images doivent être modifiées pour que les
couleurs apparaissent le plus fidèlement possible sur un téléviseur ou un écran de cinéma
à celles sur le moniteur de l’artiste. Certains formats pour la télévision doivent être
entrelacés, et un grain artificiel est parfois ajouté (opération inverse du dégrairiage)
pour donner une impression similaire aux films du cinéma.
Pour les projections au cinéma, les iniages doivent être enregistrées sur pellicule. A
cette fin, il existe deux types d’enregistreurs t ceux à tubes à rayon cathodiques (cRT21)
et ceux au laser. Les deux appareils impriment les images, un canal à la fois. Lcs appareils
au laser sont plus dispendieux, mais plus rapides, plus précis et peuvent être utilisés sur
de la pellicule à grain plus petit, nécessitant un plus long temps d’exposition.
21 Cathode Ray Tube
Chapitre 2
Rééclairage par correction de
couleur
L’un des problèmes les plus difficiles à résoudre en composition vidéo numérique est
le camouflage des différences d’éclairage eiitre les éléments d’avant et d’arrière-plan. Par
exemple. lorsque sont utilisées des images provenant d’un studio, de scènes filmées en
plein air et de scènes générées par ordinateur, il est essentiel de corriger les couleurs des
images de façon à ce que le montage apparaisse réaliste. À ce stade, corriger l’éclairage
correspond à remettre les images clans un même espace lumineux. De plus, une correction
spécifique au grain doit être préalablement réalisée (voir la section 1.3.1).
Le travail des coloristes, les artistes chargés de corriger la couleur des images, ne
repose pas seulement sur une vision artistique niais aussi sur plusieurs notions théoriques
à de la couleur, de la lumière et de son interaction avec les matériaux. Les
différents modèles pour représenter la couleur et le rouiportemunt h’ la lumière dans
l’environnement sont discutés ici avant d’étudier les différentes techniques traditiormelles
de correction de couleur.
2.1 Représentation de la couleur
Le concept de couleur est intimement lié à notre perception visuelle de la lumière.
En effet, la rétine de l’oeil humain est. tapissée de cellules qui réagissent à la lumière.
Les bâtonnets sont excités par l’intensité lumineuse, tandis que les cônes sont sensibles
à la couleur.
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La représentation de la couleur diffère d’un domaine à l’autre. Les physiciens préco
nisent un modèle ondulatoire, tandis qtie les cinéastes emploient le concept dti rayonne
ment émis par un corps noir cri fonction de la température. Les infographistes préfèrent
quant à eux séparer la couleur en une coordonnée numérique dans un espace de couleur
multi-dirnensionnel.
2.1.1 Longueur d’onde
Eu physique optique, la lumière est décrite par son comportement corpusculaire et
ondulatoire. Les photons, soient les particules de lumière, voyagent dans l’espace à partir
des sources qui les émettent jusqu’aux surfaces qui les réfléchissent et les absorbent.
La lumière peut être analysée comme la superposition d’ondes sinusoïdales, chacune
ayant une longueur différente. Ainsi, le terme couleur est employé lorsque la longueur
d’onde se situe à l’intérieur du spectre visible, soit approximativement entre 380 nm et
740 nm. La lumière blanche renferme l’ensemble des couleurs du spectre visible.
Les trois types de cônes présents sur la rétine sont excités par différentes longueurs
d’onde. Les cônes de type $ sont sensibles à la couleur bleue (420 nia), les cônes de type
M sont sensibles au vert (534 nm) et les cônes de type L sont sensibles au rouge (562
nm). Les cônes de type M sont présents en pltis grande concentration sur la rétine et
c’est pour cette raison que l’oeil est plus sensible aux variations de vert. Les bâtonnets
quant à eux sont indifférents à la longueur d’onde.
2.1.2 Température
La cotileur de la lumière émise par une lampe ou un moniteur est souvent décrite
en termes de température de couleur. Cette température n’est pas liée à la chaleur
générée par les sources de lumière mais plutôt au concept de radiation d’un corps noir.
La température d’une couleur est un terme qui désigne la couleur émise par un corps
noir lorsqu’on le chauffe. Mesuré en degrés Kelvin (K), ce concept est important en
vidéo et en photographie puisque chaque type de pellicule réagit mieux à une certaine
plage de températures. Généralement, la pellicule utilisée à l’intérieur est conçue pour
l’éclairage des lampes incandescentes de studio dont la températtire se situe à 5400 K
et la pellicule utilisée à l’extérieur est conçue pour l’éclairage d’un ciel bleu à 9000 K.
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2.1.3 Espaces de couleur
La perception de la couleur est généralement qualifiée cri ternies de teinte, de sa
turation, de luminance et de brillance. La teinte est ce qui distingue les couleurs eutre
elles, par exemple rouge ou bleu. La saturation représente la pureté de la couleur, ou
la distance entre la couleur et le gris. Les couleurs pastelles sont beaucoup moins sa
turées qu’un bleu royal. La luminance est une mesure dc l’intensité perçue d’uni objet
réfléchissant la lumière, taudis que la brillance est une mesure de l’intensité émise par
un objet.
En 1931, la CIE1 a développé le diagramme de chromaticité (voir la figure 2.1) qui
met dans un môme référeutiel la longueur d’onde (eu périphérie eu jiui), la température
de couleur (sur la courbe “Black Body Curve” eu 1K), la teinte (en langage naturel) et
la saturation (distauce du noyau). Le diagramme (le chrmuaticité n’est p iiiie palette
de couleurs complète puisque la chromaticité est indépeudaute de la luminance.
La représentation de la couleur utilisée aujourd’hui par l’ordinateur consiste à quan
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FIG. 2.1 — Diagrauime de chroniaticité de la CIE tiré de [0we99]
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tifier ces notions cri séparant la couleur sur plusieurs canaux, chacun contenant une
information spécifique de la couleur. Cette représentation est appelée un espace de cou
leur, où chaque canal est un axe et chaque couleur correspond à une coordonnée dans
l’espace. Parmi les espaces de couleur développées, les pitis populaires en composition
vidéo numérique sont les espaces RGB2 et HSV3.
Le format le plus répandu est l’espace tridimensionnel RGB qtu consiste à reproduire
les couleurs par une combinaison de trois couleurs primaires (ronge, vert, bleu) dans un
espace cartésien. La pellicule couleur, où trois couches imprégnables par des longueurs
d’onde différentes sont superposées, l’écran à rayons cathodiques qui émet les couleurs
lorsque des électrons heurtent trois types de phosphores et l’oeil qtii perçoit la couleur
avec trois types de cônes, utilisent tous cette représentation. Il est plus siniple pour les
numériseurs d’encoder directement l’information de la pellicule dans ce format. Aussi,
il est généralement plus efficace de traiter les images dans ce forniat, puisqu’on évite
ainsi la conversion en RGB pour l’affichage.
La distance entre deux couleurs dans l’espace RGB n’est pas un indice absolu de
la différence de couleur perçue par l’oeil. Des espaces de couleur perceptuellernent uni
formes tels que CIE L*u*v* et CIE L*a*b* sont plus fidèles au système visuel et
permettent entre autres de meilleures interpolations de couleur.
Le modèle 113V est une nicilleure représentation pour l’usager car les axes corrcs
pondent à des éléments plus intuitifs de la couleur, par opposition au modèle RGB qui
est avantageux au niveau tin matériel. La teinte, la saturation et la luniiniance sont des
concepts bien connus des artistes. Puisque l’éclairage affecte surtout la luminance des
objets. (:c inO(lClc est utilisé par J)luHielirH outils de composition, tels que les outils de
matting par chrorninance (voir la section 1.3.3) et de correction de couleur.
Il est possible, par de simples transformations, de convertir les couleurs d’un espace
à l’autre. De plus, il existe une panoplie d’autres espaces de couleur, chacun ayant des
caractéristiques particulières. Une bonne revue de ces différents modèles c’st présentée
au chapitre 13 du livre de Foley et at. [fvDFH96].
2Red Green, Bine
3Hue, Saturation, Vatue
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2.2 Correction de couleur
La correction optique de la couleur en photograpbie consiste à placer tin filtre devant
la caméra pour simuler nn changement de la température de couleur de la lumière. En
post-production numérique, on petit simuler ce genre d’effet en établissant une fonction
de correspondance entre les couleurs. Ainsi, une correspondance, souvent implémentée
à l’aide d’un tableau4, est établie entre chaque couleur possible.
La correction de couleur est ntilisée en composition vidéo ntuirérique pour créer des
ambiances. Le domaine de la psychologie de la couleur a comme objectif de comprendre
les émotions provoquées par la combinaison des couleurs. Les coloristes, experts eu cor
rection de couleur, exploitent ces concepts dans les films et les publicités. Par exemple,
le noir est recorirm comme un symbole d’autorité et de puissance, le bleu représente la
tranquillité et le rouge a comme propriété d’augmenter le rythme cardiaque et respira
toire. Les règles à propos des effets et des haruionies des couleurs sont démystifiées dans
certains livres [Pfe72, Saw99].
En composition vidéo numérique, un défi consiste à combiner deux images de sources
différentes et de créer l’illusion qu’elles proviennent d’un même espace lumineux. En plus
de l’intuitiou artistique nécessaire, cette étape demande une bonne compréhension de la
lumière et de la couleur afin de faire correspondre les couleurs. La section 6.3 du livre
de Wright [WriOl] explique bien tout le processus en utilisant des techniques de base de
traitement d’images.
En premier lieu, en utilisant une version monochrome de la composition, la luminance
et le contraste sont corrigés eu ajustant le blanc, le noir et les tons de gris intermédiaires.
Ensuite, les aspects sur la couleur sont corrigés en appliquant (les conversions et trans—
formations à travers les espaces de couleur. Finalement, il est possible d’ajouter d’autres
effets comme des ombres ou du brouillard.
2.2.1 Luminance et contraste
La première étape pour remettre l’image d’avant-plan dans le même espace lumi
neux que l’image d’arrière-plan est de faire correspondre la luunnance et le contraste
de ces deux images. Souvent implémentée dans l’espace HSV, la correspondance entre
les valeurs extrêmes doit être établie, avant de faire correspondre les tons de gris in
4LUT (Look-up Table)
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termédiaires. Ces opérations ont lieu sur le canal de valeur (V). L’histogramme est un
outil utile pour analyser et catégoriser chacun de ces ensembles de pixels.
Puisque ces opérations rie tierment pas compte de la couleur. l’intensité sera utilisée
comme valeur des pixels. Pour rester indépendant de la précision des pixels, l’intensité
sera exprimée dans la plage comprise entre O et 1.
L’histogramme
Un histogramme permet de visualiser la distribution des pixels selon une caractéris
tique particulière (souvent l’intensité d’uni canal). On le représente normalement par un
diagramme où les bandes correspondent au nombre d’occurrences d’une caractéristique
en fonction de sa valeur. Cet outil permet surtout de compiler des statistiques sur les
images et d’isoler un sous-ensemble des pixels.
En appliquant des transformations basées sur l’lustogranmie, il est possible de modi
fier la luminance et de rehausser le contraste. Par exemple, une translation horizontale a
pour effet d’augmenter ou de réduire la luminance. Aussi, l’égalisation de l’histogramme
(voir la figure 2.2). qui consiste à répartir uniformément l’histogramme sur l’ensemble
des valeurs de pixels, permet d’obtenir le contraste maximal saus perdre d’information.
La coupure d’histogramme est une opération non réversible qui consiste à définir deux
extrêmes et répartir les valeurs intermédiaires sur l’ensemble (le l’histograumie.
Ajustement de la luminance
L’ajustement de la luminance n pour but de faire correspondre les valeurs extrêmes
de lunuriance, soient les blancs et les noirs. Il est possible de réaliser cette étape en
additiormant ou cri multipliant la lmuninance par une constante, ce qui revient à déplacer
l’histogranuue horizmitalenient ou à lui appliquer une mise à l’échelle. L’artiste qui
utilise cette méthode pour faire correspondre le blanc et le noir entre les huages doit avoir
une très bonne intuition et etre conscient que ces opérations ne sont pas iiéeessairenieiit
réversibles en raison de la saturation de valeurs (c’est le cas des valeurs entre 0.8 et 1.0
sur la figure 2.3).
Une technique plus simple pour faire correspondre les blancs et les noirs consiste à
utiliser dcux valeurs de référence pour chnquc couleur et établir In courbe de correspon
dance en traçant une droite passant par ces valeurs. La figure 2.4 illustre cette technuque
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FIG. 2.4 — Valeurs de référence des blancs et des noirs entre deux images
Une fois les blancs et les noirs ajustés, H faut travailler sur les tons de gris in
termédiaires. Lajustement du contraste et la correction gaumia. sont normalement les
dernières étapes avant de traiter la crndeur.
Il existe plusieurs fonctions de correspondance pour corriger le contraste. Laniéliora
tion du contraste sert à augmenter la plage «intensités entre les valeurs les plus claires
et les plus foncées. Comme à la figure 2.4. une technique rudimentaire pour ajuster
le contraste consiste à soustraire une constante à la luminance, puis de multiplier le
résultat par une autre valeur. Une courbe en forme de S telle qu’illustrée à la figure 2.5
donne généralement de meilleurs résultats.
La correction gamma (7), définie par l’équation 2.1 où I est la valeur d’entrée et
O la valeur de sortie, est probablement la technique la plus utilisée pour ajuster les
tons de gris intermédiaires. Comme on peut le constater sur la figure 2.5, la correction
gamma préserve l’ensemble de la plage de valeurs. Les tons de gris intermédiaires sont
les phis affectés par l’opération. Plus la valeur est au centre de l’histogra.nmie, plus elle
sera affectée.
Pour préserver l’ajustement des blancs et des noirs. il est utile d’égaliser l’ldsto—
gramme avant l’amélioration de contraste ou la correction gamma. puis de remettre
l’lustogra.mme dans l’éta.t initial une fois l’opération effectuée.
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avec deux valeurs de référence de blanc et de noir.
Ajustement des blancs et des noirs
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Les courbes représentées par les figures 2.3, 2.4 et 2.5 établissent la fonction de
correspondance des intensités, entre l’image «entrée (axe des x) et l’image de sortie
(axe des y). Cette techniqne de correspondance peut aussi être ntilisée sur des images
couleurs, en traçant une courbe pour chaque canal de conlenr. Dans les logiciels com
merciaux, ces conrbes penvent être éditées manuellement par l’usager qui déplace des
points de contrôle de façon à assurer tonte la flexibilité voulue.
La conversion à travers les espaces de couleur s’avère utile en correction de coulenr.
Par exemple. lorsque la teinte doit être modifiée, mieux vaut travailler dans l’espace
HSV ou un espace similaire. La majorité du temps. l’ajustement des couleurs se fait
dans l’espace RGB une fois l’ajustement de la luminance faite.
Puisque la correction de couleur est réalisée globalement sur toute l’image, il est
difficile d’obtenir une image parfaite, surtout lorsque l’image d’avant et d’arrière-plan
proviennent de sources différentes. Il faut procéder par priorité de façon à faire les choix
qui vont engendrer les images les plus réalistes. Par exemple, si l’on veut insérer un
persormage filmé à l’extérieur dans tin environnement en studio où d’autres personnages
sont présents, faire correspondre la couleur de la peau est primordial et la couleur des
vêtements devient secondaire, Le jugement du coloriste est important puisque les erreurs
d’éclairage de certains types de surfaces sont plus perceptibles que d’autres.
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FIG. 2,5 — Amélioration du contraste et correction gamina
O =
2.2.2 Ajustement des couleurs
(2.1)
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Correction avec un vert constant
La plus grande proportion de la luminance perçue par l’oeil provient du vert, soit
70% selon Wright [WriOl]. Pour conserver l’ajustement de la luminance et du contraste
réalisé précédemment, il faut minimiser les modifications à la conrbe dn canal vert.
La technique du vert constant est souvent utilisée à cette fin. Ainsi, en travaillant dans
l’espace RGB, la contribution d’une couleur doit être augmentée en respectant les règles
données au tableau 2.1. Par exemple, pour ajouter du vert, accroître la courbe du vert
augnieriterait la luminance (le l’image. Ainsi, nueux vaut réduire les courbes du rouge
et du bleu.
Pour augmenter le II faut
rouge augmenter le rouge
vert réduire le rouge et le bleu
bleu augmenter le bleu
cyan réduire le rouge
magenta augmenter le rouge et le bleu
jaune réduire le bleu
TAu. 2.1 - Correction de couleur avec un vert constant
Correction des régions dans l’ombre et des reflets spéculaires
La couleur des régions dans l’ombre est déternunée par l’illumination globale de la
scène. Ainsi, les ombres dans unie scène extérieure auront souvent une teinte bleutée
puisque la source d’illumination indirecte, le ciel, est bleue. En studio, lorsqu’un écran
vert est utilisé, la couleur de ces régions est plutôt verdâtre. Il en est de même pour les
reflets spéculaires. Ceux-ci dépendent grandenient de la température de couleur de la
source d’illumination directe.
Pour une composition réaliste, il est fondamental de corriger la couleur des régions
dans l’ombre et des reflets spéculaires. Pour y parvenur, la correction de couleur doit
être locale, donc seulement dans les régions ciblées. Il est généralement aisé d’extraire
ces régions avec le matting par hinunanre (voir la section 1.3.3) puisque ces régions
correspondent souvent aux parties extrêmes de l’histogramme. Dans le cas des reflets
spéculaires, il faut modifier la saturation et la teinte ries régions saturées. L’espace de
couleur HSV est préférable pour réaliser cette étape.
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2.2.3 Ajout d’ombres
Les onibres fornierit un indice important sur la direction des sources de lumière et
elles sont essentielles an réalisme de certaines compositions. En composition d’images,
lorsqu’un matte a été extrait d’une image, il est difficile de projeter des ouibres réalistes
en utilisant des algorithmes d’infographie tels que les volumes d’ombre et les cartes
d’ombre puisque la géométrie est iricourme. Les ombres générées par ces images seraient
l’équivalent de celles produites par une affiche des objets de l’image.
La uiétbode des fausses ombres est un trucage populaire cri couiposition vidéo
numérique pour imiter une ombre {WriOl]. Eu appliquant de simples transformations sur
le mattc (réflexion, rotation, cisaillcmeut, nuse à l’échelle, perspective), il est possible
d’approximer une ombre projetée sur un sol plauaire en appliquant ce matte transformé
sous l’objet. La figure 2.6 illustre bien le procédé.
‘t,.,’,
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FIG. 2.6 — Technique des fausses ombres
2.2.4 Autres effets
D’autres aspects permettent d’améliorer le réalisme lors de la composition. Il est pos
sible d’ajouter nui effet de profondeur de champ eu filtrant les images selou la profondeur
et du brouillard eu appliquant une image de brouillard semi-transparente par-dessus
CHAPITRE 2. RÉÉCLAIRACE PAR CORRECTION DE COULEUR 29
l’image. L’ajout de défauts typiques à l’image tels qu’un grain siunlaire à l’arrière-plan
peut aussi aider à l’intégration.
Les outils traditionnels de correction de couleur décrits dans ce chapitre ont cer
tainement leur place dans le “pipeline” de post-production. Lorsque les images sont
incompatibles, que la direction des lumières est perceptible et différente d’une image à
l’autre, il est extrêmement difficile d’uniformiser l’éclairage en utilisant ces techniques.
C’est pourquoi, dans ces situations, un bon contrôle de l’éclairage au tournage est cru
cial.
D’autres techniques plus avancées, pins près de la réalité, ont vu le jour dans les
dernières années. Ces techniques requièrent des changements lors du tournage et sont
décrites au chapitre suivant.
Chapitre 3
Rééclairage par rendu
Plusieurs aspects de la production de films peuvent être réalisés après le tournage,
tels que l’édition et l’ajout d’effets sonores et d’effets visuels. Cependant, l’éclairage
demeure un aspect important lors du tournage. La difficulté d’intégrer des scènes dont les
éclairages sont incompatibles est considérable due au forictiormement tics techniques de
correction de couleur (voir le chapitre 2). Ainsi, les images d’arrière-plan en composition
vidéo doivent être choisies avant même de procéder au tournage. L’éclairage en studio
doit correspondre le plus fidèlement possible à ceitti de l’arrière-plan. Généralement, il
est difficile de réaliser l’opération correctement même si la majorité du temps en studio
est consacrée au positionnement des sources de lumière [WGT±051,
Les cinéastes avant-gardistes cherchent constanrrment à intégrer de nouveaux effets
spéciaux dans leurs films. La conrmunauté scientifique en infographie, en traitement
d’images et en vision par ordinateur s’implique dans le développement de nouvelles
façons de générer des images, de les modifier et d’en extraire de l’information. Depuis
quelclues années, il est possible de faire des rendus photo-réalistes d’environnements
synthétiques. Présentement, le défi est d’extraire d’images réelles la géométrie, la tex
ture, l’illumination et les propriétés de réflectance des surfaces, de façon à leur appliquer
les technologies de rendu dans de notivelles conditions d’éclairage. Ainsi, l’étape coûteuse
d’éclairage peut être reléguée à la post-productiori.
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3.1 Rendu d’images
Le rendu consiste à générer une image à partir de la modélisation d’une scène selon
un point de vue donné. La valeur de chaque pixel de Fimage est défirue par l’équatzon
de Tendu élaborée par Kajiya [KajS6], qui évaltie la quantité de ltimière transférée entre
deux points (de x’ à x) ers tersant compte de la lumière émise et réfléchie par tous les
autres points (x”) de la scène
I(x, x’) = g(x, x’) x’) + / p(x, x’, x”)I(x’, xh’)dx”] (3.1)
où g(x,z’) représente le facteur de géométrie (1/r2 s’il n’y a pas d’occlusion entre les
deux points, O si l’occlusion est opaque, et où r est la distance entre les deux points),
e(x, x’) représente la lumière émise de x’ vers x, p(x, x’, x”) représente la brdf’ à x’,
soit la proportion de lumière provenant de x” réfléchie vers x, et I(x’, x”) représente
l’intensité lumineuse transférée entre x” et x’.
L’évaluation analytique de l’équation de Tendu donnerait la solution exacte à l’illumi
nation complète de la scène. Cependant, la complexité de ce calcul est trop grande pour
les ordinatetirs d’aujourd’hui. C’est pourquoi des approches par échantillonnage ont été
développées pour approximer cette équation. Pour obtenir des résultats photo-réalistes,
la technique du lancé de rayons est la plus poptilaire et consiste à échantillonner la
visibilité, la brdf et les sources de lunrière par l’intersection de demi-droites avec les
primitives de la scène. Pour obtenir des images en temps réel en utilisant le matériel
graphique, la technique du z-buffer est utilisée et consiste à interpoler l’illumination
entre les sommets des primitives qtti seront projetées sur le plan de l’image.
La brf est la représentation générale des propriétés de réflectance des surfaces.
Il s’agit d’une fonction qui détermine la proportion de lumière transférée d’ttne direc
tion à tmne autre, lorsque la lumière est réfléclue à la surface d’un objet. Le urodèle
le pitis simple. souvent utilisé oti assunré dans les algorithmes de vision par ordina—
tenir, est le modèle lanibertieri (brdf constante). Ce modèle suppose que la réflexion est
complètement diffuse, soit uniformément réfléchie en intensité dans toutes les directions.
D’autres modèles simplifiés tierment aussi compte de la réflexion spéculaire2 isotropique3
(brf 3D) et sont par conséquent plus réalistes. Les modèles de Phong [PhoZ5] et de
bidirectionut reflectunce di.sti7bation fonction ou distribution du coeflicient de réflexion bidirectionnel
2réflexion directionnelle qui crée des reflets brillants sur les surfaces
3indépcndante dc l’orientation tangentielle rie la surface
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Blinri [B1i77] sont depuis longtemps supportés par le matériel graphique. Les modèles
complets de brdf tiennent aussi compte de l’anisotropie et sont plus lourds à calculer et
à représenter (brdf 4D).
Dans l’industrie cinématographiqtte, en excluant les films d’animation, le rendu est
surtout utilisé pour intégrer des objets synthéticlues dans l’image. La. modélisation des
sources de lumière dans le but d’imiter celles de la scène est un processus complexe pour
les artistes. L’utilisation de sondes d’illumination est un ajout au niveau du tournage qui
permet de simplifier cette étape. Avec les avancées de la technologie, nous espérons voir
dans un averur rapproché l’utilisation des techniques de rendu pour refaire l’illumination
complète des objets de la scène en post-productiori. Présentement, pour y parvenir, des
changements considérables et coûteux à la production doivent être réalisés, de façon à
extraire la géométrie et la fonction de réfiectance des surfaces de la scène.
3.2 Sondes d’illumination
Dans l’équation de rendu (voir l’équation 3.1), les sources de lumière occupent une
importance certaine. Il est possible de faire le rendu photo—réaliste d’objets synthétiques
en utilisant une carte de radiarice (ou «environnement) qui représente l’ensemble de
l’énergie lumineuse qui éclaire la scène à un point 1)TéCiS. Au tournage. une façon smiple
d’extraire la carte de radiance est d’utiliser une sonde d’illumination qui consiste en une
spli’re miroir réfléchissant la scène (voir la figure 3.1). En plaçant la sonde d’illuiniiration
à l’endroit où l’objet synthétique sera inséré, le rendu de cet objet pourra être réalisé.
(a) St. Peter’s Basihica (b) Grace Cathedral (c) Eucalyptus Grove
FIG. 3.1 — Sondes d’illumination tirée de [DebO6l
Pour un rendu réaliste, il est préférable «avoir une représentation des cartes d’envi
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ronriement à haut diapason dynamique (HDR4). Pour y parvenir, si une caméra HDR
n’est pas disponible ou suffisamment précise, il est possible de photographier la sonde
avec différents temps d’exposition connus, puis de générer la carte de radiarice HDR
avec diverses techniques [DM97. FLWO2]. Pour obtenir des résultats satisfaisants, il est
important de bien positionner la sonde et de conserver la caméra à distance de façon à
limiter l’espace occupé par la caméra sur la sonde elle-même.
Une fois la carte de radiance acquise, le rendu des objets synthétiqties peut être
réalisé. Un ensemble de sources de lumière ponctuelles peut être déduit par un échan
tillonnage de la carte de radiance. La technique détaillée par Debevec [Deb98] ajoute
un modèle des objets environnants la scène de façon à mieux simuler l’illumination
globale et les ombres projetées par l’objet synthétique. Plusieurs techriiqties petiverit
être utilisées pour choisir les points à utiliser sur la carte de radiance. La technique de
Ostromoukhov et aL [ODJO4] permet de déterminer rapidement une bonne distribution
de points selon une fonction d’importance générée à partir de la carte de radiance.
D’autres techniques [CJAIVIJO5, BGHO5] tiennent aussi compte de la brdf de l’objet
dans l’échantillonnage. L’objectif de ces techniques par échantillonnage est de réduire le
tenips de rendu saris affecter la ciualité, en lançant les rayons d’une manière stratégique.
3.2.1 Les yeux comme sonde d’illumination
Les cinéastes faisant face à des budgets limités hésitent à modifier leurs techniques
de tournage. L’utilisation de sondes d’illumination étant une technique nouvelle, elle
demeure encore peti utilisée. En post-production, il est possible d’extraire une carte de
radiance même lorsqu’aucune sonde d’illumination n’a été utilisée au tournage. Une idée
judicieuse élaborée par Nishinro et Nayar [NNO4] consiste à utiliser les yeux des acteurs
comme sonde d’illumination. En effet, la cornée de l’oeil peut être approxiniée par un
ellipsoïde de taille fixe qui réfléchit la lumière de la scène. Une fois le modèle de cornée
calibré avec l’image. celui—ci est utilisé pour échantillonner des sources de lumière avant
de faire le rendu d’objets synthétiques.
À la figure 3.2, le visage de factrice est substitué par un autre visage. Pour arriver
à réaliser ce trucage, la fonction de réfiectance du visage à insérer a dû être extraite par
unie méthode expliquée à la section 3.3.5. Par la suite, il a été possible d’utiliser la carte
4High Dynamic Range
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de radiarice extraite à partir de l’oeil pour refaire le rendu.
3.3 Modélisation d’objets réels
La création de scènes synthétiques complexes et réalistes est un processus artistique
exigeant et coûteux. La modélisation de géométrie, la création et l’application de tex
tures sur ces modèles, le choix des propriétés de réflectarice des surfaces et le positionne
ment de sources de lttmière sont toutes des étapes non triviales. Les groupes de recherche
en infographie, cri traitement d’images et cri vision par ordinateur tentent d’accélérer et
d’automatiser ce processtts en reconstruisant des objets réels par des procédés optiques
(cri utilisant des caméras). Les applications de ces technologies sont variées (génération
de nouveaux points de vue, interaction de l’imagerie générée par ordinateur, etc.) et
ont déjà conmiericé à dormer des réstiltats cri post—production vidéo, notanmierit pour
rééclairer des images.
Certains systèmes interactifs servent à modéliser des scènes réelles à partir d’une
ou plusieurs images. Dautres systèmes (généralement plus coûteux) permettent de
mieux traiter les séquences vidéo en effectuant la tâche automatiquement. Il existe
présentement sur le marché des numériseurs 3D qui permettent d’obtenir automati—
cluemerit une image avec un canal de profondeur. D’autres systèmes plus précis uti
lisent plusieurs caméras ainsi que des projecteurs de lumière structurée. La fonction de
réflectance des surfaces peut aussi être retrouvée en titilisant ces techniques. Unie revue
du fonctiormement de ces techniques permettra de mieux comprendre leur intégration et
les difficultés associées dans le contexte de rééclairage en composition vidéo numérique.
FIG. 3.2 - Les yeux comme sonde d’illumination [NNO4]
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3.3.1 Modélisation à partir d’images
L’utilisation de systèmes à plusieurs caméras est une technique de reconstruction
passive (sans interaction avec la scène). Le principe de base est de calibrer les caméras
entre elles, ce cmi permet de déterminer la position du plan de l’image dans l’espace. Pour
chaque pixel, une droite est définie par la position du pixel et le centre de projection.
La position d’un point 3D correspondra donc à l’intersection des droites associées à ce
point. Lorsque ces techniques sont utilisées en studio, les caméras sont souvent calibrées
en utilisant clos points de calibration sur l’écran bleu.
Le domaine de modélisation et de rendu à partir d’images ou de séquences vidéo5
[MPC)5] a peruns de réaliser clos effets spectaculaires clans les fihns eu moclébsant les
scènes à partir de différents points de vue (voir la figure 3.3). La première étape consiste
à segmenter les objets de l’arrière—plan. Une enveloppe visuelle6 est ensuite établie en
calculant l’intersection des silhouettes des images (mattes) dans l’espace tridimension
nel. Les algoritlnnes de stéréovision [MPZ9] et de sculpture d’espace [KSOO1 permetteiit
de préciser le modèle en réduisant l’enveloppe visuelle.
FIG. 3.3 — Modélisation et rendu à partir de séqttences vidéo
La technique dc stéréovision [MP79] s’inspire du système visuel humain potur ex
traire la profondeur dans les images. Elle utilise au moins deux caméras calibrées afin
d’extraire la distance entre ces objets et l’image. Dans cette optique, deux problèmes
doivent être solutionnés la correspondance des points d’une mirage à l’autre et la re
construction à partir de ces correspondances. La correspondance est souvent ba.sée sur
une comparaison des caractéristiques de l’image (couleur, coins, contours, segmentation,
etc.) et la profondeur est généralement déterminée par triangulation en exploitant la
5irnage-based and video-based modeting and rendering
visrzat huIt
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géométrie épipolaire7 [SSO2].
La sculpture d’espace [KSOO] est une autre technique de reconstruction consistant
à exploiter plusieurs points de vue d’un objet dans le but d’éliminer des éléments de
volume (voxets) disposés dans une grille. À chaque itération, lorsque la projection d’un
voxel de surface sur plusieurs images est incohérente, celui-ci est supprimé. Le test de
cohérence compare des caractéristiques similaires à celles de stéréovision. Une technique
de sculpture d’espace interactive a aussi été développée, et permet de déplacer une seule
caméra vidéo autour d’un modèle afin de le raffiner [GPEPO4].
3.3.2 Systèmes interactifs
Des systèmes tels que Façade [DTM96], Rekon [POF98Ï et Reatity [DG$ROlj per
mettent de reconstruire des scènes statiques à partir d’un ensemble de photographies.
Un artiste résoud certaines ambiguïtés en établissant des correspondances entre les
images, en détectant les erreurs de reconstruction faites par le système et en ajoutant
des contraintes à la scène afin de corriger ces erreurs. Les étapes de reconstruction sont
sensiblement les mêmes pour les différents systèmes. Premièrement, les caméras sont
calibrées à partir des images. Ensuite, un modèle 3D est généré grâce aux techniques de
modélisation à partir d’images. Finalement, les textures de la scène sont retrouvées afin
de refaire le reridti d’un point de vue arbitraire. Des extensions à ces systèmes permettent
de retrouver les paramètres de réfiectance des surfaces en ajoutant des photographies
d’un même point de vue sous différentes conditions d’éclairage [LFD+99] ou en raffi
riant les paramètres par des rendus synthétiques [3GO 1]. Ces systèmes sont efficaces
pour modéliser des scènes polygonales tels que des bâtiments et des scènes intérieures.
D’autres systèmes permettent de modéliser une scène, incltiant les parties non poly
goriales, à partir d’une seule iniage [OCDDO1, HEHO5]. L’idée est de segmenter l’image
en plusieurs couches qui seront disposées dans un espace tridimensionnel. Une inter—
face intuitive permet d’aligner des plans avec les surfaces planaires et la géoniétrie
des éléments courbes sont déterminés par gonflement de silhouettes (voir la section
4.2.1). Des outils tels qu’une brosse de clonage permettent d’éditer les parties cachées
de l’image. Il est aussi possible de dissocier la texture de l’illumination à l’aide d’un
filtrage bilatéral.
Tdiscipline rie la géométrie dont les propriétés découlent rIes correspondances entre des images ca
librées
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3.3.3 Numériseurs 3D
Les numériseurs 3D au laser pernietterit de retrouver directement la profondeur dune
scène. Pour l’instant, les appareils commerciaux tels que ceux vendus par Cybcrware
[CybO6l, fonctionnent bien pour les objets de petite taille. Par exemple, il est facile
de ritiniériser un visage, un petit objet ou une personne. Pour le rojet Michelangeto
[LPC+OO], cette tecimologie a été utilisée pour numériser de grandes statues. Cependant,
pour un projet d’aussi grande envergure, beaucoup de temps, de main d’oeuvre ainsi
qu un budget considérable ont été requis.
Dans le contexte de rééclairage, à partir d’une image et de la calibration de la caméra
avec la géométrie de la scène (extraite par un nmiiériscitr laser), il est possible de refaire
le rendu de l’image dans une nouvelle condition d’éclairage [MG97]. Cependant, cette
technique n’a pas fait ses preuves pour des images de couleur.
3.3.4 Lumière structurée
La reconstruction par lumière structurée est une solution peu coûteuse pour modéliser
automatiquement des objets réels [RCIVI±O1j. Grâce à ui-i projecteur calibré de la niême
façon qu’une caméra, un motif de lumière encodé est projeté dans la scène. La défor
mation de ces motifs par la géométrie de la scène est capturée par une caméra calibrée.
L’analyse de ces déformations permet de retrouver la profondeur des objets de l’image.
La tcclinicpte suppose généralement des objets aux surfaces lamhertiermes, ou cli.t moins
où il est aisé de distinguer l’illumination en provenance “directe” du projecteur. La
technique est par conséquent mal adaptée aux objets spéculaires et aux interréfiexions.
3.3.5 Combinaison de techniques
Les différentes versions du Lightstage [DHTOO, HWTO4] combinent plusieurs
points de vue et l’utilisation de projections de niotifs de lumière multicolores pour captu
rer la géométrie (représentée par une carte de normales précise) ainsi que les variations
temporelles de la réflectance d’un visage huniain. Une fois ces informations acquises,
il est possible de refaire le rendtt d’un visage dans de nouvelles conditions d’éclairage
et d’uni point de vue arbitraire. En faisant l’extraction de plusieurs configurations de
visages, il est possible d’animer ceux-ci en interpolant linéairement la réfiectarice et
la- géométrie d’une configuration à l’autre. Une intervention humaine est requise pour
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déterminer la correspondance entre les éléments du visage.
La dernière version du Lightstage [WGT+051 utilise une combinaison de projecteurs
de lumière structurée et une caméra, tous calibrés entre eux à hautes fréquences. Cette
technologie est destinée au rééclairage en post-production cinématographique. En utili
sarit des cartes de radiance, il est possible de rééclairer les personnages à l’aide des pro
priétés de réfiectance des surfaces définies par l’usager (voir la figure 3.5). D’autres effets
peuvent être réalisés tels que le matting automatique, le remplacement des matériaux
de surface et l’interpolation d’images par l’analyse du flux optique.
Le coût considérable en équipements. la quantité de mémoire et la puissance de
calcul requise pour analyser et traiter la qtiantité d’images prises au même instant
(voir la figure 3.4) sont les facteurs lirnitarits de cette technologie. De plus, une preuve
conceptuelle a été réalisée avec des visages humains, mais la flexibilité de la technique
pour d’autres objets que les visages de nième que pour des scènes plus complexes reste
toujours à démontrer.
Les tecimiques de rééclairage par rendu en post-production sont prometteuses nième
si des modifications lors des tournages sont nécessaires. En utilisant ces techniques, les
cinéastes pourront bénéficier de d’autres avantages tels que le changement du point de
vue en post-production ainsi que des méthodes robustes pour interpoler les images. Ces
technologies ont déjé donné des résultats concrets dans l’industrie du film, et des preuves
conceptuelles laissent croire que ces technologies vont s’améliorer dans le futur.
f1G, 3.4 — Images successives prise par le système de performance reÏzqhtzng dans l’espace
d’un douzième de seconde, tiré de [WGTO5]
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Cependant. les avantages des eftits réalisés par ces technologies ne coniperisent pas
encore pour l’accroissement des coûts et de la complexité des tournages. Des techniques
plus simples pour réaliser dus effets similaires en utilisant des sécluences filmées de façon
traditionnelle seraient bénéfiques à l’industrie. Il en va de même pour tous les tournages
ayant (luja UU heu salis ces tuClili()lOgiuS. Notre C()litTililitH)li. détaillée at chapitre suivant,
tente justement de combler ce vide et permet de réaliser de nouveaux effets d’éclairage,
ali—flului du la (f)rructioii du couleur, à J)artir (lu Séquielicus traditionitullus.
Fic. 3JE — Applications du système du performance reÏigkting, tiré de [WGTO5] : (a-d)
photographies originales et informations retrouvées par le système, (e-h) photographies
rééclaircus une carte de railiancu en modifiant le ratio diffus / spéculaire. (i—l) autres
effets pouvant être réalisés par le système
Chapitre 4
Au-delà de la correction de
couleur
Après avoir survolé les moyens utilisés pour modifier l’éclairage en post-production
cinématographique, nous pouvons les catégoriser en cieux grandes classes les technicjues
par correction de couleur (voir le chapitre 2) et les techniques par rendu (voir le chapitre
3). Bien ancrées dans le domaine depuis des décennies, les techniques par correction de
couleur. où l’on établit une correspouiclance entre les couleurs à l’aide d’un tableau, sont
rapides, simples cI’tttilisation et s’appliquent à tous les types d’images. Cependant, pour
obtenir des résultats satisfaisant, ces techniques nécessitent (les séquences tournées dans
des conchtions d’éclairages similiaires.
En constante évolution, les techniques par rendu exploitent hi connaissance de la
scène et de ses propriétés pour modifier l’éclairage en post-production, au lieu de fixer
l’éclairage lors (hi tournage. Connue ilous l’avons vii au chapitre précédent, extraire
des informations supplémentaires telles que les sources de lumière, la géométrie de la
scène, la texture et la fonction de réfiect ance des surfaces peut pc’rim’I;t;re de réaliser
des effets innpressionnants. Cependant, une sonde d’illumination, plusieurs caméras,
ou encore plusieurs éclairages à un instant donné, ajoutent une complexité dc mise
en scène et un coût matériel à la fois à la production et à la post-production. Pour
l’instant, ces techniques à la fine pointe de la technologie sont donc réservées atix projets
cinématographiques à grand déploiement.
Est-il possible d’aller au-delà des techniques par correction de couleur lorsque nous
avons une séquence issue d’un tournage traditionnel? Est—ce qu’uni artiste pourrait uti—
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user sa connaissance de la scène ponr s’approcher des techniques par rendu tout en
conservant les méthodes de production traditionnelles? Nos travaux répondent au moins
partiellement à ces questions en fournissant à l’artiste un système de reconstruction ra
pide à partir d’une séquence vidéo où les maltes ont été extraits (voir la section 1.3.3).
Des effets de rééclairage au-delà de la correction de couleur sont alors rendus possibles
en plaçant des sources de lumière virtuelles dans le même environnement que le modèle
reconstruit et en manipulant les paramètres de réfiectance.
4.1 Un environnement tridimensionnel
Le module Action du logiciel de coniposition vidéo nuniérique Discreet Flame/Irufer-
no [MEO6j fournit un environnement de composition quasi-tridimensionnel. Le terme
2D est souvent eniployé pour qualifier ce type d’environnement où les séquences
d’images consistent cri des panneaux biclimenisionriels animés disposés claris un espace
tridimensionnel. De façon sinulaire aux logiciels d’animation, rions pouvons déplacer
ces panneaux en fonction du temps pour générer mie nouvelle séquence du point de
vue d’une caméra virtuelle. Dc plus, il est possible de déformer la structure planairo des
panneaux cri éditant une surface bicubique sur laquelle l’image sera appliquée. Modéliser
la géométrie dii contenu dune séquence vidéo à l’aide de cet outil reste cependant fas
tidieux. L’outil a surtout été conçu porir appliquer une déformation grossière à une
séquence, saus tenir cmnpte dc son contenu.
Il est aussi possible d’ajouter des sources de lunnère virtuelles pour rééclairer la
scène. Dans ce contexte, ‘e résultat est souvent loin du résultat idéal qtu serait de
replacer les sources de lunuère lors du tournage. Puisque ni la géométrie, ni les fonctions
de réfiectance des surfaces ne sont connues, le résultat équivaut à placer des sources de
lumière autour d’une “affiche” animée de la scène. Il est aussi possible de simuler des
ombres planaires, en utilisant la technique des fausses ombres (voir la section 2.2.3) qui
consiste à transformer le matte de l’objet afin de créer une ombre.
La majeure partie de nos tcavaux a été réalisée en collaboration avec l’équipe de
recherche et développement en traitement d’images chez Antodesk Media & Entertain
ment. Le premier objectif du projet était de développer un outil interactif pour générer
et représenter la géométrie des objets à partir du matte animé. Le second objectif était
de pouvoir rééclairer ces objets par des sources de lumière virtuelles en exploitant la
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géométrie générée.
Les cartes de normales, introduites par Blinn [B1i78j, et les champs de hauteurs,
introduits par Cook [Coo84]. consistent cri des images (ou textures) où chaque pixel
(ou texel) correspond respectivement à une normale à la surface et à une hauteur.
L’utilisation de l’une ou l’autre de ces structures de données permet de représenter des
géométries simples et d’ajouter un effet de profondeur à une image à l’aide du matériel
graphique. La conversion d’un clim1p de hauteurs à une carte de normales est directe.
Potir réaliser nos objectifs. nous avons opté pour le développement d’un outil de
génération de cartes de normales à partir d’une séquence vidéo incluant les niattes. Les
cartes de normales pennettent d’obtenir un effet de profondeur à faible coût lorsque des
sources de lumière virtuelles sont utilisées pour modifier l’éclairage.
4.2 Génération de cartes de normales
Comme dans le système LigÏitstage (voir la section 3.3.5), l’extraction automatique
et précise des normales des objets de la scène serait idéale. Cependant. retrouver les nor
males à partir d’unie image ou il une séquence vidco reste un problème mal posé et (loue
impossible à résoudre dune façon unique pour une scène inconnue. Notre objectif est
de générer une géométrie ‘plausilile” de la scène. Cete géométrie doit etre suffisaunnent
lisse et cohérente dans le temps pour que le changement d’éclairage des images par des
sources de iminire virtuelles paraisse réaliste. Notre outil s’ajoute ainsi n la palette d’oit—
tils de correction de couleur dans le but de créer un meilleur effet d’immersion lors de la
composition vidéo uluinérique. Il est important de préciser que nous n’adressons pas la
reconstruction de surfaces polygonales. Plusieurs systèmes [D1M96, POF9S, DGSRO1]
(voir la section 3.3.2) se sont concentrés stir ces surfacees. Notre approche leur est
complémentaire.
La génération de cartes de normales est basée sur deux techniques complémentaires
de reconstruction les silhouettes du matte et le dégradé d’illumination sur les surfaces.
La première est insensible à l’éclairage et permet d’inférer une forme globale au contenu
de la scène, comme si l’on gonflait les objets à l’inténiettr de leurs silhouettes. La surface
doit être aussi lisse que possible pour éviter les transitions abruptes d’illumination.
Puisque l’oeil est très sensible au contraste, ces transitions empêcheraient d’obtenir un
résultat réaliste.
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La deuxième technique est pins flexible et utilise l’image comme une carte d’illu—
rnination de la scène. Le dégradé d’illumination’ est analysé de façon à reconstruire
une surface de la scène où les objets. incluant des petits détails, sont mieux représentés
quavec la technique précédente. Cette technique permet d’ailleurs de reconstrnire des
détails è l’intérieur des silhouettes. Cependant. elle est vulnérable au bruit, aux transi
tions de couleur, aux reflets spéculaires et aux régions dans l’ombre. Nous verrous que
les deux techniques peuvent être combinées d’une manière avantageuse.
4.2.1 Surface à partir du matte
Dans notre co,,texte, nous déterunnous la forme d’un objet dont les silhouettes
sont connues, en supposant que l’objet est lisse et bombé vers l’extérieur (i.e. vers
la caméra). Pour obtenir ce résultat, nous segmentons préalablement l’image en deux
régions (voir la section 1.3.3). Un seuiliage sur l’intensité du matte est n,écessaire pour
le transformer en matte binaire. Nous déterminons une hauteur pour chaque pixel (i.e.
un déplacement perpendiculaire au plan de support du matte) puis nous dérivons une
carte de normales du champ de hauteurs en utilisant le produit vectoriel des vecteurs
formés par les hauteurs voisines d’un pixel donné.
Travaux antérieurs
Notre technique de gonflement de silhouettes est inspirée du système de modélisation
rapide et intuitif Teddy [1MT99j. Ce système génère une surface arrondie “plausible” à
l’intérieur d’une courbe grossière (silhouette) dessinée par l’usager (voir la figure 4.1).
Une triangulation est formée à partir d’une sélection des points de la courbe et de son
axe chordal2. En expérimentant le système de modélisation, nous réalisons rapidement
qu’il est impossible de modéliser des surfaces précises puisque les silhouettes de la surface
reconstruite ne correspondent pas exactement à la courbe tracée. Dans notre cas, nous
aimerions préserver tous les détails des silhouettes obtenues en rendant un matte binaire.
De plus, le système Teddy ne supporte pas les cas où des silhouettes sont i,nbriquées les
unes dans les autres en binairisant le matte (e.g. un beigne vu de haut), une situation
fréquente dans notre contexte.
‘shading
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L’approche de Williarns [Wi191] génère un champ de hauteurs lisse cri appliquant une
succession de filtres gaussieus de tailles décroissantes sur un matte. À chaque itération,
le matte (champ de hauteurs) se “diffuse” vers ses silhouettes, niais le résultat est
multiplié par le matte pour limiter le champ de hauteurs à la région active3 du matte.
Malheureusement, lorsque la région active du matte est beaucoup plus grande que la
taille des filtres gaussiens. la partie centrale de la surface ainsi reconstruite demeure
planaire (voir la figure 4.3(b)), ce que rions souhaitons éviter dans notre système.
Le système (le modélisation interactif (le Oh et al. [OCDDO1j (introduit à la section
3.3.2 et illustré par la figure 1.2) génère lui aussi un champ de hauteurs à partir du uiatte.
Grâce à mic fonction de correspondance, la hauteur d’un pixel H(p) est déterunnée en
fonction de sa distance à la silhouette dj (p) - Afin d’estimer rapidement cette distance,
l’opérateur 4 érosion (voir la section 1.3.3) est appliqué sur le matte jusqu’à que la
région active soit nulle. La distance à la silhouette d’un pixel correspond au niveau
d’érosion ayant désactivé ce pixel. Par la suite, la hauteur du pixcl H(p) est calculée
par l’équation 4.1.
H(p) = rVi — 4/2 , d’(p) = 1 — (4.1)
max(d3,)
La fonction de correspondance forme une ellipse dont les coefficients dépendent de la
distance maximale à la silhouette max(d31) et d’une valeur r définie par l’usager (voir la
figure 4.2(a)). Cette technique de reconstruction produit des discontinuités résultant de
l’intersection de deux ellipses, chacune définie par une distance plus courte que max(d5j)
à la silhouette la plus proche. Celles-ci apparaissent sous formes de crêtes surtout sur
3ensernble des pixels du matte où la transparence est nulle
jpr d.. .J ±t!J 2f!J F e±j3 n
FIG. 4.1 — Système de modélisation Teddy tiré de [1MT99]. Gauche forme dessinée.
Centre et droite forme 3D affichée avec un style “cartoon”
CHAPITRE 4. AU-DELÀ DE LA CORRECTION DE COULEUR 45
les parties étroites du matte puisqu’à ces endroits, la fonction d’ n’atteint lamais zéro.
Ainsi, la pente à la surface (gradient de hauteur) n’est jamais nulle dans ces parties. La
figure 4.2(b.c) illustre ces problèmes.
H (p) vs d’
sitciette
r
___
_
“s J _crêre
\..____/‘ d2< rax(d1)
(a) Correspondance (b) Illustration d’une crête
Fic. 4.2 — Reconstruction par la méthode de Oh et aï. [OCDDO1j par rapport à la nôtre
Les faiblesses fies travaux précédents ;ious ont encouragé à développer une nouvelle
technique iour générer tin champ de hauteurs à partir d’un matte. La figure 4.3 illustre
en 2D les résultats typiquement produits avec les différents algorithmes dc reconstruc
tion. Initialement, la surface est planaire. La technique de Williarns [Wi1911 produit un
effet arnmtli pi’ès de la sillomette, niais pla1aire vers le centre. La teclnuque dc Oh et
aï. [OCDDO1] est trop pointue vers le centre lorsqu’il s’agit d’un élément étroit. Notre
al)proche 1)rO(lli]t mie surface mbitx bombée près dc la silhouette et courbée vers k’
centre.
Notre approche
Contraireineuit aux autres techniques de génération de hauteurs à partir d’un matte,
notre technique génère une surface sans parties pla.naires et entièrement lisse même
(e) Oh et aï. (d) Nous
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(a) Originalement (b) Williams (c) Oh et ai. (cl) Nous
FIG. 4.3 — Illustration en 2D des teclnnqtws de génération de hauteurs à partir du uiatte
dans les parties étroites du matte. Les silhouettes S sont définies comme l’ensemble des
pixels de la région inactive du matte touchant à au moins mi pixel de la région active.
La hauteur d’un pixel H(p) est déterminée en analysant l’ensemble des distances entre
ce pixel et les silhouettes. Notre champ de hauteurs est calculé eu appliquant l’équation
4.2 sur tous les pixels de la région active du matte.
H(p) , 1 ds (4.2)
S distance(p,s)
En analysant l’équation 4.2, nous constatons que l’intégrale (Je l’inverse des distances
aux silhouettes pour un pixel est calculée. Ainsi, plus la distance entre deux de ces points
est faible, plus son poids est grand dans lintégrale. Puisque la hauteur correspond à
l’iuverse de Fintégrale, plus un pixel est éloigné de la silhouette, plus sa hauteur est
élevée. Une fois les hauteurs calculées, la normale à la surface d’un pixel N(x, y) est
obtenue en calculant le produit vectoriel entre le gradient de hauteur horizontal et
vertical, ce qui se simplifie cri l’équation 4.3.
f 0H 0H \N(x,y)
= l—s—’1l (4.3)
\ OX Uy J
Comparativement à la méthode de Oh et al. [OCDDO1], comme tous les pixels des
silhouettes sont pris en conipte, la surface reconstruite est plus lisse et moins sensible
lorsque certaines sections se rapprochent les unes des autres. Le calcul est cependant
plus intensif puisque tous les pixels de silhouette doivent être traités pour déterniiner
une hauteur.
La complexité de l’algorithme est dans lordre de O(nm). où n et w. sont respec
tivement le nombre de pixels de la région active, et le nombre de pixels sur les sil
houettes. Pour des images de petite taille (e.g. 360 x 213), nous pouvons aisément cal
culer l’équation 4.2 en temps réel. Pour des images de plus grande taille, nous accélérons
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le processus avec un quad-tree et un calcul à basse résolution pour générer les normales
en temps interactif.
Accélération du calcul
Puiscjnc notre fonction pour tlétcrnimer la surface est lisse mais coûteuse, il est
judicieux d’utiliser l’interpolation pour accélérer le calcul. Un quad-trec est un arbre
de subdivision (1111 perliiet (lac(elc’rur les algoritinnes de traitclnu]lt d’images (voir la
figure 4.4(a)). Dans notre cas, puisque notre surface reconstruite est lisse, nous pou
vons calculer notre Imictioll pour déter;mrier la hauteur de certa is pixels, puis utiliser
l’interpolation quadratique pour estimer la hauteur des autres pixels. Il faut préciser
que le traitement se fait seulement dans les cellules du qad-tree contenant une région
entièrement active du matte.
Dans les algorithmes 4.1 et 4.2, la fonction qerp utilise l’interpolation quadratique
pour déterminer la hauteur d’un pixel en le projetant sur la parabole passant par trois
points colinéaires (Pi, P2 et p3) où les hauteurs ont été calculées (voir l’équation 4.4).
La fonction interpoÏer_ceÏlute utilise la fonction qerp à chaque pixel à l’intérieur d’une
cellule du qv,ad-tree au dernier niveau de subdivision, c’est—à-dire quand l’erreur relative
de l’interpolation des coins d’une cellule est faible. L’erreur tolérée seuitcrreur est une
constante fournie par l’usager.
(p ?2)(P — P3)H(p) = qerp(p,pl,p2,p3) = H(p’) +(p’ P2)(Pi —P3)
(p
— pi)(p — P3) H(p2) +
(P2 —P1)(P2 P3)
(P—Pi)(P—P2) H(p3) (4.4)
(p
—Pi)(P3 —P2)
L’accélération précédente permet de conserver un temps de calcul interactif pour
des images de taille moyenne (e,g. 720 x 186). Cependant, dans le cas où nous avons
une plus grande image, nous calculons notre champ de hauteurs à l’aide d’un matte à
résolution réduite pour conserver l’interactivité. Par la suite, le champ de hauteurs est
converti à la résolution irntiale avant de calculer les normales. Le coût supplémentaire
pour redimensionner les images est nettement inférieur à celui consistant. à faire le calcul
en pleine résolution. Cette technique doit cependant être utilisée avec prudence, puisqu’il
arrive de perdre les détails fins du inatte lorsque nous réduisons sa taille (voir la figure
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Algorithme : quadtreeJ.nterpolation( xi, x, Yi, Y2
début
__
Xj±X
/ * Évaluer les valeurs extrêmes */
pour chaque x e {xl,,x2}, y e {yi,,y2} faire
I évaluerJl( (x, y))
fin
/ * Estimer l’erreur d’interpolation */
erreur — O
pour chaque x e {Xi+* 12} faire
— évaluerl{( (x, j) )
xjt qerp( (x,7), (xi,), (x2,y)
min ,x
CTTUT 4— erreur + 1 —
______________
fin
pour chaque y e ±L} faire
Ycval 4- évaluer_Ht y));
Yinterp qerp( (,y), (,yi), (X,y) )
min(y t terreur — erreur + 1 —
,yr
fin
/ * Interpoler ou subdiviser */
si erreur < seuilerrcvr alors
interpoler_cellule(xi, T, X2, Yi, Y y2)
fin
sinon
quadtreeinterpolation(xi,
,
y, )
quadtree_interpolation(x1, ,
, y2)
quadtreeintcrpolation(, x, y’, )
quadtree_interpolatiori(i, x2,
, y2)
fin
fin
Algorithme 4.1 Quad-tree pour accélérer la génération du champ de hauteurs
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Algorithme 4.2 : Intéi’polation des cellifles dn quad-tree
___
J
J
(b) Pleine résolution (c) Basse résolution
Fia. 4.4 — Optimisations par quad-tree et par calcul à basse résolution
Note sur l’iustabilité temporelle
L’outil de géuération de normales s’avère très utile dans les scènes où l’occlusion
est faible et où le gonflement des silhouettes est une bonne approximation de l’objet
filmé. Dans des scènes où l’occlusion est forte, les teclmiques basées sur le matte pour
générer un champ de hauteurs sont plus instables temporellement. Ces problèmes sont
surtout causés par l’occlusion qui fait apparaitre et disparaître des silhouettes (voir
Algorithme interpolencellule( x, , z2, y, Y, Y2
début
/ * Interpoler verticalement */
pour chaque y E {yi <y < y2} faire
pour chaque z E {zi,ï,z2} faire
qerp( (z,y), (z.y’), (x,fi), (x.y9)
fin
fiu
7* Interpoler horizontalement */
pour chaque y E {yi <y < y2} faire
pour chaque z E {zj <z <z2} faire
qerp( (z,y), (z,y), (Îi,y), (z2,y)
fin
fin
fin
4.4(b,c)). Une analyse de la performance de notre outil est présentée à la section 5.4
pour diverses résolutions d’image.
ET!
(a) Quad-tree
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la section 5.3.1). Une segmentation plus détaillée des parties individuelles de l’objet
pourrait atténuer ce phénomène. sans pour autant le résoudre. Nous préférons éviter
cette techuique de reconstructiou lorsque ce problème est trop important.
4.2.2 Surface par dégradé d’illumination
Le dégradé OEilhuuiuation sur la surface que l’on souhaite retrouver est une autre
propriété que nous pouvons exploiter. L’approche de Rom {Hor9O] retrouve une normale
à la surface d’un objet eu analysant ic dégradé d’illumination1. Pour l’instant, un sous—
ensemble d’hypothèses doit être validé pour assurer la convergeuce vers la solution. Nous
supposons que la surface est éclairée par une seule source de lumière, que la réflectauce
est urdforme sur la surface (modèle lambertien) et que l’intensité de l’image correspond
à la lumière réfléchie (l’image n’est pas saturée, sans ombres ni illumination globale).
Puisque l’éclairage dans la réalité est complexe et que les caméras sont imparfaites,
ces techniques imprécises arrivent tout de même à retrouver généralement une bonne
approximation de la surface dans des conditions normales.
Il y a plusieurs façons de résoudre le problème. Dans notre cas, nous voulons une ap
proximation rapide et grossière de la surface. Fang et ai. [FHO4, FZGHOSj ont utilisé une
version simpliste d’extraction de surface par dégradé d’illumination à partir du gradient
diverse d’une photographie .Avec suffisanmient de lissage, leur surface reconstruite est
assez précise pour générer et appliquer une texture sur cette surface tout en donnant
une bonne approximation des déformations sur la surface.
Notre contexte de réilluminatiou est .siiilaire à celui de Fang et ai, Utiliser leur
technique mène à une surface temporellement continue dans les cas idéaux : source
de lunnère fixe, aucune ombre, surface lisse lambertienne. Nous pouvons supposer que
la normale à l’endroit où la luminance est la plus forte ‘max pointe vers la lumière et
l’endroit où la luminance est la plus faible
‘mj,i a une normale perpendiculaire à la direc
tion de la lumière. En supposant que la ldmlière vient de la caméra, nous déternunons
la normale au pixel (x. y) par léquatiou 4.5. Selon nos expériences, les variations de
l’algorithme où la direction précise de la lumière est fournie par l’usager [FHO1] ou es
timée automatiquement [TV98] ne génèrent pas de meilleurs résultats mais requièrent
un calcul beaucoup plus intensif.
4shape from shading
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4 ai DI I(x,y) NJ’v(x,y)
= L—-—’——’ 1 (4.5)a a ‘max
— ‘min /
Le gradient dc l’image est très sensible au bruit et aux transitions de couleur.
Pour atténuer cette faiblesse, nous utilisons les outils communs de composition vidéo
numérique tels que la coupure d’histogramme (voir la section 2.2.1) et l’application de
filtres (voir la section 1.3).
4.2.3 Éditer les cartes de iiorma1es
Une fois les normales de base générées, il est intéressant de modifier et combiner ces
normales, de façon à donner à l’usager un contrôle sur le résultat final. La transformation
la plus courante est d’augmenter ou dc réduire la, (lénuvellationi de la surface reconstruite.
Pour ce faire. nous multiplions simplement la bauteur, i.e. la composante z de la normale.
Lorsque les normales sont bruitées, co]nlue cest souvent le cas lorsque nous utilisons
le dégradé d’illumination, nous filtrons les normales spatialement et temporellement à
l’aide (l’un filtre gaussien dont la taille est spécifiée par Lusager. Il ne faut pas oublier
de reuormaliser les normales après chaque opération.
Pour combiner deux normales (n et ri2). nous interpolons linéairement le résultat
selon l’importance de chaque composante. Nous fixons la normale finale nj dans le
plan formé par les deux normales initiales. Langle entre i et n est proportionnel
à l’importance de i par rapport à 112. L’importance des normales peut dépendre de
l’angle avec l’axe des z, ou encore étre spécifiée direeteuient par l’usager. A la section 5.1,
l’ensemble des paramètre d’extraction de cartes de normales sont présentés et illustrés.
La figure 4.5 illustre le résultat des différentes techniques de génération de normales
de notre système. L’axe des x utilise le canal bleu de l’image, l’axe des y le canal rouge
et l’axe des z, le canal vert.
4.3 Rééclairage
Le système utilisé pour rééclairer les séquences est basé sur le modèle de Phong (voir
la section 3.1) qui est supporté par le matériel graphique. Les normales à la surface sont
déterminées par la carte de normales et les paramètres de réfiectance sont uniformes
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(c) Reconstruction avec silhouettes
sur toute l’image. L’usager a le contrôle sur la position, l’intensité et. l’ouverture5 des
sources de lumière virtuelles ainsi que sur les paramètres de réflect.ance de la surface
pour ajuster l’illumination dans les séquences.
Il est possible d’utiliser la carte de normales pour générer la géométrie de l’objet
par un champ de hauteurs, permettant ainsi d’utiliser des techniques de calcul d’ombre
réalistes telles que les volumes d’ombres et les cartes d’ombres [CroZZ, Wil78]. Nous
ne sommes plus linutés à utiliser la teclmique des fausses onibi’es, uniquement valide
sur les plans. Projeter des ombres sur des surfaces arbitraires est désormais possible en
utilisant nos cartes de riorniales, ce qui facilite l’intégration d’objets synthétiques dans
les scènes réelles et vice versa.
5langle de projection d’une source de lumière directionelle
(a) Image originale (h) Matte
(cl) Reconstruction avec illumination
(e) Combinaison (f) Image rééclairée
FIG. 4.5 Illustration de notre système de génération de cartes de normales
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4.4 Intégration dans un contexte de composition vidéo
numérique
Notre technique de génération de normales a été implémentée dans une version
future6 de Discrcet Flarne [MEOG]. un système de composition vidéo nmnérique profes
sionnel. L’outil principal de génération de normales, un noeud dans le module Batck,
prend en entrée une séquence d’images et de mottes. Le résultat est une séquence de
cartes de normales.
L’interface de l’outil permet d’activer la génération de normales par matte et par
dégradé d’illumination. Si les deux modes sont activés, les normales doivent être com
binées et la pondération des normales est établie par l’usager.
Dans le cas des normales à partir du matte, nous pouvons dilater le matte (voir la
section 1.3.3) et mettre à l’échelle la hauteur de la surface. Dans le mode par dégradé
d’illumination, nous pouvons préfiltrer et ajuster l’histogramme de l’image, mettre à
l’échelle la hauteur de la surface et filtrer la carte de normales résultante.
L’outil de réillumination a été implémenté dans le module Action (voir la section
4.1). Il est maintenant possible d’utiliser une carte de normales pour rééclairer une
séquence vidéo en déplaçant des sources de lumière virtuelles.
°d est impossible d’inclure une copie d’écran de l’outil en action puisqu’il s’agit d’une version non—
annoncée
Chapitre 5
Résultats
Dans les chapitres précédents, nous avons exploré le “pipeline” de post-production,
les techniques rapides et abordables de correction de couleur et les effets réalistes pou
vant être obtenus avec les techniques coûteuses de rééclairage par rendu. L’intérêt est
évident pour un outil pouva;it créer des effets similaires aux techniques par rendu au
coût des techniques par correction de couleur. Dans cette optique, nous avons développé
une nouvelle tecimique de rééclairage basée sur la reconstruction d’une surface courbe
“plausible” à partir d’une image et d’un matte. Dans le “pipeline” de post-production,
cette technique s’insère entre le matting et la correction de couleur.
Le présent chapitre illustre le processus de reconstruction à partir d’images. Après
que le systènie ait généré automatiquement une carte de normales, des paramètres pour
chaque stratégie de reconstruction peuvent être ajustés afin d’améliorer le résultat final.
Quelques exemples de résultats typiques ainsi que différents problèmes découlant de
notre technique sont présentés. De pltts, une analyse de performance de notre outil a
été réalisée pour différentes résolutions d’images.
Il est important de spécifier que les résultats ont été obtenus par l’auteur de cet outil,
un étudiant gradué qui n’est pas un artiste professionnel. Les résultats proviennent de
la version préliminaire du logiciel Dis creet Ftame 10 dans laquelle notre outil a été
implémenté. Les sécjuences filmées devant un écran bleu ont été fournies par Autodesk
Media Entertainment {MEO6].
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5.1 Extraction de cartes de normales
L’extraction des normales est l’étape déterminante pour assurer l’intégration réussie
d’nn avant-plan clans une composition. Pour accomplir cette tâche, l’artiste a le choix de
conserver les normales générées automatiquement par le système (voir le chapitre 4) ou
«améliorer le résultat obtenu cri modifiant les paramètres de reconstruction. Pour mieux
observer l’effet du changement des paramètres, l’image du pcrroquct (voir la figure 4.5)
a été rendue avec une source de luunère virtuelle directionnelle située en haut à droite.
Puisque l’outil fonctionne en temps réel, il est possible de visualiser simultanément la
carte de normales et l’image rééclairée dans le processus de reconstruction. La différence
absolue de couleurs avec l’image originale est aussi illustrée à droite sur les figures afin
d’apprécier les différences plus subtiles.
5.1.1 Reconstruction automatique
Conunc nous l’avons vu au chapitre précédent. dcux stratégies de rcconstruction sont
présentées à l’usager : à partir des silhouettes et à partir du dégradé d’illumination. Saris
intervention de l’usager, notre système génère une carte de normiales automatiquement.
La figure 5.1 illustre le résultat obtenu automatiquement selon l’approche de recons
truction sélectionnée. La reconstruction basée sur les silhouettes (a) présente des effets
d’illumination localisés près des silhouettes tandis que la reconstruction basée sur le
dégradé d’illumination présente des effets localisés où le gradient d’intensité lumineuse
est élevé, c’est-à-dire autour de certaines plnmes. En combinant les deux cartes de nor
males. les deux effets sont générés.
5.1.2 Paramètres de reconstruction à partir des silhouettes
La reconstruction à partir des silhouettes permet de générer une surface lisse et
bombée. L’effet sur l’illumination varie en fonction de la direction dc la source dc lumière
virtuelle et de la distance aux silhouettes. L’intensité est accrue du côté de la source de
lainière et atténuée du côté opposé. Le paramètre de mise à l’échelle déternnne Paru—
pleur de cet effet. Plus ce paramètre est élevé, plus la surface est bombée et plus l’effet
d’illumination est prononcé. Par la dilatation du matte (voir la section 1.3.3). il est pos
sible de réduire l’effet dû au rééclairage près des silhouettes ou encore d’éliminer certains
détails des silhouettes qui créent un effet indésirable (e.g. incohérence temporelle).
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(a)
(b)
(e)
Différence de couleurs
FIG. 5.1 — Reconstruction automatique : (a) par silhouettes, (b) par dégradé d’illnnn—
nation, (e) combinaison 50% 50%
L’effet des différents paraniètres est illustré à la figure 5.2. En (a), lions remarquons
que l’effet d’ombrage est plus important lorsque la nHsc à l’échelle cst grande. L’effet de
la dilatation est subtile. Une dilatation élevée (en (e)) ne préserve pas tons les détails du
niatte, ce qui engendre moins de variations d’intensité qu’une dilatation faible (cri (b)).
Ainsi, on peut observer en (e) une perte de détails près de la patte gauche du pcrroquet.
Il est important dc miter que le matte est modifié seulement pour la génération de
normales et non pour la composition.
5.1.3 Paramètres de reconstruction à partir du dégradé d’illumination
La reconstruction à partir du dégradé d’illumination modifie l’éclairage aux endroits
où le gradient d’intensité lnnnneuse est élevé dans l’image. Un facteur de mise à l’échelle
est appliqué sur la composante z des normales, ce qui a pour effet de rapprocher ou
d’éloigner la normale vers le plan de l’image (xy). Puisque le gradient d’intensité lumi
neuse varie localement sur l’image, les normales obtenues à ce stade peuvent être bruitées
et incohérentes entre elles. Pour réduire ces phénomènes et adoucir l’illumination, nous
filtrons les normales cri appliquant un filtre ganssien sur le gradient d’illumination.
A la figure 5.3, nous observons des cartes de normales générées avec deux facteurs
Carte de normales Rééclairage
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(a)
(h)
(0.5 et 0.05) de mise à l’échelle différents ((a) et (b)). Plus le facteur est faible et plus
l’image rééclairée est bruitée. Même si l’effet du bndt peut être exploité d’un point de
vue artistique (il s’agit d’un type de rehaussement de contours), nous souhaitons réduire
fortement ces artéfacts de façon à atteindre un ruveau de réalisme plus acceptable.
Lorsqu’un filtre gaussien (rayon de 5 et 2.5 pixels) est appliqué ((e) et (d)), les normales
sont lissées et l’hnage rééclairée est plus réaliste.
5.1.4 Combinaison
Une fois les paramètres de reconstruction déterminés pour chaque stratégie, rions
pouvons conibirier les deux cartes de normales résultantes afin d’obtenir les deux ef
fets d’illumination. Une pondération permet d’équilibrer l’importance de chacune. La
figure 5.4 illustre la combinaison de deux cartes de normales avec des pondérations
différentes. Nous remarquons que la technique à partir des silhouettes est lisse et que la
technuque utilisant le dégradé d’illumination permet d’ajouter des détails d’illumination
à l’intérieur de l’objet.
(c)
Carte de normales Rééclairage Différence de couleurs
FIG. 5.2 — Reconstruction à partir des silhouettes (a) unse à l’échelle (5), (b) dilatation
du matte de 5 pixels, (e) dilatation du matte de 25 pixels
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‘J(b)
(c)
(d) \
Carte de normales R éécla irage Différence de couleurs
FIG. 5.3 — Reconstruction à partir du dégradé d’illumination (a) mise à l’échelle (0.5),
(h) mise à l’échelle (0.05), (e) filtrage gaussien de rayon 5 sur (a), (d) filtrage gaussien
de rayon 25 sur (a)
5.2 Rééclairage virtuel
Une fois la carte de normales reconstrnite. le défi consiste à rééclairer l’image de
façon réaliste avec des sources de lumière virtuelles. Si la carte de normales est une
bonne estimation de la surface. tin effet de profondeur devrait apparaître lorsque la
source de lunnère est déplacée. Parfois, l’effet d’éclairage est trop intense pour être
réaliste. Dans ce cas, l’opérateur de dissolution (voir la section 1.3.2) permet de doser
le résultat en générant une image intermédiaire entre le résultat et l’image originale.
A la figure 5.5, le chien est rééclairé grâce à une carte de normales générée par notre
outil et une source de lumière virtuelle positionnée selon quatre directions différentes.
Pour démontrer Favantage de notre outil dans mie composition, nous avons intégré
l’image du chien sur un arrière-plan où la direction de la lumière est facilement per—
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(a)
(b)
(c)
Différence de couleurs
ceptible (voir la figure 5.6). Il s’agit là d’un cas problématique en composition vidéo
numérique. Mênic si le chien ii’a pas été filmé dans les mêmes conditions d’éclairage
que l’arrière—plan, nous simulons des conditions similaires. En ajoutant une fausse ombre
(voir la section 2.2.3) et en dosant l’ajout d’éclairage, nous ai’i’ivons à un résultat satis
faisant. La séquence vidéo complète est disponible sur notre site web [BerO6].
Pour illitstrcr l’effet tic notre outil, iiii gros plan dii chien est présenté avec et sans
l’éclairage par une source de lumière virtuelle (voir la figure 5.6). Nous observons que
l’ajout dc cet effet aide à l’intégration de l’hnage davant—plan.
5.3 Problèmes de robustesse
Notre outil de génération de cartes de normales permet d’ajouter des effets d’éclairage
directionnels. Pour tirer profit de l’outil au ÏHaxi;irunl. il est nécessaire de connaître les
faiblesses de chacune des stratégies de reconstruction.
fic. 5.4 — Combinaison des cartes de normales (ratio à parti-r des silhouettes : à parti-r
du dégradé d”zttu,nination) : (a) 25% 75%, (h) 50% : 50%, (e) 75% : 25%
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(b) à droite
(c) en haut (d) en bas
FIG. 5.5 Rééclairage avec une source de lumière virtuelle positiormée selon quatre
directions différentes
5.3.1 Reconstruction à partir du matte
Grâce à notre techruque de recoristructon à partir tlu matte, la normale (l’un point
est déterminée en analysant les distances entre le point et les silhouettes. Les parties des
silhouettes près de ce point ont une influence plus importante sur la normale calculée
que les parties éloignées. Le comportement des silhouettes en fonction du temps est
)roblén1atiqlle, ailisi (I1C les régams près des bordures du matte.
Incohérence temporelle
Le grand problème de l’approche de reconstruction à partir des silhouettes est l’in
cohérence temporelle des silhouettes causée par 1es occlusions. Avec notre technique,
lorsqu’un objet passe devant un autre, les silhouettes sont fusionnées. Les normales sont
alors déteruihiées à partir de silhouettes couiplètc’ment différentes dun uratte au suivant,
causant ainsi des fluctuations inattendues d’éclairage. La figure 5.7 illustre un rectangle
et une sphère obstrués par une sphère. Nous voyons qtie les normales reconstruites ne
sont pas cohérentes avant et après l’occlusion, ce qui change Fillumination ajoutée sur
les primitives. Des exemples sttr des séquences réelles sont présentés sur le web [BerO6].
ta) à gauche
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(d)
FIG. 5.7 — Incohérence temporelle due à Focclusion t (a. b) sans occlusion, (c. d) occlusion
Bordures du matte
Lorsqu’un point est situé près de la, bordure du matte, un problème de coritirnuté
survient puisque les silhouettes complètes de l’objet n’apparaissent pas dans l’image.
En effet, une partie de celles—ci repose à l’extérieur du matte. Une bordure artificielle
peut être créée par la bordure de limage en ajoutant une bande noire autour du matte.
À la figure 5.8(a), l’effet dû au rééclairagu à l’intersection du perchoir et de la bordure
de fimage apparaît erroné. Ceci est dû au fait que le prolongement des silhouettes du
bâton se trouvant à l’extérieur du iiinttu n’est ps pris en compte dans le calcul des
normales. L’erreur est beaucoup moins perceptible sur la queue dti perroquet puisque
cette surface est nmoms régithère.
.
(a)
g
(b)
‘ç;: (;
(c)
Image originale Rééclairage
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5.3.2 Reconstruction à partir du dégradé d’illumination
Grâce à notre technique de reconstruction à partir du dégradé cfillununation. la
norujale d’un point est détenninée en analysant le gradient d’intensité lumineuse à
ce point. Lalgoritlmie suppose que les variations d’intensité lumineuse sont causées
par la courbure de la surface. Des problèmes surviennent lorsque d’autres phénomènes
cansent ces variations. C’est le cas ries ombres. des reflets spéculaires et des transitions
de couleur.
Ombres et reflets spéculaires
Lorsqu’un objet projette une ombre claris une image, le gradient d’intensité hmHneuse
de la région dans l’ombre est faible contrairement au gradient très élevé de la région
du contour (le l’ombre (passage d’une région foncée à claire). Dans le cas des reflets
spéculaires, le même phénomène se produit à l’exception du fait que le gradient est
inversé sur le contour (passage (lime région claire à foncée). Dans ces situations, puisque
le gradient «intensité lumineuse est affecté par «autres phénomènes que la courbure
de la surface, la normale reconstruite est erronée et des problèmes apparaissent lors
du rééclairage. Puisque ces erreurs sont importantes, l’application d’un filtre empire
le problème puisque les erreurs sont propagées dans les régions voisines. Les artéfacts
d’ombres sont illustrés à la figure 5.8 (b).
Transitions de couleur
Pour calculer le gradient d’intensité lumineuse, l’image couleur est convertie en image
monochrome. Les différences d’intensité, résultantes de la conversion de différentes cou
leurs, créent ries discontinuités sur le gradient. Ainsi, aux endroits où des transitions de
couleur apparaissent, la normale reconstruite sera biaisée en direction de la couleur la
plus sombre. Le phénomène est aussi illustré à la figure 5.8 (h).
5.4 Analyse de la performance
Les résultats générés dans ce chapitre ont été obtenus grâce à notre outil de génération
de cartes de normales implémenté dans une version préliminaire du logiciel Discreet
Flame 10 [MEO6]. La station de travail Linux utilisée (Redhat Enterprise 3 /LinO6J)
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possède deux processeurs AMD Opteron 244 1800 MHz, 2 Giga-octets de mémoire vive et
une carte graphique nVidia Quadro FX 3000. L’implémentation exploite le parallélisme
pour un nombre arbitraire de processeurs, chacun effectuant la même tâche.
Les temps de génération de cartes de normales sont donnés au tableau 5.1. L’image
du perroquet (voir la section 5.1) a été redimensionnée à différentes résolutions pour
calculer la performance avec la même image de référence. Les temps de chacune des
étapes de reconstruction ont été étudiés : la reconstruction à partir des silhouettes du
matie. la reconstruction à partir du dégradé d’illumination et la combinaison des detix
techriiclues. Le temps total de reconstruction rie tient pas compte du filtrage ou de toute
autre manipulation pouvant être effectuée pour corriger le résultat final. Pour procéder
au rééclairage, 0.2 secondes ont été nécessaires pour l’ensemble des résolutions d’images.
Du point de vue de l’artiste, le temps reqttis pour déterminer les meilleurs paramètres
de génération de norniales est inférieur à une minute par image, selon notre expérience.
Résolution Reconstruction Reconstruction Combinaison Total
(Silhouettes) (Illumination)
360 x 243 0.66 0.01 0.01 0.68
720 x 486 0.86 0.03 0.01 0.90
1280 x 720 1.02 0.12 0.06 1.18
1920 x 1440 1.29 0.25 0.15 1.69
4760 x 3988 2.28 1.47 0.90 4.75
TAn. 5.1 — Temps d’exécution (en secondes) en fonction de la résolution de l’image
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fIG. 5.8 — Différents problèmes de robustesse de notre outil : (a) problèmes près des
bordures, (b) problèmes dombres (rouge) et de transitions de couleur (bleu). (e et d)
images originales
Conclusion
Afin de créer des effets spéciaux ou de réduire les coûts du tournage, la composition
vidéo numérique est devenue une technique importante dans l’industrie dtt cinéma.
Ainsi, des séquences sont combinées dans le bttt de donner au public l’illusion que la
sécluence résultante provient d’un seul tournage. De nos jours, ce trucage est réalisé
en post-production, ce qui n’était pas le cas dans les débuts dtt cinéma. Grâce aux
techniclues d’extraction de mattes, il est facile d’intégrer une sécyuence cri filmant les
objets tfavant-plan devant un écran bleu.
Actuellement, potir réaliser des compositions de qualité, il est primordial d’avoir un
éclairage en studio qui correspond avec celui de l’arrière-plan. À cette fin, l’ajustement
de l’éclairage est un processus fastidieux qui occupe la majeure partie du tournage. Une
fois le tournage terminé, des outils de correction de couleur sont utilisés pour raffiner
l’éclairage entre les séquences. Ainsi, la luminance, le contraste et la teinte sont modifiés
en exploitant les différentes représentations des couleurs par l’ordinateur. Les coloristes
doivent tenir compte de notre perception des couleurs ainsi que tics effets d’anibiancc
évoqués par celles-ci. Le réalisme est parfois difficile à atteindre puisque ces techniques
ne ticnniunt j)as compte du pusitit)IllielIiemit des sources dc lumière ni des propriétés de
réfiectance des surfaces.
Daims les tournages à grand déploiement , grâce aux tuelmiques par rendu, il est
possible de refaire l’éclairage avec des sources de lumière virtuelles arbitraires (souvent
des cartes de radiance extraites à partir de sondes d’illumhiatiomi). Pour y parvenir, des
changements considérables doivent être réalisés à l’étape du tournage. La géométrie de la
scène est reconstruite avec des systèmes à plusic’urs caméras, des numériseurs 3D ou des
projections de lumière. Certaines techniques permettent aussi d’extraire les propriétés
de réfiectance des surfaces à partir d’images, de façon à ce que le rendu synthétique soit
encore plus réaliste. L’accroissement considérable des coûts de mise en scène engendrés
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par ces techniques explique leur faible utilisation.
Après avoir résumé l’état actuel des techniques de rééclairage en post-production,
nous concluons qu’une technique intermédiaire serait bénéfique pour l’industrie de façon
à faciliter la transition vers les techniques par rendu. Dans cette optique, nous avons
développé un outil de reconstruction interactif à partir d’une séquence vidéo, qui ne
requiert aucune modification aux étapes de tournage réalisées devant l’écran bleu. Grâce
à la surface courbe “plausible” obtenue, il est possible de rééclairer la séquence d’avant-
plan avec des sources de lumière virtuelles. L’implémentation a notamment été réalisée
à l’intérieur d’un logiciel de coniposition vidéo numérique professionnel.
L’idée originale de combiner les techniques de reconstruction par gonflement de
silhouettes et par dégradé d’illumination a permis le développement dun outil de re
construction rapide, flexible et intuitif qui s’insère facilement dans le “pipeline” de
post-production actuel. L’introduction des cartes de normales cri composition vidéo
numérique aide à réaliser des effets d’éclairage e temps réel, ce qui cri fait une repré
seritation bien adaptée pour la géométrie générée pal’ notre système. Le tout a permis de
réaliser une preuve de concept que la reconstruction d’unie surface “plausible” à partir
d’une sécluence vidéo permet d’ajouter des effets d’éclairage réalistes. Dans le cas où la
différence d’éclairage entre deux séquences est notable, notre outil s’avère un choix ju
dicieux pour ajouter un effet d’éclairage directionnel. L’effet serait impossible à réaliser
avec les outils traditionnels de correction de couleur.
Perspectives futures
En s’appuyant sur le talent des artistes plutôt que sur des techniques automatiques
moins flexibles, nous croyoirs cyue le développcmuiit dc’ nouveaux outils puissants per—
nrettrait de résoudre d’autres problèmes complexes. En conservant cette philosophie,
nous sommes enthousiastes quant aux futures applications de notre outil,
Améliorations
Afin d’améliorer la robustesse de notre outil, il serait bénéfique de corriger certains
problèmes causant des artéfacts tels que les occlusions, les transitions (le couleur, les
reflets spéculaires et les régions dans l’ombre.
Le suivi (les silhouettes pourrait contrer cii partie l’hicoliéreiice teuiporelle (;allsée
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par les occlusions. Lorsque cette situation survient, les silhouettes des deux régions
où l’intersection a lieu disparaissent. À ce moment, les parties visibles des silhouettes
pourraient être déduites par une détection de contours sur l’image et les parties des
silhouettes cachées pourraient être extrapolées grâce à une estimation par flux optique
[HS8OI. Chaque région utiliserait les silhouettes correspondantes dans le calcul de ses
normales. L’extrapolation pourrait aussi être utilisée lorsque les silhouettes sortent du
cadre de l’image.
L’intégration d’une technique pour dissocier la texture de l’illumination permettrait
d’accroître la robustesse de notre système. En effet, les ombres, les reflets spéculaires
et les transitions de couleur sont problématiques avec notre algorithme de reconstruc
tion de surfaces par dégradé d’illunnnatiou. Ainsi, il serait possible d’enlever certaines
ombres sur les images grâce à un filtrage bilatéral [OCDDO1j. Par la suite, en conver
tissant les couleurs dans l’espace de chromaticité’—intensité inverse, il serait possible
d’enrayer plusieurs reflets spéculaires et de séparer l’illumination de la texture [TNIO3j.
Nous croyons que ces teclmiques aideraient à retrouver des normales plus précises et à
atténuer certains artéfacts. Puisqu’elles ne sont démontrées que sur des images statiques,
nous ignorons le comportement de ces techniques sur des séquences d’images. Malheu
reusement, ces techniques feraient grimper le temps de calcul an-dessus d’une minute
par image sur des plateformes. ce qui va à l’encontre de la philosophie du sstème.
L’exploitation des nuanceurs de pixels’ programmables semble très appropriée dans un
tel contexte,
Extensions
La génération de géométrie à partir d’une séquence vidéo est un problème complexe
et impossible à résoudre de façon générale. Bien que l’ajustement des paramètres de
reconstruction de notre outil offre à l’usager une certaine flexibilité, la reconstruction
de certains types de surface demeure inipossible à réaliser. Pour plns de généralité, le
support pour les objets polygonaux serait essentiel. Il existe déjà plusieurs techniques
de reconstruction nueux adaptées aux polygones (Façade [DTM96], Rckon {P0F98].
Reality [DGSRO1j, etc.). Intégrer ces techniques dans notre outil tout en exploitant
les informations supplémentaires dues aux séquences animées des mattes pourrait nous
pixel s/taders
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permettre de mienx reconstruire les scènes d’intérieur.
Présentement, la fonction de réfiectance est constante sur tonte l’image. Cette li
n-ntation nous empêche de réaliser des effets complexes de rééclairage. Nous croyons
quun système similaire an nôtre pourrait être développé afin d’extraire les paramètres
de réflectance des surfaces. En se basant snr plnsieurs modèles de réflectance et en ex
ploitant certains indices présents dans les images, nous espérons étendre notre système
rapide et intnitif de rééclairage en tenant compte de la géoniétrie et des paraniètres de
réfiectance des surfaces. Des effets d’éclairage plus réalistes en découleront, ainsi que de
nouveaux effets artistiques.
Le rééclairage n’est pas le seul domaine en composition vidéo numérique qui peut
bénéficier d’une reconstruction “plausible” d’objets réels. Par exeuiple, un système de
particules [ReeS3] pourrait tirer avantage de la géométrie grossière pour simuler une
variété d’effets tridimensionnels tels que l’inclusion de pluie ou de fumée dans les scènes.
Des effets de réfraction pourraient également être réalisés eu temps réel à partir de nos
cartes de normales [WymOô].
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