Abstract--We address the problem of board-level multiterminal net assignment in FPGA-based logic emulation. We present a novel mathematical model for this problem. A powerful metaheuristic approach, called scatter search, is adopted. Effective heuristics are incorporated for accelerating the optimization search process. Experimental results demonstrate the promising performance of our approach. (~)
INTRODUCTION
Verification is an indispensable step for design process. Generally, as much as 80% of the time spent on designing a system is devoted to the verification. As the system size increases, software simulator cannot be the only means for system validation due to its high computation complexity.
An alternative is the hardware emulation. Field programmable gate array (FPGA) [1] is widely used to realize hardware estimators. In the current VLSI technology, FPGA-based hardware emulation play a crucial role for system validation. An FPGA-based estimator consists of large amounts of FPGAs. A hardware emulator can be much faster than a simulation software does (as much as 105 times faster). Large designs which cannot be verified by software simulators can be verified by FPGA-based logic emulators.
A hardware emulator is composed of a large number of field-programmable gate arrays (FPGAs) [1] connected either directly or indirectly through field-programmable interconnect chips (FPICs). In direct interconnection approaches, each FPGA has to serve two functions: logic and interconnection. In indirect methods, FPGAs are connected through field programmable interconnection chips (FPICs) [2] . The indirect approaches provide uniformed net delay which are strongly needed in today's performance-driven design process, where interconnect delays arise critical issues. In this paper, we consider the set of FPGAs for implementing the logic function interconnected by a set of FPICs, where each FPIC is used as a crossbar and can only connect to the FPGAs but not to each other.
In this paper, we explore the following problem arising in FPGA-based emulation system. Given a set of FPGA chips, a set of crossbars and a set of inter-chip nets, determine the possible assignment of nets connecting the designated pins through these crossbars. The problem is also referred to as board-level net routing problem (BLRP). We present a novel mathematical model for this problem. A powerful metaheuristic approach, called scatter search, is adopted. Effective heuristics are incorporated for accelerating the optimization search process. Experimental results demonstrate the promising performance and quality of the solutions obtained by our approach.
The paper is organized as follows. Section 2 introduces the previous work for the problem. In Section 3, we formulate the problem as an integer programming. Section 4 introduces the general scatter search strategy. In Section 5, a scatter search based optimization approach for BLRP is presented. Section 6 tests our approach for performance by benchmarks. Section 7 concludes this paper.
PREVIOUS WORK
For two-terminal case, an optimal algorithm was proposed in [3] . The algorithm was devised based on the iterative computation of Euler circuits in graphs of BLRPs. They also proved that the multiterminal routing problem is NP-hard. In [4] , they presented an interesting satisfiabilitybased method for solving the board-level multiterminal net routing problem. The approach transformed the FPGA board-level routing task into a single Boolean equation. Any assignment of Boolean variables that satisfies the equation specifies a valid routing. Their method considers all nets simultaneously and the absence of a satisfying assignment implies that the layout is unroutable. They used two of the fastest SAT solvers: Chaff and DLM to perform their experiments. Empirical results show that the method is time-efficient and applicable to large layout problem instances. However, no time information was reported.
To solve multiterminal BLRPs, we present an efficient optimization approach based on scatter search. We devise a set of effective heuristics to accelerate the search process. Our approach outperforms the results obtained in [4] . Our results demonstrate the promising performance of our approach.
PROBLEM FORMULATION
We denote FPGAs as chips and assume all chips are identical. Let CHIPS be the set of all P chips, NETS be the set of all N multiterminal nets, and CROSSBARS be the set of all K crossbars. I/O pins of each chip are evenly divided into K groups of same size M (assuming the number of all I/O pins in a chip can be divided exactly by K): $1, $2,..., SK, every of them is considered as a subset type. Let S = {$1, $2,..., SK). For every subset type, we assign each crossbar a same identifier. Only nets coming from subset type Si can be connected to crossbar i. Obviously, the number of crossbars is equal to the number of subset type, and the number of I/O pins in a chip is equal to the number of pins in a subset times the number of subset types (i.e.,
M,K).
Let NETS = {nl,n2,...nN} be a netlist. We represent each net ni (i = 1,2,...,N) by a P-bit vector, i.e., ni = (bl, b2,..., bp), where bj (j = 1, 2,..., P) is a 0-1 variable. Define bj = 1 if ni has a terminal on chip j, bj = 0, otherwise. Figure 1 shows an instance of BLRP with P = 4, K = 2, M = 2, and N = 6. The nets connected to crossbar 1 belong to subset type S1, while nets connected to crossbar 2 come from Two capacity constraints must be satisfied: the number of pins in a crossbar is not less than the number of pins in a subset times the number of chips (i.e., M • P) and the number of net pins inside a chip is not more than the number of I/O pins available on this chip.
Given a BLRP instance, our purpose is to determine a function F: NETS = {nx, n2,.
•., nN}--* S = {$1, $2,..., SK}, such that in each chip there are no more than M nets are assigned to the same pin subset Si [3] . If we view each subset type as a bin, each net as an object, then the BLRP can be considered as a partitioned bin packing problem [5] .
We formulate BLRP as a new mathematical model. Let A = T T (nl,n2,... ,n T) with ni = (bl, b2,..., bv). Namely, A = (ati)pxg is a P x N matrix where ati is the bt of net ni.
Define the decision variable as 1, if net ni is assigned to subset type Sj, xi# = 0, otherwise.
and let X = (xij)NxK.
A feasible solution to BLRP is a solution that satisfies the following two constraints.
1. Every net must be assigned one and only one subset type, i.e.,
2. For each subset on each chip, the number of nets assigned to it cannot exceed M, i.e.,
The matrix form of (3) is: AX < M + OpxK, where Opx K is a zero matrix with P rows and K columns. In Figure 1 , M=2 and the matrix form of (3) is
The constraints (1)-(3) characterize the exact solution we want to compute. We transform (1)-(3) to an optimization problem, i.e.,
where f(.) is the penalty function for unsatisfying (3) subject to constraints (1) and (2). The form of the penalty function affects directly the performance of our approach. We define the penalty function as f 0, if x < 0, I (x) l x 2, else.
A SCATTER SEARCH
Scatter search, introduced by Glover [6] (see also [7] [8] [9] [10] ) in 1977. Recently, this method has been successfully applied in many research areas [11] [12] [13] [14] . Scatter search is a population-based approach. It maintains a reference set that is similar to the population in other evolutionary algorithms. The reference set is updated based on combining solutions.
The combination operator is analogue to the crossover operator in genetic algorithm. The former usually computes the linear combination of two or more solutions, the latter generally crossovers two solutions. The combination operator is problem dependent. We need carefully to design an appropriate combination method for a specific problem. An appropriate combination operator can greatly accelerate the convergence of searching process. Before a solution is selected into the reference set, it can be optionally improved. The improvement method depends also on problem. Generally, the improvement method should be devised by heuristics. To avoid the result trapping into local optimum solutions, scatter search attempts to scatter the solutions all over the solution space at the beginning of each iteration, just as indicated by its name.
Two kinds of solutions are maintained in reference set: one is with high quality; the other is with high diversity. The purpose for maintaining the high-quality solutions is to converge to the local optimum solution, while the purpose for maintaining the high-diversity solutions is to scatter the searing range in order to escape from local optimum solution for achieving the global optimum solution. Scatter search can be implemented in multiple ways. In our problem, the framework of scatter search can be sketched as follows.
Scatter Search [3]: 1. Generate trial solutions by diversification generator, the trial solutions should be as scattered as possible; 2. For each trial solution generated in Step 1, use the improvement method to grate an enhanced trial solution. After successively applying this operation p times, use reference set update method to build a reference set consisting of the bl high-quality solutions and b2 high-diversity solutions found. 3. While stop criterion not met do:
(1) Generate subsets of the reference set by subset generation method; (2) For each subset generated in 3.1, use the solution combination method to produce a combined solutions set C(X). (3) For each solution in C(X), apply the improvement method to get an enhanced solution. If the quality of the enhanced solution is better than the worst element in reference set, use reference set update method to update it. If any element is replaced into reference set, set NewElement = 1; (4) If not NewElement, rebuild the reference set by diversification generator. The bl high-quality solutions should be reserved into next new reference set.
SCATTER SEARCH FOR BLRP
We present a scatter search based approach to solve the BLRP. In our approach, a solution is encoded by a vector X = (xl,x2,...xg), where x~ denotes the subset type to which net ni is assigned, 1 < xi < K. In the solution structure, the constraints (1) and (2) are satisfied naturally, and in our searching process, we only need to consider the objective function.
In the searching process, as soon as we find a solution with cost function value as 0, we terminate our algorithm and return this solution as final solution. Otherwise, if the maximum iteration is arrived, the algorithm terminates and reports that no feasible solution is found.
A. Diversification Generator
To make the generated trial solutions as scattered as possible, we define a N x M frequency matrix to record the accumulated times for net ni to be assigned to subset type Sj.
In our approach, a trim solution is generated randomly according to the frequency matrix. For instance, when we decide which subset type the net ni is assigned, the probability of the selected subset type Sj is inversely proportioned to the value of the i th row and the jth column entry of the frequency matrix. Table 1 shows a frequency matrix instance after 120 times applying the diversification generator. We observe that the entries in Table 1 are close to each other. An improvement method can greatly accelerate the convergence of searching process, thus reducing the number of iterations. The improvement method itself is a time-consuming operation. The application of improvement method can also increase the time complexity of every iteration. As a result, there is a tradeoff between the time complexity and the degree of acceleration. For BLRP, we devise the following heuristic to improve the trial solution.
Improvement Method: 1. Set all nets unlocked; 2. Find the best move: unlocked net nl assigned to subset type Sj, such that for all feasible moves~ this move reduces objective value mostly; 3. Perform the best move found in Step 2, and set net nl as locked; 4. Repeat Step 2 and Step 3, until no move can be found.
We compared the performance of our algorithm with solution improvement to the case without solution improvement (see Section 6) . The case with the solution improvement is much faster than the case without it.
C. Reference Set Update Method
Based on the observations in [9] , we devise the following strategy to update reference set.
C1. Solution quality is more important than diversity of solutions when updating the reference set. C2. The best solutions are often generated by the combination of other high-quality solutions.
From C1, after the reference set is built, we maintain the reference set only in terms of its quality. In other words, a solution can be replaced into the reference set only if its quality is better than the worst solution in the reference set.
There are basically two ways to update the reference set: static and dynamic. In the static update method, all the combined solutions generated from applying solution combination method to each subset are temporarily reserved in a buffer. After all subsets are combined, the b best solutions are selected from this buffer to update the reference set. In the dynamic update method, however, no buffer is needed, and the combined solution attempts immediately to be added in the reference set at each time when applying the solution combination method. In the dynamic update method, some bad solutions were eliminated before their being applied the combination operator, while some good solutions are replaced into reference set and applied the combination operator earlier than static method. From C2, the dynamic update method may be more aggressive for accelerating the searching process. In our approach, we adopt the dynamic update method.
The diversity is calculated in terms of distance. Given two solutions, U = (ul, u2,.., ug) and V = (vl, v2,... VN) , the distance for each net ni between Uand V is defined as 0, ifui =vi, ~i = i--1,2,...N. 1, else, The distance between U and V is the sum of distances for all nets,
We adopt the subset generation method in [8] , which generates the following types of subsets, D1. all two-element subsets; D2. all three-element subsets derived from two-element subsets by augmenting which with the best-quality solution not in it; D3. all four-element subsets derived form three-element subsets by augmenting which with the best-quality solution not in it; D4. subsets consisting of the best i element (measured by solution quality), for i = 5 to b.
E. Solution Combination Method
Combining a subset of s solutions:{Xl}~=l, where X z z z lth = (Xl' :~2,''" X/) is the solution in the subset, we define EV(X l) as the objective value of X l, i.e., the value of (4) for X l. Assume the combined solution is Y = (Yl,Y2,...YN) . In our approach, the combined solution is the probabilistic linear combination of solutions in a subset
equal (x~, k) = { 1, if x~ k 0, else. For a subset, we apply our combination method several times to generate several combined solutions. Based on the observation in [9] , the best solutions are often generated by the combination of high-quality solutions. The more high-quality solutions are involved, the more times the combination method is employed.
if more than F2/3] solutions of {X l} coming from the bl high-quality solutions, then generate three solutions by applying the combination method three times;
else if more than [1/3J solutions of {X l} coming from the bl high-quality solutions, then generate two solutions by applying the combination method two times; else generate one solution by applying the combination method once.
Note that randomization is added into our combination method, which can be proved more effective in most of cases [9] .
EXPERIMENTAL RESULTS
To test our algorithm, we coded our algorithm in C-}-+ language and run on a PC with Intel ® Celeron ® 2.4GHz CPU and 512M RAM. The benchmarks are from [4] . In our approach, the size of the reference set is set to be 20 with bl --b2=lO. Table 2 compares the performance of our algorithm with solution improvement to the case without solution improvement. Benchmark is the name of the tested benchmark. The benchmark's name implies some parameters. For example, the name "p003_k2_ml_n05" indicates that the number of chips is three, the number of pin types is two, the number of pins in each type is one, and the maximum number of pins for generated net is five. When the cost value is equal to 0, the optimum solutions are found. The maximum number of iterations is set to be 100. We observed that the algorithm without improvement could not find the optimum solution for most of the tested benchmarks with the maximum number of iterations, while the algorithm with improvement can find all. In addition, even for the benchmark that can be solved by both two algorithms, the needed iterations and time are less for the algorithm with improvement. This demonstrates that the improvement method can actually accelerate the searching process. Our experimental results are listed in Table 3 . For the benchmarks, our approach performs well with the optimum solution in short time. Comparing to the results of [4] , our approach is usually faster on the benchmarks whose size is not so big.
