In this paper, we present a method for the recognition of human activities.
Introduction
is independent from style and viewpoint. Dynamic time warping was applied 48 for recognition.
49
In [16] , an activity representation method was proposed which describes 50 the video sequence using a set of spatiotemporal features called video-words.
51
This was obtained by quantizing extracted 3D interest points. Then, the op-52 timal number of video-words clusters (VWCs) was determined by grouping 53 the redundant video-words. Classification was achieved by using a correlo-54 gram.
55
The method we propose in this paper uses both shape-based and motion- Recognition takes place in two stages. Initially, a number of best matches 64 to the given test activity are calculated and, subsequently, the original selec-65 tion is refined by using a selection process that is tailored to discriminating 66 among the best matches of the first recognition stage. Experimental results
67
show that this approach is clearly more efficient than the direct recognition 68 of a test activity among a diverse set of activities.
69
In summary, the contributions of the present paper are:
70
• A novel method for template construction based on centered silhou-71 ettes. We found that this construction is preferable to the conventional 72 construction based on un-processed silhouettes.
73
• The representation of activities in terms of a spatiotemporal profile and 74 a motion profile.
75
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76
weighting that is tailored to the bast matching activities of a given test 77 activity.
78
The structure of the paper is as follows: in Section 2, the proposed feature 79 extraction methodology is described. In Section 3, two-phase activity recog-80 nition using discriminative weighting is presented. The proposed activity recognition system is outlined in Fig 1(a) cancelled so that the foreground object is placed in the middle of the frame.
137
The same displacement vector was used for all frames in a sequence. In the 
Temporal partitioning of activities
143
An activity can be performed in dissimilar ways by different persons, or frames. Therefore, the initial temporal segment boundaries are:
2. An average frame A s , s = 1, . . . , 4, is calculated from each temporal segment. 
where 
4.
Step 2 is repeated until convergence or until a maximum number of 167 iterations is reached.
168
Using the above simple technique, a given activity is divided into four 169 segments that correspond to four stages of the activity. A template can be 170 constructed for each stage. This construction is described next. 
Template Construction
172
We use two main features in our activity recognition algorithm. 
where τ is the duration of a movement. In our case, the value of τ is set to 186 be the total number of frames in each stage of an activity execution. The 187 term B j indicates the regions of motion according to the I j and is calculated 188 using image-differencing:
where C(·) denotes the centering operation. 
and, henceforth, it shall be referred to as spatiotemporal profile.
In Fig 3, activity sequence, will be subsequently used for activity recognition purposes.
202
As will be seen, despite its simplicity, this approach yields very good activity 203 recognition performance. 
Extraction of Motion Information
205
In our system, we take into consideration the amount of motion that 
In the sequel, the motion for the ath activity is measured separately for 219 the four stages in each activity:
where F as is the number of frames in activity a and S a is the set of frame 
233
This can be compactly written as:
and, henceforth, will be referred to as motion profile. 
where d(·) denotes the Euclidean distance, and T a is the profile constructed 258 during the training session for the ath reference activity.
259
In a similar way, we can calculate the motion distance M D between the 260 motion profile M g , which was extracted from the test sequence, and the N 261 reference motion profiles that correspond to the N activities in the reference 262 database:
Since it is reasonable to expect that T D and M D will have unequal con-264 tributions to recognition performance, the total dissimilarity between a test 265 activity and the ath reference activity is defined as:
In the above definition, q is a parameter that is aimed to normalize the 267 contribution of the two distances during the calculation of the total distance.
268
The parameter q depends on the size of the foreground objects in the activity 269 video sequences and it is automatically readjusted whenever a change is made 270 in the scaling factor in the silhouette preprocessing stage. all activities in the database.
333
For the calculation of the weight map, we denote the spatiotemporal 334 profile of the kth ranked reference activity as:
In the above expression, k is index of the the ranked reference activities,
336
i.e., R 1 is the spatiotemporal profile of the reference activity that exhibits 337 the smallest distance with the test activity, R 2 exhibits the second smallest 338 such distance and so on. We calculate the weight map based on the profile 339 coefficients that appear to contribute to the discrimination among the K 340 ranked profiles R ks , k = 1, 2, . . . , K, that correspond to the activities that 341 are most similar to the test activity.
342
We define the total "between" difference v between different ranked activities as:
As seen, a separate difference matrix is calculated for each activity stage 345 s. Considering the symmetricity of the template differences in eq. (15), the 346 above expression can be equivalently written as:
Subsequently, for the K ranked activities, we calculate a total "within" 348 difference matrix using H different instances of the same activity: In a way that is reminiscent of Linear Discriminant Analysis, when apply-
350
ing eq. (13), we can emphasize "between" differences and suppress "within"
351
differences by using weighting coefficients calculated based on the ratio of eq.
352
(16) and (17) . Specifically, the elements w s (x, y) of the weight map can be 353 calculated as:
where L is a small number that is aimed to prevent the denominator of the 355 right-hand side from becoming zero (in our experiments we used L = 0.5).
356
A weight map determined based on four activities: check watch, cross 357 arms, scratch head, and wave, is shown in Fig 5. As can be seen, despite the 358 fact that the differences between these activities are very subtle, recognition 359 is facilitated by focusing the recognition process on exactly these differences.
360
This performance would not have been possible if the weight map calculation 361 had been based on all activities in the database. 
Recognition
363
Once the weight map has been determined, weighted template distances
364
are calculated between the test activity and the reference activity templates.
365
The weighted template distance is defined as:
and the associated total weighted distance is:
where the value of the parameter q is selected according to the process de-368 scribed in the beginning of this section.
369
The system recognizes the test activity based on the minimum total 370 weighted distance among all results:
where G is the index of the recognized activity. 
Experimental Results
373
In order to evaluate the performance of our system, we tested the pro- 
383
In our experiments, we used views "1" and "2" from the INRIA database Initially, we applied our baseline method, using template and motion in-392 formation, without applying any weighting on the spatiotemporal profiles.
393
The first three columns of Table 3 Subsequently, we applied the two-phase process described in Section 3.
401
The four best matches for each given test activity were calculated and a
402
weight map was designed in order to facilitate recognition among these four ties recognized by the proposed wCMM system is shown in Table 4 . Table   415 4 shows that the system is occasionally prone to confuse the "point" and 416 the "punch" activity, which is consistent with the results presented in Table   417 3. The less satisfactory performance on these two activities is due to their 418 inherent similarity as well as the great variability with which subjects are 419 performing the "punch" and "point" activities in the testing set that we use
420
No. 
Conclusion
438
In this paper, we presented a method for the recognition of human activ- 
