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Povzetek
Magistrska naloga obravnava problem izbire znacˇilnic za samodejno detekcijo
objektov dane vizualne kategorije na slikah. Cilj problema detekcije objektov je
cˇim natancˇneje dolocˇiti polozˇaje in velikosti vseh objektov vizualne kategorije na
vsaki podani sliki, pri cˇemer sˇtevilo objektov, upodobljenih na posameznih slikah,
ni znano vnaprej. Problem detekcije pogosto otezˇujejo motecˇe ozadje na slikah,
raznolikost izgleda objektov vizualne kategorije, raznolikost velikosti upodobitev
objektov in delna zakrivanja.
V magistrski nalogi se osredotocˇamo na sisteme, ki pred izvedbo detekcijskega
postopka reprezentirajo (predstavijo) vsako vhodno sliko z neko mnozˇico znacˇilnic,
pripravljeno v dveh stopnjah ucˇne faze: prva stopnja pridobi na osnovi neke ucˇne
slikovne zbirke izhodiˇscˇno mnozˇico znacˇilnic, v drugi stopnji pa se iz pridobljene
mnozˇice izberejo znacˇilnice za uporabo pri detektiranju objektov na testnih slikah.
Magistrska naloga se prvenstveno posvecˇa drugi stopnji, torej izbiri znacˇilnic. Pri-
merna izbirna metoda zmanjˇsa racˇunsko zahtevnost detektiranja objektov, poleg
tega pa odstrani znacˇilnice, ki so za detekcijo objektov dane kategorije nekoristne
ali celo sˇkodljive.
V magistrski nalogi predstavljamo dve izbirni metodi. Jedro prve, t.i. filtr-
ske metode, predstavlja funkcija za ocenjevanje znacˇilnic, ki temelji na prevedbi
problema detekcije objektov na ucˇnih slikah v problem dvorazredne klasifikacije
ucˇnih slik. Ker se vecˇina obstojecˇe teorije in prakse izbire znacˇilnic nanasˇa na
klasifikacijsko domeno, tovrstna problemska prevedba bistveno razsˇiri razpon iz-
birnih pristopov, ki se jih je mogocˇe posluzˇiti. Funkcija za ocenjevanje znacˇilnic je
zasnovana tako, da jo je mogocˇe enostavno vgraditi v izbirno ogrodje AdaBoost,
ki izbira znacˇilnice z implicitnim uposˇtevanjem njihove medsebojne odvisnosti.
Druga predstavljena izbirna metoda temelji na konceptu notranje optimizacije.
Metoda sistematicˇno poganja detekcijski postopek na ucˇnih slikah za razlicˇne kan-
didatne mnozˇice znacˇilnic. Cilj takega pristopa je poiskati mnozˇico znacˇilnic, ki
vodi do najviˇsje detekcijske tocˇnosti na ucˇni slikovni mnozˇici. Tako zastavljen
problem je mozˇno enostavno preoblikovati v problem iskanja optimalnega vozliˇscˇa
v grafu prostora stanj.
V izvedbi sistema smo vsako od obeh izbirnih metod povezali s preizkusˇenim
detekcijskim pristopom in z dvema sodobnima in obetavnima metodama za pri-
dobivanje znacˇilnic. Preizkusili smo vse sˇtiri kombinacije metod za pridobivanje
znacˇilnic in izbirnih metod. Za vrednotenje rezultatov preizkusov smo uporabili
pet testnih slikovnih zbirk, od katerih vsaka opredeljuje neko vizualno katego-
rijo in samostojno detekcijsko nalogo. Izkazalo se je, da v nekaterih primerih zˇe
zelo majhno sˇtevilo izbranih znacˇilnic zadosˇcˇa za dosego precej visoke detekcijske
tocˇnosti. Pri kombinaciji filtrske izbirne metode, metode za pridobivanje znacˇilnic
avtorjev Fidler in sod. (2006) in testne zbirke avtomobilov UIUC zˇe sˇtiri znacˇilnice,
izbrane izmed 952 kandidatov, vodijo do detekcijske tocˇnosti, primerljive z najviˇsjo
do sedaj objavljeno tocˇnostjo za zbirko UIUC.
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Abstract
This master’s thesis deals with the problem of selecting features for automatic
detection of objects of a given visual category in images. The goal of object
detection is to determine the locations and sizes of all objects of the given category
in each input image, where the number of objects displayed in individual images
is not known in advance. Various circumstances may contribute to the difficulty
of object detection, such as cluttered backgrounds, diversity in the appearance of
objects in the category, diversity in the scale of the displayed objects, and partial
occlusions.
The thesis primarily focuses on systems that represent each input image by
a set of features and use the resulting image representations to form detection
hypotheses. The feature set is assumed to be prepared by a two-step procedure in
the training stage. In the first step, the initial feature set is extracted from a set
of training images. In the second step, the features to be used in the test stage are
selected from the initial set. The thesis is devoted to the second step, i.e., feature
selection. An effective selection method reduces the computational complexity in
the test stage and eliminates features that are useless or even harmful for detecting
objects of a given category.
In the master’s thesis, we present two feature selection methods. At the core of
the first one (the so-called filter method) is a feature evaluation function that is ba-
sed on a transformation of the problem of detecting objects in training images into
a problem of classifying training images themselves. Since much existing theory
and practice of feature selection pertains to the classification rather than detection
domain, such a problem transformation greatly expands the range of applicable
selection approaches. Because of its design, the feature evaluation function can
be straightforwardly incorporated into the AdaBoost selection framework, which
selects features by considering their interdependence in an implicit manner.
The second selection method that is presented in this thesis (the so-called
wrapper method) systematically runs the detection procedure on a fixed training
image set for various candidate feature sets. The goal of such a selection approach
is to find a feature set that enables the detection procedure to attain the highest
detection accuracy on the training image set. The problem of finding the optimal
candidate feature set can be easily transformed into a problem of finding the
optimal vertex in the corresponding state space graph.
In the implementation of the system, each of the two selection methods was
integrated with a well-known detection approach and with two promising state-
of-the-art feature extraction methods. We experimentally tested all four combina-
tions of feature extraction and feature selection methods. The experiments were
evaluated using five test image sets, each of which defined a visual category and an
independent detection setup. In some cases, as it turned out, a very small number
of selected features suffices to bring about a fairly high detection accuracy. Parti-
cularly remarkable results were achieved for the combination of the filter selection
method, the feature extraction method due to Fidler et al. (2006), and the UIUC
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car dataset. In this setup, the selection of merely four features out of 952 initial
candidates led to a detection accuracy that is comparable to the state-of-the-art
results for the UIUC dataset.
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V uvodnem poglavju najprej, v razdelku 1.1, na kratko predstavimo in motivi-
ramo obe naslovni tematiki, detekcijo objektov dane vizualne kategorije na slikah
in izbiro znacˇilnic za detekcijo objektov. Sledi razdelek 1.2, v katerem prikazˇemo
problem izbire znacˇilnic v sˇirsˇem kontekstu in predstavimo nekatera sorodna dela.
Razdelek 1.3 namenjamo kratkemu pregledu magistrske naloge in izpostavitvi
pricˇakovanega prispevka naloge. Poglavje zakljucˇujemo z razdelkom 1.4, ki sluzˇi
kot kazalo po nadaljnjih poglavjih magistrske naloge.
1.1 Opredelitev kljucˇnih pojmov in motivacija
”
Preden uporabiˇs tujko, si zamisli, da si jo kupil za devize,“ svetuje Jozˇe Sˇircelj v
duhovitem in poucˇnem Zˇepnem bontonu iz leta 1964, ko so devize povprecˇnemu
Slovencu predstavljale nadvse zˇeleno, a tezˇko dostopno dobrino. Zdi se, kot da
smo kolicˇino jezikovnih
”
deviz“, ki bi si jo po Zˇepnem bontonu nemara sˇe smeli
privosˇcˇiti, potrosˇili zˇe s samim naslovom magistrske naloge. Zakaj govorimo o
”
iz-
biri znacˇilnic za detekcijo objektov dane vizualne kategorije“ in ne morda o
”
izbiri
znacˇilnic za zaznavanje predmetov danega razreda, opredeljenega glede na skupne
vidne lastnosti“? Zaradi zˇelje po cˇim natancˇnejˇsem izrazˇanju in zaradi sledenja
smernicam, ki se polagoma uveljavljajo pri prevajanju anglesˇkega znanstvenega
izrazoslovja v slovensˇcˇino. Za porabljene
”
devize“ se bomo skusˇali odkupiti z
razlago vseh navedenih tujk.
1.1.1 Detekcija objektov vizualnih kategorij
Detekcija objektov na slikah (angl. object detection) je podrocˇje znotraj discipline
racˇunalniˇskega vida oziroma, sˇirsˇe, razpoznavanja vzorcev. Ukvarja se z iskanjem
vzorcev z zˇelenimi, pogosto implicitno podanimi lastnostmi v slikah. Primerke
vzorcev z zˇelenimi lastnostmi, ki nastopajo v dani sliki, imenujemo objekti ; vsi
preostali vzorci v sliki tvorijo nezanimivo ozadje. V okviru detekcije objektov
je pojem objekta mnogo sˇirsˇi od pojma predmeta, kot ga obicˇajno razumemo v
slovenskem jeziku. Objekt je definiran preprosto kot vzorec, cˇigar primerke iˇscˇemo





objekt“ proglasimo prakticˇno karkoli. Zanima nas lahko iskanje podob
cˇlovesˇkih obrazov, pesˇcev, dolocˇenih zˇivalskih vrst, geometrijskih vzorcev itn.
Pri detekciji objektov se obicˇajno omejimo na iskanje objektov z dolocˇenimi
skupnimi vizualnimi lastnostmi. (Med raziskovalci na podrocˇju razpoznavanja
vzorcev obstaja neformalen konsenz, da je beseda
”





viden“.) Taksˇni objekti pripadajo neki vizualni
kategoriji. Primeri vizualnih kategorij so osebni avtomobil, konj, skodelica, velika
tiskana cˇrka A, cˇlovesˇki obraz itn. Primerki osebnih avtomobilov se med seboj
precej razlikujejo, vendar imajo vsi dolocˇene skupne vizualne lastnosti (kolesa,
lucˇi, streha ipd.). Medtem ko bi kategorijo
”
zgradba“ verjetno sˇe lahko oznacˇili
kot vizualno kategorijo, je kategorija
”
prevozno sredstvo“ prevecˇ raznolika, da bi
ji mogli pripisati to oznako. V nadaljevanju bomo besedno zvezo
”
objekt dane
vizualne kategorije“ obicˇajno skrcˇili kar v besedo
”
objekt“, saj bomo obravnavali
le detekcijo objektov neke vnaprej dolocˇene (cˇeprav poljubne) vizualne kategorije.
Pojem detekcije objektov ima v sferi razpoznavanja vzorcev natancˇno dolocˇen




prepoznavanje“ objektov na slikah. Problem detekcije objektov dane vizualne
kategorije na podani sliki je formuliran na sledecˇi nacˇin:
1. Cilj je dolocˇiti polozˇaje in velikosti vseh objektov dane kategorije na dani
sliki.
2. Slika lahko vsebuje poljubno sˇtevilo objektov, kar vkljucˇuje tudi mozˇnost,
da slika ne vsebuje nobenega objekta.
3. Sˇtevilo objektov na sliki ni znano vnaprej.
Pri tocˇki 1 vcˇasih zahtevamo tudi dolocˇitev orientacij objektov, vcˇasih pa nas
niti velikosti ne zanimajo in se osredotocˇimo le na polozˇaje. V magistrski na-
logi se bomo ukvarjali z dolocˇanjem polozˇajev in velikosti objektov. Tocˇka 3 je
pomembna postavka, ki locˇuje problem detekcije od enostavnejˇsega problema lo-
kalizacije. Detekcijski postopek se ne more opreti na nikakrsˇno predpostavko glede
sˇtevila objektov na sliki, saj vnaprej ni znano niti to, ali slika sploh vsebuje kaksˇen
objekt dane kategorije.
Detekcijo ponavadi otezˇkocˇajo raznovrstne okoliˇscˇine:
• Vizualna kategorija lahko izkazuje precejˇsnjo raznolikost izgleda objektov.
Avtomobili, na primer, se razlikujejo po znamkah in karoserijskih oblikah.
Velika tiskana cˇrka A lahko nastopa v razlicˇnih pisavah. Pri fleksibilnih
objektih je raznolikost sˇe vecˇja: konj je lahko upodobljen v mirujocˇem stanju,
v galopu, na zadnjih nogah, s sklonjeno glavo, z zelo razlicˇnimi legami nog
itn.
• Objekti so na slikah lahko upodobljeni v zelo razlicˇnih velikostih.
• Objekti so lahko upodobljeni v razlicˇnih zavrtenostih okrog osi, pravokotne
na slikovno ravnino.
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• Objekti so lahko deloma zakriti.
• Objekti se lahko deloma prekrivajo.




• Objekti so na slikah lahko prikazani v razlicˇnih pogledih, npr. v tlorisu, na-
risu ali stranskem risu. Ti pogledi se obicˇajno med seboj bistveno razlikujejo,
zato jih je mozˇno obravnavati kot razlicˇne vizualne kategorije. Leibe (2004),
na primer, obravnava detekcijo avtomobilov v pogledu od strani in detekcijo
avtomobilov v pogledu od zadaj kot dva locˇena detekcijska problema.
Zaradi nasˇtetih dejavnikov je splosˇna detekcija zahteven problem, ki sˇe zdalecˇ ni
zadovoljivo resˇen.
Detekcijski postopek pri detektiranju objektov dane kategorije uporablja de-
tekcijski model za to kategorijo. V nekaterih omejenih domenah je detekcijski
model vgrajen v samo detekcijsko metodo. Tak model je dolocˇen zˇe v fazi gradnje
sistema. V magistrski nalogi nas bodo pa bolj zanimali modeli, ki so naucˇeni na
podlagi ucˇnih podatkov. V taksˇnih primerih je detekcijska metoda razdeljena na
dve locˇeni fazi:
Ucˇna faza, v kateri se na podlagi mnozˇice ucˇnih slik za dano vizualno kategorijo
zgradi detekcijski model kategorije.
Testna faza, v kateri se naucˇeni detekcijski model preizkusi nad mnozˇico testnih
slik, ki mora biti povsem locˇena od ucˇne mnozˇice. Z drugimi besedami:
nobena ucˇna slika ne sme nastopati v testni fazi.
Zahteva o locˇitvi ucˇne in testne mnozˇice je ena od najpomembnejˇsih postavk,
ki zadevajo ucˇne algoritme. Sicer ucˇna mnozˇica ni omejena z nicˇimer. Vsebovati
sme poljubno kolicˇino slik s poljubnimi lastnostmi. Kot testno mnozˇico pa pogosto
obravnavamo katero od pripravljenih slikovnih zbirk, da lahko dobljene rezultate
primerjamo z rezultati drugih metod.
Obstajajo tudi drugacˇne paradigme ucˇenja, s katerimi pa se v magistrski na-
logi ne bomo ukvarjali. Omenimo paradigmo nenehnega ucˇenja (angl. continuous
learning), pri kateri delitev na ucˇno in testno fazo ni smiselna, saj se ucˇni model
nenehno nadgrajuje in obnavlja (Skocˇaj in sod., 2007).
1.1.2 Lokalne znacˇilnice
Vecˇina detekcijskih metod pri gradnji detekcijskega modela in pri njegovem pre-
izkusˇanju uporablja mnozˇico lokalnih znacˇilnic (angl. local features), s katerimi
reprezentira ucˇne in testne slike. Lokalne znacˇilnice so obcˇutljive na dolocˇene lo-
kalne lastnosti ali strukture v sliki. Gaborjev filter, prikazan na sliki 4.1 na strani
64, je primer znacˇilnice, obcˇutljive na lokalno spremembo intenzitete v vodoravni
smeri.
4 Uvod
Z izrazom reprezentacija slike oznacˇujemo postopek izrazˇave slike z dano mno-
zˇico znacˇilnic, pa tudi rezultat taksˇne izrazˇave, torej predstavitev slike z mnozˇico
znacˇilnic. Reprezentacija posameznim lokalnim strukturam v sliki priredi ustre-
zajocˇe znacˇilnice. Reprezentacija je lahko enolicˇna ali neenolicˇna. Pri enolicˇni
reprezentaciji se vsaki lokalni strukturi lahko priredi kvecˇjemu ena znacˇilnica. Pri
neenolicˇni reprezentaciji se lahko vecˇ znacˇilnic priredi isti lokalni strukturi. Ne-
enolicˇna reprezentacija lokalne strukture je pogosto opremljena z vektorjem, ki
podaja utezˇi ali verjetnosti prirejanj posameznih znacˇilnic tej lokalni strukturi.
Cˇe znacˇilnica pri reprezentaciji dolocˇene lokalne strukture sodeluje z nenicˇelno
utezˇjo izrazˇave, pravimo, da se znacˇilnica v sliki manifestira na polozˇaju te struk-
ture oziroma na slikovnih koordinatah, na katerih se nahaja ta struktura. Na
polozˇaju dane lokalne strukture se torej manifestirajo vse znacˇilnice, ki jih repre-
zentacijski postopek priredi tej strukturi. Manifestacijo znacˇilnice v sliki bomo





lahko ista znacˇilnica v sliki manifestira na vecˇ razlicˇnih mestih.
Reprezentacija slike s podano mnozˇico znacˇilnic ni nicˇ drugega kot seznam
manifestacij znacˇilnic iz podane mnozˇice na sliki. Vsaka manifestacija je obicˇajno
opremljena vsaj s podatki o identiteti in polozˇaju manifestirane znacˇilnice. V
primeru neenolicˇne reprezentacije je manifestaciji smiselno pripisati tudi utezˇ, s
katero znacˇilnica nastopa pri izrazˇavi lokalne strukture. V nekaterih primerih pa se
manifestaciji lahko priredi tudi velikost ali orientacija, kot je razlozˇeno v sledecˇem
odstavku.
Naj besedna zveza sestav znacˇilnic oznacˇuje shemo zgradbe znacˇilnic, ki dolocˇa
njihove skupne lastnosti. Sestav znacˇilnic je velikostno invarianten, cˇe je manife-
stacijam znacˇilnic smiselno prirediti (relativne) velikosti, ki se spreminjajo soraz-
merno s spreminjanjem velikosti lokalnih struktur, v katerih se znacˇilnice manife-
stirajo. Cˇe se velikostno invariantna znacˇilnica Z na sliki manifestira na polozˇaju
(x, y), v velikosti t in z utezˇjo w, se bo po k-kratnem povecˇanju slike znacˇilnica
Z manifestirala na polozˇaju (kx, ky), v velikosti kt in z nespremenjeno utezˇjo
w. Na podoben nacˇin je mozˇno definirati rotacijsko invariantnost. Manifestaci-
jam rotacijsko invariantnih znacˇilnic je smiselno prirediti (relativne) orientacije,
ki se spreminjajo skladno z zavrtenostjo lokalnih struktur, v katerih se znacˇilnice
manifestirajo.
Pojem velikosti je smiselno definiran le za velikostno invariantne znacˇilnice in
njihove manifestacije. Znacˇilnice, ki te lastnosti nimajo, so obicˇajno zasnovane
tako, da se ponovljivo odzivajo le na lokalne strukture dolocˇenih velikosti. Po-
dobno velja za pojem orientacije in rotacijsko invariantne znacˇilnice. Predstavljeni
koncepti so ilustrirani na sliki 1.1.
1.1.3 Motivacija koncepta izbire znacˇilnic
V vecˇini sodobnih metod za detekcijo objektov je mnozˇica znacˇilnic, namenjena
za reprezentiranje ucˇnih in testnih detekcijskih slik, dobljena z uporabo nekega
postopka za pridobivanje znacˇilnic (angl. feature extraction) na podlagi podanih
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Slika 1.1: Mnozˇica znacˇilnic (levo) in lokalne strukture na sliki (desno). Cˇe se-
stav znacˇilnic ni niti velikostno niti rotacijsko invarianten, je lokalna struktura S1
manifestacija znacˇilnice A, S2 je manifestacija B, na polozˇaju strukture S3 pa ne
nastopa nobena od znacˇilnic A in B. Cˇe je sestav znacˇilnic velikostno, ne pa tudi
rotacijsko invarianten, je S3 manifestacija znacˇilnice A v relativni velikosti 2, cˇe
se kot velikostna mera znacˇilnice obravnava npr. dolzˇina stranice. Cˇe je sestav
znacˇilnic rotacijsko invarianten, je lokalna struktura S1 manifestacija znacˇilnice A
v orientaciji 0◦ in hkrati manifestacija B v orientaciji 270◦. Podobno velja za S2.
V primeru rotacijske invariantnosti je ena od obeh znacˇilnic dejansko odvecˇ, saj
se znacˇilnici razlikujeta le po zavrtenosti.
slik. Vendar je mnozˇica tako nastalih znacˇilnic pogosto precej velika, poleg tega
pa ni nujno, da so vse znacˇilnice dejansko koristne za detekcijo objektov dane
kategorije. Sˇe vecˇ, uposˇtevanje nekaterih znacˇilnic utegne celo zmanjˇsati detek-
cijsko sposobnost metode; taksˇne znacˇilnice so torej ne le nekoristne, marvecˇ celo
sˇkodljive za detekcijo.
Mnozˇica znacˇilnic za reprezentacijo ucˇnih in testnih slik za detekcijo se zato
obicˇajno pripravi v dveh stopnjah. Prva stopnja obsega pridobivanje znacˇilnic
na podlagi neke slikovne mnozˇice. V drugi stopnji se iz mnozˇice pridobljenih
znacˇilnic izberejo znacˇilnice za uporabo v sami detekcijski metodi. Postopek za
izbiro znacˇilnic (angl. feature selection) se pri svojem izvajanju prav tako opira
na neko mnozˇico slik. Celotna metoda (v najˇsirsˇem smislu) potemtakem upora-
blja kar sˇtiri mnozˇice slik: mnozˇico za pridobivanje znacˇilnic, mnozˇico za izbiranje
znacˇilnic, mnozˇico za ucˇenje detekcijskega modela in testno mnozˇico, ki sluzˇi pre-
izkusˇanju naucˇenega detekcijskega modela. Ucˇne mnozˇice se med seboj lahko
v poljubni meri prekrivajo. Sposˇtovati je treba le pogoj, da je testna mnozˇica
povsem locˇena od vseh treh ucˇnih mnozˇic. Sosledje pridobivanja znacˇilnic, izbire
znacˇilnic, ucˇenja detekcijskega modela in uporabe naucˇenega modela je shematsko
prikazano na sliki 1.2. Izraz modul, ki ga izpostavljamo na sliki, naj predstavlja
kakrsˇnokoli izvajalno enoto. Modul lahko sestoji iz vecˇ manjˇsih modulov.
Vloga izbire znacˇilnic je torej vecˇplastna. Zmanjˇsanje kolicˇine znacˇilnic vodi do
vecˇje cˇasovne in prostorske ucˇinkovitosti pri izvajanju detekcijskega postopka. Po-
leg tega utegne primeren izbirni postopek izlocˇiti veliko znacˇilnic, ki so za detekcijo
nekoristne ali celo sˇkodljive, kar pripomore k izboljˇsanju detekcijske sposobnosti
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oziroma k povecˇanju detekcijske tocˇnosti v testni fazi.
Viola in Jones (2004) sta pokazala, da ustrezen izbirni postopek omogocˇa upo-
rabo razmeroma preproste metode za pridobivanje znacˇilnic. Metoda za detekcijo
obrazov, ki sta jo zasnovala, po preprostih pravilih pridobi veliko kolicˇino eno-
stavnih znacˇilnic, ki so povecˇini videti povsem nekoristne za detekcijo obrazov.
Vendar pa sta Viola in Jones z uporabo izbirne strategije, temeljecˇe na postopku
AdaBoost (Freund in Schapire, 1997), odkrila, da lahko zˇe zelo majhno sˇtevilo
ustrezno izbranih znacˇilnic vodi do presenetljivo visoke detekcijske tocˇnosti in
hkrati omogocˇa detekcijo obrazov v realnem cˇasu. Metodo Viole in Jonesa, ki
Slika 1.2: Pregledna shema izbire znacˇilnic za detekcijo. Ucˇna faza zajema pridobi-
vanje znacˇilnic, izbiro znacˇilnic in ucˇenje detekcijskega modela. Izbrane znacˇilnice
se uporabljajo pri ucˇenju detekcijskega modela in v testni fazi. Naj opozorimo,
da je prikazana shema v prvi vrsti namenjena ilustraciji pojmov in predstavlja
dolocˇeno poenostavitev obeh izbirnih metod, predstavljenih v poglavju 2. V obeh
metodah modul za izbiro znacˇilnic uporablja naucˇeni detekcijski model za posa-
mezne znacˇilnice in se posluzˇuje funkcij modula za detektiranje objektov. Vendar
je te odvisnosti mozˇno skriti v sam modul
”
Izbira znacˇilnic“ in tedaj shema kon-
ceptualno ustreza predstavljenima metodama.
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predstavlja pomemben navdih za magistrsko nalogo, bomo podrobneje predstavili
v odseku 1.2.3.1.
1.2 Izbira znacˇilnic v klasifikacijskih in detekcijskih
shemah
V tem razdelku bomo problem izbire znacˇilnic postavili v sˇirsˇi okvir. V ta namen
bomo iz domene detekcije objektov zacˇasno presˇli na domeno klasifikacije primerov
v razrede, saj se vecˇina teorije izbire znacˇilnic nanasˇa na klasifikacijske probleme.
V podrazdelku 1.2.1 bomo predstavili problem klasifikacije. V podrazdelku 1.2.2
se bomo posvetili pregledu nekaterih pristopov k izbiri znacˇilnic za klasifikacijo.
V podrazdelku 1.2.3 se bomo vrnili na podrocˇje detekcije in predstavili izbiro
znacˇilnic pri treh razlicˇnih detekcijskih metodah.
1.2.1 Problem klasifikacije
1.2.1.1 Splosˇen problem klasifikacije
Problem klasifikacije primerov v razrede je ena od osrednjih tematik strojnega
ucˇenja (Mitchell, 1997; Kononenko, 2005), pomembno mesto pa zaseda tudi v
domeni razpoznavanja vzorcev (Duda in sod., 2000).
Cilj splosˇnega problema klasifikacije je razvrsˇcˇanje primerov v razrede. Pri
medicinski diagnostiki bi posamezni pacienti ustrezali primerom, diagnoza pa ra-
zredu. Primeri so opisani z atributi in njihovimi vrednostmi. Atributi so obicˇajno
diskretne ali zvezne spremenljivke. Primer diskretnega atributa je barva las (do-
voljene vrednosti so npr. cˇrna, rjava, plava, rdecˇa). Primer zveznega atributa je
temperatura vode (mnozˇica dovoljenih vrednosti je npr. zvezni interval [0, 100]).
Razred ni nicˇ drugega kot vrednost ciljnega atributa, ki je v domeni klasifikacije
vselej diskretna spremenljivka. Pri medicinski diagnostiki bi ciljnemu atributu oz.
razredu ustrezala diagnoza. Cˇe je ciljni atribut dvovrednostna spremenljivka, gre
za dvorazredni ali tudi dvojiˇski klasifikacijski problem. V tem primeru je pogosto
eden od obeh razredov opredeljen kot pozitivni razred, drugi pa kot negativni ra-
zred. Primeri, ki pripadajo pozitivnemu oz. negativnemu razredu, so oznacˇeni kot
pozitivni oz. negativni primeri.
Celotna mnozˇica primerov, opisanih z vrednostmi atributov, je obicˇajno razde-
ljena na ucˇno in testno mnozˇico. Pri ucˇnih primerih so vrednosti vseh atributov,
vkljucˇno s ciljnim atributom, znane. (V realnih problemih lahko sicer nekatere
vrednosti atributov za posamicˇne primere manjkajo.) Ucˇni primeri so namenjeni
ucˇenju (indukciji) klasifikatorja, torej ucˇenju preslikave iz prostora vrednosti atri-
butov v mnozˇico razredov oz. vrednosti ciljnega atributa. Naucˇeni klasifikator
se v testni fazi preizkusi na mnozˇici testnih primerov. Klasifikator mora za vsak
testni primer na podlagi vrednosti atributov napovedati razred primera, napove-
dani razredi pa se potem primerjajo z dejanskimi razredi primerov. Na podlagi
8 Uvod
rezultatov primerjav se izracˇuna tocˇnost klasifikatorja, ki predstavlja enostavno
mero klasifikacijske uspesˇnosti.
V strojnem ucˇenju se izraz
”
znacˇilnica“ obicˇajno nanasˇa na kombinacijo atri-
buta in njegove vrednosti za dolocˇen primer.
”
Barva“ je torej atribut,
”
barva =
modra“ pa bi lahko bila znacˇilnica nekega primera. Vendar pa se na podrocˇju izbire
znacˇilnic pojem
”
znacˇilnica“ praviloma uporablja kot sopomenka za izraz
”
atri-
but“. Tej terminologiji bomo sledili tudi mi. Zaradi konsistentnosti pa bomo v na-
daljevanju uporabljali izkljucˇno izraz znacˇilnica.
”
Barva“ naj bo torej znacˇilnica,
formulacija
”




1.2.1.2 Vizualna klasifikacija in lokalne znacˇilnice
Zdi se, kot da je koncept znacˇilnice v smislu klasifikacije primerov povsem nepove-
zan s konceptom lokalnih znacˇilnic iz podrazdelka 1.1.2. Vendar pa sta koncepta
enakovredna. To trditev bomo skusˇali utemeljiti na primeru vizualne klasifikacije
slik z uporabo lokalnih znacˇilnic.
Problem vizualne klasifikacije je ponavadi definiran na sledecˇi nacˇin. Dana je
mnozˇica vizualnih kategorij. Vsaka slika prikazuje objekt, ki pripada eni od kate-
gorij. To velja tako za ucˇne kot tudi za testne slike. Naloga ucˇnega algoritma je
zgraditi klasifikator na podlagi ucˇnih slik, reprezentiranih z lokalnimi znacˇilnicami,
in oznak kategorij, ki jim pripadajo posamezne slike. Naucˇeni klasifikator se nato
preizkusi na mnozˇici testnih slik; njegova naloga je uvrstiti vsako sliko v ustre-
zno kategorijo. Klasifikatorjeve napovedi se primerjajo z dejanskimi podatki o
kategorijski pripadnosti posameznih testnih slik.
Precej enostavno je vzpostaviti povezavo med tako definirano vizualno klasi-
fikacijo in splosˇno klasifikacijo: slikam ustrezajo primeri; vizualnim kategorijam
ustrezajo razredi; lokalnim znacˇilnicam ustrezajo znacˇilnice v splosˇni klasifikacij-
ski domeni. Edino tezˇavo predstavljajo vrednosti znacˇilnic za posamezne primere
(slike). Pri medicinski diagnostiki, npr., bi bila vrednost zvezne znacˇilnice
”
tempe-
ratura“ za nekega pacienta (= klasifikacijski primer) lahko enaka 38,1 ◦C, vrednost
dvojiˇske znacˇilnice
”
prebolel bolezen X“ bi znasˇala bodisi 1 bodisi 0 itn. Ucˇni algo-
ritem gradi klasifikator prav na podlagi vrednosti znacˇilnic za posamezne primere.
Cˇeˆmu bi ustrezale vrednosti znacˇilnic pri vizualni klasifikaciji?
Najpreprostejˇsa definicija vrednosti lokalne znacˇilnice Z bi bila taksˇna: Cˇe
znacˇilnica Z nastopa v sliki, je njena vrednost za to sliko (= klasifikacijski pri-
mer) enaka 1, torej Z = 1; sicer velja Z = 0. Nekateri pristopi, osnovani na
paradigmi vrecˇe znacˇilnic (angl. bag of features), npr. Dorko´ in Schmid (2003),
taksˇno enostavno definicijo vrednosti znacˇilnic dejansko uporabljajo. Cˇe pa bi
poleg dvojiˇskega podatka o pojavitvi znacˇilnice uposˇtevali sˇe podatke o polozˇajih,
kjer znacˇilnica Z nastopa, ter o velikostih in orientacijah lokalnih struktur, v kate-
rih se znacˇilnica Z manifestira na sliki, bi opis vrednosti znacˇilnice postal bistveno
kompleksnejˇsi.
Na podrocˇju vizualne klasifikacije je opis znacˇilnic kot takih na splosˇno delezˇen
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vecˇjega zanimanja kot opis vrednosti znacˇilnic. Vrednosti znacˇilnic so obicˇajno
dolocˇene implicitno, kot rezultat reprezentacije slike z znacˇilnicami. Eksplicitno
podane vrednosti znacˇilnic so, kot bomo videli kasneje, pomembne le pri uporabi
nekaterih izbirnih metod, kot sta medsebojna informacija in mera Relief. Sicer je
pomembnejˇsi opis samih znacˇilnic, kar pa se v strojnem ucˇenju pogosto abstrahira
(zanima nas npr. vrednost znacˇilnice
”
barva“ za nek klasifikacijski primer, ne
pa opis samega koncepta barve). Lokalne znacˇilnice za vizualno klasifikacijo so
pogosto opisane z numericˇnimi vektorji, kar omogocˇa primerjavo med znacˇilnicami
na osnovi razdalje med opisujocˇimi vektorji. Mozˇnosti pa je seveda sˇe veliko
vecˇ. Fidler in Leonardis (2007), na primer, opiˇseta vsako znacˇilnico z rekurzivno
podatkovno strukturo, ki odseva hierarhicˇno kompozicijsko zgradbo znacˇilnic.
1.2.2 Izbira znacˇilnic v klasifikacijskih shemah
Klasifikacijski problemi so pogosto predstavljeni z redundantno mnozˇico znacˇilnic,
zato je vprasˇanje izbire znacˇilnic na mestu tudi v domeni klasifikacije. Izbira
znacˇilnic pripomore k ucˇinkovitejˇsi in tocˇnejˇsi klasifikaciji, poleg tega pa lahko
doprinese novo znanje k problemski domeni. Pri medicinski diagnostiki, na pri-
mer, je z uporabo izbirnih metod mogocˇe ugotoviti, kateri simptomi so dejansko
relevantni za dano diagnosticˇno domeno.
V teoretskih obravnavah problema izbire znacˇilnic se pogosto uporablja pojem
relevantnosti znacˇilnic. Obstaja vecˇ formalnih definicij relevantnosti (Blum in
Langley, 1997; John in sod., 1994; Peng in sod., 2005), vendar jih ne bomo navajali.
V nadaljevanju bomo pojem relevantnosti znacˇilnic uporabljali v neformalnem ali






Po Blumu in Langleyu (1997) je izbirne metode mozˇno uvrstiti v tri skupine:
Vgrajene metode (angl. embedded methods): Izbira znacˇilnic je sestavni del
postopka za ucˇenje klasifikatorja.
Filtrske metode : Izbira znacˇilnic se izvrsˇi pred izvedbo ucˇnega postopka.
Metode na osnovi notranje optimizacije (angl. wrappers): Izbirni postopek
sistematicˇno izvaja ucˇni algoritem in preizkusˇa naucˇene klasifikatorje za
razlicˇne kandidatne podmnozˇice pridobljenih znacˇilnic.
V nadaljevanju bomo navedli nekaj primerov izbirnih pristopov za vsako od na-
sˇtetih skupin.
1.2.2.1 Vgrajene metode
Pri vgrajenih izbirnih metodah je izbira znacˇilnic nelocˇljivi del samega postopka
za ucˇenje klasifikatorja. Primeri vgrajenih pristopov so metode za gradnjo kla-
sifikacijskih dreves, metode za ucˇenje simbolicˇnih pravil, metoda SVM itn. Pri
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osnovnem postopku za gradnjo klasifikacijskih dreves (Mitchell, 1997), na pri-
mer, se v vsaki iteraciji poiˇscˇe znacˇilnica, ki omogocˇa najboljˇse razlocˇevanje med
primeri razredov. V primeru pravocˇasne ustavitve gradnje drevesa ali v primeru
uporabe algoritma naknadnega rezanja bo nastalo drevo vsebovalo le bolj ali manj
relevantne znacˇilnice.
V magistrski nalogi se z vgrajenimi pristopi ne bomo ukvarjali. Posvetili se
bomo pristopom, pri katerih izbira znacˇilnic nastopa kot samostojen modul in ne
kot nelocˇljivi del postopka za ucˇenje klasifikatorja.
1.2.2.2 Filtrske metode
Osrednja znacˇilnost filtrskih metod je izbira znacˇilnic pred ucˇenjem klasifikatorja.
V fazi ucˇenja klasifikatorja se tako uporabljajo le izbrane znacˇilnice.
Filtrske metode izbirajo znacˇilnice na osnovi neke ocenjevalne funkcije, ki vre-
dnoti koristnost posameznih znacˇilnic za klasifikacijski problem. Pri nekaterih
metodah je ocenjevalna funkcija edino merilo za izbiro znacˇilnic. Pri drugih me-
todah je ocenjevalna funkcija vpeta v kompleksnejˇsi izbirni postopek. Vcˇasih je
ocenjevalna funkcija opredeljena implicitno, s samim izbirnim postopkom, in je ni
mogocˇe izlusˇcˇiti iz izbirnega postopka.
Veliko ocenjevalnih funkcij je zasnovanih za uporabo v dvorazrednih klasifika-
cijskih problemih, ki so v kontekstu detekcije objektov tudi najbolj zanimivi, saj,
kot bomo videli kasneje, je problem detekcije mogocˇe prevesti na problem dvorazre-
dne klasifikacije. Nekatere od funkcij, ki jih bomo navedli, je mogocˇe premocˇrtno
razsˇiriti na vecˇrazredno domeno. Ocenjevalne funkcije se razlikujejo tudi po vr-
stah znacˇilnic, za katere so primerne. Nekatere funkcije je mogocˇe uporabiti le
z dvojiˇskimi znacˇilnicami, druge le z diskretnimi, tretje z zveznimi znacˇilnicami,
obstajajo pa tudi funkcije, ki so v tem pogledu univerzalne.
Nasˇtejmo nekaj primerov ocenjevalnih funkcij (Dorko´, 2006):
Razmerje verjetij (angl. likelihood ratio). Gre za funkcijo, namenjeno ocenje-
vanju dvojiˇskih znacˇilnic v domeni dvojiˇske klasifikacije. Razmerje verjetij
za znacˇilnico Z je definirano na sledecˇi nacˇin:
L(Z) =
P (Z = 1 |C = 1)
P (Z = 1 |C = 0) , (1.1)
pri cˇemer P (Z = 1 |C = c) podaja pogojno verjetnost dogodka, da je vre-
dnost dvojiˇske znacˇilnice Z enaka 1, cˇe primer pripada pozitivnemu razredu
(c = 1) oziroma negativnemu razredu (c = 0). Razmerje verjetij je asi-
metricˇna mera glede na vrednosti znacˇilnice, saj v formuli nastopa le cˇlen
(Z = 1), ne pa tudi (Z = 0). Dorko´ in Schmid (2003) sta pokazala primer-
nost mere za uporabo v vizualni klasifikaciji, kjer je cˇlen (Z = 1) mozˇno
interpretirati kot pojavitev znacˇilnice Z v vizualnem primeru. Po tej inter-
pretaciji je vrednost L(Z) visoka za tiste znacˇilnice, ki se pogosto pojavljajo
v pozitivnih, a redko v negativnih primerih. Prav taksˇne znacˇilnice pa so
relevantne za vizualno klasifikacijo.
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Medsebojna informacija. Ta funkcija je za razliko od razmerja verjetij sime-






P (Z = z, C = c) log2
P (Z = z, C = c)
P (Z = z)P (C = c)
. (1.2)
Posplosˇitev na vecˇvrednostne znacˇilnice in vecˇrazredne probleme je ocˇitna.
Medsebojna informacija je mera za medsebojno odvisnost med nakljucˇnima
spremenljivkama. Mera je tem vecˇja, cˇim bolj zanesljivo je mozˇno na pod-
lagi vrednosti ene nakljucˇne spremenljivke (konkretno na podlagi vredno-
sti znacˇilnice) sklepati na vrednost druge nakljucˇne spremenljivke (konkre-
tno na pripadnost razredu). Medsebojno informacijo kot sredstvo za izbiro
znacˇilnic med drugim uporabljajo Dorko´ in Schmid (2003) ter Epshtein in
Ullman (2005).
Tocˇnost pragovnega klasifikatorja. Pri izbiri zveznih ali celosˇtevilskih diskre-
tnih znacˇilnic je mozˇno uporabiti sledecˇo hevristiko: koristna je taksˇna
znacˇilnica, ki zavzema razmeroma visoke vrednosti pri pozitivnih primerih in
razmeroma nizke vrednosti pri negativnih primerih ali obratno. Znacˇilnica,
katere vrednosti so nakljucˇno porazdeljene po primerih, je gotovo manj ko-
ristna. Koristnost znacˇilnic je mozˇno meriti tako, da se za vsako znacˇilnico
zgradi optimalni pragovni klasifikator, nato pa se tocˇnost tega klasifikatorja
na ucˇnih primerih obravnava kot ocenjevalna funkcija.
Kot sta pokazala Viola in Jones (2004), je mozˇno tovrstno ocenjevalno funk-
cijo elegantno vpeti v izbirni postopek AdaBoost, ki ga bomo sˇe vecˇkrat
omenili. Zaradi sˇtevilnih dobrih lastnostih postopka AdaBoost nekatere me-
tode definirajo ocenjevalno funkcijo na osnovi pragovnega klasifikatorja tudi
v primeru, ko znacˇilnice niso zvezne. Tak pristop uporabljamo tudi v magi-
strski nalogi.
Vse tri navedene ocenjevalne funkcije obravnavajo le odvisnosti med posame-
znimi znacˇilnicami in razrednimi pripadnostmi, medsebojne odvisnosti znacˇilnic
(Jakulin in Bratko, 2004) pa ne uposˇtevajo. Vendar se pogosto izkazˇe, da nabor
samih individualno najkoristnejˇsih znacˇilnic vsebuje dolocˇeno stopnjo redundance
(Cover, 1974), in to prav zaradi odvisnosti med izbranimi znacˇilnicami oziroma,
natancˇneje, zaradi pogojne odvisnosti med izbranimi znacˇilnicami glede na razre-
dno pripadnost. Ilustrirajmo tovrstno odvisnost s preprostim dvojiˇskim klasifika-
cijskim problemom. Denimo, da mnozˇica znacˇilnic obsega dvojiˇski znacˇilnici Z1 in
Z2, za razredno pripadnost pa velja C = Z1 = Z2. Mnozˇica primerov za ta klasifi-
kacijski problem vsebuje le dva razlicˇna primera: Z1 = 1, Z2 = 0, C = 1 in Z1 = 0,
Z2 = 1, C = 0. Funkcija I(Z;C) bi tako za Z1 kot za Z2 vrnila najvecˇjo mozˇno
vrednost (I(Z1;C) = I(Z2;C) = 1), saj je tako na podlagi vrednosti Z1 kot tudi
na podlagi vrednosti Z2 mocˇ povsem zanesljivo sklepati na razredno pripadnost
C. Vendar pa sta znacˇilnici medsebojno odvisni (tako pogojno glede na razredno
pripadnost kot tudi brezpogojno), saj velja Z1 = Z2. Zato bi izbira ene od obeh
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znacˇilnic povsem zadosˇcˇala za zanesljivo klasifikacijo primerov. Zˇal pa ocenjevalna
funkcija I(Z;C) informacije o stopnji redundantnosti kandidatnih znacˇilnic glede
na zˇe izbrane znacˇilnice ne more nuditi.
V nadaljevanju bomo navedli nekaj ocenjevalnih funkcij in izbirnih algoritmov,
ki medsebojno odvisnost med znacˇilnicami uposˇtevajo bodisi eksplicitno bodisi
implicitno:
Pogojna medsebojna informacija. Fleuret (2004) je predlagal algoritem, ki
na osnovi vrednotenja pogojne medsebojne informacije eksplicitno uposˇteva
odvisnost med znacˇilnicami. Predlagani algoritem v vsaki iteraciji izbere po
eno znacˇilnico. V prvi iteraciji izbere znacˇilnico, ki maksimizira medsebojno
informacijo znacˇilnica-razred:
Z [1] = arg max
Z
I(Z;C). (1.3)
V iteraciji t > 1 pa postopek izbere znacˇilnico po naslednjem pravilu:








pri cˇemer Z ′ oznacˇuje mnozˇico znacˇilnic, ki v prvih t − 1 iteracijah sˇe niso
bile izbrane, oznaka Z [i] pa predstavlja znacˇilnico, izbrano v i-ti iteraciji.
Pogojno medsebojno informacijo I(Z;C |Z ′) je mozˇno tolmacˇiti kot infor-
macijo, ki jo znacˇilnica Z doprinese k poznavanju razredne pripadnosti po-
sameznih primerov (C), ob uposˇtevanju, da je znacˇilnica Z ′ zˇe prispevala
svoj delezˇ informacije k poznavanju vrednosti C. Cˇe informacijo, ki jo Z
nudi za poznavanje spremenljivke C, zajema zˇe znacˇilnica Z ′, potem je
pogojna informacija I(Z;C |Z ′) nizka, cˇetudi je brezpogojna informacija
I(Z;C) morda visoka. Fleuretov postopek tako v vsaki iteraciji t > 1 izbere
tisto znacˇilnico, ki glede na zˇe izbrane znacˇilnice doprinese najvecˇ informacije
k poznavanju razredne pripadnosti ucˇnih primerov.
Izbirno shemo, temeljecˇo na pogojni medsebojni informaciji, uporabljata
tudi Epshtein in Ullman (2005). Nekoliko drugacˇno, vendar prav tako infor-
macijsko-teoretsko utemeljeno izbirno strategijo so zasnovali Peng in sod.
(2005).
Algoritem AdaBoost. Ta algoritem sta zasnovala Freund in Schapire (1997)
kot sredstvo za kombiniranje preprostih, t.i. sˇibkih klasifikatorjev z razme-
roma nizko klasifikacijsko tocˇnostjo v kompleksnejˇsi, t.i. mocˇni klasifikator z
viˇsjo klasifikacijsko tocˇnostjo. AdaBoost v vsaki iteraciji izbere sˇibki klasifi-
kator z najvecˇjo tocˇnostjo na danih ucˇnih primerih glede na utezˇi, prirejene
posameznim primerom. Na zacˇetku postopka so vsi primeri enako utezˇeni,
ob zakljucˇku vsake iteracije pa postopek AdaBoost povecˇa utezˇi tistim pri-
merom, ki jih je klasifikator, izbran v dani iteraciji, napacˇno klasificiral.
Sprememba utezˇi bo vplivala na izbiro klasifikatorja v naslednji iteraciji:
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tocˇnost, ki jo bodo kandidatni klasifikatorji dosegli na mocˇneje utezˇenih pri-
merih, bo imela vecˇji vpliv kot tocˇnost, ki jo bodo klasifikatorji dosegli na
sˇibkeje utezˇenih primerih.
Viola in Jones (2004) sta pokazala, da je mogocˇe postopek AdaBoost upora-
biti tudi kot mehanizem za izbiro znacˇilnic, cˇe se vzpostavi pomensko smi-
selna korespondenca med znacˇilnicami in sˇibkimi klasifikatorji. Zaradi opi-
sane iterativne utezˇevalne sheme postopek AdaBoost pri izbiranju znacˇilnic
implicitno uposˇteva odvisnost med znacˇilnicami.
AdaBoost predstavlja ogrodje, v katerega je mozˇno vpeti razlicˇne ocenje-
valne funkcije. Funkcije, ki same po sebi ne uposˇtevajo odvisnosti med
znacˇilnicami, po vgraditvi v AdaBoost to lastnost samodejno pridobijo. Vi-
ola in Jones sta v ogrodje AdaBoost vstavila funkcijo, ki temelji na po-
razdelitvi vrednosti celosˇtevilskih znacˇilnic po ucˇnih primerih. Li in sod.
(2006) so pokazali, kako je v ogrodje mogocˇe integrirati funkcijo tujosti, ki
jo opisujemo v nadaljevanju.
V novejˇsem cˇasu je AdaBoost priljubljena raziskovalna tema. Poleg del,
ki smo jih zˇe ali pa jih sˇe bomo navedli, nasˇtejmo sˇe nekaj pristopov, ki
se posluzˇujejo postopka AdaBoost: Torralba in sod. (2004); Zhang in sod.
(2005); Li in Ito (2005); Opelt in sod. (2006a); Grabner in Bischof (2006);
Grabner in sod. (2007). Seznam s tem seveda sˇe zdalecˇ ni izcˇrpan. Prepro-
sta, ucˇinkovita in neverjetno prilagodljiva zamisel Freunda in Schapireja bo
najbrzˇ sˇe nekaj cˇasa predmet zanimanja raziskovalne skupnosti.
Relief. Kira in Rendell (1992) sta definirala mero Relief, ki je primerna za
ocenjevanje zveznih in diskretnih znacˇilnic v dvorazrednih problemih. Algo-
ritem za izracˇun mere za vsak ucˇni primer Pi poiˇscˇe najblizˇji ucˇni primer iz
istega razreda, P ′i , in najblizˇji ucˇni primer iz nasprotnega razreda, P
′
i . (Raz-
dalja med danima primeroma je definirana kot razdalja med vektorjema
vrednosti vseh znacˇilnic pri danih dveh primerih.) Naj v(Z,Q) oznacˇuje
vrednost znacˇilnice Z pri nekem primeru Q. Znacˇilnica Z prejme visoko
oceno Relief, cˇe je razlika |v(Z,Pi) − v(Z,P ′i )| v povprecˇju (preko vseh
i) majhna, razlika |v(Z,Pi) − v(Z,P ′i )| pa v povprecˇju velika. Kononenko
(1994) je predlagal nekaj izboljˇsav osnovne metode, med drugim razsˇiritev
na vecˇrazredne klasifikacijske probleme.
Pri metodi Relief se odvisnosti med znacˇilnicami implicitno uposˇtevajo.
Razdalja, na podlagi katere se dolocˇijo najblizˇji sosedi obravnavanega pri-
mera Pi, je namrecˇ odvisna od vrednosti vseh znacˇilnic pri primeru Pi in
kandidatih za primere P ′i in P
′
i .
Tujost (angl. strangeness). (Li in sod., 2006) so definirali mero tujosti za izbiro
najkoristnejˇsih slikovnih zaplat za vizualno klasifikacijo. Vsaka zaplata, pri-
dobljena iz neke slike, se obravnava kot samostojna znacˇilnica. Ker slike
ustrezajo klasifikacijskim primerom, velja, da vsaka znacˇilnica nastopa v na-
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tanko enem primeru. (Nastop znacˇilnice v primeru P bi ustrezal dvojiˇski
vrednosti Z = 1 pri primeru P , a to v kontekstu funkcije tujosti ni po-
membno.) Pogoj za uporabo mere tujosti je definiranost razdalje med sa-
mimi znacˇilnicami oziroma njihovimi opisniki. Razdaljo med zaplatama, na
primer, je mozˇno opredeliti kot razdaljo med normaliziranima vektorjema
slikovnih elementov, iz katerih sta zaplati sestavljeni.
Naj bo Z ocenjevana znacˇilnica, pridobljena iz nekega ucˇnega primera ra-
zreda c. Naj Zc oznacˇuje mnozˇico vseh znacˇilnic, pridobljenih iz ucˇnih pri-
merov razreda c, mnozˇica Zc pa naj vsebuje vse preostale znacˇilnice. Po Li
in sod. dosezˇe Z visoko vrednost tujosti, cˇe se glede na definirano mero raz-
dalje nahaja razmeroma dalecˇ od znacˇilnic Zc in razmeroma blizu znacˇilnic
Zc. Taksˇna znacˇilnica je tujek v svoji okolici, saj so ji blizˇe znacˇilnice, ki
izvirajo iz
”
tujih“ primerov (Zc), kot pa znacˇilnice, ki izvirajo iz ”domacˇih“
primerov (Zc). Tujki so najverjetneje irelevantne znacˇilnice, ki bi ucˇenje
klasifikatorja kvecˇjemu ovirale. Zato je smiselno, cˇe izbirni postopek daje
prednost znacˇilnicam z nizko stopnjo tujosti.
Kot smo zˇe omenili, so Li in sod. funkcijo tujosti vgradili v izbirni postopek
AdaBoost.
1.2.2.3 Metode na osnovi notranje optimizacije
Metode na osnovi notranje optimizacije (Kohavi in John, 1997) uporabljajo po-





ovite“ okrog ucˇnega algoritma. Prevod
”
notranja
optimizacija“ je povzet po Kononenko (2005).
Izbirne metode na osnovi notranje optimizacije praviloma obravnavajo izbiro
znacˇilnic kot preiskovanje prostora stanj. Vsako stanje ustreza neki kandidatni
mnozˇici izbranih znacˇilnic. Izbirni postopek za vsako obiskano stanje izracˇuna
njegovo oceno, in sicer tako, da pozˇene ucˇni algoritem in preizkusi zgrajeni klasifi-
kator na ucˇnih primerih. Ucˇni algoritem mora zgraditi klasifikator na podlagi kan-
didatne mnozˇice znacˇilnic za obiskano stanje. Cilj izbirnega postopka je poiskati
najbolje ocenjeno stanje pri danem ciljnem sˇtevilu izbranih znacˇilnic. Mnozˇica
stanj je ponavadi prevelika za popoln prebor prostora, zato se velikokrat upora-
blja kar pozˇresˇni nacˇin preiskovanja, ki ga usmerjajo ocene obiskanih stanj.
Najbolj perecˇa slabost metod na osnovi notranje optimizacije je velika racˇunska
zahtevnost. Zato se tovrstne metode pogosto uporabljajo le kot dopolnilo osnov-
nim filtrskim ali vgrajenim izbirnim metodam. Peng in sod. (2005), na primer,
uporabijo notranjo optimizacijo le za
”
fino“ izbiro znacˇilnic; v prvi,
”
grobi“ fazi
uporabijo filtrski pristop, ki temelji na eksplicitnem uposˇtevanju medsebojne od-
visnosti znacˇilnic.
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1.2.3 Izbira znacˇilnic v detekcijskih shemah
V tem podrazdelku bomo s sˇtudijo primerov prikazali povezavo med domeno (vi-
zualne) klasifikacije in domeno detekcije objektov na slikah. Podrobneje bomo
opisali tri sodobne detekcijske metode. Vse tri metode izbirajo znacˇilnice z upo-
rabo postopka AdaBoost, ki zahteva definicijo sˇibkih klasifikatorjev. Zato vse
predstavljene metode prevedejo izvorni problem detekcije objektov v enakovreden
problem klasifikacije primerov. Razlikujejo se zlasti po nacˇinu prevedbe in po
ocenjevalnih funkcijah, ki jih vstavijo v postopek AdaBoost.
Seveda je znacˇilnice v detekcijskih shemah mozˇno izbirati tudi brez prevedbe
detekcije v klasifikacijo. Vendar je v primeru uporabe postopka AdaBoost, ki se
je posluzˇuje tudi izbirna metoda, razvita za magistrsko nalogo, tovrstna prevedba
nujna. Poleg tega se, kot smo zˇe omenili, vecˇina obstojecˇe teorije in prakse izbire
znacˇilnic nanasˇa na klasifikacijske probleme. Zato se s prevedbo detekcije v klasifi-
kacijo odpre mozˇnost uporabe raznovrstnih preizkusˇenih in teoretsko utemeljenih
pristopov k izbiri znacˇilnic v klasifikacijski domeni. Nekaj tovrstnih pristopov smo
navedli v podrazdelku 1.2.2.
1.2.3.1 Metoda Viola in Jones (2004)
Zaradi enostavnosti predpostavimo, da so vsi objekti v ucˇnih in testnih slikah pri-
kazani v enaki velikosti, ki je znana zˇe v cˇasu ucˇenja. Problem detekcije se tako
skrcˇi na iskanje polozˇajev objektov v dani sliki. Po Violi in Jonesu je dvojiˇski kla-
sifikacijski problem, ki ustreza detekcijskemu, opredeljen s sledecˇimi postavkami:
• Ucˇni primeri so slikovna okna fiksne velikosti, ki je enaka velikosti objektov.
Pozitiven ucˇni primer ustreza oknu, ki vsebuje podobo nekega objekta iz
dane vizualne kategorije. Negativen ucˇni primer je okno, ki lahko vsebuje
karkoli razen podobe nekega objekta dane vizualne kategorije.
• Mnozˇica testnih primerov za dano testno sliko sestoji iz vseh oken, ki jih
je mogocˇe pridobiti iz testne slike. Velikost testnih oken je enaka velikosti
ucˇnih oken. Iz slike velikosti A×B slikovnih elementov je mogocˇe pridobiti
(A− a+ 1)(B − b+ 1) oken velikosti a× b, cˇe le velja A ≥ a in B ≥ b.
• Naloga klasifikatorja je uvrstiti vsako okno, ki izhaja iz dane testne slike,
v pozitivni ali negativni razred. Uvrstitev okna v pozitivni razred ustreza
detekcijski napovedi, da se na polozˇaju v sliki, iz katerega je bilo izrezano
okno, nahaja objekt. Uvrstitev okna v negativni razred napoveduje, da
na ustrezajocˇem polozˇaju objekt ne nastopa. Tako je mozˇno iz napovedi
klasifikatorja neposredno pridobiti napovedi polozˇajev objektov v sliki, kar
je cilj izvornega detekcijskega problema.
• Ucˇni postopek zgradi klasifikator na podlagi ucˇnih oken.
Tovrstni prehod v klasifikacijsko domeno omogocˇa uporabo poljubne klasifika-
cijske izbirne metode, primerne za sestav znacˇilnic, ki sluzˇi reprezentiranju slik in
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slikovnih oken. V primeru uporabe lokalnih znacˇilnic bi bilo mozˇno uporabiti npr.
medsebojno informacijo. Vrednost znacˇilnice Z za dani ucˇni primer (okno) bi bila
enaka 1, cˇe znacˇilnica Z v oknu nastopa, sicer pa bi veljalo Z = 0. Ker so v ucˇni
fazi znane razredne pripadnosti (C) za vsa ucˇna okna, bi bilo mozˇno neposredno
izracˇunati aproksimacije verjetnosti P (Z = z, C = c), P (Z = z) in P (C = c) (za
c ∈ {0, 1}, z ∈ {0, 1}), ki nastopajo v (1.2). Kot bomo videli v nadaljevanju, pa
se Viola in Jones izbire znacˇilnic lotita na drugacˇen nacˇin.
Kako je mogocˇe postopati, cˇe predpostavka o konstantni in znani velikosti
testnih objektov ne drzˇi? Po standardni resˇitvi, ki se je posluzˇujeta tudi Viola in
Jones, se obicˇajni, enovelikostni testni postopek pozˇene na izvorni testni sliki in na
dovolj gosti mnozˇici povecˇanih in pomanjˇsanih razlicˇic testne slike. Tako je mogocˇe
upati, da bo dani testni objekt na eni od razlicˇic slike prikazan v velikosti, ki bo
dovolj blizu ucˇne velikosti. Mnozˇica kopij slik v razlicˇnih velikostih je obicˇajno
organizirana kot velikostna piramida (angl. scale space pyramid, Crowley (1981)).
Viola in Jones uporabljata znacˇilnice s celosˇtevilskimi vrednostmi. Izracˇun
znacˇilnic je izjemno enostaven in zaradi t.i. integralske slikovne predstavitve, ki
sta jo izumila prav Viola in Jones, tudi zelo racˇunsko ucˇinkovit. Vsaka znacˇilnica
pripada enemu od sˇtirih tipov, ki so prikazani na sliki 1.3. Pri uporabi oken
velikosti 24 × 24 znasˇa sˇtevilo vseh pridobljenih znacˇilnic 45 396. Seveda pa se
vseh znacˇilnic posluzˇuje le izbirni postopek; kot sta pokazala Viola in Jones, zˇe dve
primerno izbrani in utezˇeni znacˇilnici zadosˇcˇata za presenetljivo dobre rezultate
pri detekciji obrazov.
Slika 1.3: Slike prikazujejo sˇtiri tipe vrednotenja znacˇilnic Viola-Jones na da-
nem oknu. Zunanji okvirji ponazarjajo okna, notranji svetli in temni okvirji pa
polozˇaje slikovnih elementov, ki sodelujejo pri vrednotenju posameznih znacˇilnic
na slikovnem oknu. Vrednost znacˇilnice na oknu je definirana kot razlika med
vsoto intenzitet slikovnih elementov v temnem okvirju in vsoto intenzitet v sve-
tlem okvirju. Znacˇilnice lahko nastopajo v poljubnih velikostih in na poljubnih
polozˇajih znotraj okna, zato je njihovo sˇtevilo lahko zelo veliko. (Slika je povzeta
po Viola in Jones (2004).)
Ucˇna metoda za vsako pridobljeno znacˇilnico definira preprost pragovni kla-
sifikator. Ti klasifikatorji bodo nato nastopali kot sˇibki klasifikatorji v postopku
AdaBoost. Ker klasifikatorji ustrezajo posameznim znacˇilnicam, bo izbira klasifi-
katorjev v postopku AdaBoost dejansko enakovredna izbiri znacˇilnic. Vsak sˇibki
klasifikator sestoji iz znacˇilnice, naucˇenega praga in naucˇenega predznaka. Op-
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timalne vrednosti pragov in predznakov so odvisne od utezˇi ucˇnih oken, zato se
dolocˇijo v vsaki iteraciji postopka AdaBoost posebej.
Sˇibki klasifikator uvrsti ucˇno okno v pozitivni razred natanko tedaj, ko je
vrednost njegove znacˇilnice na oknu vecˇja (ali manjˇsa, odvisno od naucˇenega
predznaka) od naucˇenega praga. V vsaki iteraciji postopka AdaBoost se prag
in predznak klasifikatorja nastavita tako, da klasifikator dosezˇe najvecˇjo mozˇno
tocˇnost na ucˇnih oknih glede na trenutne utezˇi oken. Klasifikatorji za znacˇilnice,
ki zavzemajo visoke vrednosti na pozitivnih oknih in nizke vrednosti na negativnih
oknih (ali obratno), bodo vsaj v prvi iteraciji postopka AdaBoost, ko so vsa okna
enakovredno utezˇena, dosegli visoko stopnjo tocˇnosti. Cˇe pa je vrednost znacˇilnice
bolj ali manj nakljucˇno porazdeljena po ucˇnih oknih, bo pripadajocˇi klasifikator
tudi pri optimalnem pragu in predznaku dosegel razmeroma nizko tocˇnost.
V postopku AdaBoost se v vsaki iteraciji izbere najuspesˇnejˇsi sˇibki klasifikator
glede na trenutne vrednosti utezˇi ucˇnih oken. Hkrati s klasifikatorjem se seveda
izbere tudi pripadajocˇa znacˇilnica. Postopek AdaBoost ob koncu zdruzˇi izbrane
sˇibke klasifikatorje v mocˇni pragovni klasifikator, ki dosega bistveno boljˇse rezul-
tate na ucˇnih oknih (in, tako je mogocˇe upati, tudi na testnih oknih) kot posamezni
sˇibki klasifikatorji.
Viola in Jones sta v istem cˇlanku predstavila sˇe eno inovacijo. Gre za t.i. pozor-
nostno kaskado mocˇnih klasifikatorjev. Testna okna se najprej obdelajo z mocˇnim
klasifikatorjem, ki zajema zelo malo znacˇilnic (morda dve ali tri). Tak klasifika-
tor nemara ni najbolj zanesljiv, vendar je njegovo obnasˇanje mogocˇe uravnavati s
pragom. Cˇe je prag nastavljen dovolj nizko, bo klasifikator pozitivna okna skoraj
zanesljivo proglasil za pozitivna, vendar pa bo v pozitivni razred uvrstil tudi veliko
negativnih oken. Na podlagi pozitivne klasifikacije danega okna zato ni mogocˇe
zanesljivo sklepati na dejansko razredno pripadnost okna. Povsem drugacˇe pa je
z negativno klasifikacijo. Zaradi nizko postavljenega praga bo negativna uvrstitev
okna (v nasprotju s pozitivno uvrstitvijo) razmeroma redek, a tudi zanesljiv dogo-
dek. Okna, ki jih bo nizkopragovni klasifikator proglasil za negativna, bodo torej
skoraj zanesljivo negativna. Zato je mozˇno negativno klasificirana okna izlocˇiti
iz nadaljnje obravnave, saj skoraj gotovo ne vsebujejo objekta. Pozitivno klasifi-
cirana okna pa se obdelajo z naslednjim klasifikatorjem v kaskadi, ki zajema vecˇ
znacˇilnic kot prvi klasifikator. Ker je vecˇina oken v testnih slikah negativnih, je
pri kaskadni obdelavi mozˇno zˇe z zelo enostavnim klasifikatorjem izlocˇiti velik del
slike. Zato metoda Viole in Jonesa ni uspesˇna zgolj v smislu dosezˇene detekcijske
tocˇnosti, temvecˇ tudi v smislu cˇasovne ucˇinkovitosti. Kot porocˇata Viola in Jones,
je njuna metoda za obdelavo slike locˇljivosti 384×288 slikovnih elementov pri vseh
velikostih v velikostni piramidi potrebovala zgolj 67 milisekund na racˇunalniku s
700-megahercˇnim procesorjem Intel Pentium III.
Morda se bo bralcu zazdelo, da smo metodi Viole in Jonesa namenili nesoraz-
merno veliko prostora. Vendar menimo, da si ta prostor glede na svojo pionirskost
in vplivnost tudi zasluzˇi. Metoda namrecˇ predstavlja navdih za celo vrsto znanih
in manj znanih metod, razvitih v zadnjih nekaj letih. Kot smo omenili, se tudi
nasˇe magistrsko delo napaja iz spoznanj Viole in Jonesa.
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1.2.3.2 Metoda Shotton in sod. (2005)
Shotton in sod. so se prevedbe detekcije v klasifikacijo lotili na drugacˇen nacˇin.
Medtem ko Viola in Jones klasificirata posamezna okna, pridobljena iz testne slike,
Shotton in sod. klasificirajo posamezne polozˇaje v testni sliki. Klasifikatorjeva
uvrstitev polozˇaja v pozitivni razred ustreza detekcijski napovedi, da se na danem
polozˇaju v testni sliki nahaja srediˇscˇe (tezˇiˇscˇe) nekega objekta fiksne in znane
velikosti.
Metoda Shottona in sod. uporablja t.i. obrisne (konturne) znacˇilnice, ki so
zmozˇne zajeti zgolj informacijo o obliki objektov dane kategorije, teksturne infor-
macije pa ne morejo uposˇtevati. Poglavitni cilj metode je bil namrecˇ po navedbah
Shottona in sod. izpostaviti pomembnost oblike pri vizualni klasifikaciji oz. de-
tekciji. Znacˇilnice so pridobljene neposredno iz robov segmentacijskih mask ucˇnih
slik. (Segmentacijska maska je dvojiˇska matrika, ki podaja, kateri slikovni ele-
menti pripadajo objektu, kateri pa ozadju.) Vsaka znacˇilnica, Z, je opisana z vecˇ
parametri. Eden od parametrov, p, je vektorska razlika med polozˇajem znacˇilnice
na segmentacijski maski in polozˇajem srediˇscˇa objekta na ustrezajocˇi ucˇni sliki.
Klasifikator sklepa takole: Denimo, da se srediˇscˇe nekega objekta nahaja na
polozˇaju c na testni sliki. Cˇe to drzˇi, je precej verjetno, da v okolici polozˇaja c+p
nastopa znacˇilnica Z. To velja za vse pridobljene znacˇilnice in pripadajocˇe para-
metre p. Klasifikator nato izracˇuna odstopanje med dejanskimi polozˇaji znacˇilnic
in napovedanimi polozˇaji c + p. Cˇim manjˇse je to odstopanje, tem vecˇja je ver-
jetnost, da bo klasifikator tocˇko c proglasil za pozitivno. Klasifikator seveda ne
pozna dejanskih polozˇajev objektov v testni sliki, zato mora ovrednotiti vse sli-
kovne koordinate na dovolj gosti mrezˇi.
Klasifikator, ki se uporablja v testni fazi, je kombinacija sˇibkih klasifikatorjev,
dolocˇena z uporabo postopka AdaBoost. Vsak sˇibki klasifikator je podobno kot pri
metodi Viola-Jones definiran z znacˇilnico in optimalnim pragom, zato AdaBoost
dejansko tudi izbira znacˇilnice, ne samo kombinira sˇibke klasifikatorje. Ucˇenje
sˇibkih klasifikatorjev poteka na osnovi mnozˇice pozitivnih in negativnih ucˇnih
primerov. Ucˇni primeri so slikovni polozˇaji na ucˇnih slikah. Polozˇaji v blizˇini
srediˇscˇa nekega ucˇnega objekta se obravnavajo kot pozitivni ucˇni primeri, ostali
polozˇaji pa kot negativni ucˇni primeri.
Shotton in sod. postopka AdaBoost ne uporabljajo zgolj za izbiro znacˇilnic
in gradnjo koncˇnega klasifikatorja, temvecˇ tudi za ucˇenje dveh parametrov samih
znacˇilnic. AdaBoost v vsaki iteraciji izbere en element iz trirazsezˇne strukture. V
eni razsezˇnosti so nanizani sˇibki klasifikatorji oz. znacˇilnice, vsaka od preostalih
dveh razsezˇnosti pa vsebuje diskretizirano mnozˇico vrednosti ustreznega parame-
tra. Po trditvah avtorjev gre za izviren pristop k uporabi algoritma AdaBoost.
1.2.3.3 Metoda Opelt in sod. (2006c)
Opelt in sod. uporabljajo enak sestav znacˇilnic kot Shotton in sod. Medtem ko
metoda Shottona in sod. na podlagi predpostavljenega (test
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(ucˇna faza) polozˇaja srediˇscˇa objekta sklepa na polozˇaje posameznih znacˇilnic,
Opelt in sod. uberejo obratno pot: na podlagi polozˇajev nastopov znacˇilnic skle-
pajo na polozˇaj srediˇscˇa nekega objekta v dani sliki. Tovrsten nacˇin sklepanja je
sicer osrednja znacˇilnost priljubljene detekcijske paradigme, ki so jo razvili Leibe
in sod. (2004).
Pri Opeltu in sod. so ucˇni primeri kar posamezne ucˇne slike ali njihovi deli.
Podobe objektov so pozitivni, podobe ozadja pa negativni ucˇni primeri. Podobno
kot Viola in Jones ter Shotton in sod. tudi Opelt in sod. definirajo sˇibke klasifika-
torje, ki jih nato izbirajo v postopku AdaBoost. Vendar pa je sˇibki klasifikator po
metodi Opelta in sod. odvisen od skupine k znacˇilnic, ne zgolj od ene znacˇilnice.
(Opelt in sod. uporabljajo k = 2 ali k = 3.) Razlog za taksˇno odlocˇitev je povecˇati
tocˇnost sˇibkih klasifikatorjev, ki vstopajo v AdaBoost. Ker je sˇtevilo vseh mozˇnih




Sˇibki klasifikator je definiran tako, da je njegova tocˇnost skladna s koristnostjo
dane skupine znacˇilnic za detekcijo ucˇnih slik. Skupina znacˇilnic je intuitivno
koristna, cˇe se pogosto pojavlja na pozitivnih ucˇnih slikah in redko na negativnih
slikah ter cˇe je na podlagi znacˇilnic iz skupine dovolj pogosto mozˇno pravilno
sklepati na polozˇaj srediˇscˇa objekta v ucˇnih slikah. Za prakticˇno uporabo je
bilo omenjeni kriterij treba formalizirati v obliki neke funkcije. Sˇibki klasifikator
dolocˇi razredno pripadnost dani ucˇni sliki glede na vrednost te funkcije za dano
skupino znacˇilnic na ucˇni sliki in glede na vrednost naucˇenega optimalnega praga.
Tako je vse pripravljeno za uporabo postopka AdaBoost, ki zgradi koncˇni mocˇni
klasifikator in hkrati izbere relevantne skupine znacˇilnic.
Omeniti velja sˇe cˇlanek, ki so ga isti avtorji objavili na konferenci CVPR
2006. Ta cˇlanek (Opelt in sod., 2006b) predstavlja inkrementalno metodo izbire
znacˇilnic in ucˇenja mocˇnega klasifikatorja. Naucˇeni klasifikator ni uporabljen zgolj
za detekcijo objektov posameznih vizualnih kategorij, temvecˇ tudi za dolocˇanje
neznane kategorije prikazanega objekta.
1.2.3.4 Koncˇne opombe
Na podlagi predstavljenih metod je bralec morda dobil obcˇutek, da vse sodobne
izbirne metode za vizualno detekcijo temeljijo na prevedbi detekcije v klasifikacijo
in uporabi postopka AdaBoost. To ne drzˇi. Res pa je, da je metoda AdaBoost
ucˇinkovita, uspesˇna, prilagodljiva in preprosta, zato jo je smiselno izkoristiti, cˇe
ta mozˇnost obstaja.
Eno od detekcijskih metod, ki sloni na prevedbi detekcije v klasifikacijo, vendar
ne uporablja postopka AdaBoost, so zasnovali Agarwal in sod. (2004). Podobno
kot Viola in Jones tudi Agarwal in sod. detektirajo objekte na slikah preko klasi-
ficiranja slikovnih oken. Za izbiro znacˇilnic in za ucˇenje klasifikatorja pa Agarwal
in sod. uporabljajo ucˇno arhitekturo, imenovano Sparse Network of Winnows.
Z ozirom na poudarjanje pretvorbe detekcije v klasifikacijo se zdi, kot da je
tovrstna pretvorba edina mozˇnost za izbiro znacˇilnic za vizualno detekcijo. To
20 Uvod
seveda ne drzˇi. Prav lahko si je zamisliti kaksˇno ad hoc metodo ali ocenjevalno
funkcijo, ki vrednoti znacˇilnice brez definicije klasifikatorja. Opelt in sod., na pri-
mer, definirajo klasifikator zgolj zato, da lahko funkcijo za ocenjevanje znacˇilnic
vpnejo v postopek AdaBoost. Seveda pa bi lahko znacˇilnice izbirali zgolj na pod-
lagi ocenjevalne funkcije, v testni fazi pa bi preprosto izvajali detekcijski postopek
na osnovi izbranih znacˇilnic. Klasifikatorjem bi se tako povsem izognili.
Uvrsˇcˇanje predstavljenih metod glede na shemo izbiranja znacˇilnic ni povsem
enoznacˇno. Postopek AdaBoost bi lahko priˇstevali med vgrajene izbirne metode,
saj izbira znacˇilnic poteka hkrati z gradnjo mocˇnega klasifikatorja. Vendar pa
osnovo za AdaBoost vselej predstavlja neka ocenjevalna funkcija, ki bi nacˇeloma
zˇe sama po sebi mogla sluzˇiti namenu izbire znacˇilnic. Zaradi tega bomo predsta-
vljene metode uvrstili v filtrsko skupino.
Pri razvrsˇcˇanju izbirnih metod za klasifikacijsko domeno smo omenili tudi me-
tode na osnovi notranje optimizacije. Prilagoditev tovrstnih metod za detekcijsko
domeno je povsem naravna. Namesto da bi izbirni postopek pri preiskovanju
prostora kandidatnih mnozˇic izbranih znacˇilnic gradil in preizkusˇal klasifikatorje,
gradi in preizkusˇa detekcijske modele. Cilj izbirnega postopka je poiskati najbolje
ocenjeno mnozˇico izbranih znacˇilnic v danem prostoru stanj, pri cˇemer je ocena
stanja definirana kot tocˇnost, ki jo detekcijski model, zgrajen na podlagi mnozˇice
znacˇilnic za to stanje, dosezˇe na ucˇni mnozˇici.
1.3 Magistrska naloga
1.3.1 Pregled
V magistrski nalogi predstavljamo dve metodi za izbiro znacˇilnic v detekcijski
shemi; prva deluje po filtrskem pristopu, druga pa po pristopu na osnovi notranje
optimizacije.
Filtrska izbirna metoda, ki smo jo razvili, se v precejˇsnji meri zgleduje po
metodah Viola in Jones (2004) in Opelt in sod. (2006b), vendar uporablja iz-
virno funkcijo za ocenjevanje znacˇilnic. Izbirna metoda ni vezana na specificˇen
detekcijski pristop. Prav tako metoda ne omejuje sestava lokalnih znacˇilnic, ki se
uporablja za reprezentacijo slik.
Razvili smo tudi izbirno metodo na osnovi notranje optimizacije. Metoda te-
melji na splosˇnem nacˇelu snovanja tovrstnih metod in na klasicˇnem pozˇresˇnem
pristopu k preiskovanju prostora stanj, zato ji ne pripisujemo izvirnosti. Kljub
temu pa metoda po nasˇem mnenju predstavlja obogatitev magistrske naloge, saj
gre za nacˇin izbire znacˇilnic, ki na podrocˇju vizualne detekcije in klasifikacije ni
posebej uveljavljen. Nacˇelo
”
ovitja“ izbirnega postopka okrog detekcijskega mo-
dula zagotavlja, da je metodo na osnovi notranje optimizacije mogocˇe kombinirati
s poljubno detekcijsko metodo.
V magistrski nalogi smo obe razviti izbirni metodi povezali z detekcijsko me-
todo, ki temelji na pristopu Leibe in sod. (2004). Preizkusili smo dve razlicˇni
metodi za pridobivanje lokalnih znacˇilnic iz slik: metodo Fidler in sod. (2006) in
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metodo Ferrari in sod. (2006a). Vsako izmed sˇtirih kombinacij izbirnih metod in
sestavov znacˇilnic smo preizkusili na petih razlicˇnih vizualnih kategorijah in do-
bljene detekcijske rezultate ovrednotili v skladu s standardi, ki so jih vzpostavili
Agarwal in sod. (2004) ter Leibe (2004). Ugotovili smo, da je v nekaterih primerih
zˇe z zelo majhnim sˇtevilom izbranih znacˇilnic mocˇ dosecˇi presenetljivo visoko de-
tekcijsko tocˇnost. Zasluge za vzpodbudne rezultate je mogocˇe pripisati vsem trem
poglavitnim komponentam celotnega sistema: sestavu znacˇilnic, izbirni metodi in
detekcijski metodi.
V magistrski nalogi podajamo izcˇrpen opis obeh izbirnih metod, detekcijske
metode in obeh metod za pridobivanje znacˇilnic. Pri opisovanju detekcijskega
modula namenjamo poseben poudarek vecˇvelikostni detekciji. Predstavljamo dva
razlicˇna pristopa k detekciji objektov pri poljubni velikosti.
1.3.2 Pricˇakovani prispevek k znanosti
Izpostavili bomo sledecˇa prispevka magistrske naloge k znanosti:
• Predlog izvirne funkcije za ocenjevanje znacˇilnic za vizualno detekcijo in
integracija predlagane funkcije v izbirni postopek AdaBoost.
• Povezava predstavljenih izbirnih metod s sodobnim pristopom k vizualni
detekciji in z dvema sodobnima metodama za pridobivanje znacˇilnic iz slik.
Nekaj lastnih zamisli smo vgradili tudi v detekcijsko metodo in v obe metodi za
pridobivanje znacˇilnic. Vendar te zamisli praviloma zadevajo tehnicˇne podrobnosti
opisanih metod in temeljijo na znanih in preizkusˇenih resˇitvah, zato jih ne zˇelimo
izpostavljati kot izvirne prispevke k znanosti.
1.3.3 Implementacijske opombe
Skoraj celoten sistem smo realizirali z lastno implementacijo. Edino izjemo pred-
stavlja del metode za pridobivanje znacˇilnic po Ferrariju in sod., kjer smo upora-
bili prosto dostopno implementacijo. Nasˇa implementacija detekcijskega modula
in metod za pridobivanje znacˇilnic v vecˇji meri sledi postopkom, objavljenim v
izvornih cˇlankih, ponekod pa smo udejanjili lastne tehnicˇne zamisli.
Sistem smo skoraj v celoti implementirali v okolju Matlab R©. Za dosego cˇim
vecˇje cˇasovne ucˇinkovitost smo se posluzˇevali vektorizacijskih prijemov povsod,
kjer je bilo to smiselno. Nekatere kriticˇne programske odseke detekcijskega po-
stopka, ki jih ni bilo mogocˇe ucˇinkovito vektorizirati, smo realizirali v jeziku C++
in jih preko Matlabove tehnologije MEX integrirali v Matlabove funkcije. Cˇasovna
ucˇinkovitost detekcijskega postopka je med drugim kljucˇni dejavnik pri metodi na
osnovi notranje optimizacije.
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1.4 Zgradba nadaljnjega besedila
Poglavje 2 namenjamo podrobnejˇsemu opisu obeh implementiranih metod za iz-
biro znacˇilnic, filtrske in notranjeoptimizacijske. V poglavju 3 je poglobljeno opi-
san celoten detekcijski modul, ki zajema postopek za ucˇenje modela, detekcijski
postopek in modul za vrednotenje rezultatov detekcije. Poseben poudarek name-
njamo problemu detekcije objektov pri poljubni velikosti. V poglavju 4 sta pred-
stavljena oba uporabljena sestava znacˇilnic. Pri obeh sestavih opisujemo zgradbo
znacˇilnic, postopek za pridobivanje znacˇilnic in postopek za reprezentacijo slik
s pridobljenimi znacˇilnicami. Poglavje 5 je namenjeno prikazu in vrednotenju





V tem poglavju podrobneje opisujemo oba pristopa k izbiri znacˇilnic za vizualno
detekcijo, ki smo ju implementirali in preizkusili. V okviru razvijanja filtrskega
pristopa smo definirali ocenjevalno funkcijo na osnovi prevedbe problema detek-
cije v ustrezajocˇ problem klasifikacije. Ocenjevalno funkcijo smo vgradili v iz-
birno ogrodje AdaBoost. Notranjeoptimizacijski pristop obravnava problem izbire
znacˇilnic kot problem preiskovanja prostora stanj.
Oba izbirna pristopa uporabljata rezultate detekcijskega modula nad dano
ucˇno slikovno mnozˇico. Vendar pa detekcijski modul v veliki meri obravnavata kot
”
cˇrno sˇkatlo“, s katero izbirni postopek komunicira le preko natancˇno dolocˇenih
vhodov in izhodov. Zato je oba izbirna pristopa mogocˇe kombinirati z raznovr-
stnimi detekcijskimi metodami, ne zgolj z metodo, ki jo opisujemo v poglavju
3. Za zdruzˇljivost z izbirnima metodama mora detekcijski modul izpolnjevati le
pogoje glede pricˇakovanega vhoda in izhoda.
Pri opisovanju obeh izbirnih metod se bomo posluzˇevali sledecˇe notacije. Naj
Z = {Z1, . . . , ZN} oznacˇuje neko izhodiˇscˇno mnozˇico znacˇilnic. V okviru magistr-
ske naloge gre povsod za mnozˇico, ki jo postopek za pridobivanje znacˇilnic ustvari
na podlagi neke ucˇne slikovne mnozˇice za dano kategorijo. V izbirni postopek
vstopata mnozˇica Z in zˇeleno sˇtevilo izbranih znacˇilnic, ki ga bomo oznacˇevali
s T . Izbirni postopek vrne mnozˇico T izbranih znacˇilnic, ZT = {Z [1], . . . , Z [T ]}.
Mnozˇico ZT bomo imenovali tudi izbirna mnozˇica. Obe izbirni metodi izbirata
znacˇilnice v iterativni shemi, zato za vsak par (T, T ′), tako da je T < T ′, velja
ZT ⊂ ZT ′ . Izbirni postopek dejansko vrne zaporedje izbranih znacˇilnic, ki se z
vecˇanjem parametra T zgolj podaljˇsuje.
Predstavimo sˇe zgradbo pricˇujocˇega poglavja. V razdelku 2.2 navajamo pred-
postavke glede vhoda in izhoda detekcijskega modula. Predlagano filtrsko metodo
za izbiro znacˇilnic opisujemo v razdelku 2.3, metodo na osnovi notranje optimiza-
cije pa v razdelku 2.4.
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2.2 Pricˇakovani vhod in izhod detekcijskega modula
Oba izbirna pristopa predpostavljata, da detekcijski modul na vhodu sprejme
naslednje podatke:
• Poljubno mnozˇico znacˇilnic Z ′ ⊆ Z.
• Mnozˇico slik. Izbira znacˇilnic se izvaja v ucˇni fazi, zato detekcijski mo-
dul tekom izbirnega postopka obdeluje posebej pripravljeno ucˇno slikovno
mnozˇico, ki je na sliki 1.2 oznacˇena kot
”
Ucˇne slike II“ in ki jo bomo po-
drobneje opisali v odseku 2.3.1.1.
Pri iskanju detekcijskih hipotez se detekcijski modul sme posluzˇevati le znacˇilnic
iz Z ′ in manifestacij teh znacˇilnic v podanih ucˇnih slikah.
Detekcijski postopek po predpostavki zgradi seznam hipotez o polozˇajih in ve-
likostih objektov dane kategorije v ucˇnih slikah. Vsaka hipoteza izrazˇa domnevo
o nastopanju nekega objekta na dolocˇeni sliki. Filtrska izbirna metoda predpo-
stavlja, da detekcijski modul za vsako detekcijsko hipotezo H priskrbi naslednje
podatke:
• Nenegativno realno sˇtevilo s(H), imenovano podpora ali mocˇ hipoteze, ki
podaja detektorjevo stopnjo zaupanja v pravilnost hipoteze H. Visoka vre-
dnost s(H) nakazuje, da detekcijski postopek mocˇno
”
verjame“, da je hi-
poteza pravilna, in obratno. Seveda pa vrednost s(H) ne pove nicˇesar o
dejanski pravilnosti hipoteze.
• Odlocˇitev o tem, ali je hipoteza H dejansko pravilna.
V nadaljnjem besedilu bo izraz
”
najmocˇnejˇsa hipoteza“ oznacˇeval detekcijsko hi-
potezo z najvecˇjo vrednostjo s(H).
Metoda za notranjeoptimizacijsko izbiro znacˇilnic podatkov o posameznih hi-
potezah ne potrebuje. Potrebuje le podatek o detekcijski tocˇnosti, ki jo detekcijski
postopek dosezˇe na celotni ucˇni mnozˇici z uporabo podane mnozˇice znacˇilnic.
Racˇunanje tocˇnosti (razdelek 3.5) seveda temelji na preverjanju pravilnosti hipo-
tez in na vrednostih s(H), ki jih proizvede detekcijski postopek, vendar se izbirni
metodi po nacˇelu
”
cˇrne sˇkatle“ z vrednotenjem detekcijske tocˇnosti ni treba ukvar-
jati. Za vse potrebno poskrbi detekcijski modul.
2.3 Filtrska metoda za izbiro znacˇilnic
Predstavitev filtrske izbirne metode pricˇenjamo z opisom prevedbe problema de-
tekcije v problem klasifikacije (podrazdelek 2.3.1). Podrazdelek 2.3.2 je posvecˇen
postopni izpeljavi ocenjevalne funkcije, ki temelji na omenjeni prevedbi. V po-
drazdelku 2.3.3 predstavljamo vkljucˇitev ocenjevalne funkcije v izbirno ogrodje
AdaBoost.
Celoten postopek izbire ilustrira slika 2.1.
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Slika 2.1: Shematski prikaz predlagane metode za izbiro znacˇilnic po filtrskem
pristopu. Izbirni postopek AdaBoost v vsaki iteraciji izbere po eno znacˇilnico ter
posodobi vektor slikovnih utezˇi w. Pri izbiranju se vsaka kandidatna znacˇilnica
ovrednoti z ocenjevalno funkcijo, ki poleg znacˇilnice prejme tudi vektor w. Vredno-
sti S(Z, I) so odvisne od rezultatov detekcijskega algoritma na ucˇnih slikah. Ker
pa so neodvisne od vektorja w, se lahko izracˇunajo vnaprej. (Navedeni koncepti
so obrazlozˇeni v nadaljnjem besedilu.)
2.3.1 Prevedba problema detekcije v problem klasifikacije
2.3.1.1 Klasifikacijska razreda in klasifikacijski primeri
Definicija ustreznega problema klasifikacije se pricˇne z opredelitvijo obeh klasi-
fikacijskih razredov in njihovih primerov. Oba razreda, pozitivni in negativni,
vsebujeta ucˇne slike. Vsaka ucˇna slika tako predstavlja primer iz enega od obeh
razredov. Slike iz pozitivnega razreda bomo imenovali kar
”
pozitivne slike“, slike
iz negativnega razreda pa
”
negativne slike“.
Za slike v pozitivnem razredu, ki ga bomo oznacˇevali z I+, morajo veljati
sledecˇe lastnosti:
• Vsaka slika v I+ prikazuje natanko en objekt dane vizualne kategorije.
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• Vsaki sliki je pridruzˇena informacija o omejevalnem okvirju vsebovanega
objekta. V celotnem izbirnem postopku se uporabljajo zgolj deli slik znotraj
omejevalnih okvirjev.
Ker klasifikacija ucˇnih slik vkljucˇuje uporabo detekcijskega postopka nad slikami,
so dobrodosˇle, cˇetudi ne obvezne, lastnosti, ki detekcijskemu postopku olajˇsajo
delo. Koristno je, na primer, cˇe so objekti prikazani na enotnem (npr. belem)
ozadju ali pa so kako drugacˇe locˇeni od ozadja.
Slike v negativnem razredu, I−, smejo prikazovati karkoli razen objektov dane
kategorije. Sicer za I− ne velja nobena druga omejitev. V primeru, ko nas zanima
le ena kategorija (in je vse ostalo
”
ozadje“), je koristno, cˇe negativni razred vsebuje
cˇimbolj raznovrstne slike. V primeru, ko zˇelimo izbiro znacˇilnic eksplicitno usme-
riti proti neki alternativni kategoriji (npr. kategorija avtomobilov proti kategoriji
tovornjakov), pa je smiselno, cˇe negativni razred vsebuje slike te alternativne ka-
tegorije. V konkretnem primeru bi pozitivni razred vseboval podobe avtomobilov,
negativni pa (med drugim) podobe tovornjakov.
Izbirni algoritem na svojem vhodu pricˇakuje oznacˇene slike iz razredov I+
in I−, ki zadosˇcˇajo navedenim pogojem. Predpostavljali bomo nepraznost obeh
razredov. Celotno ucˇno mnozˇico bomo oznacˇevali z I. Velja I = I+ ∪ I−.
2.3.1.2 Klasifikacijski problem
Klasifikacijski problem je definiran kot uvrsˇcˇanje slik iz I v pozitivni ali negativni
razred na podlagi klasifikatorja, ki ga bomo definirali v nadaljevanju. Klasifikator
posredno uporablja rezultate detekcijskega postopka nad slikami iz I, vendar bomo
ta vidik izpostavili sˇele v naslednjem odseku, kjer bo definirana tudi funkcija za
ocenjevanje znacˇilnic.
Naj Z oznacˇuje neko znacˇilnico iz Z. Definirajmo preprost pragovni klasifika-
tor, ki uvrsˇcˇa ucˇne slike v razrede po sledecˇem pravilu:
dZ,θ(I) =
{
1, cˇe S(Z, I) ≥ θ;
0, cˇe S(Z, I) < θ.
(2.1)
Funkcija S : Z × I → R uporablja rezultate detekcijskega algoritma in bo defini-
rana v naslednjem odseku. Zaenkrat ji ne bomo pripisovali nobenega dolocˇnega
pomena.
Klasifikator (2.1) uvrsti ucˇno sliko I v pozitivni razred (dZ,θ(I) = 1), cˇe vre-
dnost funkcije S za znacˇilnico Z in sliko I dosezˇe ali presezˇe prag θ. V nasprotnem
primeru klasifikator oznacˇi sliko kot pripadnico negativnega razreda. Klasifikator
dZ,θ je definiran po vzoru sˇibkega klasifikatorja v metodi Viola in Jones (2004).
Klasifikator razvrsˇcˇa slike na podlagi funkcije S in praga θ, dejanske razredne
pripadnosti pa seveda ne pozna. Naj yI oznacˇuje dejanski razred slike I:
yI =
{
1, cˇe I ∈ I+;
0, cˇe I ∈ I−.
(2.2)
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wI |dZ,θ(I)− yI |, (2.3)
kjer je w = (wI)I∈I vektor utezˇi in
wI =
{
1/(2|I+|), cˇe I ∈ I+;
1/(2|I−|), cˇe I ∈ I−.
(2.4)
predstavlja utezˇi posameznih slik. Utezˇi so dolocˇene tako, da je skupna tezˇa
pozitivnih slik enaka skupni tezˇi negativnih slik, in sicer 1/2. Taksˇna definicija
omogocˇa enostavno vkljucˇitev funkcije za ocenjevanje znacˇilnic v postopek Ada-
Boost. Od podrazdelka 2.3.3 naprej bomo vektor utezˇi, definiran z (2.4), raje
oznacˇevali kot w[1], saj bo oznaka w nastopala kot spremenljivka in ne kot na
vrednost w[1] postavljena konstanta. Do takrat pa bo poenostavitev w ≡ w[1]
prirocˇna in upravicˇena.
Izraz |dZ,θ(I)−yI | v (2.3) znasˇa 0 za pravilno klasificirane slike in 1 za napacˇno
klasificirane slike. Stopnja klasifikacijske napake je tako omejena na interval [0, 1].
Uvedimo sˇe pojem klasifikacijske tocˇnosti in ga definirajmo kot (1− ǫ(Z, θ;w)).
Pri podani znacˇilnici Z je stopnja napake klasifikatorja dZ,θ mocˇno odvisna od
praga θ. Optimalni prag za znacˇilnico Z je definiran kot prag, pri katerem stopnja
napake dosezˇe najnizˇjo mozˇno vrednost:
θ∗(Z;w) = arg min
θ
ǫ(Z, θ;w). (2.5)
Optimalni klasifikator za znacˇilnico Z je definiran kot klasifikator za Z, ki upo-
rablja optimalni prag: d∗Z ≡ dZ,θ∗(Z;w). Ta klasifikator dosezˇe med vsemi kla-
sifikatorji za Z najnizˇjo stopnjo napake. Njegova stopnja napake je odvisna od
porazdelitve vrednosti funkcije S(Z, I) preko celotne mnozˇice I, ta pa je odvisna
od znacˇilnice Z. Ne oziraje se na porazdelitev (S(Z, I))I∈I pa velja, da je stopnja
napake optimalnega klasifikatorja vselej manjˇsa ali enaka 0,5. Po formuli (2.3) bi
namrecˇ toliksˇno stopnjo napake ne glede na porazdelitev vrednosti S(Z, I) dose-
gel klasifikator dZ,−∞, ki vsako sliko uvrsti v pozitivni razred. Stopnja napake
optimalnega klasifikatorja je po definiciji kvecˇjemu manjˇsa.
Za dolocˇitev optimalnega praga za dano znacˇilnico Z zadosˇcˇa pregled najvecˇ
|I| + 1 kandidatov. To trditev bomo na kratko utemeljili. Naj 〈S1, . . . , S|I|〉
predstavlja narasˇcˇajocˇe urejeno zaporedje vrednosti {S(Z, I)}I∈I . Klasifikator
(2.1) pri poljubnem pragu θ ∈ (−∞, S1] uvrsti vse slike v pozitivni razred. Pri
kateremkoli θ ∈ (Si, Si+1] (za i = 1, . . . , |I| − 1) so slike I z lastnostjo S(Z, I) <=
Si uvrsˇcˇene v negativni, vse ostale slike pa v pozitivni razred. Pri poljubnem
θ ∈ (S|I|,∞) klasifikator oznacˇi vse slike kot negativne. Sˇtevilo razlicˇnih mozˇnih
uvrstitev in s tem sˇtevilo razlicˇnih vrednosti (2.3) znasˇa kvecˇjemu |I| + 1, kot




Zakljucˇimo razdelek s pregledom elementov, ki dolocˇajo prevedbo problema de-
tekcije v problem dvojiˇske klasifikacije:
Definicija razredov in primerkov razredov: Primerki obeh razredov, pozi-
tivnega in negativnega, so posamezne ucˇne slike. Pozitivne slike vsebujejo
podobe objektov in so oznacˇene z omejevalnimi okvirji podob. Negativne
slike takih podob ne smejo vsebovati.
Klasifikator: Klasifikator dZ,θ razvrsˇcˇa ucˇne slike na osnovi primerjanja vredno-
sti sˇe ne definirane funkcije S : Z × I → R s pragom θ.
Ocenjevanje klasifikatorja: Mera za kakovost klasifikatorja je njegova tocˇnost
(= 1− stopnja napake), ki temelji na primerjanju klasifikatorjevih napovedi
in dejanskih razredov za posamezne ucˇne slike. Optimalni klasifikator dosezˇe
izmed vseh klasifikatorjev dZ,θ pri fiksnem Z ∈ Z in prostem θ ∈ R najviˇsjo
tocˇnost.
Povezava z izbiro znacˇilnic: Vez med klasifikacijskim problemom in izbiro zna-
cˇilnic predstavlja funkcija S, ki je odvisna od podane znacˇilnice in ki sluzˇi
kot osnova za klasifikacijo.
Povezava z detekcijo: Navezava na detekcijski algoritem je prav tako domena
funkcije S.
V naslednjem podrazdelku bomo definirali funkcijo za ocenjevanje znacˇilnic in
funkcijo S ter tako podrobneje razdelali zadnji dve postavki.
2.3.2 Funkcija za ocenjevanje znacˇilnic
Ocenjevalna funkcija vrednoti potencialno koristnost posameznih znacˇilnic za de-
tekcijo. Definirana je kot klasifikacijska tocˇnost optimalnega klasifikatorja za
znacˇilnico Z:
u(Z;w) = 1− ǫ(Z, θ∗(Z;w);w). (2.6)
Ocenjevalna funkcija je seveda odvisna od sˇe ne opredeljene funkcije S : Z ×
I → R. Funkcija S mora biti definirana tako, da bo osmislila ocenjevalno funk-
cijo; kot smo navedli ob koncu prejˇsnjega razdelka, funkcija S predstavlja vez
med klasifikacijskim problemom, izbiro znacˇilnic in detekcijo. Pred opredelitvijo
funkcije S pa bomo opisali obnasˇanje ocenjevalne funkcije glede na porazdelitev
(S(Z, I))I∈I pri fiksni znacˇilnici Z.
Denimo, da funkcija S(Z, I) pri dani znacˇilnici konsistentno zavzema relativno
visoke vrednosti pri pozitivnih slikah in relativno nizke vrednosti pri negativnih
slikah. V tem primeru bo optimalni prag lezˇal nekje na sredini med visokimi
in nizkimi vrednostmi, optimalni klasifikator pa bo pravilno napovedal razredno
pripadnost za vecˇino ucˇnih slik. Zaradi nizke stopnje napake bo znacˇilnica Z v
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skladu z definicijo (2.6) prejela visoko oceno. Porazdelitev (S(Z, I))I∈I za razme-
roma visoko ocenjeno znacˇilnico je prikazana na sliki 2.2.













Slika 2.2: Porazdelitev (S(Z, I))I∈I za najbolje ocenjeno znacˇilnico za kategorijo
skodelic pri uporabi znacˇilnic Fidler in sod. (razdelek 4.2). Vodoravna cˇrtkana
cˇrta prikazuje optimalni prag. Navpicˇna cˇrtkana cˇrta je locˇilo med pozitivnimi in
negativnimi slikami. Optimalni klasifikator napacˇno uvrsti 26 od 184 pozitivnih
slik in 16 od 224 negativnih slik. Stopnja klasifikacijske napake tako znasˇa 16/(2×
224) + 26/(2× 184) = 0,106, ocena znacˇilnice pa je enaka 1− 0,106 = 0,894.
Cˇe pa bi vrednosti S(Z, I) bile porazdeljene enakomerno ali nakljucˇno po sli-
kovni mnozˇici ali cˇe bi funkcija S zavzemala relativno visoke vrednosti za nega-
tivne in relativno nizke vrednosti za pozitivne slike, potem niti optimalni klasifi-
kator ne bi bil zmozˇen dosecˇi nizke stopnje napake. Zaradi neugodne porazdelitve
(S(Z, I))I∈I bi katerakoli vrednost praga θ vodila do velikega sˇtevila napacˇnih
klasifikacij. Posledicˇno bi ocenjevalna funkcija dodelila znacˇilnici Z nizko oceno.
Funkcijo S je najbolje definirati tako, da bo formalna definicija ocenjevalne
funkcije ustrezala nasˇi intuitivni predstavi o potencialni koristnosti dane znacˇilnice
za detekcijo. Po intuitivni definiciji je znacˇilnica Z potencialno koristna, cˇe velja
sledecˇe:
• Znacˇilnica Z se pogosto pojavlja v pozitivnih in redko v negativnih ucˇnih
slikah. Gre za lastnost distinktivnosti.
• Cˇe je detekcijski postopek omejen le na uporabo znacˇilnice Z (kar pomeni, da
mora tvoriti detekcijske hipoteze zgolj na podlagi manifestacij znacˇilnice Z
v ucˇnih slikah), potem bo pri vecˇini pozitivnih slik tvoril pravilne detekcijske
hipoteze. Znacˇilnica s taksˇno lastnostjo je prediktivna.
Naj omenimo, da distinktivnost in prediktivnost nista nujno povezani lastnosti.
Znacˇilnica je lahko distinktivna, a neprediktivna (v pozitivnih slikah se sicer poja-
vlja bistveno pogosteje kot v negativnih, vendar njene pojavitve ne nudijo dovolj
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informacije za tvorbo tocˇnih hipotez), lahko pa je tudi prediktivna, a nedistink-
tivna (omogocˇa tvorbo dobrih hipotez v pozitivnih slikah, vendar pogosto na-
stopa tudi v negativnih slikah). Visoko oceno potencialne koristnosti si zasluzˇi le
znacˇilnica, ki je distinktivna in hkrati prediktivna.
Kot bomo pokazali, sledecˇa definicija funkcije S omogocˇa, da ocenjevalna funk-
cija u vrednoti potencialno detekcijsko koristnost dane znacˇilnice v skladu z nasˇo
intuitivno predstavo:
• Za poljubno pozitivno sliko I+:
S(Z, I+) =
{
s(Hmax(I+) |Z), cˇe je Hmax(I+) pravilna;
0 v nasprotnem primeru.
(2.7)
• Za poljubno negativno sliko I−:
S(Z, I−) = s(Hmax(I−) |Z). (2.8)
s(Hmax(I) |Z) oznacˇuje mocˇ najmocˇnejˇse detekcijske hipoteze za sliko I pri po-
goju, da detekcijski algoritem pri gradnji detekcijskih hipotez uporablja zgolj ma-
nifestacije znacˇilnice Z. Pravilnost hipoteze se dolocˇi s posebnim postopkom v
okviru detekcijskega modula (razdelek 3.5).
Cˇe je dana znacˇilnica Z potencialno koristna v intuitivnem smislu, pogosto
nastopa v pozitivnih in redko v negativnih slikah ter omogocˇa detekcijskemu al-
goritmu, da postavi mnogo pravilnih hipotez. Cˇe predpostavimo, da hipoteze
cˇrpajo svojo mocˇ iz pojavitev znacˇilnic v sliki, potem bo taksˇna znacˇilnica naj-
verjetneje povzrocˇila, da bodo vrednosti S(Z, I) razmeroma visoke za pozitivne
in razmeroma nizke za negativne slike. Posledica tega bo nizka stopnja napake
optimalnega klasifikatorja in visoka ocena znacˇilnice.
Cˇe znacˇilnica Z ni potencialno koristna v intuitivnem pomenu, je nedistink-
tivna, neprediktivna ali pa oboje. Cˇe je nedistinktivna, je porazdelitev vrednosti
S(Z, I) preko slikovne mnozˇice bolj ali manj nakljucˇna, zato bo celo optimalni
klasifikacijski prag vodil do visoke stopnje napake. Ocenjevalna funkcija u bo
znacˇilnici Z dodelila nizko oceno. Cˇe je znacˇilnica neprediktivna, bo v skladu z
(2.7) vrednost S(Z, I) enaka nicˇ za veliko pozitivnih slik. V tem primeru bodo
nicˇelne vrednosti preprecˇile, da bi optimalni klasifikator dosegel nizko stopnjo na-
pake, zato bo ocena neprediktivne znacˇilnice Z nizka. Znacˇilnica, ki ni potencialno
koristna v intuitivnem smislu, torej ne more dosecˇi visoke ocene.
Po zaslugi ustrezne definicije funkcije S je ocenjevalna funkcija u konsistenten
model intuitivne definicije znacˇilnicˇine potencialne koristnosti za resˇevanje dane
detekcijske naloge.
2.3.3 Vgradnja ocenjevalne funkcije v izbirni postopek AdaBoost
Najenostavnejˇsi izbirni postopek izbira znacˇilnice kar po padajocˇih vrednostih
ocenjevalne funkcije. Pri podanem ciljnem sˇtevilu znacˇilnic T bi tak postopek
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torej vrnil mnozˇico T najbolje ocenjenih znacˇilnic. Vendar pa, kot smo razlozˇili
zˇe v uvodnem poglavju, ta pristop ni najboljˇsi, saj zanemarja medsebojno odvi-
snost med znacˇilnicami. Pogosto se namrecˇ zgodi, da se med najbolje ocenjenimi
znacˇilnicami znajde precej taksˇnih znacˇilnic, ki so si vizualno podobne in se tudi
v slikah pojavljajo na podobnih mestih. Izbirne mnozˇice, pridobljene na osnovi
padajocˇih ocen, zato pogosto vsebujejo precej redundance.
O postopku AdaBoost, ki medsebojno odvisnost znacˇilnic uposˇteva na impli-
citen nacˇin, smo marsikaj povedali zˇe v uvodnem poglavju. Na tem mestu se
osredotocˇamo na tehnicˇno izvedbo prilagoditve tega postopka za domeno izbire
znacˇilnic.
Ocenjevalna funkcija (2.6) je bila zasnovana tako, da omogocˇa elegantno vklju-
cˇitev v ogrodje AdaBoost. Pri definiciji ocenjevalne funkcije nastopajo utezˇi wI ,
ki podajajo prispevek posameznih slik k stopnji napake optimalnega klasifikatorja.
Postopek AdaBoost, ki je prikazan kot algoritem 2.1, uporablja in iterativno spre-
minja te utezˇi. V vsaki iteraciji postopek brez vracˇanja izbere eno znacˇilnico iz
mnozˇice Z.
Na zacˇetku postopka AdaBoost se utezˇi ucˇnih slik nastavijo tako, kot narekuje
zapis (2.4). AdaBoost nato v vsaki iteraciji dolocˇi optimalni klasifikator za vsako
sˇe ne izbrano znacˇilnico. Postopek izbere tisto znacˇilnico, pri kateri optimalni kla-
sifikator dosezˇe najnizˇjo stopnjo napake. Ob koncu vsake iteracije se zmanjˇsajo
utezˇi tistim slikam, ki jih je optimalni klasifikator za izbrano znacˇilnico pravilno
klasificiral (vrstica 7 v algoritmu 2.1, primer d[t](I) = yI). Slike, pri katerih je
klasifikator pogresˇil, bodo tako v naslednji iteraciji nastopale z vecˇjo tezˇo. Spre-
memba utezˇi bo vplivala na izracˇun stopnje napake in s tem tudi na dolocˇitev
optimalnih klasifikatorjev ter izbiro znacˇilnice. Tocˇnost, ki jo kandidatni klasifi-
katorji dosezˇejo na mocˇneje utezˇenih slikah, je namrecˇ pomembnejˇsa od tocˇnosti,
dosezˇene na sˇibkeje utezˇenih slikah. Postopek AdaBoost zato vzpodbuja popravo
napak predhodno izbranih klasifikatorjev. Posledicˇno se zaporedne izbire klasi-
fikatorjev medsebojno dopolnjujejo. Ker med klasifikatorji in znacˇilnicami velja
bijektivna preslikava, se medsebojno dopolnjujejo tudi zaporedne izbire znacˇilnic.
Posledica takega mehanizma je nizˇja stopnja redundance v nastali izbirni mnozˇici.
V poglavju 5 bomo med drugim primerjali detekcijsko sposobnost mnozˇic
znacˇilnic, izbranih s postopkom AdaBoost, in mnozˇic, izbranih po padajocˇih oce-
nah. V kontekstu izbire po padajocˇih ocenah je ocena znacˇilnice definirana kot
u(Z;w[1]), kjer w[1] podaja izhodiˇscˇne vrednosti utezˇi — te so dolocˇene z (2.4).
Vendar ocenjevalna funkcija nastopa tudi v postopku AdaBoost. V tem primeru
se njena vrednost izracˇuna kot u(Z;w[t]), kjer w[t] podaja vektor utezˇi v iteraciji
t. Cˇe se postopek AdaBoost ne uporabi, se ocena dane znacˇilnice torej ovrednoti
glede na utezˇi w[1], sicer pa je ocena odvisna od AdaBoostove iteracije in se ovre-
dnoti glede na utezˇi w[t]. Vrednost u(Z;w[1]) bomo imenovali staticˇna ocena,





dinamicˇno“ bomo zaradi enostavnejˇsega izrazˇanja
razsˇirili tudi na druge predstavljene koncepte.
”
Staticˇno“ se bo vselej nanasˇalo
na utezˇi w[1],
”
dinamicˇno“ pa na utezˇi w[t]. Staticˇni optimalni klasifikator za
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Algoritem 2.1 Izbirni postopek AdaBoost.
Vhod:
(a) Mnozˇica ucˇnih slik I z oznakami razredne pripadnosti yI , definiranimi s
predpisom (2.2).
(b) Mnozˇica znacˇilnic Z.
(c) Zˇeleno sˇtevilo iteracij, T .
Izhod: Zaporedje izbranih znacˇilnic 〈Z [1], . . . , Z [T ]〉.
Postopek:
1: Z ′ := Z; // Z ′: mnozˇica sˇe ne izbranih znacˇilnic
2: Izracˇunaj izhodiˇscˇne vrednosti utezˇi wI po formuli (2.4). Naj bo w
[1]
I := wI
za vsak I ∈ I.
3: za t = 1 do T ponavljaj










za vse I ∈ I. (2.9)
5: Izberi znacˇilnico z najviˇsjo oceno glede na trenutne vrednosti utezˇi:
Z [t] = arg max
Z∈Z′
u(Z;w[t]). (2.10)
Naj d[t] oznacˇuje optimalni klasifikator za izbrano znacˇilnico Z [t], θ[t] prag
tega klasifikatorja, ǫ[t] pa njegovo napako:
θ[t] = θ∗(Z [t];w[t]), (2.11)
d[t] = dZ[t],θ[t] ,
ǫ[t] = ǫ(Z [t], θ[t];w[t]) = 1− u(Z [t];w[t]).










I , cˇe d
[t](I) = yI ;
w
[t]
I v nasprotnem primeru.
(2.12)
8: konec {za}
znacˇilnico Z dosezˇe najnizˇjo stopnjo napake glede na utezˇi w[1], dinamicˇni pa
glede na utezˇi w[t]. Pri fiksnem naboru ucˇnih slik je stopnja napake staticˇnega
optimalnega klasifikatorja odvisna le od podane znacˇilnice, stopnja napake di-
namicˇnega optimalnega klasifikatorja pa je odvisna tudi od obravnavane iteracije
postopka AdaBoost.
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2.4 Notranjeoptimizacijska metoda za izbiro znacˇilnic
2.4.1 Uvod
Notranjeoptimizacijski izbirni postopek sistematicˇno poganja detekcijski algoritem
na fiksni mnozˇici ucˇnih slik (I) z uporabo razlicˇnih kandidatnih mnozˇic znacˇilnic.
Za vsako izvedbo detekcijskega poskusa se zabelezˇi dobljena detekcijska tocˇnost.
Izbirni postopek skusˇa poiskati taksˇno kandidatno mnozˇico, ki pri danem ciljnem
sˇtevilu znacˇilnic T omogocˇa dosego najviˇsje detekcijske tocˇnosti na slikovni mnozˇici
I. Mnozˇica I, za katero ne veljajo nikakrsˇne formalne omejitve, se v primeru
notranjeoptimizacijske izbire obravnava kot nedeljiva celota in ne kot unija tujih
si mnozˇic I+ in I−.
Problem iskanja optimalne kandidatne mnozˇice znacˇilnic je mozˇno naravno
formulirati v domeni preiskovanja prostora stanj. V podrazdelku 2.4.2 predsta-
vljamo prostor stanj, mero za ocenjevanje posameznih stanj in usmerjen graf, ki
modelira prostor stanj. Podrazdelek 2.4.3 opiˇse dva uporabna algoritma za iska-
nje (sub)optimalnega stanja glede na ocenjevalno mero. Graf prostora stanj je
ne glede na uporabljen algoritem mozˇno preiskovati v dveh diametralno naspro-
tnih smereh. To je tema podrazdelka 2.4.4. S podrazdelkom 2.4.5 zakljucˇimo
obravnavo notranjeoptimizacijske izbire.
Izbiro znacˇilnic na osnovi notranje optimizacije ilustrira slika 2.3.
2.4.2 Prostor stanj
Vsako stanje ustreza neki podmnozˇici izhodiˇscˇne mnozˇice znacˇilnic Z. Stanja
bomo oznacˇevali kar z mnozˇicami indeksov pripadajocˇih znacˇilnic. Stanje {J(1),
. . . , J(k)} tako ustreza mnozˇici {ZJ(1), . . . , ZJ(k)} ⊆ Z, pri cˇemer J : N → N
oznacˇuje indeksno funkcijo.
Ocena stanja je detekcijska tocˇnost, ki jo detekcijski algoritem dosezˇe na
mnozˇici ucˇnih slik, pri cˇemer sme za tvorbo hipotez uporabljati zgolj manifesta-
cije znacˇilnic iz mnozˇice, ki jo zajema stanje. Smiselno je, da je merilo za izracˇun
detekcijske tocˇnosti podobno tistemu, ki se bo uporabljalo v testni fazi.
Prostor stanj je mogocˇe obravnavati kot usmerjen graf, v katerem stanja na-
stopajo kot vozliˇscˇa, mnozˇica naslednikov vozliˇscˇa (stanja) V = {J(1), . . . , J(k)}
pa je definirana na sledecˇ nacˇin:
N (V ) = {{J(1), . . . , J(k), r} | (Zr ∈ Z) ∧ (r /∈ V )} (2.13)
Naslednik danega stanja V s k znacˇilnicami je torej vsako stanje s k + 1 zna-
cˇilnicami, ki poleg vseh znacˇilnic stanja V vsebuje sˇe natanko eno znacˇilnico, ki
sˇe ni vkljucˇena v V . Ker je graf mozˇno na zelo naraven nacˇin razviti v enako-







da le-ti pomensko ustrezajo pojmom v enakovrednem drevesu. V korenu grafa
nastopa stanje brez znacˇilnic, oznacˇeno z ∅. V edinem listu grafa nastopa sta-
nje {1, . . . , |Z|}. (Enakovredno drevo bi na ravni listov vsebovalo |Z|! kopij tega
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Slika 2.3: Izbira znacˇilnic na osnovi notranje optimizacije. Modul za izbiro
znacˇilnic si je mozˇno predstavljati kot skupek dveh med seboj prepletenih modu-
lov. Modul za navigacijo po prostoru stanj preiskuje prostor stanj in kot rezultat
vrne (sub)optimalno stanje. Preiskovanje prostora je krmiljeno z ocenami obi-
skanih stanj. Modul za ocenjevanje stanj za svoje delovanje potrebuje detekcijski
modul.




stanj z d znacˇilnicami. Slika 2.4
predstavlja celoten graf za |Z| = 4.
2.4.3 Iskalne strategije
Naj T podaja (najvecˇje) zˇeleno sˇtevilo izbranih znacˇilnic. Cilj izbirnega postopka
je poiskati najviˇse ocenjeno stanje v prostoru, ki vsebuje stanja za vse podmnozˇice
Z z najvecˇ T znacˇilnicami. Sˇtevilo kandidatnih stanj znasˇa ∑Ti=1 (|Z|i ) in naglo
narasˇcˇa s povecˇevanjem mnozˇice Z in vrednosti T : pri |Z| = 100 in T = 10 je
sˇtevilo stanj enako zˇe 1,9×1013. Zaradi tega izcˇrpno preiskovanje prostora stanj za
mnozˇice realnih velikosti ni izvedljivo. Kot edina mozˇnost se zato ponuja uporaba
priblizˇnih, suboptimalnih preiskovalnih postopkov. Predstavili bomo pozˇresˇni in
snopovni preiskovalni postopek.
2.4 Notranjeoptimizacijska metoda za izbiro znacˇilnic 35
Slika 2.4: Celoten graf prostora stanj za primer |Z| = 4.
2.4.3.1 Pozˇresˇno iskanje
Pozˇresˇni postopek preiskovanja prostora stanj (angl. greedy search) je prikazan
kot algoritem 2.2. Postopek pricˇne z iskanjem v korenu grafa stanj. V vsaki ite-
raciji oceni vse naslednike trenutnega vozliˇscˇa in se preprosto pomakne v najbolje
ocenjenega naslednika. Postopek se ustavi na globini T oziroma tedaj, ko so vsi
nasledniki kvecˇjemu slabsˇi od trenutno obravnavanega vozliˇscˇa. Kot smo navedli,
izracˇun ocene vozliˇscˇa zahteva izvedbo detekcijskega poskusa na slikovni mnozˇici
I.
2.4.3.2 Snopovno iskanje
Nekoliko robustnejˇsa posplosˇitev pozˇresˇnega iskanja je t.i. snopovno iskanje (angl.
beam search), ki je prikazano kot algoritem 2.3. Postopek v vsaki iteraciji ohrani
M do sedaj najbolje ocenjenih vozliˇscˇ, ne zgolj eno samo. Trenutna mnozˇica
najbolje ocenjenih vozliˇscˇ sestavlja snop, sˇtevilo M pa podaja njegovo sˇirino.
Snop v naslednji iteraciji sestavlja M najboljˇsih vozliˇscˇ iz unije trenutnega snopa
in mnozˇice vseh naslednikov vozliˇscˇ iz trenutnega snopa. Postopek se ustavi, ko je
sˇtevilo znacˇilnic v najbolje ocenjenem vozliˇscˇu enako T ali pa ko trenutnega snopa
ni vecˇ mogocˇe izboljˇsati.
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Algoritem 2.2 Izbira znacˇilnic s pozˇresˇnim preiskovanjem prostora stanj.
Vhod:
(a) Mnozˇica znacˇilnic Z.
(b) Mnozˇica ucˇnih slik I.
(c) Maksimalno ciljno sˇtevilo izbranih znacˇilnic, T .
Izhod: Mnozˇica izbranih znacˇilnic.
Postopek:
1: V := ∅; // trenutno vozliˇscˇe
2: d := 0;
3: V ′ := arg maxW∈N (V ) ocena(W ); // najboljˇsi naslednik
4: dokler (d < T ) ∧ (ocena(V ) < ocena(V ′)) ponavljaj
5: V := V ′;
6: V ′ := arg maxW∈N (V ) ocena(W );
7: d := d+ 1
8: konec {dokler};
9: vrni mnozˇico znacˇilnic vozliˇscˇa V
Algoritem 2.3 Izbira znacˇilnic s snopovnim preiskovanjem prostora stanj.
Vhod:
(a) Mnozˇica znacˇilnic Z.
(b) Mnozˇica ucˇnih slik I.
(c) Maksimalno ciljno sˇtevilo izbranih znacˇilnic, T .
(d) Sˇirina snopa, M .
Izhod: Mnozˇica izbranih znacˇilnic.
Postopek:
1: S := {∅}; // trenutni snop
2: S ′ := mnozˇica M najbolje ocenjenih vozliˇscˇ iz N (∅); // naslednji snop
3: V := arg maxW∈S′ ocena(W );
4: dokler (|V | < T ) ∧ (S ′ 6= S) ponavljaj
5: S := S ′;
6: A := ∅;
7: za i := 1 do M ponavljaj
8: A := A ∪N (S[i]) // S[i] je i-ti element (vozliˇscˇe) mnozˇice S
9: konec {za};
10: S ′ := mnozˇica M najbolje ocenjenih vozliˇscˇ iz A;
11: V := arg maxW∈S′ ocena(W )
12: konec {dokler};
13: vrni mnozˇico znacˇilnic vozliˇscˇa V
2.4.3.3 Druge mozˇnosti
Za iskanje optimalnega stanja bi nacˇeloma mogli uporabiti poljuben iskalni algo-
ritem. Kot smo zˇe omenili, izcˇrpne preiskovalne metode, kot so iskanje v globino,
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iskanje v sˇirino in iterativno poglabljanje, zaradi obsezˇnosti prostora stanj v praksi
niso izvedljive. V posˇtev pa pridejo pristopi na osnovi simuliranega ohlajanja (Kir-
kpatrick in sod., 1983) in genetskih algoritmov (Goldberg, 1989), pa tudi nekatere
druge metode.
2.4.4 Smer preiskovanja grafa stanj
Graf prostora stanj je mozˇno preiskovati v dveh smereh: od korena proti listu
ali od lista proti korenu. Prva mozˇnost se imenuje inkrementalno izbiranje (angl.
forward selection), druga pa vzvratna eliminacija (angl. backward elimination)
(Kohavi in John, 1997). Predstavljena iskalna postopka obiskujeta vozliˇscˇa grafa
stanj v smeri inkrementalnega izbiranja, saj pricˇneta v stanju ∅ in napredujeta
v smeri proti koncˇnemu stanju {1, . . . , |Z|}. Z zamenjavo zacˇetnega in koncˇnega
stanja in z obratom funkcije naslednika pa bi predstavljena postopka preiskovala
graf stanj v smeri vzvratne eliminacije.
Kot argumentirata Kohavi in John, je vzvratna eliminacija tipicˇno sposobna
odkriti manj redundantno mnozˇico znacˇilnic kot inkrementalno izbiranje. Pogla-
vitni problem te strategije pa je velika poraba virov, saj sta cˇasovna in prostor-
ska zahtevnost detekcijskega postopka obicˇajno vsaj linearno odvisni od sˇtevila
obravnavanih znacˇilnic. Pri nekaj sto kandidatnih znacˇilnicah postane prakticˇna
uporabnost te metode v kontekstu detekcije objektov mocˇno vprasˇljiva.
Zanimiva pa je kombinacija obeh pristopov. Denimo, da preiskovanje pro-
stora stanj v obeh smereh poteka na pozˇresˇen nacˇin. V prvi fazi bi se izvajalo
inkrementalno izbiranje, dokler bi se ocene stanj povecˇevale oziroma dokler ne bi
sˇtevilo izbranih znacˇilnic doseglo neke zgornje meje. Druga faza bi vrsˇila vzvratno
eliminacijo s pricˇetkom v vozliˇscˇu, v katerem se je inkrementalno izbiranje izte-
klo. Pri |Z| = 4 bi mozˇno zaporedje izbranih kandidatnih mnozˇic izgledalo npr.
takole: ∅ → {3} → {3, 1} → {3, 1, 4} (konec inkrementalnega izbiranja) → {1, 4}.
Vozliˇscˇe {1, 4} je ocenjeno vsaj tako dobro kot {3, 1, 4}, drugacˇe ga pozˇresˇna vzvra-
tna eliminacija ne bi odkrila. Inkrementalno pozˇresˇno izbiranje pa je to vozliˇscˇe
zgresˇilo, ker najboljˇse vozliˇscˇe na globini 1 ustreza mnozˇici {3}, zaradi cˇesar vsa
nadaljnja vozliˇscˇa, obiskana v smeri inkrementalnega izbiranja, vsebujejo indeks
3. Tako je na preprost nacˇin mogocˇe izboljˇsati rezultat obicˇajnega iskalnega po-
stopka, ki napreduje od korena proti listu.
2.4.5 Koncˇne opombe
V implementiranem sistemu se je izkazalo, da je poraba cˇasa izredno omejujocˇ
dejavnik pri notranjeoptimizacijski izbiri znacˇilnic. Morali smo se sprijazniti z
dolocˇenimi neugodnimi kompromisi, cˇe smo zˇeleli zagotoviti cˇasovno izvedljivost
preizkusov. Zaradi tega v poglavju 5 navajamo le rezultate preizkusov pozˇresˇnega
postopka v smeri inkrementalnega izbiranja. Vse druge mozˇnosti so se zˇal pokazale
kot cˇasovno neizvedljive ali pa (zaradi uvedenih kompromisov) kot nesmiselne.
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2.5 Povzetek poglavja
V tem poglavju smo predstavili dva bistveno razlicˇna pristopa k izbiranju znacˇilnic.
Filtrski pristop temelji na definiciji klasifikatorja nad ucˇnimi slikami, ki deluje kot
vez med izbiro znacˇilnic in detekcijo. Klasifikator, povezan z neko znacˇilnico Z,
razvrsˇcˇa ucˇne slike v pozitivni in negativni razred glede na vrednosti funkcije S,
ki je definirana na osnovi rezultatov detekcije objektov v ucˇnih slikah z uporabo
znacˇilnice Z. Ocena znacˇilnice se nato izracˇuna kot klasifikacijska tocˇnost klasifi-
katorja, ki je odvisna od porazdelitve vrednosti funkcije S po ucˇnih slikah, ta pa
je pogojena s potencialno koristnostjo ocenjevane znacˇilnice za detekcijo objektov
dane kategorije. Postopek za ocenjevanje znacˇilnic je mogocˇe vkljucˇiti v algoritem
AdaBoost, ki pri izbiranju znacˇilnic implicitno uposˇteva medsebojno odvisnost
med znacˇilnicami.
Notranjeoptimizacijski pristop k izbiranju znacˇilnic temelji na preiskovanju
prostora stanj, cˇigar elementi — stanja — ustrezajo posameznim kandidatnim
mnozˇicam izbranih znacˇilnic. Vsakemu stanju je pripisana ocena, ki je definirana
kot tocˇnost odgovarjajocˇega detekcijskega poskusa. Pri izvajanju tega poskusa je
detekcijski postopek omejen na uporabo mnozˇice znacˇilnic, ki ustreza ocenjeva-
nemu stanju. Cilj izbirnega postopka je poiskati najbolje ocenjeno stanje. Prostor
stanj je mozˇno delno urediti z operatorjem naslednika, kar omogocˇa uporabo ra-
znovrstnih iskalnih algoritmov. Predstavili smo dva suboptimalna, a ucˇinkovita
iskalna pristopa, in sicer pozˇresˇni in snopovni algoritem. Preiskovanje grafa stanj
je mogocˇe izvajati v smeri od korena proti listu (inkrementalno izbiranje) ali v
smeri od lista proti korenu (vzvratna eliminacija). Vzvratna eliminacija lahko




Metoda za ucˇenje in uporabo detekcijskega modela temelji na pristopu Leibe
in sod. (2004), ki je podrobneje predstavljen v Leibe (2004). Pristop zgradi in
uporabi t.i. implicitni model oblike (angl. Implicit Shape Model; kratica ISM), ki
je precej odporen na sˇum, zakrivanja in variabilnost znotraj kategorije. ISM sluzˇi
kot osnova za sˇtevilne druge uspesˇne detekcijske in klasifikacijske metode (Fritz
in sod., 2005; Mikolajczyk in sod., 2006; Thomas in sod., 2006).
ISM uposˇteva tako informacijo o nastopanju posameznih znacˇilnic v slikah dane
kategorije kot tudi informacijo o geometrijski (prostorski) razporeditvi znacˇilnic
znotraj posameznih slik. Po stopnji uposˇtevanja geometrijske informacije je ISM
mozˇno uvrstiti med model vrecˇe znacˇilnic (angl. bag-of-features model) in konste-
lacijski model. Pristop na osnovi modela vrecˇe znacˇilnic (Csurka in sod., 2004;
Jurie in Triggs, 2005) uposˇteva zgolj podatke o pojavitvah posameznih znacˇilnic v
danih slikah, podatke o geometrijski konstelaciji znacˇilnic znotraj slik pa povsem
zanemari. Tak model zajame le toliko informacije o obliki, kolikor je zajamejo
same lokalne znacˇilnice. Model je sicer racˇunsko ucˇinkovit, vendar ni primeren za
detekcijo kategorij, pri katerih so objekti opredeljeni predvsem s svojo obliko. V
nasprotju z njim skusˇa konstelacijski model v cˇimvecˇji meri izkoristiti geometrijsko
informacijo. Fergus in sod. (2003), na primer, predstavijo prostorske odnose med
znacˇilnicami z vezano verjetnostno porazdelitvijo oblike in izgleda. Pristop sicer
omogocˇa reprezentacijo kategorij z veliko notranjo variabilnostjo oblike in izgleda,
vendar kompleksnost in nezanesljivost uporabljenega modela zelo hitro narasˇcˇata
s sˇtevilom znacˇilnic. Agarwal in sod. (2004) eksplicitno zakodirajo prostorske
odnose med vsemi mozˇnimi pari znacˇilnic, kar povzrocˇi kvadraticˇno narasˇcˇanje
racˇunske zahtevnosti v odvisnosti od sˇtevila znacˇilnic.
Implicitni model oblike uposˇteva geometrijsko informacijo tako, da zakodira
mozˇne polozˇaje vsake posamezne znacˇilnice glede na srediˇscˇa odgovarjajocˇih objek-
tov, upodobljenih na ucˇnih slikah. Cˇeprav je taksˇna predstavitev oblike sˇibkejˇsa od
konstelacijske predstavitve, ISM dopusˇcˇa precejˇsnjo variabilnost znotraj katego-
rije. V Leibe (2004) je navedena uspesˇna uporaba ISM za detekcijo avtomobilov,
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krav, motornih koles in pesˇcev. V nasprotju z modelom, ki ga zgradijo Fergus
in sod. (2003), je model ISM povsem neparametricˇen. Racˇunska kompleksnost
ucˇenja in uporabe ISM linearno narasˇcˇa s sˇtevilom znacˇilnic.
Razdelek 3.2 predstavlja ucˇenje in uporabo detekcijskega modela za detekcijo
objektov pri konstantni velikosti. Razdelek 3.3 je namenjen razsˇiritvi postopkov
iz razdelka 3.2 na detekcijo objektov poljubne velikosti. Razdelek 3.4 natancˇneje
opredeljuje izhod detekcijskega postopka. Ta namrecˇ predstavlja vhod v metodo
za vrednotenje rezultatov detekcije (razdelek 3.5), ki je sestavni del detekcijskega
modula, ne pa tudi detekcijskega postopka. Razdelek 3.6 sklene poglavje.
3.2 Detekcija objektov konstantne velikosti
V pricˇujocˇem razdelku najprej (podrazdelek 3.2.1) na kratko opiˇsemo postopek
ucˇenja implicitnega modela oblike za detekcijo objektov pri znani konstantni ve-
likosti. Nato v podrazdelku 3.2.2 prikazˇemo osnovni postopek detekcije. Podraz-
delek 3.2.3 predstavi algoritem, ki pod dolocˇenimi pogoji omogocˇa znaten porast
detekcijske tocˇnosti.
Slika 3.1 prikazuje poenostavljeno shemo ucˇnega in testnega postopka za de-
tekcijo objektov pri znani konstantni velikosti.
3.2.1 Ucˇenje detekcijskega modela
Algoritem za ucˇenje detekcijskega modela sprejme mnozˇico znacˇilnic F = {Fi}i ⊆
Z (Z podaja univerzalno mnozˇico znacˇilnic za dano kategorijo) in mnozˇico ucˇnih
slik, reprezentiranih z znacˇilnicami iz F . Vsaka ucˇna slika prikazuje en ucˇni objekt
dane vizualne kategorije in je oznacˇena z omejevalnim okvirjem objekta. Pri
ucˇenju se uporablja le informacija znotraj omejevalnega okvirja. Zazˇeleno je, cˇe
se objekti nahajajo na uniformnem ozadju, da se ucˇni postopek lahko osredotocˇi
zgolj na relevantno informacijo.
Ucˇni postopek zgradi implicitni model oblike za dano kategorijo. Model je
dolocˇen z mnozˇico znacˇilnic F in s pogojno verjetnostno porazdelitvijo p(c |Fi,0)
za vsako znacˇilnico Fi. Porazdelitev podaja verjetnost, da se srediˇscˇe omejeval-
nega okvirja objekta nahaja na slikovnih koordinatah c, cˇe znacˇilnica Fi nastopa
na koordinatah 0 = [0, 0]T . Zaradi enostavnosti bomo formulacijo
”
srediˇscˇe ome-
jevalnega okvirja objekta“ nadomestili z ohlapnejˇso, a bolj jedrnato formulacijo
”
srediˇscˇe objekta“.
Po temeljni predpostavki (pravzaprav definiciji) implicitnega modela oblike za
vsak p ∈ R2 velja
p(c + p |Fi,p) = p(c |Fi,0). (3.1)
Pred izvajanjem ucˇnega postopka se ucˇne slike povecˇajo oziroma pomanjˇsajo
tako, da imajo vsi upodobljeni objekti priblizˇno enako velikost. V implementa-
ciji vsaki sliki spremenimo velikost za enak faktor v obeh razsezˇnostih, tako da
objekta ne popacˇimo. Slike normaliziramo tako, da imajo vsi omejevalni okvirji
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bodisi enako sˇirino bodisi enako viˇsino. Cˇe je povprecˇna viˇsina objektov vecˇja od
povprecˇne sˇirine, normaliziramo na enako viˇsino, sicer pa na enako sˇirino.
Verjetnostno porazdelitev p(c |Fi,0) je mozˇno oceniti na povsem neparame-
tricˇen nacˇin. Ucˇni postopek za vsako znacˇilnico shrani polozˇaje vseh njenih poja-
vitev v ucˇnih slikah relativno glede na srediˇscˇa ustrezajocˇih objektov. Cˇe postopek
na sliki, pri kateri se srediˇscˇe objekta nahaja na polozˇaju (slikovnih koordinatah)
x, najde znacˇilnico Fi na polozˇaju y, potem shrani par (Fi,x− y). Po sprehodu
skozi vse slike se verjetnostna porazdelitev p(c |Fi,0) aproksimira preprosto kot
n(Fi, c)/n(Fi, .), kjer deljenec oznacˇuje sˇtevilo shranjenih parov (Fi, c), delitelj pa
sˇtevilo vseh parov za znacˇilnico Fi. Integracija porazdelitve p(c |Fi,0) po c ∈ R2
x
y
Slika 3.1: Poenostavljena shema ucˇnega (a-c) in testnega (d-e) postopka pri enove-
likostni detekciji. (a) Ucˇne slike za kategorijo avtomobilov. (b) Ucˇenje detekcij-
skega modela za znacˇilnico, ki se praviloma manifestira na avtomobilskih kolesih.
Zeleni kvadratek predstavlja srediˇscˇe omejevalnega okvirja avtomobila. (c) Apro-
ksimacija verjetnostne porazdelitve p(c |F,0) za kolesno znacˇilnico. Temnejˇsa
barva pomeni vecˇjo verjetnost. (d) Primer testne slike. Sˇirina avtomobila na sliki
(d) je dejansko priblizˇno enaka sˇirini avtomobila na sliki (a). (e) Manifestaciji
kolesne znacˇilnice glasujeta za hipoteze o srediˇscˇu avtomobila.
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da rezultat 1 za vse Fi, ki se vsaj enkrat manifestirajo v celotni mnozˇici ucˇnih slik.
Slika 3.1(c) prikazuje naucˇeno aproksimacijo porazdelitve p(c |Fi,0) za znacˇil-
nico, ki pogosto nastopa na avtomobilskih kolesih. Desna grucˇa na sliki ustreza
pojavitvam te znacˇilnice na kolesih, ki se na ucˇnih upodobitvah nahajajo levo
od srediˇscˇ okvirjev avtomobilov, leva grucˇa pa ustreza kolesom desno od srediˇscˇ
okvirjev avtomobilov (slika 3.1b).
Ucˇni postopek je mozˇno enostavno prirediti za primer, cˇe so slike neenolicˇno
(verjetnostno) reprezentirane z znacˇilnicami. Pri tej razlicˇici se verjetnostne utezˇi
shranijo skupaj s pari 〈znacˇilnica, relativni polozˇaj〉, nato pa se utezˇi uposˇtevajo
tudi pri aproksimaciji verjetnosti.
Poglavitna slabost opisanega postopka je razmeroma velika prostorska zahtev-
nost, ki je odvisna od sˇtevila znacˇilnic in od prostorske locˇljivosti oziroma stopnje
diskretizacije slikovne ravnine. Postopek izbire znacˇilnic (poglavje 2) tako nepo-
sredno vpliva na porabo prostora za ISM v testni fazi. V ucˇni fazi pa je prostor
mogocˇe prihraniti z zmanjˇsanjem locˇljivosti aproksimacije p(c |Fi,0), pri cˇemer
se tudi neposredni sosedje dane ravninske tocˇke c pripiˇsejo k aproksimaciji verje-
tnosti za c, ali pa s priblizˇno izrazˇavo izvorne aproksimacije p(c |Fi,0) z linearno
kombinacijo ravninskih Gaussovih porazdelitev.
3.2.2 Osnovni postopek detekcije
Osnovni detekcijski postopek sprejme sliko, izrazˇeno z znacˇilnicami iz mnozˇice G =
{G1, . . . , Gm} ⊆ F , in vrne seznam hipotez, ki napovedujejo polozˇaje morebitnih
srediˇscˇ objektov na sliki. Vsaka hipoteza je opremljena s sˇtevilskim podatkom,
imenovanim podpora ali mocˇ, ki nakazuje stopnjo zaupanja v hipotezo.
Leibe in sod. (2004) so problem detekcije objektov preoblikovali v problem
utezˇenega glasovanja za hipoteze, ki napovedujejo morebitna srediˇscˇa objektov v
dani testni sliki. Hipoteze prejemajo glasove s strani manifestacij znacˇilnic na
lokalnih strukturah slike. Naj spomnimo, da se pri reprezentaciji slike znacˇilnice
prirejajo posameznim lokalnim strukturam v sliki. To prirejanje je lahko bodisi
enolicˇno – lokalni strukturi se priredi kvecˇjemu ena znacˇilnica – ali neenolicˇno –
lokalni strukturi se lahko priredi poljubno mnogo znacˇilnic, vsaka z dolocˇeno verje-
tnostjo. Lokalna struktura je tako manifestacija kvecˇjemu ene znacˇilnice (enolicˇna
reprezentacija) oziroma poljubnega sˇtevila znacˇilnic (neenolicˇna reprezentacija).
Lokalna struktura L, ki se nahaja na slikovnih koordinatah p, prispeva k hi-





p(c |L,p, Gi)P (Gi |L,p). (3.2)
Desna stran enacˇbe ponazarja reprezentacijo lokalne strukture L z znacˇilnicami
G1, . . . , Gm. Ker je pri reprezentaciji lokalna struktura v celoti izrazˇena s temi
znacˇilnicami, je v prvem faktorju na desni strani mozˇno odstraniti odvisnost od
L. Poleg tega je reprezentacija lokalne strukture z znacˇilnicami (drugi faktor)
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p(c |Gi,p)P (Gi |L). (3.3)
Faktor P (Gi |L) se dolocˇi pri reprezentaciji slike z znacˇilnicami, faktor p(c |Gi,p)
pa predstavlja verjetnost, da se srediˇscˇe objekta nahaja na absolutnem polozˇaju
c, cˇe znacˇilnica Gi nastopa na absolutnem polozˇaju p. To verjetnost pa je mogocˇe
pridobiti na podlagi naucˇenega implicitnega modela oblike. Iz (3.1) namrecˇ sledi
p(c |Gi,p) = p(c− p |Gi,0), (3.4)
aproksimacija verjetnosti na desni strani pa je rezultat ucˇnega postopka.
Lokalna struktura na polozˇaju p torej glasuje za vse hipoteze iz mnozˇice
{p + y | p(y |Gi,0) > 0}, njena podpora posameznim hipotezam pa je podana z
enacˇbo (3.3), cˇe se c v enacˇbi nadomesti s p + y. Slika 3.1e ilustrira glasovanje
manifestacij kolesnih znacˇilnic na testni sliki za hipoteticˇna srediˇscˇa omejevalnih
okvirjev avtomobilov. Pravilna hipoteza (krog na sredini) prejme najvecˇjo pod-
poro, saj zanjo glasujeta obe kolesi. Napacˇni hipotezi prejmeta manjˇso podporo,
saj za levo hipotezo glasuje le levo kolo, za desno hipotezo pa zgolj desno kolo.









p(c− pk |Gi,0) P (Gi |Lk), (3.5)
cˇe struktura Lk nastopa na polozˇaju pk. Mnozˇica vrednosti p(c) nad celotno
domeno spremenljivke c (t.j. R2) dolocˇa hipotezni prostor. Na sliki 3.2 je prikazan
hipotezni prostor, pridobljen z izvajanjem detekcijskega postopka na sliki 3.1d.
Zaradi variabilnosti izgleda objektov v kategoriji ni mogocˇe pricˇakovati, da se
bodo vsi glasovi za nek objekt nakopicˇili v eni tocˇki v R2. Detekcijski postopek
zato vrne mnozˇico stabilnih detekcijskih hipotez, ki jo je mozˇno pridobiti z uporabo
postopka mean-shift (Comaniciu in Meer, 1999) nad hipoteznim prostorom ali pa
preprosto z iskanjem lokalnih maksimumov v hipoteznem prostoru, zglajenem z
Gaussovim filtrom. Izkazˇe se, da slednja resˇitev v praksi povsem zadosˇcˇa. V
implementaciji smo uporabili Gaussovo jedro velikosti 11× 11 z vrednostjo σ = 2.
Ker tako mean-shift kot Gaussovo filtriranje v osnovi zgladita prostor z neko





g(cj − c) p(cj), (3.6)
pri cˇemer W (c) oznacˇuje okno s srediˇscˇem v tocˇki c, ki ga dolocˇa jedrna funkcija,
faktor g(cj − c) pa podaja vrednost jedrne funkcije v tocˇki cj v okolici c. Za vse
tocˇke y ∈ R2, ki niso v mnozˇici koncˇnih hipotez, velja s(y) = 0.
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Slika 3.2: Hipotezni prostor (pred glajenjem), dobljen z izvajanjem osnovnega
detekcijskega postopka na testni sliki 3.1d. Postopek uporablja le prikazane
znacˇilnice. Zaradi lazˇje predstave je hipotezni prostor superponiran na reprezen-
tacijo testne slike, pridobljeno z detektorjem robov tipa Berkeley (Martin in sod.,
2004). Cˇrtkani okvir predstavlja meje slike. Najmocˇnejˇsa hipoteza se nahaja pri-
blizˇno v srediˇscˇu avtomobila in je zato tudi pravilna. Preostali del hipoteznega
prostora vecˇinoma izvira iz ozadja. Izjemi sta nekoliko mocˇnejˇsi grucˇi neposredno
levo in neposredno desno od avtomobila, ki izvirata iz levega oziroma desnega
kolesa.
3.2.3 Dusˇenje sekundarnih hipotez
Osnovni detekcijski algoritem sicer pogosto najde mocˇno hipotezo, ki se ujema z
dejanskim srediˇscˇem objekta v sliki, a vrne tudi mnogo mocˇnih napacˇnih hipotez.
Detekcijska tocˇnost preko celotne testne mnozˇice je posledicˇno v mnogih primerih
precej nizka.
Z algoritmom za dusˇenje sekundarnih hipotez, ki je v nadaljnjem besedilu
imenovan
”
algoritem MDL“, je mocˇ izboljˇsati detekcijsko tocˇnost, cˇe sta izpolnjena
naslednja pogoja:
1. Najmocˇnejˇsa detekcijska hipoteza je pogosto pravilna. Cˇe torej testna slika
vsebuje vsaj en objekt naucˇene kategorije, potem bo najmocˇnejˇsa hipoteza
najverjetneje pravilno napovedala polozˇaj enega od objektov.
2. Detekcijski postopek vrne veliko sˇtevilo mocˇnih napacˇnih hipotez, ki morda
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niso najmocˇnejˇse znotraj slik, iz katerih izvirajo, so pa mocˇnejˇse od mnogih
pravilnih hipotez v celotni slikovni mnozˇici.
Glasovalna shema omogocˇa, da ista lokalna struktura podpre vecˇ kot eno hipo-
tezo v dani sliki. Algoritem MDL pa temelji na predpostavki, da je vsako lokalno
strukturo smiselno povezati s kvecˇjemu eno hipotezo. Hipoteza napoveduje polozˇaj
nekega objekta dane kategorije v sliki, vzrok njenega nastanka pa so deli objekta
ali ozadja, ki kot lokalne strukture oz. manifestacije znacˇilnic glasujejo zanjo. Nek
del, denimo kolo avtomobila, sicer lahko glasuje za vecˇ kot eno hipotezo, torej
za vecˇ mozˇnih polozˇajev avtomobilov, vendar pa po predpostavki algoritma MDL
pripada kvecˇjemu enemu dejanskemu avtomobilu na sliki. Za uresnicˇitev pred-
postavke enolicˇne pripadnosti mora algoritem MDL izhodiˇscˇno stanje, v katerem
se lahko zgodi, da ista lokalna struktura podpira vecˇ hipotez, pretvoriti v stanje,
kjer vsaka lokalna struktura podpira najvecˇ eno hipotezo. To pretvorbo izvrsˇi na
pozˇresˇen iterativen nacˇin.
Pred nadaljnjo obravnavo je koristno definirati pojem vzvratne projekcije (angl.
backprojection po Leibeju in sod.) dane hipoteze c:






p(cj |Lk,pk) > 0}. (3.7)
Gre torej za mnozˇico lokalnih struktur, ki podpirajo dano hipotezo. Po zakljucˇku
izvajanja algoritma MDL so si vse mnozˇice B(c) medsebojno tuje, saj se vsaka
lokalna struktura priredi le eni hipotezi.
Opredelimo sˇe pojem prispevka (angl. contribution) mnozˇice lokalnih struktur








Velja torej s(c) = c(B(c), c).
Algoritem MDL obravnava vsako sliko posebej. V prvi iteraciji se osredotocˇi na
najmocˇnejˇso hipotezo v sliki, c∗, in vse lokalne strukture iz mnozˇice B(c∗) priredi
izkljucˇno hipotezi c∗. S tem mocˇ najmocˇnejˇse hipoteze ostane nespremenjena, vse
ostale hipoteze pa izgubijo celotno kolicˇino podpore, ki so jim jo dodelile lokalne
strukture iz mnozˇice B(c∗):
B′(c) = B(c) \ B(c∗), (3.9)
s′(c) = c(B′(c), c)
za vse hipoteze c 6= c∗. Relativna izguba mocˇi dane hipoteze c je torej odvisna od
kolicˇine podpore, ki je je bila hipoteza delezˇna s strani lokalnih struktur v mnozˇici
B(c) ∩ B(c∗), v primerjavi s podporo s strani struktur v izvorni mnozˇici B(c).
V naslednji iteraciji algoritem hipoteze c∗ in lokalnih struktur iz B(c∗) ne
obravnava vecˇ. Osredotocˇi se na hipotezo, ki je izmed preostalih hipotez trenutno
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najmocˇnejˇsa, in ji pozˇresˇno priredi vse strukture iz njene vzvratne projekcije, s
cˇimer oslabi druge hipoteze na nacˇin, kot ga dolocˇata enacˇbi (3.9). Postopek se
tako ponovi. Algoritem MDL se ustavi po obravnavi vseh hipotez oziroma tedaj,
ko so vse lokalne strukture zˇe prirejene kvecˇjemu eni hipotezi. Algoritem MDL je
formalneje prikazan kot algoritem 3.1.
Algoritem 3.1 Algoritem MDL pri enovelikostni detekciji.
Vhod:
(a) Ucˇna slika, reprezentirana z znacˇilnicami iz G.
(b) Mnozˇica detekcijskih hipotez {c}c.
Izhod: Mnozˇica istih detekcijskih hipotez s posodobljenimi vrednostmi s(c).
Postopek:
1: Dolocˇi B(c) za vsako hipotezo c. Po definiciji velja s(c) = c(B(c), c).
2: H := {c}c;
3: dokler H 6= ∅ ponavljaj
4: c∗ := arg maxc∈H s(c);
5: za vse c 6= c∗ ponavljaj
6: B(c) := B(c) \ B(c∗);
7: s(c) := c(B(c), c)
8: konec {za};
9: H := H \ {c∗}
10: konec {dokler};
11: vrni mnozˇico hipotez {c}c.
Leibe in sod. so uporabo algoritma MDL pri vizualni detekciji motivirali z
zanimivim primerom. Znacˇilnice, ki robustno zaznavajo avtomobilska kolesa, se
izkazˇejo kot zelo koristne za detekcijo avtomobilov v pogledu od strani. Ker pa
se sprednje kolo po izgledu obicˇajno nicˇ ne razlikuje od zadnjega, ima naucˇena
porazdelitev p(c |Gi) za kolesne znacˇilnice dva izrazita maksimuma (slika 3.1c).
Zato v testni fazi zaznano kolo praviloma podpre dve stabilni hipotezi, eno pravilno
in eno napacˇno (slika 3.1e). Cˇe se na sliki nahajata dva avtomobila v razmestitvi,
ki jo prikazuje slika 3.3, potem v prostoru med obema avtomobiloma nastane
mocˇna napacˇna hipoteza, ki je na sliki oznacˇena kot c2. Brez uporabe algoritma
MDL bi hipoteza c2 gotovo negativno vplivala na detekcijsko tocˇnost. Algoritem
MDL pa pri pogojih, ki so domala vedno izpolnjeni, hipotezo c2 (skoraj) povsem
zadusˇi, hipotezi c1 in c3 pa pusti nedotaknjeni.
Cˇe je pred pricˇetkom izvajanja algoritma MDL najmocˇnejˇsa hipoteza c1, jo
bo algoritem izbral v prvi iteraciji in s tem mocˇno oslabil hipotezo c2, saj sta c2
in c1 prejeli precej podpore od skupnih lokalnih struktur. Tudi cˇe je hipoteza
c2 bila v izhodiˇscˇu mocˇnejˇsa od c3, bo po dusˇilnem koraku hipoteza c3, ki z
izbiro c1 ni izgubila nicˇesar, skoraj gotovo imela vecˇjo podporo kot c2. Tako bo
algoritem v drugi iteraciji izbral hipotezo c3, s cˇimer bo c2 izgubila sˇe vecˇ podpore
in bo tako postala zanemarljivo sˇibka. Podoben razmislek velja za primer, cˇe je
pred pricˇetkom algoritma najmocˇnejˇsa hipoteza c3 namesto c1. Razmere bi bile
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Slika 3.3: Primer mocˇne napacˇne hipoteze (c2), ki jo algoritem MDL uspesˇno
zadusˇi.
drugacˇne, cˇe bi hipoteza c2 bila v izhodiˇscˇu mocˇnejˇsa od c1 in c3. Vendar se
to skoraj nikoli ne zgodi, saj c1 in c3 cˇrpata podporo sˇe iz drugih delov obeh
avtomobilov, ne zgolj iz koles, ki so poglavitni vir podpore za c2.
Predstavljeni algoritem so razvili Leonardis in sod. (1995) kot pristop k iskanju
modela, ki dosezˇe najboljˇsi kompromis med lastno kompleksnostjo in natancˇnostjo
opisa dane mnozˇice podatkov. Gre za kriterij po nacˇelu najmanjˇse dolzˇine opisa
(Minimum Description Length, MDL). Ker je problem izbire optimalnega modela
zelo splosˇen, je bil algoritem MDL uporabljen v razlicˇnih domenah (Leonardis
in sod., 2002; Bischof in sod., 1999). Leibe in sod. (2004) so ga uspesˇno prenesli
na domeno detekcije objektov.
3.3 Detekcija objektov poljubne velikosti
Opisani detekcijski postopek je ne glede na vrsto uporabljenih znacˇilnic mogocˇe
premocˇrtno razsˇiriti za uporabo v primeru, ko testna slikovna mnozˇica vsebuje
podobe objektov ciljne kategorije v poljubni velikosti. V podrazdelku 3.3.1 pred-
stavljamo precej standarden nacˇrt za detekcijo pri poljubni velikosti. Ta nacˇrt
smo uresnicˇili pri uporabi znacˇilnic avtorjev Fidler in sod. (2006).
Sestavi znacˇilnic, definirani na velikostno invarianten nacˇin, pa omogocˇajo tudi
drugacˇne strategije za razsˇiritev detekcije na vecˇvelikostno domeno. Razsˇiritev,
ki so jo predlagali Leibe in sod., mi pa smo se je posluzˇili pri uporabi znacˇilnic
avtorjev Ferrari in sod. (2006a), je opisana v podrazdelku 3.3.2.
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3.3.1 Splosˇna shema vecˇvelikostne detekcije
Shemo, predstavljeno v tem podrazdelku, je mozˇno uporabiti v kombinaciji s po-
ljubno vrsto znacˇilnic. Podoben nacˇrt za razsˇiritev izhodiˇscˇnega enovelikostnega
detekcijskega algoritma na vecˇvelikostno domeno je izbralo zˇe vecˇ avtorjev (Agar-
wal in sod., 2004; Viola in Jones, 2004). Vlozˇitev (angl. embedding) slike ali
splosˇnega signala v velikostni prostor (angl. scale space), kar predstavlja pogla-
vitni sestavni del sheme, sta teoretsko obdelala Koenderink (1984) in Lindeberg
(1994).
3.3.1.1 Ucˇni postopek
Ucˇni algoritem je povsem tak kot v primeru enovelikostne detekcije. Nespreme-
njena ostane tudi predpostavka, da so vsi objekti v ucˇni slikovni mnozˇici upodo-
bljeni v priblizˇno enaki velikosti in da so slike opremljene s podatki o omejevalnih
okvirjih objektov.
3.3.1.2 Osnovni detekcijski algoritem (brez postopka MDL)
Detekcijski postopek za vsako testno sliko zgradi piramido v velikostnem prostoru
(angl. scale space pyramid) (Crowley, 1981). Piramida je razdeljena na oktave,
vsaka oktava pa zajema eno ali vecˇ plasti. Sˇtevilo plasti na oktavo je konstantno
in dolocˇeno vnaprej. Vsaka plast vsebuje povecˇano oz. pomanjˇsano kopijo izvorne
slike. Naj 0 oznacˇuje plast, ki vsebuje izvorno sliko, R pa sˇtevilo plasti na oktavo.
Potem plast z oznako r ∈ Z vsebuje sliko z velikostjo enako 2r/R-kratniku velikosti
izvorne slike. Prehod za eno oktavo po piramidi navzdol tako pomeni 2-kratno
povecˇanje slike v dani oktavi, prehod za eno oktavo po piramidi navzgor pa 2-
kratno zmanjˇsanje te slike. Primer piramide v velikostnem prostoru je prikazan
na sliki 3.4.
Pred spreminjanjem locˇljivosti je izvorno sliko koristno zgladiti z nizkoprepu-
stnim filtrom, da se zmanjˇsa ucˇinek
”
presluha“ razlicˇnih prostorskih frekvenc v
sliki (angl. aliasing). V implementaciji smo uporabili Matlabovo funkcijo imresize,
ki sliko najprej zgladi z Gaussovim filtrom primerne velikosti, nato pa jo z (bi-
kubicˇno) interpolacijo povecˇa ali zmanjˇsa na ciljno velikost.
Osnovni detekcijski algoritem se nato pozˇene na vsaki plasti posebej. Ker ucˇni
algoritem proizvede reprezentacijo, vezano na ucˇno velikost, je pravilno hipotezo
za dani objekt mogocˇe pricˇakovati kvecˇjemu na plasti, na kateri je objekt upo-
dobljen v velikosti, ki je priblizˇno enaka ucˇni velikosti. Uspeh detekcije je tako
odvisen tudi od locˇljivosti v velikostnem prostoru, t.j. od sˇtevila plasti na oktavo.
Vecˇja vrednost R pomeni vecˇjo mozˇnost pravilne detekcije, a tudi vecˇjo racˇunsko
zahtevnost. V implementaciji je sˇtevilo plasti na oktavo v vseh primerih enako 4.
Velikostni faktor med sosednjima plastema potemtakem znasˇa 4
√
2 ≈ 1,19.
Sˇtevilo plasti v piramidi mora biti dovolj veliko, da pokrije celoten pricˇakovani
razpon velikosti testnih objektov. Seveda je treba vsako testno sliko obravnavati
na celotni piramidi, saj iz velikosti slike ni mogocˇe sklepati na velikost objekta.
3.3 Detekcija objektov poljubne velikosti 49
Cˇe pa velja predpostavka, da velikost objekta nikoli ne presega velikosti slike,
potem je smiselno izlocˇiti plasti, na katerih slika postane manjˇsa od najmanjˇse
pricˇakovane velikosti testnega objekta.
3.3.1.3 Prilagoditev postopka MDL
Osnovni detekcijski algoritem tvori hipoteze za vsako plast piramide posebej. Zato
bi tudi algoritem MDL bilo mozˇno pognati na vsaki plasti locˇeno in tako udusˇiti se-
kundarne hipoteze pri posameznih velikostih. Vendar bi na tak nacˇin najmocˇnejˇse
hipoteze posameznih plasti ostale nedotaknjene, zaradi cˇesar postopek MDL ne bi
nujno dosegel zˇelenega ucˇinka.
Plasti niso neodvisne med seboj, saj vsaka vsebuje povecˇano ali pomanjˇsano
kopijo iste izvorne slike. Zaradi tega se isti del objekta (npr. kolo avtomobila)
odrazˇa na vecˇ plasteh, cˇeprav je pri sestavu znacˇilnic, obcˇutljivem na velikostne
spremembe, reprezentacija istega dela objekta lahko razlicˇna od plasti do plasti.
Razlicˇica algoritma MDL, ki uposˇteva opisano odvisnost med plastmi, v vsaki
iteraciji izbere trenutno najmocˇnejˇso hipotezo v celotni piramidi. Denimo, da
gre za hipotezo c∗ na plasti r∗. Podobno kot v enovelikostnem primeru se zatem
hipotezi c∗ pozˇresˇno priredijo vse lokalne strukture na plasti r∗, ki so zanjo glaso-
vale. Posledicˇno se zmanjˇsa podpora konkurencˇnim hipotezam na plasti r∗. Kot
je navedeno v prejˇsnjem odstavku, pozˇresˇno prirejene lokalne strukture na plasti
r∗ ustrezajo dolocˇenim delom izvorne slike, ki se v splosˇnem odrazˇajo tudi na dru-
gih plasteh, ne zgolj na plasti r∗. Cˇe algoritem MDL izbrani hipotezi c∗ priredi
npr. avtomobilsko kolo na plasti r∗, mora iz nadaljnje obravnave odstraniti kolesu
ustrezajocˇe lokalne strukture na vseh plasteh, saj se s pozˇresˇnim prirejanjem kolo
enolicˇno in dokoncˇno povezˇe s hipotezo c∗.
Cˇe znacˇilnice niso velikostno invariantne, potem lokalnih struktur na razlicˇnih
plasteh ni mogocˇe neposredno primerjati. Zato je tezˇko ali nemogocˇe natancˇno
dolocˇiti, katere lokalne strukture na poljubni plasti r ustrezajo dani strukturi na
plasti r∗. Zaradi tega se algoritem MDL posluzˇi naslednje hevristike: Za vsako
lokalno strukturo L na plasti r∗, ki je bila prirejena hipotezi c∗, poiˇscˇe na vsaki
od preostalih plasti vse lokalne strukture, ki se nahajajo na priblizˇno enakem
relativnem polozˇaju znotraj ustreznih slik kot struktura L znotraj slike na plasti
r∗. Cˇe se struktura L na sliki plasti r∗ nahaja na polozˇaju (x∗, y∗), ji na plasti r
po tej hevristiki ustrezajo strukture na polozˇajih
P(r, r∗, (x∗, y∗)) = N (2(r−r∗)/R(x∗, y∗), ⌈2(r−r∗)/R⌉), (3.10)
kjer N ((p, q), ε) oznacˇuje krozˇno okolico okrog tocˇke (p, q) s polmerom ε. Vsaka
tako dobljena lokalna struktura se pozˇresˇno priredi hipotezi c∗, s cˇimer se mocˇ hi-
poteze c∗ ne spremeni, zmanjˇsa pa se mocˇ hipotez na plasteh, iz katerih izvirajo po-
samezne dobljene strukture. Ni nujno, da vse strukture iz mnozˇice P(r, r∗, (x∗, y∗))
dejansko ustrezajo strukturi (x∗, y∗) na plasti r∗, vendar se uporabljena hevristika
v praksi dobro obnese.
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3.3.2 Vecˇvelikostna detekcija pri velikostno invariantnih znacˇilni-
cah
Sestavi velikostno invariantnih znacˇilnic, kot so npr. znacˇilnice SIFT (Lowe, 2004)
ali znacˇilnice avtorjev Ferrari in sod. (2006a), omogocˇajo tudi drugacˇne detekcijske
strategije. V idealnem primeru je vsako znacˇilnico iz tovrstnega sestava mogocˇe
ponovljivo zaznati pri poljubni velikosti. Ob predpostavki taksˇnih razmer zadosˇcˇa,
cˇe tako ucˇni kot testni algoritem obravnavata slike le pri eni velikosti, ki je lahko
poljubna in od slike do slike drugacˇna. V nadaljevanju predpostavljamo popolno
velikostno invariantnost sestava znacˇilnic, ob koncu razdelka pa bomo navedli,
kako je mogocˇe postopati v manj idealnih razmerah.
Shemo, opisano v besedilu do zakljucˇka tega razdelka, so predlagali Leibe
in sod. (2004). Slika 3.4 ilustrira ucˇenje in detekcijo na podlagi velikostno invari-
antnih znacˇilnic.
3.3.2.1 Ucˇni postopek
Ucˇni postopek sprejme mnozˇico ucˇnih slik z znanimi omejevalnimi okvirji. Objekti
so lahko upodobljeni v poljubni velikosti. Za razliko od enovelikostnega ucˇnega
postopka se v tem primeru poleg polozˇajev posameznih pojavitev znacˇilnic obrav-
navajo tudi njihove relativne velikosti. V predpostavljenih idealnih razmerah je
relativna velikost vsake pridobljene znacˇilnice premosorazmerna velikosti slike.
Relativna velikost znacˇilnice je podana kot vecˇkratnik neke izhodiˇscˇne velikosti,
ki je dolocˇena zˇe v fazi pridobivanja znacˇilnic.
Denimo, da se srediˇscˇe objekta na dani ucˇni sliki nahaja na slikovnih koor-
dinatah x, relativna velikost objekta pa znasˇa s. (Relativna velikost objekta je
dolocˇena kot vecˇkratnik neke fiksne izhodiˇscˇne ucˇne velikosti.) Potem ucˇni al-









Po pregledu vseh slik se za vsako znacˇilnico Fi oceni porazdelitev p(c, v |Fi,0, 1), ki
ponazarja vezano verjetnost polozˇaja objektovega srediˇscˇa (c) in relativne objek-
tove velikosti (v) pri pogoju, da znacˇilnica Fi nastopa na slikovnih koordinatah
0 = [0, 0]T in v relativni velikosti 1. Po predpostavki razsˇirjenega implicitnega
modela oblike za vsak t > 0 in p ∈ R2 velja
p(tc + p, tv |Fi,p, t) = p(c, v |Fi,0, 1). (3.12)
Porazdelitev p(c, v |Fi,0, 1) se aproksimira na podoben nacˇin kot porazdelitev
p(c |Fi,0) pri enovelikostnem ucˇnem postopku.
3.3.2.2 Detekcijski postopek
Ob predpostavki popolne velikostne invariantnosti znacˇilnic zadostuje, cˇe detek-
cijski postopek obravnava testno sliko zgolj v njeni izvirni velikosti. Izgradnja
3.3 Detekcija objektov poljubne velikosti 51
velikostne piramide ni potrebna. Detekcijski algoritem za dano testno sliko tvori
t1 = t0
s1 = s0 x1













[d = (x1 − y1)/t1
= (x2 − y2)/t2]
Slika 3.4: Poenostavljen in idealiziran prikaz vecˇvelikostne detekcije z velikostno
invariantnimi znacˇilnicami. Denimo, da detekcija temelji le na znacˇilnici, ki se
odziva na krozˇne strukture poljubne velikosti. Velikost (npr. viˇsina) prve ucˇne slike
naj znasˇa s1 = s0, velikost druge ucˇne slike pa naj bo s2 = 2s0. Srediˇscˇi objektov
naj se nahajata v tocˇkah x1 oz. x2. Znacˇilnica naj se na prvi sliki manifestira
na polozˇaju y1 v velikosti t1 = t0, na drugi sliki pa na polozˇaju y2 v velikosti
t2 = 2t0. Ker velja (x1 − y1)/t1 = (x2 − y2)/t2 in s1/t1 = s2/t2, ucˇni algoritem
za obe manifestaciji shrani identicˇno trojico (3.11). Denimo, da se na testni sliki
znacˇilnica manifestira na polozˇaju p v velikosti t =
√
2t0. V skladu s (3.15)
manifestacija glasuje za polozˇaj p+ td, kjer je d = (x1−y1)/t1 = (x2−y2)/t2, in
za velikost objekta t(s1/t1) = t(s2/t2) =
√
2s0, ki ustreza piramidni plasti r = +2
oziroma oranzˇnemu omejevalnemu okvirju. OPOMBA: Piramida na sliki sluzˇi
zgolj kot ilustracija hipoteznega prostora. Ta dejansko vsebuje glasove za hipoteze,
ne povecˇanih in pomanjˇsanih kopij testne slike, kot bi bilo mogocˇe sklepati na
podlagi ilustracije. Testna slika se v tem primeru obravnava le pri njeni izvirni
velikosti in ne v okviru velikostne piramide.
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hipoteze o srediˇscˇih objektov in njihovih velikostih, relativnih glede na izhodiˇscˇno
velikost v ucˇni fazi. Medtem ko so v razlicˇici iz podrazdelka 3.3.1 hipoteticˇne veli-
kosti objektov dolocˇene posredno, preko podatka o plasteh posameznih lokacijskih
hipotez, je v razlicˇici detekcijskega algoritma po Leibeju in sod. relativna velikost
nelocˇljivi del vsake hipoteze. Prostor hipotez je tako trirazsezˇen: dve razsezˇnosti
za polozˇaj in ena za velikost.
Po analogiji z enacˇbo (3.3) prispeva lokalna struktura L na polozˇaju p k hi-
potezi (c, v) sledecˇo kolicˇino podpore:
p(c, v |L,p) =
m∑
i=1
p(c, v |Gi,p, ti)P (Gi |L), (3.13)
kjer (c, v) oznacˇuje skupno hipotezo o polozˇaju srediˇscˇa objekta in relativni ve-
likosti objekta, ti pa predstavlja relativno velikost znacˇilnice Gi, ki sodeluje pri
reprezentaciji lokalne strukture L. Prvi faktor na desni strani enacˇbe podaja verje-
tnost hipoteze (c, v), cˇe se na polozˇaju p nahaja znacˇilnica Gi v relativni velikosti
ti. Ta verjetnost se po predpostavki (3.12) preoblikuje v porazdelitveno gostoto,
ki jo je aproksimiral ucˇni algoritem:






Lokalna struktura L na polozˇaju p glasuje za vse hipoteze iz mnozˇice
{(p + tid, tiw) |
(p(d, w |Gi,0, 1) > 0) ∧ (L je manifestacija Gi v velikosti ti)}, (3.15)
kar neposredno sledi iz enacˇb (3.12) in (3.13).




p(c, v |Lk,pk). (3.16)
Verjetnosti p(c, v) nad R3 tvorijo hipotezni prostor.
Zaradi variabilnosti izgleda objektov v kategoriji ni mogocˇe pricˇakovati, da se
bodo vsi glasovi za kombinacijo polozˇaja in velikosti nekega objekta nakopicˇili v
isti trirazsezˇni tocˇki. Leibe in sod. poiˇscˇejo stabilne detekcijske hipoteze z uporabo
neparametricˇnega postopka za ocenjevanje verjetnostne gostote, ki je osnovan na
prilagojeni razlicˇici algoritma mean-shift. V nasˇi implementaciji smo se posluzˇili
preprostejˇsega pristopa, ki ga opisujemo v nadaljevanju.
Hipotezni prostor najprej diskretiziramo v vseh treh razsezˇnostih. V imple-
mentaciji smo razsezˇnosti x in y, ki ustrezata slikovnim koordinatam, diskretizirali
tako, da ena dvorazsezˇna celica ustreza kvadratu s stranico, dolgo 2 slikovna ele-
menta. Tretjo, torej velikostno razsezˇnost smo diskretizirali v smislu piramidalne
reprezentacije. Velikostno os smo tako razdelili na plasti, pri cˇemer smo razmik
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med sosednjima plastema nastavili na cˇetrtino oktave (R = 4). Plast 0 ustreza
izhodiˇscˇni velikosti, dolocˇeni v ucˇnem algoritmu. Plast r ∈ Z ustreza relativni ve-
likosti v = 2r/R glede na izhodiˇscˇno velikost. (Zaradi diskretizacije se na plasti r
zberejo glasovi za vse relativne velikosti, ki so blizˇje vrednosti 2r/R kot vrednostim
2(r−1)/R in 2(r+1)/R.)
V fazi glasovanja se prispevki lokalnih struktur zberejo v tako diskretiziranem
prostoru. Izhajamo iz predpostavke, da se stabilne detekcijske hipoteze odrazˇajo
kot lokalni maksimumi v zglajenem glasovalnem prostoru. Po tej predpostavki je
vsaka hipoteza skupek vseh glasov v njeni trirazsezˇni okolici.
Vsako plast hipoteznega prostora zgladimo s trirazsezˇnim Gaussovim jedrom.
Podporo hipotezam na dani plasti tako prispevajo tudi glasovi s sosednjih plasti.
Stopnja glajenja v velikostni osi je konstantna za celoten hipotezni prostor, v oseh
x in y pa je odvisna od plasti. Pri plasteh, na katerih se zbirajo glasovi za vecˇje
velikosti objektov, je stopnja glajenja v oseh x in y vecˇja, saj je na takih plasteh
vecˇja tudi polozˇajna variabilnost. To odlocˇitev je mocˇ utemeljiti tudi z dejstvom,
da je premik za eno celico v smeri x ali y na plasti za manjˇso velikost relativno bolj
opazen kot enak premik na plasti za vecˇjo velikost. Sledi definicija Gaussovega
filtra, ki smo ga uporabili za glajenje posameznih plasti:

























pri cˇemer ∗ oznacˇuje trirazsezˇno diskretno konvolucijo:








′, y′, r′)h2(x− x′, y − y′, r − r′), (3.18)
cˇe velja h3 = h1 ∗ h2. Dejansko konvolucije ni treba racˇunati, saj je zaradi se-
parabilnosti mozˇno aplikacijo trirazsezˇnega Gaussovega filtra na hipotezni prostor
nadomestiti z aplikacijami ustreznih enorazsezˇnih komponent, ki so v enacˇbi (3.17)
oznacˇene z gx, gy in gr. Vsaka plast hipoteznega prostora se tako najprej filtrira
z gx, potem z gy, nazadnje pa sˇe z gr. Vrstni red ni pomemben, pri filtriranju
z gr pa poleg trenutne plasti sodelujejo tudi druge plasti. V implementaciji smo
konstanten parameter σr postavili na 1, parametra σx(r) in σy(r) pa na (3
√
2r/R).
Stabilne hipoteze se nato dolocˇijo kot trirazsezˇni lokalni maksimumi v zgla-
jenem hipoteznem prostoru. Tocˇka (x, y, r) je trirazsezˇni lokalni maksimum, cˇe
je vrednost v njej vecˇja ali enaka kot vrednosti v vseh 26 sosednjih tocˇkah. Z
uposˇtevanjem glajenja je torej mocˇ dane stabilne hipoteze enaka
s((x, y), 2r/R) =
∑
(xj ,yj ,rj)∈W (x,y,r)
g(xj − x, yj − y, rj − r) p((xj , yj), 2rj/R), (3.19)
kjer W (x, y, r) oznacˇuje kvader vpliva Gaussove funkcije g s srediˇscˇem v tocˇki
(x, y, r). Dolzˇina stranice kvadra v dani razsezˇnosti je tipicˇno 5-kratnik parametra
glajenja σ v tej razsezˇnosti.
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3.3.2.3 Postopek MDL
Opisano detekcijsko shemo je mogocˇe nadgraditi s postopkom za dusˇenje sekun-
darnih hipotez na povsem enak nacˇin kot pri osnovnem detekcijskem postopku
(podrazdelek 3.2.3). Edina razlika je v predstavitvi hipotez, ki so v vecˇvelikostnem
primeru opremljene sˇe z napovedjo relativne velikosti objekta, ne zgolj njegovega
srediˇscˇa.
3.3.2.4 Povecˇanje robustnosti
Do sedaj smo predpostavili idealno invariantnost znacˇilnic na spremembo veliko-
sti, kar bi pomenilo, da povecˇevanje in zmanjˇsevanje dane slike ohrani vse pojavi-
tve znacˇilnic na enakih relativnih polozˇajih, velikosti pojavitev pa se spreminjajo
premosorazmerno z velikostjo slike. V realnem svetu taksˇnih razmer ne moremo
pricˇakovati, in sicer deloma zaradi neidealnosti obstojecˇih sestavov velikostno in-
variantnih znacˇilnic, deloma pa zaradi izgubljanja informacije pri pomanjˇsevanju
slik.
V opisani shemi je mozˇno povecˇati robustnost tako, da se v ucˇni fazi, testni fazi
ali pa kar v obeh fazah slike obravnavajo pri vecˇ kot eni velikosti. Pri vecˇvelikostni
obravnavi ucˇnih slik ni treba izvesti nikakrsˇnih prilagoditev. Pri vecˇvelikostni
obravnavi testnih slik pa je najenostavneje prevesti reprezentacije vseh veliko-
stnih razlicˇic dane slike na velikost njene izvirne razlicˇice. Cˇe se v reprezentaciji
slike relativne velikosti v (glede na izvirno testno sliko) neka znacˇilnica pojavi na
polozˇaju (x, y) in v relativni velikosti t, potem prevedba na izvirno velikost ta
podatek pretvori v polozˇaj (x/v, y/v) in relativno velikost t/v. Po prevedbi je
mozˇno vse nastale reprezentacije iste slike zdruzˇiti v eno samo mnozˇico podatkov
o pojavitvah znacˇilnic, ki se potem v detekcijskem postopku uporabi na obicˇajen
nacˇin.
3.4 Izhod detekcijskega postopka
Rezultat detekcijskega postopka je mnozˇica hipotez, ki napovedujejo polozˇaje in
velikosti domnevnih objektov v posameznih testnih slikah. Vrednotenje detekcij-
skih rezultatov med drugim zajema ugotavljanje pravilnosti hipotez, ki, kot bomo
videli v naslednjem razdelku, temelji na primerjanju dejanskih in napovedanih
omejevalnih okvirjev posameznih objektov. Zaradi tega mora detekcijski posto-
pek za vsak hipoteticˇni objekt izracˇunati njegov omejevalni okvir, ne zgolj njegovo
srediˇscˇe in velikost.
Omejevalni okvir je dolocˇen s koordinatami srediˇscˇa in z velikostjo obeh stranic.
Srediˇscˇe omejevalnega okvirja za dano hipotezo je seveda edino smiselno postaviti
na srediˇscˇe objekta, ki ga hipoteza napoveduje. Podatek o velikosti okvirja pa je
mogocˇe enostavno pridobiti na podlagi ucˇnih podatkov in napovedi za relativno
velikost hipoteticˇnega objekta. Pri enovelikostni detekciji je velikost omejevalnega
okvirja najbolje postaviti kar na povprecˇno velikost ucˇnih objektov. V nasˇi im-
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plementaciji so ucˇni objekti, kot smo navedli, normalizirani bodisi glede na sˇirino
bodisi glede na viˇsino omejevalnega okvirja. Tako so vsi ucˇni objekti enako sˇiroki
oziroma visoki, spreminja pa se njihova druga dimenzija.
Pri vecˇvelikostni detekciji se velikost okvirja postavi na zmnozˇek napovedane
relativne velikosti hipoteticˇnega objekta in povprecˇne velikosti objektov v iz-
hodiˇscˇni ucˇni velikosti. Pristop iz podrazdelka 3.3.1 predpostavlja, da se pravilna
detekcijska hipoteza pojavi na plasti, pri kateri je velikost objekta priblizˇno enaka
povprecˇni ucˇni velikosti. Hipoteza, ki nastopa na plasti r piramide za testno sliko,
napoveduje, da je velikost objekta v izvorni testni sliki enaka 2−r/R-kratniku pov-
precˇne ucˇne velikosti. Pristop iz podrazdelka 3.3.2 neposredno tvori hipoteze o
relativnih velikostih posameznih objektov, zato hipoteza na plasti r glasovalnega
prostora napoveduje, da je velikost objekta enaka 2r/R-kratniku izhodiˇscˇne ucˇne
velikosti.
Izhod detekcijskega algoritma je tako mnozˇica detekcijskih hipotez. Vsaka
hipoteza se nanasˇa na nek domnevni objekt, opisana pa je z naslednjimi podatki:
• Polozˇaj srediˇscˇa omejevalnega okvirja domnevnega objekta, c.
• Sˇirina in viˇsina omejevalnega okvirja.
• Mocˇ (podpora) hipoteze, s(H) ≡ s(c).
3.5 Vrednotenje rezultatov detekcije
Kakovost detekcijskega postopka oziroma modela, ki ga postopek zgradi, je mozˇno
numericˇno ovrednotiti po preizkusu postopka oz. modela na dovolj veliki in razno-
liki mnozˇici testnih slik. Detekcijski postopek za vsako testno sliko vrne mnozˇico
detekcijskih hipotez. Ocena detekcijske tocˇnosti je odvisna od pravilnosti posa-
meznih hipotez in od detektorjeve stopnje zaupanja v posamezne hipoteze.
V podrazdelku 3.5.1 bomo predstavili odlocˇitveno metodo za ugotavljanje
pravilnosti posameznih hipotez. V podrazdelku 3.5.2 bomo opisali ocenjevanje
tocˇnosti detekcijskega modela po preizkusu na mnozˇici testnih slik.
3.5.1 Ugotavljanje pravilnosti detekcijskih hipotez
Kot je navedeno v razdelku 3.4, je vsaka hipoteza, ki jo za dano sliko proizvede
detekcijski postopek, opremljena s podatki o omejevalnem okvirju domnevnega
objekta, na katerega se hipoteza nanasˇa, in s kolicˇino s(H), ki podaja detektorjevo
stopnjo zaupanja v hipotezo.
Predpostavimo za zacˇetek, da dana testna slika vsebuje natanko en objekt in
da detekcijski postopek vrne natanko eno hipotezo. Naj (xH , yH) oznacˇuje srediˇscˇe
omejevalnega okvirja, ki ga napoveduje detekcijska hipoteza, oznacˇbi wH in hH
pa naj po vrsti podajata sˇirino in viˇsino tega okvirja. (Do sedaj smo srediˇscˇe
hipoteticˇnega okvirja oznacˇevali kot c.) Naj xO, yO, wO in hO dolocˇajo dejanski
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Slika 3.5: Ilustracija vrednotenja pogojev za preverjanje pravilnosti detekcijskih
hipotez. Pravokotnika s polno obrobo predstavljata dejanska omejevalna okvirja
dveh objektov, pravokotnika s cˇrtkano obrobo pa napovedana omejevalna okvirja.
Leva slika ilustrira racˇunanje relativne razdalje dr. Desna slika ilustrira koncept
pokrivanja: napovedani okvir pokriva 78,9% dejanskega, dejanski okvir pa pokriva
39,5% napovedanega okvirja. (Slika je povzeta po Leibe (2004).)
omejevalni okvir (angl. ground truth) objekta na sliki. Potem hipoteza pravilno













Kolicˇino dr je mozˇno razumeti na sledecˇ nacˇin. Naj bo E elipsa, vcˇrtana
dejanskemu omejevalnemu okvirju. Potem dr predstavlja relativno razdaljo
med dejanskim in napovedanim srediˇscˇem objekta glede na
”
polmer“ elipse
E (razdaljo od njenega srediˇscˇa do roba) na daljici, ki povezuje srediˇscˇi ome-
jevalnih okvirjev. Cˇe je (xO, yO) tocˇka na elipsi E, velja dr = 1. Dopustna
vrednost dr = 0,5 priblizˇno ustreza odstopanju napovedanega srediˇscˇa od
dejanskega za cˇetrtino dejanske velikosti objekta.
2. Napovedani omejevalni okvir pokriva najmanj 50% plosˇcˇine dejanskega ome-
jevalnega okvirja.
3. Dejanski omejevalni okvir pokriva najmanj 50% plosˇcˇine napovedanega ome-
jevalnega okvirja.
Slika 3.5 ilustrira vrednotenje navedenih pravilnostnih pogojev.
V splosˇnem lahko slika vsebuje poljubno sˇtevilo (vsˇtevsˇi nicˇ) objektov, pa tudi
detekcijski postopek lahko vrne poljubno sˇtevilo hipotez za sliko. V tem primeru
se vsak napovedani omejevalni okvir primerja z vsakim dejanskim omejevalnim
okvirjem po gornjih merilih. Poseben primer nastopi, cˇe vecˇ kot ena hipoteza
ustreza istemu objektu po teh merilih. V tem primeru se zgolj ena (katerakoli)
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izmed ustrezajocˇih hipotez proglasi za pravilno, vse ostale ustrezajocˇe hipoteze
pa se kljub izpolnjevanju navedenih pogojev obravnavajo kot napacˇne. Kot pra-
vilno je smiselno oznacˇiti najmocˇnejˇso ustrezajocˇo hipotezo, torej tisto z najvecˇjo
vrednostjo s(H). To merilo, ki kaznuje vecˇkratno detektiranje istega objekta, so
predlagali Agarwal in sod. (2004), uposˇtevajo ga pa tudi Leibe (2004) in drugi
raziskovalci na podrocˇju detekcije objektov.
Predstavljene kriterije za ugotavljanje pravilnosti hipotez uporabljamo povsod
razen pri preizkusˇanju detekcije na podatkovni bazi avtomobilov UIUC. V tem
primeru smo se odlocˇili za uporabo meril, ki so jih vzpostavili Agarwal in sod.
(2004). Razlog za taksˇno odlocˇitev je v zˇelji po objektivnem primerjanju dobljenih
rezultatov z rezultati, o katerih porocˇajo drugi raziskovalci, ki so svoje algoritme
preizkusˇali na zbirki UIUC. Pri ostalih podatkovnih zbirkah ne izvajamo primerjav
z drugimi avtorji, zato tam uporabljamo novejˇse Leibejeve kriterije.










pri cˇemer je αh = 0.25hO in αw = 0.25wO. Tudi po kriterijih Agarwala in sod. so
vecˇkratne detekcije istega objekta oznacˇene kot napacˇne.
3.5.2 Ocenjevanje detekcijske tocˇnosti
Vsaka hipoteza, ki jo vrne detekcijski postopek, je bodisi pravilna bodisi napacˇna
glede na uporabljene kriterije. Lahko se tudi zgodi, da nekega prikazanega objekta
ne napove nobena hipoteza. V anglesˇki literaturi se pravilna detekcijska hipoteza
pogosto oznacˇuje z izrazom true positive, napacˇna pa z izrazom false positive, kar
bi lahko prevedli kot lazˇni alarm. Izraz missing detection (manjkajocˇa detekcija)
predstavlja objekt na sliki, ki ga nobena hipoteza ne napove pravilno.
V nadaljevanju naj TP oznacˇuje sˇtevilo vseh pravilnih hipotez, ki jih detekcijski
postopek proizvede za dano testno slikovno mnozˇico. Oznaka FP naj podaja
sˇtevilo vseh napacˇnih hipotez. MD naj predstavlja sˇtevilo nedetektiranih objektov
v celotni zbirki, OBJ pa skupno sˇtevilo objektov, ki jih vsebujejo testne slike. Velja
torej TP + MD = OBJ. Meri priklic (angl. recall) in natancˇnost (angl. precision)









Najviˇsjo mozˇno vrednost priklica (priklic = 1) je mogocˇe enostavno dosecˇi
tako, da detekcijski postopek vrne karseda gosto mrezˇo hipotez in vsem hipote-
zam dodeli isto vrednost s(H). Na tak nacˇin bodo zanesljivo pravilno napove-
dani vsi objekti (MD = 0), vendar bo velika vecˇina hipotez napacˇna, zato bo
natancˇnost zelo majhna. Sˇe enostavneje je dosecˇi natancˇnost = 1: detekcijski
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EER = 0.811 (MD = FP = 34)
MD = 63, FP = 13











Slika 3.6: Primer krivulje RPC z oznakami MD in FP ter z oznacˇenim presecˇiˇscˇem
s premico priklic(τ) = natancˇnost(τ), ki opredeljuje mero EER. Za prikazano
krivuljo RPC velja OBJ = 180.
postopek preprosto ne vrne nobene hipoteze. Seveda bo potem priklic enak 0.
Priklic in natancˇnost sama po sebi ocˇitno ne povesta nicˇesar o kakovosti detekcije.
Veliko primernejˇsa mera je krivulja RPC (angl. recall-precision curve), ki podaja
odvisnost med priklicem in natancˇnostjo. Uporabo krivulje RPC pri vrednotenju
detekcijske tocˇnosti priporocˇajo Agarwal in sod. (2004). RPC je mozˇno uporabiti
le, cˇe detekcijski postopek vsako hipotezo oceni s stopnjo zaupanja. Ta pogoj je
v nasˇem primeru seveda izpolnjen.
RPC je parametricˇno podana ravninska krivulja. Vlogo neodvisnega parame-
tra igra prag τ , ki dolocˇa, katere detekcijske hipoteze, proizvedene za celotno testno
mnozˇico, se uposˇtevajo pri racˇunanju priklica in natancˇnosti. Pri vsaki vrednosti
parametra τ se na podlagi vseh hipotez H, za katere velja s(H) ≥ τ , dolocˇita
priklic in natancˇnost. Hipoteze, pri katerih velja s(H) < τ , se pri racˇunanju pri-
klica in natancˇnosti za tekocˇo vrednost τ zanemarijo. Za vsak τ se izracˇunani
par priklic-natancˇnost predstavi kot tocˇka v koordinatni ravnini. Krivulja RPC
se obicˇajno prikazˇe kot odvisnost priklica od kolicˇine (1 − natancˇnost). Primer
krivulje RPC je podan na sliki 3.6.
Mogocˇe je enostavno pokazati, da za izris popolne krivulje RPC zadosˇcˇa, cˇe
prag τ pretecˇe vrednosti {s(H)}H∈H ∪ {∞}, kjer H oznacˇuje mnozˇico vseh de-
tekcijskih hipotez za testne slike. Najvecˇji priklic in najmanjˇsa natancˇnost bosta
dosezˇena pri vrednosti τ = minH∈H s(H), saj bodo v tem primeru uposˇtevane prav
vse hipoteze. Pri τ = ∞, ko pri izracˇunu priklica in natancˇnosti ne bo uposˇtevana
nobena hipoteza, pa bo zanesljivo veljalo priklic = 0 in natancˇnost = 1. Pri
povecˇevanju τ se v splosˇnem povecˇuje priklic in zmanjˇsuje natancˇnost.
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Krivulja RPC je tem ugodnejˇsa, cˇim blizˇe osema (1 − natancˇnost = 0) in
(priklic = 1) poteka. Obstajata vsaj dve enostavni meri za dolocˇanje ugodnosti
krivulje RPC:
Mera Fmax. To mero priporocˇajo Agarwal in sod. in je definirana kot
Fmax = max
τ
2 · priklic(τ) · natancˇnost(τ)
priklic(τ) + natancˇnost(τ)
. (3.23)
Mera EER. Ta mera je definirana kot priklic (ali natancˇnost) v tocˇki τ , kjer
velja priklic(τ) = natancˇnost(τ).
Meri predstavljata dva alternativna nacˇina za iskanje kompromisa med priklicem
in natancˇnostjo. Kot ilustrira slika 3.6, je mero EER mogocˇe dolocˇiti neposre-
dno iz graficˇnega prikaza krivulje, in sicer kot presecˇiˇscˇe krivulje RPC s premico
priklic(τ) = natancˇnost(τ). Zaradi lazˇje berljivosti sta meri Fmax in EER pogosto
podani v odstotkih.
V poglavju 5 bomo v nekaterih primerih prikazali celotno krivuljo RPC. Sicer
bomo uspesˇnost detekcije vrednotili z obema merama, vendar bomo pogosteje
prikazali le Fmax.
3.6 Povzetek poglavja in koncˇne opombe
3.6.1 Povzetek poglavja
Poglavje smo namenili opisu detekcijske metode na osnovi implicitnega modela
oblike in predstavitvi nacˇina vrednotenja detekcijskih rezultatov.
Osnovni ucˇni postopek predstavi obliko objektov dane kategorije z verjetnostno
porazdelitvijo polozˇaja srediˇscˇa objekta glede na polozˇaje pojavitev posameznih
znacˇilnic v slikah. Porazdelitev se oceni na povsem neparametricˇen nacˇin.
Osnovni enovelikostni detekcijski postopek povezˇe podatke o polozˇajih znacˇil-
nic oz. lokalnih struktur v testni sliki z naucˇeno verjetnostno porazdelitvijo, tako
da glasuje za hipoteze o mozˇnih srediˇscˇih objektov na sliki. Glasovi se zbirajo v
dvorazsezˇnem hipoteznem prostoru. Koncˇna mnozˇica hipotez se dolocˇi z iskanjem
lokalnih maksimumov v zglajenem hipoteznem prostoru.
Pod dolocˇenimi pogoji, ki so pogosto izpolnjeni, je detekcijsko tocˇnost mogocˇe
znatno izboljˇsati z uporabo iterativnega postopka MDL, ki pozˇresˇno prireja lo-
kalne strukture trenutno najmocˇnejˇsim hipotezam in posledicˇno zmanjˇsuje mocˇ
konkurencˇnim hipotezam.
Ucˇni in testni postopek je mozˇno razsˇiriti za uporabo v vecˇvelikostni detekcij-
ski domeni, kjer pricˇakovani izhod detekcijskega algoritma obsega seznam hipo-
teticˇnih polozˇajev in velikosti objektov na sliki. Predstavljeni sta bili dve razlicˇici
za izvedbo vecˇvelikostnega detekcijskega postopka. Po razlicˇici, ki deluje pri po-
ljubnem sestavu znacˇilnic, je ucˇni algoritem enak osnovnemu ucˇnemu algoritmu,
testni algoritem pa zgradi piramido povecˇanih in pomanjˇsanih kopij dane testne
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slike. Osnovni detekcijski postopek se nato pozˇene na vsaki plasti piramide pose-
bej. Na plasti, kjer se velikost nekega objekta na sliki priblizˇno izenacˇi z znano
ucˇno velikostjo, obstaja mozˇnost za nastop pravilne detekcijske hipoteze za ta
objekt. Postopek MDL izbira in dusˇi hipoteze vzdolzˇ celotne piramide.
Razlicˇica izvedbe vecˇvelikostnega detekcijskega postopka, ki predpostavlja in-
variantnost znacˇilnic na spremembo velikosti, izkoriˇscˇa dejstvo, da je na podlagi
polozˇajev in velikosti tovrstnih znacˇilnic mogocˇe sklepati tudi na velikosti, ne
zgolj na polozˇaje objektov na sliki. Ucˇni postopek zato oceni verjetnostno poraz-
delitev relativnega polozˇaja srediˇscˇa objekta in njegove relativne velikosti glede na
polozˇaje in relativne velikosti nastopov posameznih znacˇilnic na sliki. V testni fazi
se ta informacija skupaj s polozˇaji in relativnimi velikostmi manifestacij znacˇilnic
na dani testni sliki uporabi za glasovanje v trirazsezˇni hipotezni prostor. Koncˇna
mnozˇica hipotez se dolocˇi z glajenjem in iskanjem lokalnih maksimumov v tem
prostoru. Ob koncu se mocˇ sekundarnih hipotez zmanjˇsa z uporabo algoritma
MDL, ki poteka enako kot v enovelikostnem primeru.
Detekcijski modul poskrbi tudi za ugotavljanje pravilnosti hipotez, ki jih pro-
izvede detekcijski algoritem, in za ocenjevanje tocˇnosti detekcije objektov na sli-
kovni mnozˇici.
3.6.2 Koncˇne opombe
Detekcijski modul igra glavno vlogo v testni fazi, njegovih storitev pa se po-
sluzˇujeta tudi obe izbirni metodi. V testni fazi se vedno uporablja popolna razlicˇica
vecˇvelikostnega detekcijskega postopka. V fazi izbire znacˇilnic pa so razmere ne-
koliko drugacˇne. Pri racˇunanju funkcije S(Z, I) v okviru filtrske izbire znacˇilnic
ni smiselno izvajati postopka MDL, saj je funkcija odvisna le od najmocˇnejˇse de-
tekcijske hipoteze. Pri izbiranju znacˇilnic Fidler in sod. (razdelek 4.2), ki niso
definirane na velikostno invarianten nacˇin, se uporablja le enovelikostna razlicˇica
detekcijskega postopka.
Rezultati izvajanja detekcijskega postopka pa se v vseh primerih ovrednotijo




Z izbiro konkretnega sestava znacˇilnic postane sistem v celoti opredeljen. Preiz-
kusili smo dva sestava:
1. Sestav, predstavljen v cˇlankih Fidler in sod. (2006) in Fidler in Leonardis
(2007). Zaradi enostavnosti bomo ta sestav v nadaljevanju imenovali kar
”
znacˇilnice Fidler in sod.“.
2. Sestav, predstavljen v cˇlankih Ferrari in sod. (2006a) in Ferrari in sod.
(2006b). Ta sestav bomo oznacˇevali kot
”
znacˇilnice Ferrari in sod.“.
V obeh primerih gre za lokalne znacˇilnice, ki jih je mogocˇe brez tezˇav vkljucˇiti
v izbirni in detekcijski modul. Oba sestava sta rezultat skrbnega in smotrnega
nacˇrtovanja, ki se odrazˇa v dobro definirani zgradbi znacˇilnic, v postopku ucˇenja
(pridobivanja) znacˇilnic, ki sledi jasno zacˇrtanim smernicam, ter v robustnem in
ucˇinkovitem postopku za reprezentacijo slik z naucˇenimi znacˇilnicami. Oba sestava
sta zˇe bila uspesˇno preizkusˇena v kontekstih reprezentacije in detekcije objektov.
S staliˇscˇa detekcijskega postopka se sestava znacˇilnic bistveno razlikujeta. Zna-
cˇilnice Ferrari in sod. so namrecˇ definirane na velikostno invarianten nacˇin, za
znacˇilnice Fidler in sod. pa to ne velja. Zato uporaba znacˇilnic Ferrari in sod.
omogocˇa detekcijo na podlagi velikostno invariantnega ucˇnega modela (podrazde-
lek 3.3.2), znacˇilnice Fidler in sod. pa so zdruzˇljive le s postopkom iz podrazdelka
3.3.1.
Poudarjamo, da omenjena razlika v nacˇinu definicije nikakor ne dopusˇcˇa skle-
panja, da bi bile znacˇilnice Ferrari in sod. a priori
”
boljˇse“ od znacˇilnic Fidler in
sod. Neposredna primerjava obeh sestavov pravzaprav ni niti posˇtena niti smi-
selna, saj sta bila sestava razvita na podlagi precej razlicˇnih postulatov.
Vse postopke, povezane z znacˇilnicami Fidler in sod., smo v celoti implemen-
tirali tudi sami. Pri tem smo se v nekaterih manj bistvenih vidikih nekoliko od-
maknili od implementacije, opisane v obeh izvornih cˇlankih, praviloma v smeri
poenostavitev. Pri znacˇilnicah Ferrari in sod. pa smo za pridobitev skupin robnih
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odsekov iz dane slike, kar predstavlja osnovo za izgradnjo znacˇilnic, uporabili pro-
sto dostopno implementacijo1. Pri koncˇni fazi ucˇenja znacˇilnic in pri reprezentaciji
slik pa smo uporabili lastno implementacijo.
Znacˇilnice Fidler in sod. so predstavljene v razdelku 4.2, znacˇilnice Ferrari in
sod. pa v razdelku 4.3. Razdelek 4.4 povzema celotno poglavje.
4.2 Znacˇilnice Fidler in sod.
4.2.1 Uvod
Fidler in sod. so razvili izviren sestav znacˇilnic, ki temelji na hierarhicˇni kom-
pozicijski shemi. Celotna mnozˇica znacˇilnic je organizirana v osˇtevilcˇene ravni.
Vsaka znacˇilnica ravni n, n > 1, je predstavljena kot geometrijska kompozicija
ene ali vecˇ znacˇilnic ravni n− 1. Izjema je raven 1, ki vsebuje osnovne, nedeljive
znacˇilnice, iz katerih so neposredno sestavljene vse znacˇilnice ravni 2, posredno
pa tudi znacˇilnice viˇsjih ravni. Znacˇilnice v nizˇjih ravneh so preprostejˇse in manj
distinktivne, tiste na viˇsjih ravneh pa so kompleksnejˇse in bolj distinktivne. Fidler
in sod. zaradi kompozicijske naravnanosti sestava uporabljajo poimenovanje del
(angl. part) za znacˇilnico v hierarhicˇni kompozicijski shemi.
Na prvi ravni hierarhije znacˇilnic nastopajo enostavna usmerjena Gaborjeva
jedra, ki so obcˇutljiva na intenzitetne prehode (robove) v posameznih smereh. Vse
nadaljnje ravni se zgradijo v postopku samodejnega ucˇenja z obravnavo slik dane
vizualne kategorije. Druga raven vsebuje pogosto nastopajocˇe lokalne kompozi-
cije znacˇilnic prve ravni, med katerimi je praviloma mozˇno najti kote, polkroge in
pare vzporednih cˇrt. Znacˇilnice na viˇsjih ravneh v nekaterih primerih modelirajo
posamezne razpoznavne dele objektov, na najviˇsjih pa celotne objekte oziroma ka-
tegorije. Konkretni primeri hierarhij znacˇilnic so prikazani v obeh izvirnih cˇlankih.
Kot je navedeno v Fidler in Leonardis (2007), so avtorji pri snovanju in izvedbi
sestava znacˇilnic uposˇtevali sledecˇe smernice:
1. Ucˇinkovito indeksiranje (angl. indexing) znacˇilnic v sliki in vizualnih ka-
tegorij na podlagi shranjenih (naucˇenih) znacˇilnic. Znacˇilnice na ravni n
indeksirajo oz. sluzˇijo kot kazalo na posamezne znacˇilnice na ravni n+ 1. V
smotrno organizirani hierarhicˇni shemi posamezne znacˇilnice indeksirajo le
malo znacˇilnic na viˇsji ravni, kar omogocˇa ucˇinkovito iskanje kompleksnejˇsih
znacˇilnic in primerkov kategorij v dani sliki.
2. Ucˇinkovito primerjanje (angl. matching) znacˇilnic na sliki in naucˇenih zna-
cˇilnic. Tudi v tem pogledu se hierarhicˇna kompozicijska predstavitev izkazˇe
kot ustrezna odlocˇitev.
3. Ucˇenje, temeljecˇe na statisticˇnih lastnostih vizualnih podatkov. Fidler in
sod. so predlagali ucˇni postopek, ki gradi hierarhijo od spodaj navzgor,
1http://www.robots.ox.ac.uk/∼ferrari/software.html
4.2 Znacˇilnice Fidler in sod. 63
usmerja pa ga pogostost pojavitev kandidatnih lokalnih kompozicij znacˇilnic
na obstojecˇih ravneh.
4. Odpornost na sˇum in variabilnost pri iskanju znacˇilnic v sliki. V ta namen
so znacˇilnice predstavljene kot
”
ohlapne“ (angl. loose) geometrijske kompo-
zicije svojih sestavnih delov, s cˇimer se skusˇa dosecˇi kompromis med lokalno
prostorsko povezanostjo znacˇilnic in njihovo fleksibilnostjo.
5. Obstoj mozˇnosti inkrementalnega ucˇenja znacˇilnic.
Podazdelek 4.2.2 natancˇneje opisuje zgradbo znacˇilnic v hierarhicˇni kompozi-
cijski shemi. Podazdelek 4.2.3 je namenjen opisu postopka za reprezentacijo slik
z dano mnozˇico znacˇilnic. V podrazdelku 4.2.4 je predstavljen postopek ucˇenja
hierarhije znacˇilnic. Tema podrazdelka 4.2.5 je uporaba znacˇilnic Fidler in sod. v
ostalih modulih sistema.
4.2.2 Predstavitev znacˇilnic
4.2.2.1 Znacˇilnica ravni 1
Prva raven vsebuje eno samo znacˇilnico, oznacˇeno z Z11 . Znacˇilnica je defini-
rana kot konvolucijsko jedro Gaborjevega filtra v orientaciji 0◦. Kot bomo videli
kasneje, pa lahko ta znacˇilnica v sliki ali kot komponenta znacˇilnic viˇsjih ravni
nastopa v katerikoli izmed osmih razlicˇnih orientacij. Mnozˇica mozˇnih orientacij
vsebuje vse cele vecˇkratnike 45◦ med 0◦ in vkljucˇno 315◦.
























Parameter λ podaja razmerje polosi (angl. aspect ratio) eksponentne funkcije,
σ pa njen razteg v ravnini xy. F podaja frekvenco sinusoidne funkcije, α pa
njeno orientacijo. V nasˇi implementaciji so vrednosti parametrov sledecˇe: λ = 1,
σ = 2,5, F = 2/35 (Fσ = 1/7) in α = 0◦.
Po izracˇunu na dovolj veliki dvorazsezˇni domeni se funkcija g(x, y) globalno
normalizira tako, da vsota njenih vrednosti na domeni postane 0, vsota kvadratov
vrednosti pa 1. Tako normalizirana funkcija (konvolucijsko jedro) se proglasi za
edino znacˇilnico ravni 1. Znacˇilnica je prikazana na sliki 4.1.
4.2.2.2 Znacˇilnice ravni n > 1
Vsaka znacˇilnica je enolicˇno dolocˇena z oznako ravni in indeksom znotraj ravni,
ki skupaj tvorita identitetno oznako. Zni oznacˇuje i-to znacˇilnico na ravni n. Kot
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smo zˇe omenili, je vsaka znacˇilnica ravni n > 1 sestavljena iz ene ali vecˇ znacˇilnic
ravni n− 1. Kompozicija znacˇilnice Zni je predstavljena kot
kompozicija(Zni ) = 〈(Zn−1I(i,j), αij , µij ,Σij)〉j ; (4.2)
I : N× N → N je indeksna funkcija.
Pri tem Zn−1I(i,j) podaja identitetno oznako j-te komponente, αij njeno orientacijo
(zavrtenost), µij in Σij pa oznacˇujeta centroid in kovariancˇno matriko dvorazsezˇne
Gaussove porazdelitve, ki modelira variabilnost polozˇaja j-te komponente. Kom-
pozicija je polozˇajno in rotacijsko normalizirana glede na prvo komponento. Prva
komponenta se po definiciji vedno nahaja v srediˇscˇu kompozicije in ima orientacijo
enako 0◦: αi1 = 0
◦, µi1 = [0, 0]
T , Σi1 = 0. Polozˇaji in orientacije ostalih kompo-
nent so izrazˇeni relativno glede na prvo komponento. Vrednosti mozˇnih orientacij
so omejene na mnozˇico {(45k)◦}7k=0. Primer kompozicije znacˇilnice je shematsko
prikazan na sliki 4.2a. Tabela 4.1 prikazuje kompozicije treh primerov znacˇilnic.
Kot bomo videli kasneje, kovariancˇna matrika Σij posredno dolocˇa dopusten
odmik komponente od relativnega polozˇaja µij . Na ta nacˇin se dosezˇe kompromis
med lokalno prostorsko povezanostjo znacˇilnic in robustnostjo pri iskanju znacˇilnic
v sliki, kakor priporocˇa smernica 4 v podrazdelku 4.2.1.
4.2.3 Reprezentacija slik s podanimi znacˇilnicami
Postopek reprezentacije dane slike z znacˇilnicami ravni n poteka tako, da se slika
najprej reprezentira z znacˇilnicami ravni 1, nato z ravnjo 2 itn. Najprej bo pred-
stavljen postopek reprezentacije izhodiˇscˇne slike z ravnjo 1, nato pa prehod z
reprezentacije slike z ravnjo n − 1 na reprezentacijo z ravnjo n. Sˇe pred tem pa






































Slika 4.1: (a) Znacˇilnica prve ravni kot funkcija dveh spremenljivk. (b) Ista
znacˇilnica, predocˇena kot matrika velikosti 15 × 15, ki se uporablja kot konvolu-
cijsko jedro pri reprezentaciji slik s prvo ravnjo.
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4.2.3.1 Manifestacija znacˇilnice
Pojem manifestacije (nastopa, pojavitve) znacˇilnice smo uvedli zˇe v uvodnem po-
glavju in ga nato vseskozi s pridom uporabljali. Kot smo navedli, manifestacija
(angl. realization po Fidler in sod.) dane znacˇilnice v sliki oznacˇuje posamezen
odraz te znacˇilnice v sliki. Reprezentacija slike s podanimi znacˇilnicami je seznam
manifestacij teh znacˇilnic v obravnavani sliki. Z zapisom Mnk bomo oznacˇili k-to
manifestacijo v reprezentaciji slike z znacˇilnicami ravni n.
V hierarhiji je vsaka znacˇilnica predstavljena kot kompozicija, ki je norma-
lizirana glede na prvo komponento. Koordinatno izhodiˇscˇe shranjene znacˇilnice
je torej postavljeno v prvo komponento. V sliki pa lahko znacˇilnica nastopa (se
manifestira) na poljubnih polozˇajih in v poljubnih orientacijah glede na slikovni
koordinatni sistem. Denimo, da znacˇilnica Zni (n > 1) v sliki nastopa (tudi) kot
manifestacija Mnk , in sicer na na polozˇaju (xk, yk) in v orientaciji βk. To dej-
stvo bomo zapisali Mnk = (Z
n
i , βk, (xk, yk)). Potem velja, da se prva komponenta






















Slika 4.2: (a) Kompozicija neke znacˇilnice Zni . Pusˇcˇice oznacˇujejo orientacije kom-
ponent, elipse pa njihova dopustna odstopanja od centroidnih polozˇajev. (b) Ali
podoba prikazuje manifestacijo znacˇilnice Zni v orientaciji 225
◦ na danem polozˇaju
v sliki? Denimo, da velja ρ(e) = a, ρ(f) = b, ρ(g) = c, ρ(h) = d. Mn−1e torej inde-
ksira Zni . (c) Prvi korak algoritma za preverjanje nastopa znacˇilnice Z
n
i : zavrtitev
okolice za kot −225◦. (d) Algoritem preveri, cˇe je za vse komponente znacˇilnice
mogocˇe najti ustrezajocˇe manifestacije. Z modro barvo so oznacˇene superpozicije
komponent znacˇilnice Zni na okolico indeksirajocˇe manifestacije M
n−1
e . Izkazˇe se,
da je (b) res manifestacija znacˇilnice Zni .
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Tabela 4.1: Primeri znacˇilnic za kategorijo avtomobili. Znacˇilnica Z11 , edina
znacˇilnica ravni 1, je predstavljena kot Gaborjevo jedro. Njena upodobitev je le
pomanjˇsana sivinska razlicˇica slike 4.1b. Znacˇilnica Z226 je sestavljena iz treh pre-
maknjenih in zavrtenih kopij Z11 , znacˇilnica Z
3
95 pa sestoji iz treh kopij znacˇilnice
Z226. V tabeli je razvidno, da prva komponenta vedno nastopa v izhodiˇscˇni orien-





glede na prvo komponento nahajajo v taksˇnih relativnih orientacijah in na taksˇnih
relativnih polozˇajih, kot to narekuje oz. dovoljuje kompozicija znacˇilnice Zni . Pri-
mer manifestacije znacˇilnice s slike 4.2a je prikazan na sliki 4.2b.
Za poenostavitev izrazˇanja bomo definirali funkcijo ρ, ki preslika indeks mani-
festacije znotraj reprezentacijskega seznama v indeks manifestirane znacˇilnice. Za
Mnk = (Z
n
i , . . .) torej velja ρ(k) = i.
4.2.3.2 Reprezentacija slike z ravnjo 1
Postopek se pricˇne s konvoluiranjem slike z naborom osmih Gaborjevih jeder.
Jedra so pridobljena na enak nacˇin kot znacˇilnica Z11 , le da se v enacˇbi (4.1)
uporabijo drugacˇne vrednosti parametrov α, torej orientacij. Orientacija i-tega
jedra znasˇa 45(i− 1)◦. Prvo jedro je tako identicˇno znacˇilnici Z11 .
Konvolucija za vsak slikovni element proizvede vektor odzivov posameznih
jeder na vzorec v okolici tega elementa. Vsako jedro je obcˇutljivo na intenzitetne
prehode odgovarjajocˇe orientacije. Odziv jedra z orientacijo α+ 180◦ je v danem
slikovnem elementu nasproten odzivu jedra orientacije α. Cˇe slikovni element
lezˇi na vodoravnem prehodu temno-svetlo (levo temno, desno svetlo), bo najvecˇjo
oz. najbolj pozitivno vrednost v njem doseglo jedro orientacije 0◦, najmanjˇso oz.
najbolj negativno vrednost pa jedro orientacije 180◦. Pri prehodu svetlo-temno
bo stanje ravno obratno.
Vsakemu slikovnemu elementu se nato priredi indeks jedra z najvecˇjo vre-
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dnostjo konvolucijskega odziva, ki je v nadaljevanju imenovano kar
”
najmocˇnejˇse
jedro“. Tako je v izhodiˇscˇu vsak slikovni element manifestacija znacˇilnice Z11 v
orientaciji najmocˇnejˇsega jedra.
V naslednjem koraku se ohranijo le tisti slikovni elementi, pri katerih odziv
najmocˇnejˇsega jedra presega 1/10 vrednosti globalno najvecˇjega odziva v sliki.
Na ta nacˇin se iz nadaljnje obravnave izlocˇijo homogena obmocˇja, kar v splosˇnem
ne predstavlja posebne sˇkode, saj je vecˇina relevantne informacije zajete v inten-
zitetnih prehodih.
Jedra ustreznih orientacij praviloma zanesljivo zaznajo usmerjene intenzitetne
prehode. Najmocˇneje se odzovejo v samih prehodih, nekoliko sˇibkeje pa tudi v
slikovnih elementih v neposredni blizˇini prehodov. Postopek lokalnega dusˇenja
(angl. local suppression) ohrani le manifestacije jeder na samih prehodih, ne pa
tudi ob njih, s cˇimer se prihrani precej pomnilniˇskega prostora. Postopek sprejme
matriko vrednosti odzivov najmocˇnejˇsih jeder v posameznih slikovnih elementih
in za vsak slikovni element ugotovi, koliko vrednosti odzivov v njegovi okolici
velikosti 3× 3 je vecˇjih ali enakih kot vrednost odziva v obravnavanem elementu.
Cˇe je sˇtevilo takih vrednosti enako vsaj 3, se obravnavani element odstrani iz
reprezentacije.
4.2.3.3 Prehod z reprezentacije slike z ravnjo n − 1 na reprezentacijo
z ravnjo n
Predpostavimo, da je slika zˇe reprezentirana z znacˇilnicami ravni n − 1, torej
z mnozˇico manifestacij {Mn−1k }k, Mn−1k = (Zn−1ρ(k) , βk, (xk, yk)). V nadaljevanju
bomo opisali, kako je na podlagi teh podatkov mozˇno zgraditi reprezentacijo slike
z znacˇilnicami ravni n.
Postopek za prehod na reprezentacijo ravni n obravnava vsako manifestacijo
Mn−1k posebej. Najprej poiˇscˇe vse znacˇilnice Z
n
i , pri katerih se identiteta prve
komponente ujema z identiteto manifestirane znacˇilnice, torej Zn−1I(i,1) = Z
n−1
ρ(k) .
Pravimo, da znacˇilnica Zn−1ρ(k) oziroma njena manifestacija indeksira vse taksˇne
znacˇilnice Zni . Postopek nato za vsako indeksirano znacˇilnico Z
n
i preveri, ali se
v celoti, z vsemi komponentami, manifestira na polozˇaju (xk, yk) in v orientaciji
βk. Algoritem za preverjanje nastopa znacˇilnice Z
n
i na mestu dane manifesta-
cije je kljucˇna sestavina reprezentacijskega postopka, zato ga izpostavljamo kot
algoritem 4.1 in ilustriramo na sliki 4.2.
Algoritem najprej zavrti okolico Mn−1k okrog tocˇke (xk, yk) za kot −βk, s cˇimer
orientacija Mn−1k postane 0
◦. Na ta nacˇin se Mn−1k ”
poravna“ s prvo komponento
indeksirane znacˇilnice Zni , kar omogocˇi neposredno primerjavo ostalih komponent
Zni z manifestacijami v okolici M
n−1
k . Algoritem vrne odgovor ”
DA“ tedaj, ko
je za vse komponente Zni mozˇno najti ujemajocˇe manifestacije v zavrteni okolici
Mn−1k . Komponenta znacˇilnice se ujema z manifestacijo, cˇe se ujemata identiteti in
orientaciji, relativni polozˇaj manifestacije glede na polozˇaj Mn−1k pa ne odstopa
pretirano od centroidnega polozˇaja komponente. Dopustno odstopanje dolocˇa
kovariancˇna matrika komponente.
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Algoritem 4.1 Preverjanje nastopa znacˇilnice Zni na polozˇaju in v orientaciji
dane manifestacije Mn−1k v reprezentaciji slike z znacˇilnicami ravni n− 1.
Vhod:
(a) Seznam manifestacij {Mn−1l }l (reprezentacija slike z ravnjo n− 1).
(b) Manifestacija Mn−1k = (Z
n−1
ρ(k) , βk, (xk, yk)).
(c) Znacˇilnica Zni = 〈(Zn−1I(i,j), αij , µij ,Σij)〉j , tako da velja Zn−1I(i,1) = Zn−1ρ(k) .
Izhod:
”





1: Zavrti (dovolj veliko) prostorsko okolico Mn−1k za kot −βk okrog (xk, yk). Tako
se manifestacija Mn−1k pretvori v (Z
n−1
ρ(k) , 0
◦, (xk, yk)), ustrezno pa se spreme-
nijo tudi polozˇaji in orientacije drugih manifestacij v okolici.
2: za j := 2 do #komponent(Zni ) ponavljaj
3: Preveri, ali zavrtena okolica vsebuje manifestacijo Mn−1r = (Z
n−1
ρ(r) , βr,
(xr, yr)) (elementi vektorja odrazˇajo stanje po vrtenju okolice), za katero
so izpolnjeni vsi sledecˇi pogoji:
(a) Zn−1I(i,j) = Z
n−1
ρ(r) ;
(b) αij = βr;
(c) exp
(− 12(x− µij)TΣ−1ij (x− µij)) ≥ 0,2, kjer x = [xr − xk, yr − yk]T .
4: cˇe taksˇna manifestacija Mn−1r ne obstaja, potem
5: vrni
”






Za vsako znacˇilnico Zni , ki se manifestira na mestu M
n−1
k , se v reprezentacij-
ski seznam za raven n doda element (Zni , βk, (xk, yk)). Po dolocˇitvi ustrezajocˇih
znacˇilnic ravni n za vse manifestacije ravni n− 1 je slika povsem reprezentirana z
ravnjo n.
Kot je navedeno v podrazdelku 4.2.4, se po koncu ucˇenja ravni n ≥ 3 izvedeta
postopka grucˇenja (angl. clustering) in zmanjˇsanja prostorske locˇljivosti. Posledica
grucˇenja je preimenovanje izvornih identitetnih oznak znacˇilnic v oznake grucˇ.
Podatki, potrebni za izvedbo te transformacije, se shranijo v ucˇni fazi skupaj z
izvornimi in transformiranimi znacˇilnicami (t.j. grucˇami). Pri prehodu z ravni
n − 1 na raven n (n ≥ 3) reprezentacijski postopek najprej poiˇscˇe manifestacije
izvornih znacˇilnic, kot je to opisano zgoraj, nato pa v skladu s transformacijo
preimenuje identitetne oznake znacˇilnic v odkritih manifestacijah.
Zmanjˇsanje prostorske locˇljivosti se odrazˇa v spremembi polozˇajnih koordinat
manifestacij za konstanten faktor. Tudi to se izvrsˇi le v primeru n ≥ 3.
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4.2.4 Ucˇenje hierarhije znacˇilnic
Postopek ucˇenja, ki ga predstavljamo v tem podrazdelku, gradi hierarhijo znacˇilnic
od spodaj navzgor. Raven 1 je dolocˇena vnaprej, raven n > 1 pa se zgradi s
statisticˇnim ucˇenjem na podlagi reprezentacij ucˇnih slik z ravnjo n− 1.
4.2.4.1 Vhod
Postopek ucˇenja ravni n sprejme mnozˇico ucˇnih slik, reprezentiranih z znacˇilnicami
ravni n − 1. Izkazˇe pa se, da je pred ucˇenjem koristno dodatno zmanjˇsati sˇtevilo
manifestacij v reprezentacijski mnozˇici z uporabo postopka inhibicije.
Inhibicijo reprezentacije z znacˇilnicami prve ravni najlazˇe razumemo, cˇe si
predstavljamo intenzitetni prehod, denimo, tipa
”
zgoraj temno, spodaj svetlo“,
na katerega se najmocˇneje odzove jedro orientacije 90◦. Po lokalnem dusˇenju so
manifestacije tega jedra nanizane v sklenjeni vodoravni cˇrti na prehodu. Cˇe se
vsaka manifestacija na cˇrti nadomesti s sliko uporabljenega 90-stopinjskega Ga-
borjevega jedra, pride do precejˇsnjega prekrivanja, kar nakazuje dolocˇeno redun-
danco predstavitve. Cˇrto bi bilo mozˇno enako kakovostno pokriti z bistveno manj
jedri oziroma manifestacijami. Cilj postopka inhibicije, ki so ga Fidler in sod.
(2006) formulirali v ogrodju nacˇela MDL, je izlocˇiti cˇimvecˇ manifestacij, pri tem
pa uposˇtevati zahtevo o
”
dovolj dobri“ pokritosti intenzitetnih prehodov z Ga-
borjevimi jedri. Koncept pokritosti in inhibicijski postopek je mozˇno opredeliti
tudi na viˇsjih ravneh (manifestacija znacˇilnice pokriva manifestacije komponent
te znacˇilnice).
Inhibicijo je mozˇno izvesti s preprostim pozˇresˇnim postopkom, ki precej spomi-
nja na postopek MDL pri detekciji. Inhibicija se uporablja le pri ucˇenju hierarhije
znacˇilnic, in sicer iz razlogov prostorsko-cˇasovne narave, pri reprezentaciji slik z zˇe
zgrajeno hierarhijo znacˇilnic pa se inhibicija ne uporablja, saj zmanjˇsuje mozˇnosti
za odkrivanje manifestacij kompleksnejˇsih znacˇilnic.
4.2.4.2 Ucˇenje kompozicij
Pri ucˇenju mnozˇice znacˇilnic dane ravni n > 1 se sˇtevilo komponent posame-
znih znacˇilnic postopoma povecˇuje: najprej se zgradijo znacˇilnice, ki sestojijo
iz srediˇscˇne (prve) komponente in sˇe ene znacˇilnice ravni n − 1, nato znacˇilnice
z dvema komponentama poleg srediˇscˇne itn. Kompozicije, ki poleg srediˇscˇne
znacˇilnice vsebujejo sˇe natanko s komponent, bomo imenovali s-kompozicije (angl.
s-subcompositions po Fidler in sod.). Najprej bomo opisali ucˇenje 1-kompozicij,
nato pa ucˇenje s-kompozicij pri poljubnem s > 1.
Izhodiˇscˇe za gradnjo 1-kompozicij ravni n je mnozˇica inhibiranih reprezenta-
cij ucˇnih slik z znacˇilnicami ravni n − 1. Na zacˇetku ucˇenja se za vsako trojico
(Zn−1i , Z
n−1
j , α) — takih trojic je V (n−1)×V (n−1)×8, cˇe V (.) oznacˇuje sˇtevilo
znacˇilnic dane ravni — pripravi prostorski zemljevid (angl. spatial map), ki bo
tekom obravnave reprezentiranih slik zbiral informacijo o tem, kje in kako po-
gosto se v prostorski okolici manifestacij znacˇilnic Zn−1i pojavljajo manifestacije
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znacˇilnic Zn−1j v relativni orientaciji α. V nasˇi implementaciji ima okolica obliko
kroga premera 21 slikovnih elementov, sicer pa je postopek za dolocˇitev najpri-
mernejˇse velikosti okolice opisan v Fidler in sod. (2006). Prostorski zemljevid je
tako inicializiran na nicˇelno matriko velikosti 21× 21.
Ucˇni postopek nato sistematicˇno pregleda vhodne reprezentacije in obravnava
vsako manifestacijo Mn−1k = (Z
n−1
ρ(k) , βk, (xk, yk)) posebej. Okolica obravnavane
manifestacije se najprej zavrti za kot −βk okrog (xk, yk), s cˇimer se ustrezno
spremenijo parametri vseh manifestacij v okolici. Nato postopek pregleda vsebino
celotne zavrtene okolice. Za vsako manifestacijo (Zn−1ρ(l) , βl, (xl, yl)), ki se nahaja v




Po obravnavi vseh ucˇnih reprezentacij se vsebina vsakega zemljevida aproksi-
mira z linearno kombinacijo Gaussovih grucˇ. Vsaka grucˇa se opiˇse s centroidom
(µ), kovariancˇno matriko (Σ) in skupnim sˇtevilom glasov, ki je enako vsoti vre-
dnosti celic, ki pripadajo grucˇi. Ker so posamezne grucˇe pogosto precej jasno
locˇene od ozadja in drugih grucˇ, se njihovi parametri lahko dolocˇijo z enostavnimi
hevristicˇnimi postopki.
V naslednjem koraku se za vsako Gaussovo grucˇo vsakega zemljevida tvori po
ena 1-kompozicijska znacˇilnica. Zemljevid za trojico (Zn−1i , Z
n−1
j , α), ki vsebuje
grucˇe {(µk,Σk)}k, prispeva mnozˇico znacˇilnic
{ 〈(Zn−1i , 0◦, [0, 0]T ,0), (Zn−1j , α, µk,Σk)〉 }k
v seznam naucˇenih 1-kompozicij. Da gradnja 2-kompozicij ne bi presegla omejitev
racˇunalnikovih virov, se ohrani do 200 najmocˇneje zastopanih 1-kompozicij. Kot
mera zastopanosti sluzˇi sˇtevilo glasov, ki so jih prejele grucˇe, iz katerih izvirajo 1-
kompozicije. Fidler in Leonardis (2007) sta predlagala kompleksnejˇsi in teoretsko
bolje podprt izbirni mehanizem.
Izhodiˇscˇe za gradnjo s-kompozicij pri s > 1 sestoji iz mnozˇice naucˇenih (s−1)-
kompozicij ravni n in mnozˇice vhodnih reprezentacij ravni n− 1. Za vsako trojico
(Zn,s−1i , Z
n−1
j , α), kjer Z
n,s−1
i oznacˇuje i-to naucˇeno (s − 1)-kompozicijo, se pri-
pravi enak prostorski zemljevid kot pri gradnji 1-kompozicij. Algoritem nato iˇscˇe
naucˇene (s − 1)-kompozicije v vhodnih reprezentacijah z uporabo obicˇajnega re-
prezentacijskega postopka. Kadar na nekem polozˇaju nastopa znacˇilnica Zn,s−1i , v
okolici tega polozˇaja pa poleg komponent Zn,s−1i sˇe (vsaj) znacˇilnica Z
n−1
j v rela-
tivni orientaciji βj glede na manifestacijo Z
n,s−1
i , ucˇni postopek priˇsteje 1 v ustre-
zno celico zemljevida za trojico (Zn,s−1i , Z
n−1
j , βj). Po obravnavi vseh ucˇnih repre-
zentacij se izvede enak zakljucˇni postopek kot v primeru 1-kompozicij: na podlagi
vsebin zemljevidov se zgradijo znacˇilnice z s komponentami poleg srediˇscˇne, nato
pa se ohrani 200 najmocˇneje zastopanih znacˇilnic.
Postopek ucˇenja ravni n se v nasˇi implementaciji ustavi po zakljucˇku gradnje
3-kompozicij.
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4.2.4.3 Grucˇenje znacˇilnic
Ucˇni postopek lahko po razlicˇnih poteh zgradi podobne ali celo enake znacˇilnice.
Ker manjˇse sˇtevilo znacˇilnic povecˇa verjetnost nastopa statisticˇno dobro podpr-
tih kompozicij pri ucˇenju naslednje ravni, je smotrno zdruzˇiti dovolj podobne
znacˇilnice v grucˇe. Vendar pa je z direktnim primerjanjem kompozicijskih zapisov
tezˇko prepoznati, kako podobni sta si dani znacˇilnici. V implementaciji zato izva-
jamo grucˇenje na podlagi podobnosti upodobitev znacˇilnic dane ravni. Ker se ta
pristop bistveno razlikuje od pristopa Fidler in Leonardis (2007), mu namenjamo
nekoliko vecˇ pozornosti.
Upodobitev znacˇilnice Z11 je definirana kot intenzitetna slika Gaborjevega jedra
v orientaciji 0◦. Upodobitev znacˇilnice Zni s kompozicijo 〈(Zn−1I(i,j), αij , µij ,Σij)〉j
pa je definirana kot superpozicija upodobitev komponent, pri cˇemer je upodobi-
tev znacˇilnice Zn−1I(i,j) zavrtena za kot αij in postavljena na relativen polozˇaj µij .
Primeri upodobitev so prikazani v tabeli 4.1.
Za mero podobnosti med danima upodobitvama znacˇilnic, ki usmerja postopek















kjer A in B oznacˇujeta intenzitetni sliki enake velikosti, Aij in Bij posamezne
slikovne elemente, A in B pa povprecˇno intenziteto slik A in B. NGC zavzema
vrednosti med −1 in 1. Ker so vse upodobitve znacˇilnic iste ravni enako velike
in ker se upodobitev srediˇscˇne komponente znacˇilnice vedno nahaja v srediˇscˇu
upodobitve celotne znacˇilnice, je uporaba mere NGC smiselna.
Postopek grucˇenja znacˇilnic dane ravni deluje po nacˇelu
”
od spodaj navzgor“
in se zato oznacˇuje tudi z imenom aglomerativno grucˇenje. V zacˇetku vsaka
znacˇilnica predstavlja svojo grucˇo. Nato se v vsaki iteraciji zdruzˇita dve najbolj
podobni grucˇi. Postopek se ponavlja, dokler je podobnost med najbolj podobnima
grucˇama nad dolocˇenim pragom. Podobnost med grucˇama C1 in C2 je mozˇno de-
finirati na vecˇ nacˇinov (Lance in Williams, 1967). V implementaciji je opredeljena
kot
podobnost(C1, C2) = min
A∈C1,B∈C2
NGC(A,B). (4.4)
Podobnostni prag je v implementaciji postavljen na 0,85. V okolju Matlab je
taksˇno grucˇenje najlazˇe izvesti s kombinacijo funkcij linkage in cluster.
Po zakljucˇku grucˇenja se izvrsˇi preimenovanje znacˇilnic dane ravni, saj vsaka
grucˇa postane nova znacˇilnica. Identitetna oznaka vsake izvorne znacˇilnice se
spremeni v oznako grucˇe, ki ji znacˇilnica pripada. Na ravni n + 1 ni vecˇ mogocˇe
razlikovati med znacˇilnicami iste grucˇe ravni n.
Upodobitev grucˇe oz. novonastale znacˇilnice je definirana kot povprecˇna slika
upodobitev znacˇilnic iz grucˇe.
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4.2.4.4 Zmanjˇsanje prostorske locˇljivosti
Ker znacˇilnice z vzpenjanjem po hierarhiji postajajo cˇedalje kompleksnejˇse, je
smiselno, da pokrivajo cˇedalje vecˇja slikovna obmocˇja. Najvecˇja mozˇna velikost
obmocˇja, ki ga pokrivajo znacˇilnice dane ravni, je dolocˇena s premerom krozˇne
okolice, ki se uporablja v fazi polnjenja prostorskih zemljevidov. Potemtakem bi
se velikost okolice morala povecˇati pred zacˇetkom ucˇenja tretje in vsake nadaljnje
ravni.
Fidler in Leonardis (2007) predlagata drugacˇno, cˇasovno ucˇinkovitejˇso resˇitev.
Velikost okolice naj v absolutnem smislu ostane konstantna, pacˇ pa naj se zmanjˇsuje
prostorska locˇljivost reprezentacij. V nasˇi implementaciji se pred pricˇetkom ucˇenja
vsake ravni od n = 3 naprej prostorska locˇljivost spremeni za faktor 11/21, kar
tehnicˇno pomeni mnozˇenje vseh polozˇajnih vektorjev (xk, yk) v reprezentacijskem
seznamu za ta faktor. Velikost okolice oz. prostorskih zemljevidov vseskozi ostaja
21×21 enot, le plosˇcˇina enote napram plosˇcˇini slikovnega elementa izvorne slike se
povecˇa za faktor (21/11)2 pred pricˇetkom gradnje tretje in vsake nadaljnje ravni.
4.2.5 Uporaba znacˇilnic Fidler in sod. v drugih modulih sistema
Kot smo navedli, so znacˇilnice Fidler in sod. v hierarhiji predstavljene na rotacijsko
normaliziran nacˇin. Znacˇilnica predstavlja ekvivalencˇni razred vseh kompozicij, ki
se razlikujejo zgolj po zavrtenosti okrog prve (srediˇscˇne) komponente. Za uporabo
v izbirnem in detekcijskem modulu sistema pa je bolj pripravno, cˇe znacˇilnice niso
rotacijsko normalizirane, saj detekcijski postopek ni rotacijsko invarianten. Zato
se v teh modulih razlicˇno zavrtene kompozicije obravnavajo kot razlicˇne znacˇilnice.
Znacˇilnic, kot jih pojmujemo v izbirnem modulu, je potemtakem osemkrat vecˇ kot
znacˇilnic, kot jih pojmujemo v fazi ucˇenja hierarhije — vsaka zgrajena znacˇilnica
se razmnozˇi v osem razlicˇic, po eno za vsako orientacijo.
Reprezentacija slike z znacˇilnicami Fidler in sod. je vselej enolicˇna. Verjetnost
P (G |L,p), ki nastopa v enacˇbi (3.2) in tudi kasneje v poglavju 3, tako znasˇa 1,
cˇe se znacˇilnica G manifestira v lokalni strukturi L na polozˇaju p, sicer pa velja
P (G |L,p) = 0. Naj opozorimo, da na istem polozˇaju v sliki lahko nastopa vecˇ
razlicˇnih znacˇilnic, vendar te tehnicˇno pripadajo razlicˇnim lokalnim strukturam
L. Zato pri vsakem paru (L,p) obstaja kvecˇjemu ena znacˇilnica G, tako da velja
P (G |L,p) = 1; za vse druge znacˇilnice velja P (G |L,p) = 0.
Zaradi velikostne neinvariantnosti znacˇilnic Fidler in sod. se vecˇvelikostna de-
tekcija lahko izvaja le po postopku iz podrazdelka 3.3.1.
4.3 Znacˇilnice Ferrari in sod.
4.3.1 Uvod
Metoda za gradnjo in uporabo znacˇilnic Ferrari in sod. izkoriˇscˇa informacijo, za-
jeto v intenzitetnih prehodih (robovih) v danih slikah. Na taksˇni podlagi temelji
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tudi metoda Fidler in sod., vendar se pristopa kljub podobnim izhodiˇscˇem pre-
cej razlikujeta. Znacˇilnice Ferrari in sod. v nasprotju z znacˇilnicami Fidler in sod.
niso organizirane v hierarhicˇno shemo in niso predstavljene kot kompozicija drugih
znacˇilnic.
Pri metodi Fidler in sod. je gonilna sila za ucˇenje znacˇilnic statistika manife-
stacij osnovnih in izpeljanih znacˇilnic v danih vizualnih podatkih. Metoda Ferrari
in sod. pa gradi znacˇilnice na osnovi povezanosti robnih elementov v ucˇnih slikah.
V prvi fazi se robni elementi (angl. edgels) zdruzˇujejo v verige. Verige se nato
razdelijo na priblizˇno ravne odseke, ki se v naslednji fazi zdruzˇujejo v skupine. V
obeh zdruzˇevalnih fazah je kljucˇni kriterij za zdruzˇevanje povezanost.
Vsaka znacˇilnica Ferrari in sod. zajema grucˇo podobnih skupin robnih odsekov.
Vsako skupino sestavlja k priblizˇno ravnih odsekov, ki so med seboj povezani (angl.
k adjacent segments, kAS). Pri k = 1 nabor znacˇilnic tvorijo kar posamezni odseki
razlicˇnih orientacij; pri k = 2 nabor med drugim vsebuje znacˇilnice v obliki cˇrk T
in L; nabor za k = 3 vkljucˇuje znacˇilnice v obliki cˇrk C, Z in F; in tako naprej. Z
vecˇjim k se distinktivnost posameznih znacˇilnic v splosˇnem povecˇuje, pogostost in
ponovljivost njihovega nastopanja pa se zmanjˇsujeta. Brez izgube splosˇnosti lahko
predpostavimo, da je parameter k dolocˇen vnaprej in vseskozi enak. V nasprotnem
primeru se ucˇenje znacˇilnic in reprezentiranje slik izvajata za vsak k posebej.
Opisniki znacˇilnic so invariantni v polozˇajnem in v velikostnem smislu. V
praksi se pri velikostni invariantnosti sicer pokazˇejo dolocˇene omejitve, vendar
kljub tem pomanjkljivostim v fazi detekcije privzemamo invariantnost znacˇilnic
na spremembo velikosti, kar nam omogocˇa uporabo postopka iz podrazdelka 3.3.2.
Podrazdelek 4.3.2 predstavlja postopke pridobivanja, opisovanja in primerjanja
skupin robnih odsekov. V podrazdelku 4.3.3 je opisan postopek gradnje znacˇilnic
na podlagi skupin odsekov, pridobljenih iz ucˇnih slik. Tema podrazdelka 4.3.4 je
reprezentacija slik s podanimi znacˇilnicami. Podrazdelek 4.3.5 predstavi znacˇilnice
Ferrari in sod. v povezavi s celotnim sistemom.
4.3.2 Skupine k robnih odsekov
Za pridobivanje in opisovanje (ne pa tudi za primerjanje) skupin robnih odse-
kov smo uporabili kar prosto dostopno implementacijo Ferrarija in sod. Zato sta
sledecˇa odseka v celoti povzeta po Ferrari in sod. (2006a).
4.3.2.1 Pridobivanje skupin
Postopek za pridobivanje skupin robnih odsekov se pricˇne z detekcijo robov, cˇemur
sluzˇi t.i. detektor Berkeley (Martin in sod., 2004). V naslednji fazi postopek
povezˇe sosednje robne elemente zdruzˇljivih orientacij v verige. Zaradi nepopol-
nosti detektorja robov se intenzitetni prehod, ki je v izvorni sliki videti sklenjen,
lahko pretvori v vecˇ nepovezanih verig. To se pogosto zgodi ob presecˇiˇscˇih robov.
Postopek premosti dovolj majhne presledke med verigami, ki najverjetneje pri-
padajo istemu sklenjenemu robu, s cˇimer pridobivanje odsekov robnih elementov
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postane robustnejˇse. To se pokazˇe predvsem pri reprezentaciji slik z zˇe naucˇenimi
znacˇilnicami.
V sledecˇem koraku se vsaka dobljena veriga, ki ne zadosˇcˇa dolocˇenemu kriteriju
ravnosti, razbije na povezano skupino priblizˇno ravnih odsekov. Postopek nato
uredi nastale odseke v neusmerjen graf, imenovan mrezˇa robnih odsekov (angl.
contour segment network, CSN). Vozliˇscˇa v mrezˇi ustrezajo posameznim odsekom,
povezave med vozliˇscˇi pa so dolocˇene z mnozˇico hevristicˇnih pravil. V skladu s
pravili se odseka, ki se na sliki dotikata, preslikata v par povezanih vozliˇscˇ v
mrezˇi. Vendar pa je v skladu s hevristicˇnimi pravili par vozliˇscˇ v mrezˇi lahko







skorajˇsnje dotikanje“ vkljucˇujeta tudi dotikanje v smislu L- in T-presecˇiˇscˇ ter
podobnih struktur, ne zgolj dotikanje v smislu nadaljevanja verige.
Skupine k robnih odsekov so definirane preprosto kot poti dolzˇine k v mrezˇi
povezanih odsekov. Taksˇne poti se iz mrezˇe pridobijo tako, da se v vsakem vozliˇscˇu
pozˇene postopek iskanja v globino, nato pa se za vsako mnozˇico odsekov ohrani le
ena pot. Lahko se namrecˇ zgodi, da iskalni algoritem proizvede vecˇ razlicˇnih poti,
ki pa so sestavljene iz istih odsekov.
4.3.2.2 Opisovanje skupin
Opisnik dane skupine k robnih odsekov je numericˇni vektor, ki vsebuje podatke
o relativnih polozˇajih, relativnih dolzˇinah in absolutnih orientacijah posameznih
odsekov v skupini. Z definicijo mere razdalje, kar je tema naslednjega podraz-
delka, se problem primerjanja skupin prevede na problem primerjanja numericˇnih
opisnikov.
Pri opisovanju se odseki aproksimirajo kar z daljicami. Ta korak je smiseln
in utemeljen, saj so odseki skupin zˇe po nacˇinu pridobivanja priblizˇno ravni. Za
vsak odsek se nato izracˇuna srediˇscˇe aproksimirajocˇe daljice. Mnozˇica srediˇscˇ je
oznacˇena kot {Mi}ki=1, Mi = (xi, yi) pa podaja posamezno srediˇscˇe daljice.
V opisnem vektorju skupine so podatki o posameznih odsekih navedeni po
nekem vrstnem redu. Zazˇeleno je, cˇe je vrstni red stabilen in robusten, tako da
so odseki v vizualno podobnih skupinah vedno razvrsˇcˇeni na enak nacˇin. Ferrari
in sod. dodelijo prvo mesto v vrstnem redu tistemu odseku, cˇigar srediˇscˇna tocˇka
Mi lezˇi najblizˇe tezˇiˇscˇu (centroidu) srediˇscˇnih tocˇk vseh odsekov. Ostali odseki
se razvrstijo od leve proti desni glede na polozˇaje njihovih srediˇscˇnih tocˇk. Cˇe je
razlika med koordinatami x srediˇscˇnih tocˇk dane podmnozˇice odsekov premajhna
za zanesljivo razvrstitev, potem se taka podmnozˇica uredi od zgoraj navzdol, torej
glede na koordinate y srediˇscˇnih tocˇk. Primer urejene skupine robnih odsekov je
prikazan na sliki 4.3.





naj predstavlja vektor z zacˇetno tocˇko v M1 in koncˇno tocˇko v Mi. Oznaka
θi naj izrazˇa orientacijo, oznaka li = ‖si‖ pa dolzˇino odseka si. Orientacija je
vedno element intervala [0, π). Naj Nd oznacˇuje razdaljo med najbolj oddaljenima
srediˇscˇnima tocˇkama. Uposˇtevajocˇ navedene oznake, se opisnik skupine S pri
4.3 Znacˇilnice Ferrari in sod. 75














, θ1, . . . , θk,
l1
Nd















Slika 4.3: Urejena skupina k robnih odsekov pri k = 4. Oznake Mi podajajo
srediˇscˇne tocˇke posameznih odsekov in vrstni red navajanja odsekov v opisniku
skupine (odsek s srediˇscˇno tocˇko Mi nastopa na i-tem mestu v skupini). Siva
oznaka, zaznamovana s p(S), predstavlja tezˇiˇscˇe tocˇk Mi. Po definiciji velja
d(M1,p(S)) ≤ d(Mi,p(S)) za vse i ∈ {1, . . . , 4}. Tocˇka p(S) dolocˇa polozˇaj
celotne skupine, razdalja Nd pa njeno velikost.
Razdalja Nd torej sluzˇi kot normalizacijska mera opisnika, obenem pa podaja
velikost skupine: t(S) = Nd. (Pri k = 1 velikost skupine podaja l1.) Polozˇaj
skupine je opredeljen kot tezˇiˇscˇe srediˇscˇnih tocˇk: p(S) = 1k
∑k
i=1 Mi. Iz definicije
sledi, da je opisnik skupine invarianten tako na polozˇaj kot na velikost skupine
oziroma njene manifestacije v sliki. Kot argumentirajo Ferrari in sod., je opisnik
s svojimi 4k − 2 razsezˇnostmi zelo kompakten.
Opisnik bi bilo mogocˇe na enostaven nacˇin normalizirati tudi v rotacijskem
smislu. Po predlogu Ferrarija in sod. bi vsako skupino zavrteli tako, da bi orienta-
cija prvega odseka postala 0◦, nakar bi bilo θ1 mozˇno izlocˇiti iz opisnika. Vendar v
nasˇem kontekstu izvedba tega koraka ni smiselna, saj pri detekciji ne obravnavamo
zavrtenosti objektov. Naj spomnimo, da metoda Fidler in Leonardis (2007) sicer




Razdalja med opisnikoma skupin Sa in Sb, ki sluzˇi kot mera za ocenjevanje
razlicˇnosti med danima skupinama, je definirana kot

























kjer prvi cˇlen predstavlja skupno razliko med normaliziranimi relativnimi polozˇaji
ustrezajocˇih odsekov, drugi cˇlen podaja skupno razliko med orientacijami odsekov,
tretji cˇlen pa meri skupno razliko med normaliziranimi dolzˇinami odsekov.
V implementaciji smo utezˇi postavili na wr = 2, wθ = 4, cˇeprav so Ferrari in
sod. razliko v relativnih polozˇajih utezˇili mocˇneje kot razliko v orientacijah. Spre-
memba orientacije po nasˇih opazˇanjih namrecˇ bolj vpliva na videz skupine kot ena-
kovredna (v smislu prispevka k skupni razdalji) sprememba relativnih polozˇajev
segmentov. Ne glede na vrednosti utezˇi pa se lahko zgodi, da je razdalja med
opisnikoma na videz dokaj podobnih skupin razmeroma velika, lahko pa se zgodi
tudi obratno.
4.3.3 Ucˇenje znacˇilnic
Ker je sˇtevilo razlicˇnih skupin robnih odsekov, pridobljenih iz ucˇnih slik, praviloma
zelo veliko, Ferrari in sod. predlagajo uporabo grucˇenja. Vsaka znacˇilnica Ferrari
in sod. torej ustreza grucˇi podobnih skupin k robnih odsekov.
Ferrari in sod. so problem iskanja grucˇ prevedli na problem optimalnega razbi-
tja grafa, zgrajenega na podlagi pridobljenih skupin in njihovih medsebojnih raz-
dalj, na mnozˇico povezanih podgrafov (klik), ki ga je mogocˇe priblizˇno resˇiti z al-
goritmom clique-partitioning (Ferrari in sod., 2001). V nasˇi implementaciji pa smo
uporabili kar postopek aglomerativnega grucˇenja, ki se je obnesel tudi pri ucˇenju
znacˇilnic Fidler in sod. (podrazdelek 4.2.4, podrazdelek Grucˇenje znacˇilnic).
V zacˇetku aglomerativnega postopka vsaka skupina nastopa kot samostojna
grucˇa. Nato se v vsakem koraku zdruzˇita dve najbolj podobni grucˇi. Postopek
se iztecˇe, ko podobnost med najbolj podobnima grucˇama pade pod dolocˇen prag.
Podobnost med paroma grucˇ je opredeljena na analogen nacˇin kot v enacˇbi (4.4).
podobnost(C1, C2) = min
S1∈C1,S2∈C2
podobnost(S1, S2), (4.7)
pri cˇemer je podobnost med skupinama definirana preprosto kot
podobnost(S1, S2) = −D(S1, S2). (4.8)
V nasˇi implementaciji je podobnostni prag, ki odlocˇa o nadaljevanju oziroma usta-
vitvi grucˇenja, postavljen na vrednost −4.
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Tabela 4.2: Primeri znacˇilnic in skupin k = 2 robnih odsekov, ki pripadajo grucˇam,
iz katerih izvirajo posamezne znacˇilnice.
Znacˇilnica Pripadajocˇe skupine robnih odsekov
Po zakljucˇku postopka grucˇenja je smiselno opisnike vseh skupin k odsekov,
ki pripadajo isti znacˇilnici (grucˇi), strniti v enoten opisnik znacˇilnice. Opisnik je
najprikladneje definirati na tak nacˇin, da bo znacˇilnice mozˇno primerjati z danimi
skupinami odsekov kar z uporabo (4.6). Naj O = {Oj}nj=1 oznacˇuje mnozˇico n
opisnikov ucˇnih skupin, ki pripadajo dani znacˇilnici. Poenostavimo zapis (4.5)












k), kjer R2m−3 = r
x
m/Nd in R2m−2 = r
y
m/Nd za
m = 2..k ter Lm = lm/Nd za m = 1..k (indeks j smo zaradi preglednosti izpustili).
Potem je opisnik znacˇilnice opredeljen kot
Z = (R1, . . . , R2k−2, θ1, . . . , θk,
∼
L1, . . . ,
∼
Lk), (4.9)




















povprecˇje). Taksˇna definicija zagotavlja, da bo v primeru, ko je znacˇilnica Z
nastala kot grucˇa natanko dveh skupin, S1 in S2, veljala relacija D(S1, Z) =
D(S2, Z) = D(S1, S2)/2. Opisnik znacˇilnice tako predstavlja nekaksˇno povprecˇje
opisnikov izvornih skupin glede na definirano mero razdalje.
Tabela 4.2 predstavi nekaj primerov znacˇilnic Ferrari in sod. Za vsako znacˇil-
nico je prikazan seznam skupin k = 2 robnih odsekov, ki sestavljajo grucˇo, ki jo
povzema ta znacˇilnica.
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4.3.4 Reprezentacija slik s podanimi znacˇilnicami
V zacˇetni fazi poteka postopek reprezentacije dane slike z dano mnozˇico znacˇilnic
Z enako kot postopek pridobivanja znacˇilnic. V sliki se z uporabo implementacije
Ferrarija in sod. poiˇscˇejo skupine k priblizˇno ravnih odsekov robnih elementov.
Vsaki skupini se nato priredi opisnik v skladu z zapisom (4.5). Obenem se dolocˇita
polozˇaj in velikost skupine, kot je to podano v odseku 4.3.2.2.
V naslednji stopnji postopka se vsaka dobljena skupina S reprezentira z vsemi
znacˇilnicami Z, za katere velja D(Z, S) ≤ t (t = 2 v implementaciji). Hkrati se za
vsako tako znacˇilnico dolocˇi stopnja zanesljivosti prireditve znacˇilnice dani skupini.
Stopnja zanesljivosti je definirana tako, da eksponentno pada z narasˇcˇajocˇo razliko
med znacˇilnico in skupino:
zanesljivost(Z, S) = α−D(Z,S)/t, (4.10)
pri cˇemer smo v implementaciji nastavili α = 5. Naj poudarimo, da zanesljivost ni
enakovredna verjetnosti, saj v splosˇnem ne velja
∑
Z zanesljivost(Z, S) = 1. Kljub
temu sluzˇi kot ustrezno nadomestilo za verjetnost P (G |L) v enacˇbah poglavja 3.
Reprezentacija skupine S, pridobljene iz dane slike, potemtakem vsebuje na-
slednje podatke:
reprezentacija(S) = (p(S), t(S),R(S)); (4.11)
R(S) = {(Z, zanesljivost(Z, S)) | Z ∈ Z, D(Z, S) ≤ t}.
Cˇe v mnozˇici Z ne obstaja znacˇilnica z lastnostjo D(Z, S) ≤ t, se skupina S izlocˇi
iz nadaljnje obravnave.
4.3.5 Uporaba znacˇilnic Ferrari in sod. v drugih modulih sistema
Znacˇilnice Ferrari in sod., naucˇene na podlagi slik dane kategorije, vstopajo v
izbirni in detekcijski modul v nespremenjeni obliki.
Reprezentacija skupin k robnih odsekov z znacˇilnicami Ferrari in sod. je ne-
enolicˇna, saj se isti skupini lahko priredi vecˇ znacˇilnic. Pojem skupine k robnih
odsekov popolnoma ustreza pojmu lokalne strukture. Verjetnost P (G |L), ki na-
stopa v enacˇbah poglavja 3, se nadomesti kar z zanesljivostjo prireditve znacˇilnice
G ∈ Z skupini (lokalni strukturi) L.
Velikostna invariantnost znacˇilnic Ferrari in sod. omogocˇa uporabo vecˇvelikost-
nega detekcijskega postopka, opisanega v podrazdelku 3.3.2.
4.4 Povzetek poglavja
Poglavje smo namenili opisu dveh sestavov znacˇilnic, ki smo ju vkljucˇili v imple-
mentirani sistem.
Znacˇilnice, ki so jih zasnovali Fidler in sod., temeljijo na nacˇelih hierarhicˇnosti,
kompozicionalnosti in statisticˇnosti. Hierarhicˇna ureditev in kompozicijska zgradba
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omogocˇata ucˇinkovito indeksiranje kompleksnejˇsih znacˇilnic na osnovi enostav-
nejˇsih znacˇilnic ter prav tako ucˇinkovito iskanje manifestacij znacˇilnic. Zaradi
fleksibilne kompozicijske predstavitve znacˇilnic je iskanje njihovih manifestacij v
slikah tudi robustno. Izhodiˇscˇe za gradnjo znacˇilnic predstavljajo elementarna Ga-
borjeva jedra, ki so obcˇutljiva na usmerjene intenzitetne prehode. Tekom ucˇenja,
ki ga usmerjajo statisticˇne lastnosti vizualne informacije v ucˇnih slikah, se pre-
proste in nedistinktivne znacˇilnice sestavljajo v cˇedalje kompleksnejˇse in cˇedalje
bolj distinktivne znacˇilnice. Pomemben vidik ucˇenja so tudi prijemi za brzdanje
cˇasovne in prostorske ekspanzije pri narasˇcˇanju kompleksnosti.
Znacˇilnice, ki so jih zasnovali Ferrari in sod., pa prvenstveno temeljijo na
nacˇelu povezanosti. Izhodiˇscˇe za gradnjo znacˇilnic predstavljajo podatki o usmer-
jenih intenzitetnih prehodih v danih ucˇnih slikah. Postopek gradnje nato elemente
intenzitetnih prehodov po kriteriju povezanosti organizira v mnozˇico skupin pri-
blizˇno ravnih odsekov. Znacˇilnice nastanejo po grucˇenju dobljene mnozˇice skupin.
Opisnik znacˇilnice je kompakten vektor, ki preko mere razdalje omogocˇa enostavno




Pricˇujocˇe poglavje namenjamo prikazu rezultatov izbranih preizkusov predstavlje-
nih metod. V razdelku 5.1 podamo kratek pregled slikovnih zbirk, ki so sluzˇile
kot testne mnozˇice za vse opravljene preizkuse. Razdelek 5.2 namenjamo podrob-
nejˇsemu opisu nacˇina izvajanja preizkusov. V naslednjih sˇtirih razdelkih navajamo
in komentiramo rezultate glavnega eksperimentalnega niza, v okviru katerega smo
preizkusili vse sˇtiri kombinacije sestavov znacˇilnic in izbirnih metod:
• kombinacija znacˇilnic Fidler in sod. in filtrske izbirne metode (razdelek 5.3);
• kombinacija znacˇilnic Fidler in sod. in notranjeoptimizacijske izbirne metode
(razdelek 5.4);
• kombinacija znacˇilnic Ferrari in sod. in filtrske izbirne metode (razdelek 5.5);
• kombinacija znacˇilnic Ferrari in sod. in notranjeoptimizacijske izbirne me-
tode (razdelek 5.6).
Razdelek 5.7 povzema poglavje in najpomembnejˇse izsledke.
5.1 Testne slikovne mnozˇice
Za izvajanje preizkusov smo uporabili sledecˇe slikovne zbirke:
• Avtomobili UIUC (Agarwal in sod., 2004)
(http://l2r.cs.uiuc.edu/∼cogcomp/Data/Car).
• Konji INRIA (Ferrari in sod., 2006a)
(http://pascal.inrialpes.fr/data/horses).
• Logotipi blagovne znamke Apple iz zbirke ETHZ (Ferrari in sod., 2006a)
(http://www.vision.ee.ethz.ch/∼ferrari).




• Skodelice ETHZ (Ferrari in sod., 2006a)
(http://www.vision.ee.ethz.ch/∼ferrari).
Vsaka slikovna zbirka opredeljuje testno mnozˇico za ustrezno vizualno kategorijo.
Posledicˇno vsaka zbirka definira samostojen detekcijski problem.
Navedimo nekaj lastnosti testnih zbirk:
• Za vse testne mnozˇice velja, da vsaka slika vsebuje najmanj en objekt iz
ustrezne kategorije. Vendar pa se detekcijski postopek, kot smo omenili
v podrazdelku 1.1.1, ne sme posluzˇevati nikakrsˇnih predpostavk o sˇtevilu
objektov na dani vhodni sliki, temvecˇ mora uposˇtevati, da je to sˇtevilo lahko
poljubno (vsˇtevsˇi nicˇ). Detekcijski pristop, opisan v poglavju 3, se tega
pravila drzˇi.
• Vsi objekti v vseh zbirkah so upodobljeni s stranskega pogleda in v
”
naravni“
zavrtenosti okrog osi, pravokotne na slikovno ravnino. Vendar pa so pri
posameznih slikah mozˇna manjˇsa odstopanja v pogledu in zavrtenosti.
• Objekti zbirke avtomobilov UIUC so prikazani tako z leve kot z desne strani
(avtomobil je upodobljen bodisi tako, da slika prikazuje njegovo desno stran,
ali pa tako, da slika prikazuje njegovo levo stran). Pri vseh ostalih zbirkah
so objekti upodobljeni le z ene strani. Pri zbirki skodelic, na primer, se kot
objekti obravnavajo le podobe skodelic z rocˇajem na desni strani. Cˇeprav
zbirka vsebuje tudi nekaj podob skodelic z rocˇajem na levi strani, se taksˇne
podobe obravnavajo kot del ozadja. Morebitna detekcija skodelice z rocˇajem
na levi bi se torej obravnavala kot lazˇni alarm. Enako velja za zbirke konj,
steklenic in logotipov Apple.
• Objekti so v vseh testnih zbirkah upodobljeni pri razlicˇnih velikostih. Najvecˇji
velikostni razpon objektov izkazuje mnozˇica logotipov Apple, najmanjˇsi raz-
pon pa mnozˇica avtomobilov.
• Najvecˇjo raznolikost izgleda objektov najbrzˇ izkazuje mnozˇica konj. Zbirka
vsebuje konje razlicˇnih pasem, barv in upodobljenih razporeditev okoncˇin.
Najmanjˇso raznolikost izgleda izkazuje mnozˇica logotipov Apple. Kljub raz-
meroma velikem razponu velikosti upodobljenih objektov je mnozˇica logoti-
pov Apple verjetno najenostavnejˇsa med vsemi petimi testnimi zbirkami.
Nekateri podatki o testnih mnozˇicah so zbrani v tabeli 5.1. Pojasnimo po-
datke v tabeli na primeru zbirke avtomobilov. Testna mnozˇica sestoji iz 108 slik,
ki skupno prikazujejo 139 objektov. Ker je sˇirina podob avtomobilov s stranskega
pogleda v povprecˇju vecˇja od viˇsine, smo za referencˇno mero za dolocˇanje veli-
kosti objektov izbrali sˇirino omejevalnega okvirja. Omejevalni okvir podobe naj-
manjˇsega (v smislu referencˇne mere) objekta v testni mnozˇici je sˇirok 199 slikovnih
elementov, okvir najvecˇjega objekta pa 516 slikovnih elementov. Povprecˇna sˇirina
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Tabela 5.1: Izbrani podatki o testnih slikovnih mnozˇicah.
Testna zbirka SLa OBJb REFc Vel. razpond Povp. vel.e Povp. razm.f
Avtomobili 108 139 sˇirina 199 do 516 339 ± 25% 3,36 ± 6%
Konji 170 180 sˇirina 74 do 685 292 ± 43% 1,18 ± 18%
Logotipi Apple 40 44 viˇsina 59 do 429 172 ± 52% 1,22 ± 11%
Steklenice 48 55 viˇsina 131 do 530 345 ± 27% 3,40 ± 13%
Skodelice 48 66 sˇirina 79 do 410 201 ± 43% 1,02 ± 16%
aSˇtevilo slik v zbirki.
bSkupno sˇtevilo objektov v zbirki.
cReferencˇna mera za opredeljevanje velikosti objektov.
dMinimum in maksimum referencˇne mere.
ePovprecˇna vrednost referencˇne mere ± standardni odklon.
fPovprecˇno razmerje sˇirina : viˇsina (REF = sˇirina) oz. viˇsina : sˇirina (REF = viˇsina).
omejevalnih okvirjev objektov v zbirki znasˇa 339 slikovnih elementov s standar-
dnim odklonom 84 slikovnih elementov (≈ 25%). Povprecˇno razmerje med sˇirino
in viˇsino omejevalnega okvirja znasˇa 3,36 s standardnim odklonom 0,18 (≈ 6%).
Slika 5.1 prikazuje primere slik iz vseh petih testnih mnozˇic. Slike so prikazane
v enaki viˇsini iz estetskih razlogov. Dejansko se razsezˇnosti slik med seboj precej
razlikujejo. Enako velja tudi za vse nadaljnje prikaze slik v tem poglavju.
V fazi predobdelave smo s pomocˇjo Matlabove funkcije rgb2gray vse barvne
testne slike pretvorili v sivinske. Ker so podobe avtomobilov na slikah zbirke
UIUC zelo majhne, smo vsako sliko iz te zbirke povecˇali za faktor 2,5 v vsaki
od obeh koordinatnih smeri. Pri tem smo uporabili bikubicˇno interpolacijo, ki
jo izvaja Matlabova funkcija imresize. V testni fazi drugih predobdelovalnih
operacij nismo izvedli.
5.2 Podrobnosti izvajanja preizkusov
5.2.1 Shema izvajanja preizkusov glavnega niza
Za vsako kombinacijo izbirne metode, sestava znacˇilnic in testne mnozˇice (oz. vi-
zualne kategorije, ki ustreza testni mnozˇici) smo izvedli niz neodvisnih preizkusov.
Vsak preizkus glavnega eksperimentalnega niza je potekal na sledecˇ nacˇin:
1. Postopek za pridobivanje znacˇilnic ustvari izhodiˇscˇno mnozˇico znacˇilnic (Z)
na podlagi ucˇne slikovne mnozˇice Iz za dano vizualno kategorijo. Pridobljena
mnozˇica znacˇilnic se uporabi za reprezentacijo vseh ucˇnih in testnih slik dane
kategorije.
2. Na podlagi ucˇne slikovne mnozˇice Id se zgradi detekcijski model za vsako
znacˇilnico iz Z.
3. Z uporabo postopka za izbiranje znacˇilnic in ucˇne slikovne mnozˇice Ii se iz
mnozˇice Z izbere nabor Tmax znacˇilnic, kjer Tmax predstavlja najvecˇje sˇtevilo
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(a) Avtomobili
(b) Konji (slika se nadaljuje na naslednji strani)




Slika 5.1: Primeri slik iz vseh uporabljenih testnih zbirk.
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izbranih znacˇilnic, ki ga sˇe zˇelimo obravnavati. Ker vse predstavljene izbirne
metode vracˇajo zaporedja izbranih znacˇilnic, ki se s povecˇevanjem ciljnega
sˇtevila izbranih znacˇilnic (T ) zgolj podaljˇsujejo, zaporedje Tmax znacˇilnic zˇe
vsebuje izbirne mnozˇice za vse T ∈ {1, . . . , Tmax}.
4. V testni fazi se za vsako vrednost parametra T izvede detekcijski postopek
na celotni testni mnozˇici. Za reprezentiranje testnih slik se uporabi celotna
mnozˇica Z, vendar pa sme detekcijski postopek pri podanem T graditi de-
tekcijske hipoteze izkljucˇno na podlagi manifestacij izbranih T znacˇilnic v
testnih slikah. Za vsak T in vsako testno mnozˇico se izracˇuna krivulja RPC,
ki se ovrednoti z merama Fmax in EER. Krivulja odvisnosti Fmax od sˇtevila
izbranih znacˇilnic T se obravnava kot karakteristicˇna krivulja preizkusa. V
nadaljevanju bomo prikazali karakteristicˇno krivuljo za vsako kombinacijo
izbirne metode, sestava znacˇilnic in testne mnozˇice.
Ker ucˇna mnozˇica Iz v vseh primerih sovpada z mnozˇico Id, bomo ti dve mnozˇici
obravnavali kot eno samo mnozˇico, ki jo bomo oznacˇevali kot Izd.
V nadaljevanju bomo podali nekaj podrobnosti izvajanja preizkusov. Podraz-
delek 5.2.2 se nanasˇa na kombinacijo filtrske izbirne metode in znacˇilnic Fidler
in sod., podrazdelek 5.2.3 pa na kombinacijo filtrske izbirne metode in znacˇilnic
Ferrari in sod. Podrazdelek 5.2.4 opiˇse nekaj izvedbenih podrobnosti za primer
uporabe notranjeoptimizacijske izbirne metode. Podrazdelek 5.2.5 navaja vredno-
sti nekaterih pomembnih parametrov sistema.
5.2.2 Filtrska izbira znacˇilnic Fidler in sod.
V tem podrazdelku navajamo nekaj podrobnosti izvajanja preizkusov kombinacije
filtrske izbirne metode in znacˇilnic Fidler in sod. Odseka 5.2.2.1 in 5.2.2.2 se
nanasˇata na ucˇno fazo, odsek 5.2.2.3 pa podaja izvedbene podrobnosti testne
faze.
5.2.2.1 Mnozˇice Izd
Nekaj primerov slik iz ucˇnih mnozˇic Izd je prikazanih na sliki 5.2. Nekateri podatki
o ucˇnih mnozˇicah so nanizani v tabeli 5.2. Pri vsaki mnozˇici sta navedena spletni
vir in sklic na ustrezno objavo. Ucˇne mnozˇice za logotipe Apple, steklenice in
skodelice so bile pridobljene z iskanjem po spletu s pomocˇjo iskalnika Google.
Kot smo omenili v podrazdelku 3.2.1, se v fazi predobdelave ucˇne slike za
dano kategorijo velikostno normalizirajo tako, da omejevalni okvirji vseh objektov
v ucˇni mnozˇici postanejo bodisi enako sˇiroki bodisi enako visoki. Pri ucˇni mnozˇici
kategorije avtomobilov, na primer, so po normalizaciji omejevalni okvirji vseh po-
dob avtomobilov sˇiroki 220 slikovnih elementov. Postopek velikostne normalizacije
seveda spremeni viˇsino in sˇirino dane slike za enak faktor, saj bi se sicer oblika
objekta popacˇila.
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Slika 5.2: Primeri ucˇnih slik iz mnozˇice Izd za posamezne vizualne kategorije za
kombinacijo filtrske izbirne metode in znacˇilnic Fidler in sod. Slike avtomobilov
in konj so prikazane na poljubnih ozadjih, zato vsi moduli ucˇne faze uporabljajo
prilozˇene segmentacijske maske. V prvih dveh vrstah so prikazane skupno sˇtiri
slike avtomobilov in konj ter ustrezajocˇe segmentacijske maske. Pri ostalih pre-
izkusˇenih kategorijah sta postopek za pridobivanje znacˇilnic in postopek za ucˇenje
detekcijskega modela uporabljala slike, ki prikazujejo objekte na cˇistem enobarv-
nem ozadju. Segmentacijske maske zato niso bile potrebne.
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Tabela 5.2: Nekateri podatki o ucˇnih mnozˇicah Izd za posamezne vizualne kate-
gorije za kombinacijo filtrske izbirne metode in znacˇilnic Fidler in sod. V zadnjem
stolpcu sta za vsako ucˇno mnozˇico navedeni razsezˇnost, vzdolzˇ katere se izvaja ve-
likostna normalizacija, in ciljna normalizirana velikost omejevalnih okvirjev podob
objektov.
Kategorija Vir Sˇt. slik Normalizacija
Avtomobili Leibe in sod. (2004)a 100 sˇirina, 220
Konji Borenstein in Ullman (2002)b 328 sˇirina, 140
Logotipi Apple svetovni splet 54 viˇsina, 120
Steklenice svetovni splet 66 viˇsina, 220
Skodelice svetovni splet 184 sˇirina, 150
ahttp://www.pascal-network.org/challenges/VOC/databases.html
bhttp://www.msri.org/people/members/eranb
Slika 5.3: Po dva primera pozitivnih in negativnih slik ucˇne zbirke UIUC.
Znacˇilnice Fidler in sod. so obcˇutljive na polarnost intenzitetnih prehodov:
prehod
”
levo temno, desno svetlo“ sprozˇi drugacˇne odzive kot prehod
”
levo svetlo,
desno temno“. Zato je smiselno, cˇe ucˇna mnozˇica vsebuje slike, ki prikazujejo
objekte na svetlih ozadjih, in slike, ki prikazujejo objekte na temnih ozadjih. Pri
mnozˇicah za logotipe Apple, steklenice in skodelice smo to priporocˇilo uveljavili
enostavno z dodajanjem sivinsko invertiranih razlicˇic vseh slik v mnozˇico Izd.
Mnozˇica Izd za logotipe Apple, na primer, sestoji iz 27 slik logotipov na belem
ozadju in 27 invertiranih razlicˇic teh slik. Pri ucˇnih mnozˇicah za avtomobile in
konje tovrsten korak ni bil potreben, saj so podobe objektov v slikovni zbirki
obdane z zelo raznolikimi ozadji, zaradi cˇesar se na robovih objektov pojavljajo
intenzitetni prehodi razlicˇnih polarnosti. Poleg tega so izdelovalci ucˇnih mnozˇic
za avtomobile in konje za vsako sliko ustvarili segmentacijsko masko, ki omogocˇa
locˇitev manifestacij znacˇilnic, ki pripadajo objektu, od manifestacij, ki pripadajo
ozadju.
5.2.2.2 Mnozˇice Ii
Filtrska metoda za izbiro znacˇilnic, ki smo jo predstavili v razdelku 2.3, predpo-
stavlja, da mnozˇica ucˇnih slik Ii, na podlagi katere se izvaja izbirni postopek,
sestoji iz mnozˇice pozitivnih slik (I+) in iz mnozˇice negativnih slik (I−). Pri ka-
tegoriji avtomobilov smo kot mnozˇico Ii obravnavali ucˇno zbirko UIUC (Agarwal
in sod., 2004), ki jo sestavlja 550 pozitivnih in 500 negativnih slik. Po dva primera
pozitivnih in negativnih slik ucˇne zbirke UIUC sta prikazana na sliki 5.3.
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Slika 5.4: Primeri slik iz zbirke GRAZ-01 (prve tri slike v prvi vrsti), iz zbirke
LPP-34 (zadnja slika v prvi vrsti in prvi dve sliki v drugi vrsti) in iz raznih spletnih
virov (zadnja slika v drugi vrsti).
Tabela 5.3: Sˇtevilo pozitivnih in negativnih slik v posameznih mnozˇicah Ii za




Logotipi Apple 54 420
Steklenice 66 366
Skodelice 184 224
Pri vseh ostalih kategorijah pozitivna podmnozˇica mnozˇice Ii (torej I+) so-
vpada z ucˇno mnozˇico Izd. Gradivo za negativne podmnozˇice Ii (torej I−) smo
cˇrpali iz mnozˇic I+ za druge kategorije, iz slikovne zbirke GRAZ-01 (Opelt in sod.,
2006a), iz zbirke LPP-34 (Omercˇevic´ in sod., 2007) in iz slik, pridobljenih s
pomocˇjo spletnega iskalnika Google. Slika 5.4 prikazuje nekaj primerov slik iz
omenjenih virov. Tabela 5.3 navaja podatke o sˇtevilu slik v posameznih mnozˇicah
Ii.
Po opredelitvi ucˇnih slikovnih mnozˇic se izvede postopek izbire znacˇilnic. Naj-
prej se iz slik ucˇne mnozˇice Izd pridobi izhodiˇscˇni nabor znacˇilnic. Za vsako prido-
bljeno znacˇilnico se nato zgradi detekcijski model na osnovi iste ucˇne mnozˇice. Na
osnovi naucˇenih detekcijskih modelov in slik Ii se izvrsˇi dvostopenjski postopek
izbire znacˇilnic. V prvi stopnji se za vsako kombinacijo ucˇne slike I ∈ Ii in prido-
bljene znacˇilnice Z izracˇuna vrednost funkcije S(Z, I), v drugi stopnji pa postopek
AdaBoost proizvede zaporedje izbranih znacˇilnic 〈Z [1], Z [2], . . . , Z [Tmax]〉.
Za izracˇun funkcije S(Z, I) se izvrsˇi poenostavljena razlicˇica testnega postopka.
Ker so objekti v mnozˇici I+ normalizirani na enako velikost kot objekti v mnozˇici
Izd, smo pri izracˇunu funkcije S uporabili kar enovelikostni detekcijski postopek.
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Poleg tega se pri funkciji S uposˇteva le najmocˇnejˇsa detekcijska hipoteza, zato je
uporaba postopka MDL odvecˇ.
5.2.2.3 Testna faza
V testni fazi se za vsak T ∈ {1, . . . , Tmax} izvede detekcijski postopek na vsaki
testni mnozˇici. Kot smo zˇe omenili, znacˇilnice Fidler in sod. uporabljamo v kom-
binaciji z detekcijskim postopkom iz razdelka 3.2. Ker detekcijski postopek ne
pozna velikosti objektov v testnih slikah, mora vsako testno sliko obravnavati v
okviru velikostne piramide. Razmak med sosednjima plastema piramide smo pov-
sod nastavili na 4
√
2, kar ustreza sˇtirim plastem na oktavo (R = 4). Sˇtevilo plasti
piramide pa je odvisno od kategorije oz. testne mnozˇice. Pri avtomobilih, kjer
je pricˇakovani velikostni razpon testnih objektov razmeroma majhen, smo sˇtevilo
piramidnih plasti nastavili na 7. Za detekcijo steklenic in skodelic smo uporabili
11, za detekcijo konj in logotipov Apple pa 12 plasti.
Pri avtomobilih spodnja plast piramide ustreza pricˇakovani velikosti testnega
objekta v izmeri 2−1/4 ucˇne velikosti, zgornja plast pa pricˇakovani velikosti v iz-
meri 2+5/4 ucˇne velikosti. Spodnja plast torej vsebuje 21/4-krat povecˇano razlicˇico
testne slike, velikost razlicˇice na zgornji plasti pa je enaka 2−5/4-kratniku velikosti
izvorne testne slike. Ker so pozitivne ucˇne slike za kategorijo avtomobilov nor-
malizirane tako, da sˇirina prikazanih objektov oz. njihovih omejevalnih okvirjev
znasˇa 220 slikovnih elementov, spodnja plast piramide ustreza pricˇakovani veli-
kosti (sˇirini) testnega avtomobila okrog 220 × 2−1/4 ≈ 185 slikovnih elementov,
zgornja plast pa ustreza velikosti okrog 220 × 2+5/4 ≈ 523 slikovnih elementov.
Detekcijski postopek je tako zmozˇen odkriti avtomobile z velikostmi (sˇirinami)
od 185 do 523 slikovnih elementov. Zaradi robustnosti znacˇilnic in detekcijskega
postopka na majhna velikostna odstopanja pa je ta interval v resnici sˇe nekoliko
sˇirsˇi.
V tabeli 5.4 so zbrani podatki o velikostnih piramidah za vse testne zbirke.
Seveda se vse slike iz dane testne mnozˇice obravnavajo na enak nacˇin, torej v
okviru velikostne piramide z istimi parametri.
5.2.3 Filtrska izbira znacˇilnic Ferrari in sod.
Znacˇilnice Ferrari in sod. so zasnovane in opisane na velikostno invarianten nacˇin,
zato bi nacˇeloma bilo mozˇno obravnavati testne slike le pri njihovi izvirni velikosti.
Za dosego vecˇje robustnosti pa je, kot smo navedli v odseku 3.3.2.4, smiselno
obravnavati ucˇne ali testne slike (ali oboje) pri vecˇ razlicˇnih velikostih.
V vseh ucˇnih mnozˇicah Izd nastopa vsaka slika v petih velikostnih razlicˇicah,
in sicer v 2−4/4-, 2−2/4-, 20/4-, 2+2/4-in 2+4/4-kratnikih izhodiˇscˇne ucˇne velikosti za
vizualno kategorijo. Podatki o sˇtevilu slik v mnozˇicah Izd in o izhodiˇscˇnih ucˇnih
velikostih so zbrani v tabeli 5.5. V testni fazi se vsaka slika obravnava v njeni
izvirni velikosti ter v 2−2/4- in 2+2/4-kratnikih njene izvirne velikosti.
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Tabela 5.4: Razpon velikostne piramide za posamezne testne zbirke pri izvajanju
testne faze za kombinacijo filtrske izbirne metode in znacˇilnic Fidler in sod. Nave-
dene so le oznake eksponentov. Opisnik
”
a do b“, na primer, predstavlja dejstvo,
da pricˇakovana velikost objekta na spodnji plasti piramide ustreza 2a/4-kratniku
ucˇne velikosti, pricˇakovana velikost na zgornji plasti pa 2b/4-kratniku ucˇne veliko-
sti. Sˇtevilo plasti piramide znasˇa b− a+ 1.
Testna zbirka Razpon velikostne piramide
Avtomobili −1 do +5
Konji −1 do +10
Logotipi Apple −3 do +8
Steklenice −3 do +7
Skodelice −3 do +7
Tabela 5.5: Sˇtevilo slik in izhodiˇscˇna ucˇna velikost za ucˇne mnozˇice Izd za kom-
binacijo filtrske izbirne metode in znacˇilnic Ferrari in sod. Vsaka ucˇna slika je





2)- in (1/2)-kratniki), kar je nakazano z oznako
”
×5“.
Kategorija |Izd| Izhodiˇscˇna velikost
Avtomobili 58× 5 326 (sˇirina)
Konji 40× 5 260 (sˇirina)
Logotipi Apple 27× 5 170 (viˇsina)
Steklenice 33× 5 310 (viˇsina)
Skodelice 34× 5 210 (sˇirina)
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Slika 5.5: Primera avtomobilov iz Yahoojeve slikovne zbirke.
Viri za ucˇne mnozˇice za kategorije konj, logotipov Apple, steklenic in sko-
delic so enaki odgovarjajocˇim virom pri znacˇilnicah Fidler in sod. Vir za ucˇno
mnozˇico za kategorijo avtomobilov pa je Yahoojeva slikovna zbirka1. Primera
ucˇnih avtomobilov sta prikazana na sliki 5.5. Znacˇilnice Fidler in sod. v naspro-
tju z znacˇilnicami Ferrari in sod. niso obcˇutljive na polarnost intenzitetnega pre-
hoda, zato sivinsko invertiranje ni potrebno. Vse ucˇne slike so prikazane na belem
ozadju, slike iz zbirke podob konj (Borenstein in Ullman, 2002) pa so opremljene
s segmentacijskimi maskami.
Vse ucˇne mnozˇice Ii so sestavljene iz 100 pozitivnih in 100 negativnih slik.
Pri vsaki kategoriji je nabor I+ pridobljen kot nakljucˇna podmnozˇica ustrezajocˇe
mnozˇice Izd, pri cˇemer se velikostne razlicˇice iste slike uposˇtevajo kot razlicˇne slike.
Nabori I− sestojijo iz nakljucˇno velikih kvadratnih zaplat slik iz zbirk GRAZ-01,
LPP-34 in zbirke, pridobljene s pomocˇjo iskalnika Google.
Za detekcijo objektov na podlagi znacˇilnic Ferrari in sod. se uporablja detek-
cijski postopek iz podrazdelka 3.3.2, v katerega je vecˇvelikostnost vgrajena zˇe po
zasnovi. Isti detekcijski postopek se uporablja tudi pri racˇunanju funkcije S v fazi
izbiranja znacˇilnic. V slednjem primeru se dusˇilni postopek MDL ne izvaja, saj
funkcija S temelji le na mocˇi najmocˇnejˇse hipoteze za dano sliko.
5.2.4 Notranjeoptimizacijska izbira
Izbirna metoda na osnovi notranje optimizacije poganja detekcijski postopek za
razlicˇne kandidatne mnozˇice znacˇilnic. Ker je tovrstna metoda celo pri pozˇresˇnem
preiskovalnem postopku cˇasovno zelo zahtevna, je nujno privzeti dolocˇene pred-
postavke in poenostavitve. Pri vseh kategorijah mnozˇica Ii sestoji zgolj iz 20 slik.
Deset slik vsebuje le razlicˇna ozadja, preostalih deset slik pa prikazuje podobe
objektov na ozadjih. Slike za ozadja so pridobljene iz zbirk GRAZ-01 in LPP-34
ter iz zbirke nakljucˇnih slik s spleta. Pri vseh kategorijah je skupno sˇtevilo prika-
zanih objektov v desetih
”
pozitivnih“ slikah enako 20. Primeri
”
pozitivnih“ slik
so prikazani na sliki 5.6, primeri
”
negativnih“ slik pa so prikazani na sliki 5.4.
”
Pozitivne“ slike smo ustvarili preprosto z lepljenjem objektov iz mnozˇic Izd na
razlicˇna ozadja. (Naj spomnimo, da pri notranjeoptimizacijski izbiri mnozˇica Ii
ne sestoji iz pozitivnih in negativnih slik v taksˇnem smislu kot pri filtrski izbiri.
Slikovna mnozˇica Ii bi lahko vsebovala zgolj slike, ki prikazujejo objekte. Besedni
1http://autos.yahoo.com
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Slika 5.6: Primeri
”
pozitivnih“ ucˇnih slik iz mnozˇic Ii za primer notranjeoptimi-
zacijske izbirne metode. Slike v zgornji vrsti nastopajo v posameznih mnozˇicah Ii
za sestav znacˇilnic Fidler in sod. Spodnja vrsta predstavlja primere
”
pozitivnih“





negativne“ slike sluzˇita le enostavnejˇsemu izrazˇanju.)
V primeru znacˇilnic Fidler in sod. izbirni algoritem izvaja enovelikostni de-
tekcijski postopek, zato morajo biti objekti, ki nastopajo na
”
pozitivnih“ slikah
mnozˇice Ii, prikazani v normalizirani ucˇni velikosti (tabela 5.2, zadnji stolpec). V
primeru znacˇilnic Ferrari in sod. pa se izvaja vecˇvelikostni detekcijski postopek,
zato je smiselno, cˇe slike vsebujejo objekte razlicˇnih velikosti.
Mera za ocenjevanje dane kandidatne mnozˇice znacˇilnic oz. danega vozliˇscˇa v
prostoru stanj je definirana kot (Fmax+EER)/2 za krivuljo RPC, ki izrazˇa rezultat
izvedbe detekcijskega postopka, omejenega na uporabo dane kandidatne mnozˇice
znacˇilnic, na mnozˇici Ii.
V prvi iteraciji pozˇresˇnega izbirnega postopka se detekcijski postopek izvrsˇi za
vse posamicˇne znacˇilnice. V drugo iteracijo pa vstopijo le znacˇilnice, z uporabo
katerih je detekcijski postopek na mnozˇici Ii dosegel EER > 0 (znacˇilnice Fidler
in sod.) oziroma Fmax > 0 (znacˇilnice Ferrari in sod.). Cˇeprav obstaja mozˇnost,
da se na tak nacˇin iz nadaljnje obravnave izlocˇi znacˇilnica, ki bi se utegnila obnesti
v kombinaciji z drugimi znacˇilnicami, je spricˇo velike cˇasovne zahtevnosti taksˇna
poenostavitvena hevristika skoraj nujna. Z izlocˇitvijo znacˇilnic, ki posamicˇno vo-
dijo do slabih detekcijskih rezultatov, se prostor stanj mocˇno skrcˇi. Ker je pri
vseh kategorijah izhodiˇscˇna mnozˇica znacˇilnic Fidler in sod. vecˇja od ustrezne iz-
hodiˇscˇne mnozˇice znacˇilnic Ferrari in sod., smo pri sestavu Fidler in sod. uporabili
agresivnejˇsi izlocˇitveni pogoj. Fmax je namrecˇ vselej vecˇji od EER pri isti krivulji
RPC, zato je tezˇe dosecˇi EER > 0 kot Fmax > 0.
Nadaljnje prihranke pri porabi racˇunskega cˇasa smo omogocˇili z zmanjˇsanjem
locˇljivosti hipoteznega prostora v obeh prostorskih razsezˇnostih, poleg tega pa smo
se odpovedali postopku MDL. Vse nasˇtete poenostavitve so nujne za zagotovitev
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prakticˇne izvedljivosti notranjeoptimizacijskega izbirnega postopka. Seveda pa se
okrnjena razlicˇica detekcijskega postopka izvaja le v fazi izbiranja znacˇilnic. V
testni fazi se uporablja neokrnjen detekcijski postopek, ki vkljucˇuje tudi postopek
MDL.
Pozˇresˇni postopek, prikazan kot algoritem 2.2, se ustavi, ko detekcijske tocˇnosti
ni vecˇ mogocˇe izboljˇsati. Pri izvajanju preizkusov pa smo uporabili za odtenek
drugacˇen pristop: pozˇresˇni postopek se v vsaki iteraciji pomakne v najbolje ocenje-
nega naslednika trenutnega stanja, ustavi pa se sˇele, ko sˇtevilo izbranih znacˇilnic
dosezˇe ciljno vrednost Tmax. Izkazˇe se namrecˇ, da je zaradi majhnega sˇtevila slik
zˇe po nekaj iteracijah mogocˇe dosecˇi
”
strop“, po katerem se ocena (Fmax+EER)/2
ne izboljˇsuje vecˇ.
5.2.5 Vrednosti nekaterih parametrov
Vse preizkuse s sestavom znacˇilnic Fidler in sod. smo izvedli z uporabo znacˇilnic
ravni 3. Zaradi kompozicijske zgradbe znacˇilnic pa mnozˇica znacˇilnic ravni 3 lahko
posredno vkljucˇuje tudi znacˇilnice ravni 2 in 1. V procesu statisticˇnega ucˇenja se
namrecˇ lahko zgodi, da neka znacˇilnica ravni 1 nastopa kot edina komponenta
neke znacˇilnice ravni 2, ta pa nastopa kot edina komponenta neke znacˇilnice ravni
3.
Pri preizkusih, ki so jih izvedli Ferrari in sod. (2006a), so se najbolje obnesle
znacˇilnice, nastale na podlagi skupin dveh robnih odsekov. Vrednost parametra k
pri znacˇilnicah Ferrari in sod. smo zato nastavili na 2.
Vrednosti nekaterih drugih parametrov so bile dolocˇene s preizkusˇanjem na
neki ucˇni mnozˇici. V nasˇi implementaciji sestava Ferrari in sod. igra pomembno
vlogo prag t, ki dolocˇa najvecˇjo razdaljo med znacˇilnico Z in iz slike pridobljeno
skupino robnih odsekov S, pri kateri se skupina S sˇe obravnava kot manifestacija
znacˇilnice Z. Cˇe je prag postavljen prenizko, reprezentacija slik z znacˇilnicami
Ferrari in sod. ni dovolj robustna na odstopanja od strukture znacˇilnice. Cˇe je
prag postavljen previsoko, se lahko zgodi, da se skupini v fazi reprezentacije priredi
(tudi) znacˇilnica, ki ji vizualno ni dovolj podobna. Kot smo omenili v podrazdelku
4.3.3, smo prag t nastavili na 2, saj je ta vrednost v povprecˇju omogocˇala najboljˇse
detekcijske rezultate na ucˇnih mnozˇicah za posamezne kategorije.
S preizkusˇanjem na ucˇni mnozˇici smo dolocˇili tudi vrednosti parametrov Ga-
ussovega glajenja hipoteznega prostora v fazi detekcije objektov.
Vrednosti pomembnejˇsih parametrov metode so povzete v tabeli 5.6.
5.3 Rezultati filtrske izbire znacˇilnic Fidler in sod.
5.3.1 Rezultati preizkusov
Slika 5.7 prikazuje odvisnost karakteristike Fmax krivulje RPC od sˇtevila izbra-
nih znacˇilnic (T ) pri kombinaciji filtrske izbirne metode in znacˇilnic Fidler in sod.
Na sliki primerjamo detekcijske sposobnosti zaporedja prvih 50 izbranih znacˇilnic,
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Tabela 5.6: Vrednosti izbranih parametrov metode.
Detekcijski modul
Parameter Vrednost Opombe
σ 2 Gaussov filter pri enovelikostni detekciji
R 4 sˇtevilo plasti na oktavo
σr 1 3-razsezˇni filter pri vecˇvelikostni detekciji
σx(r) 3
√
2r/R 3-razsezˇni filter pri vecˇvelikostni detekciji
σy(r) 3
√
2r/R 3-razsezˇni filter pri vecˇvelikostni detekciji
Znacˇilnice Fidler in sod.
Parameter Vrednost Opombe
λ 1 razmerje polosi Gaborjevega jedra Z11
σ 2,5 ravninski razteg Gaborjevega jedra Z11
F 2/35 frekvenca Gaborjevega jedra Z11
#orientacij 8 sˇtevilo orientacij
prag pri grucˇenju 0,85 (odsek 4.2.4.3)
n 3 hierarhicˇna raven uporabljenih znacˇilnic
Znacˇilnice Ferrari in sod.
Parameter Vrednost Opombe
wr 2 utezˇ pri racˇunanju razdalje (4.6)
wθ 4 utezˇ pri racˇunanju razdalje (4.6)
k 2 sˇtevilo robnih odsekov na skupino
prag pri grucˇenju −4 (podrazdelek 4.3.3)
t 2 parameter v (4.10)
α 5 parameter v (4.10)
kot ga je vrnil postopek AdaBoost (algoritem 2.1), in zaporedja 50 znacˇilnic,
najboljˇsih po staticˇnih ocenah u(Z;w[1]). Naj spomnimo, da smo ocenjevalno
funkcijo u vpeli v postopek AdaBoost zato, da bi z uposˇtevanjem odvisnosti med
znacˇilnicami zmanjˇsali redundanco v nastalih mnozˇicah izbranih znacˇilnic. Po
pricˇakovanju se postopek AdaBoost izkazˇe bolje kot izbor znacˇilnic po padajocˇih
ocenah u(Z;w[1]). V nadaljnjem besedilu zato praviloma navajamo in obravna-
vamo le rezultate izbiranja po postopku AdaBoost, razen v primerih, ko je izrecno
navedeno drugacˇe.
Detekcijska tocˇnost vsaj na zacˇetku razmeroma enakomerno narasˇcˇa s sˇtevilom
znacˇilnic, na katere se sme opreti detekcijski postopek. Vendar pa to sˇe zdalecˇ ni
pravilo, saj lahko ena sama neustrezno izbrana znacˇilnica mocˇno poslabsˇa detek-
cijske rezultate in pokvari krivuljo Fmax(T ). Poleg tega so testne mnozˇice povsem
locˇene od ucˇnih mnozˇic, zato ni nujno, da se znacˇilnice, ki so bile izbrane na pod-
lagi ucˇnih mnozˇic, obnesejo tudi na testnih mnozˇicah. Spricˇo navedenih dejstev
krivulje niso monotono narasˇcˇajocˇe.
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Slika 5.7: Odvisnost Fmax krivulj RPC od sˇtevila izbranih znacˇilnic za vsako posa-
mezno vizualno kategorijo. Polne rdecˇe krivulje ponazarjajo detekcijske rezultate
pri znacˇilnicah, izbranih s postopkom AdaBoost, cˇrtkane modre krivulje pa re-
zultate pri znacˇilnicah, izbranih po padajocˇih vrednostih u(Z;w[1]). Krivulje se
nanasˇajo na kombinacijo sestava znacˇilnic Fidler in sod. in filtrske izbirne metode.
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Tabela 5.7: Detekcijski rezultati za slikovno zbirko avtomobilov UIUC, kot jih
navajajo nekateri drugi avtorji.
Metoda Fmax [%] EER [%]
Agarwal in sod. (2004) 44,0 39,6
Fritz in sod. (2005) Ni podano 87,8
Mutch in Lowe (2006) Ni podano 90,6
Na sliki 5.8 predstavljamo krivulje RPC za prvih 5, 10 in 50 izbranih znacˇilnic.
Kot je razvidno na sliki 5.7, je mozˇno nadvse vzpodbudne detekcijske rezul-
tate dosecˇi zˇe z zelo majhnim sˇtevilom izbranih znacˇilnic. Pri avtomobilih smo
zgolj s sˇtirimi izbranimi znacˇilnicami dosegli Fmax = 91,0% in EER = 90,7%.
Krivulja Fmax(T ) za T ∈ {1, . . . , 50} zavzame maksimalno vrednost pri sedmih iz-
branih znacˇilnicah, kjer velja Fmax = 93,7% in EER = 92,1%. Tabela 5.7 podaja
detekcijske rezultate, ki jih za zbirko UIUC navajajo drugi raziskovalci. Zˇe pri
sˇtirih izbranih znacˇilnicah je dobljena vrednost EER priblizˇno enaka rezultatu, ki
ga podajajo Mutch in Lowe (2006), sedem izbranih znacˇilnic pa vodi do sˇe viˇsje
vrednosti EER.
Izkazˇe se, da je tudi pri drugih slikovnih zbirkah mozˇno z majhnim sˇtevilom
znacˇilnic dosecˇi visoko detekcijsko tocˇnost. Pri logotipih Apple sˇest izbranih
znacˇilnic zadosˇcˇa za Fmax = EER = 86,4%. Pri konjih devet izbranih znacˇilnic
vodi do Fmax = 80,5% in EER = 80,0%. Pri skodelicah in steklenicah je za do-
sego visoke detekcijske tocˇnosti potrebnih nekoliko vecˇ znacˇilnic. Pri skodelicah
je meja Fmax = 80% prvicˇ presezˇena pri 14 izbranih znacˇilnicah; pri steklenicah
je najboljˇsi rezultat dosezˇen pri 13 izbranih znacˇilnicah, in sicer Fmax = 75,9% in
EER = 74,6%. Karakteristike Fmax in EER za posamicˇne vrednosti T so zbrane
v ustreznih odsekih tabel 5.17 (Fmax) in 5.18 (EER). Kot navajata tabeli, se
izbira znacˇilnic izplacˇa pri vseh petih kategorijah: detekcijska tocˇnost, dobljena
z uporabo vseh pridobljenih znacˇilnic (njihovo sˇtevilo znasˇa od 592 do 920), je
povsod manjˇsa od detekcijske tocˇnosti pri 50 izbranih znacˇilnicah, pri avtomobilih
in logotipih Apple pa zˇe 5 izbranih znacˇilnic vodi do boljˇsih rezultatov kot celotna
mnozˇica pridobljenih znacˇilnic.
Sˇtevilo izbranih znacˇilnic mocˇno vpliva na porabo cˇasa v testni fazi. Pri detek-
ciji avtomobilov v testni zbirki UIUC potrebuje detekcijski postopek v povprecˇju
3,9 sekunde za obdelavo ene slike, cˇe njegove odlocˇitve slonijo na prvih petih izbra-
nih znacˇilnicah. Pri uporabi prvih 50 izbranih znacˇilnic obdelava ene slike pri vseh
velikostih piramide v povprecˇju zahteva 16,6 sekunde. Cˇe detekcijski postopek pri
tvorbi hipotez uporablja vseh 920 pridobljenih znacˇilnic, povprecˇni cˇas obdelave
slike naraste na 117,8 sekunde. Cˇasi so bili izmerjeni z izvajanjem nasˇe Matlabove
implementacije na racˇunalniku z 2,13-gigahercˇnim procesorjem Intel Core 2 Duo.
Poraba cˇasa ne narasˇcˇa linearno z narasˇcˇanjem sˇtevila znacˇilnic, in sicer zaradi gla-
jenja hipoteznega prostora, pri katerem je poraba cˇasa razmeroma neodvisna od
sˇtevila izbranih znacˇilnic. Kljub temu moremo trditi, da izbira znacˇilnic obcˇutno
98 Eksperimentalni rezultati














































































































Slika 5.8: Krivulje RPC za prvih 5, 10 oziroma 50 znacˇilnic Fidler in sod., izbranih
s filtrsko metodo.
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Tabela 5.8: Prvih deset znacˇilnic Fidler in sod., izbranih po postopku AdaBoost.






pripomore k razbremenitvi detekcijskega postopka.
Kot prikazuje tabela 5.8, so izbrane znacˇilnice vecˇinoma zelo preproste. Prva
izbrana znacˇilnica pri kategoriji avtomobilov se ponovljivo (robustno) odziva na
avtomobilska kolesa (slika 5.9a). To je tudi razlog za presenetljivo visoko tocˇnost
na precej zahtevni zbirki UIUC. Kolesna znacˇilnica je razmeroma distinktivna in
mocˇno prediktivna, saj je na podlagi njene manifestacije mogocˇe precej zanesljivo
sklepati na srediˇscˇe avtomobila. Cˇe detekcija temelji izkljucˇno na prvoizbrani
kolesni znacˇilnici, detekcijska tocˇnost znasˇa kar Fmax = 73,1% oz. EER = 69,1%.
Na sliki 5.9 prikazujemo naucˇene verjetnostne gostote p(c |Z,0) za prvoizbrane
znacˇilnice za posamezne kategorije, pa tudi primere nastopov prvoizbranih znacˇilnic
na testnih slikah. Opazimo, da se znacˇilnice dokaj ponovljivo manifestirajo na vi-
zualno podobnih lokalnih strukturah. Nekatere izbrane znacˇilnice sicer izkazujejo
nizko stopnjo specificˇnosti, saj se pogosto pojavljajo tudi na ozadju2. Vendar pa
mnozˇice izbranih znacˇilnic delujejo sinergicˇno. Prvi dejavnik, ki prispeva k si-
nergicˇnosti dane izbirne mnozˇice, je postopek AdaBoost, ki skusˇa odkriti cˇimbolj
medsebojno neodvisen nabor znacˇilnic. Ta lastnost postopka AdaBoost se najna-
zorneje manifestira pri izbranih znacˇilnicah za skodelice (tabela 5.8): znacˇilnice
Z [1], Z [2] in Z [5] pokrivajo razlicˇne dele rocˇaja skodelice. Postopek AdaBoost
redundance sicer ne zmore povsem izlocˇiti, saj sta si npr. znacˇilnici Z [2] in Z [8]
vizualno zelo podobni in se tudi odzivata na vizualno podobne lokalne strukture.
Drugi dejavnik, ki prispeva k sinergicˇnosti izbirne mnozˇice, je detekcijski posto-
2Za specificˇno znacˇilnico velja, da v testnih slikah nastopa kvecˇjemu na ugodnih polozˇajih,
torej na taksˇnih, na podlagi katerih je mogocˇe tvoriti pravilne detekcijske hipoteze. Po tej ne-
formalni definiciji je specificˇna tudi znacˇilnica, ki se v testnih slikah sploh ne pojavlja. Naj




(c) Logotipi Apple (slika se nadaljuje na naslednji strani)
pek, temeljecˇ na implicitnem modelu oblike. Kombinacija znacˇilnic lahko omogocˇa
dobre detekcijske rezultate, cˇetudi posamezne znacˇilnice niso pretirano specificˇne.
Cˇe znacˇilnice razmeroma ponovljivo nastopajo na dolocˇenih lokalnih strukturah
na objektih, se njihovi glasovi za pravilne hipoteze sesˇtevajo (sinergija!), medtem
ko glasovi za napacˇne hipoteze, ki izvirajo iz manifestacij znacˇilnic na ozadju,
ponavadi ostajajo razprsˇeni po hipoteznem prostoru.
Detekcijski mehanizem sicer lahko ublazˇi negativen vpliv napacˇno izbranih
znacˇilnic, vendar pa ne more vselej nadomestiti neustrezne izbire. Na podlagi
povsem nespecificˇne znacˇilnice ni mogocˇe tvoriti zanesljivih pravilnih hipotez,
cˇetudi bi se ta znacˇilnica ponovljivo manifestirala na vizualno podobnih lokalnih
strukturah. Lahko se tudi zgodi, da vkljucˇitev tovrstne znacˇilnice v sicer kako-
vostno izbirno mnozˇico mocˇno poslabsˇa detekcijske rezultate. Primer nenadnega
poslabsˇanja detekcijske tocˇnosti po izbiri dveh neustreznih znacˇilnic je prikazan na
diagramu Avtomobili na sliki 5.15, ki se nanasˇa na notranjeoptimizacijsko izbiro
znacˇilnic Fidler in sod.
Na sliki 5.10 prikazujemo nekaj primerov pravilnih, napacˇnih in manjkajocˇih
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(d) Steklenice
(e) Skodelice
Slika 5.9: Prva slika v vsaki skupini prikazuje naucˇeno aproksimacijo verjetnostne
gostote p(c |Z [1],0), kjer Z [1] oznacˇuje znacˇilnico Fidler in sod., ki jo postopek
AdaBoost izbere kot prvo. Ostale slike v posameznih skupinah prikazujejo primere
manifestacij teh znacˇilnic na testnih slikah.
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detekcijskih hipotez pri optimalnem pragu τ za posamezne testne zbirke. Vse
detekcijske rezultate smo pridobili z uporabo prvih 10 znacˇilnic Fidler in sod.,
izbranih z algoritmom AdaBoost. Naj spomnimo, da je optimalni prag τ dolocˇen
z enacˇbo (3.23) in se v skladu z definicijo krivulje RPC izracˇuna za vsak detekcijski
problem oz. testno zbirko posebej.
Slika 5.10 prikazuje poleg sˇtevilnih pravilnih detekcij tudi nekaj znacˇilnih lazˇnih
alarmov in manjkajocˇih detekcij. Manjkajocˇa detekcija ne pomeni nujno, da de-
tekcijski postopek ni tvoril ustrezajocˇe pravilne hipoteze. Pogosto je pravilna
hipoteza bila zaznana, vendar je njena mocˇ manjˇsa od optimalnega praga τ in se
zato taksˇna hipoteza pri racˇunanju Fmax sˇteje kot manjkajocˇa detekcija.
Pogost vir lazˇnih alarmov so grobo teksturirana obmocˇja. Manjkajocˇe detekcije
pa so velikokrat posledica slabega sivinskega kontrasta, ki negativno vpliva na
kolicˇino in ponovljivost nastopov znacˇilnic Fidler in sod. Zanimivo pa je, da je
v nekaterih redkih primerih za nastop manjkajocˇe detekcije odgovoren postopek
MDL. Osredotocˇimo se na sliko, ki je prikazana na levi strani v drugi vrsti na
sliki 5.10a. Slika prikazuje lazˇni alarm in hkrati tudi manjkajocˇo detekcijo, saj
temni avtomobil pri optimalnem pragu τ ni bil detektiran. Slika 5.11 prikazuje
hipotezni prostor po zakljucˇenem glasovanju in glajenju z Gaussovim filtrom z
velikostjo 11 × 11 in z vrednostjo parametra σ = 2 (tak filter smo uporabili pri
vseh kategorijah). Hipoteza H1 je najmocˇnejˇsa in ustreza oznacˇenemu lazˇnemu
alarmu. Po mocˇi ji sledi hipoteza H2, ki ustreza pravilni detekcijski hipotezi.
Sprednje kolo temnega avtomobila botruje nastanku sˇibkejˇse hipoteze H3, sprednje
kolo svetlega avtomobila pa je vzrok za nastanek sˇe sˇibkejˇse hipoteze H4. Brez
uporabe postopka MDL bi najbrzˇ obe najmocˇnejˇsi hipotezi (H1 in H2) presegli
optimalni prag. Postopek MDL pa v prvi iteraciji izbere napacˇno hipotezo H1 in
nato zaradi skupnih komponent vzvratnih projekcij hipotez H1 in H2 — gre za
zadnje kolo temnega avtomobila, ki zelo veliko prispeva k obema hipotezama — v
precejˇsnji meri zadusˇi pravilno hipotezo H2 (in seveda tudi H4, kar pa je za razliko
od dusˇenja H2 dobrodosˇlo). Tako mocˇ H2 pade globoko pod optimalni prag τ .
Postopek MDL je tudi povzrocˇitelj izpada detekcije ene od steklenic na drugi sliki
na sliki 5.10d.
Kljub temu se postopek MDL izkazˇe kot izjemno pomembna pridobitev. Ta-
bela 5.9 primerja detekcijske rezultate, dobljene z uporabo postopka MDL, in
rezultate, dobljene brez uporabe tega postopka. Tabela prikazuje rezultate pri
50 izbranih znacˇilnicah in za filtrsko izbirno metodo, izkazˇe pa se, da postopek
MDL v vseh primerih znatno izboljˇsa detekcijsko tocˇnost. Uposˇtevati je namrecˇ
treba, da postopek MDL dusˇi hipoteze vzdolzˇ celotne velikostne piramide in da
posledicˇno oslabi marsikatero hipotezo, ki bi bila sicer proglasˇena za lazˇni alarm
zaradi vecˇkratne (cˇetudi pravilne) detekcije istega objekta.
5.3.2 Delovanje postopka AdaBoost
V nadaljevanju se bomo sˇe nekoliko pomudili pri izbirnem postopku AdaBoost.
Uporabljali bomo notacijo, ki smo se je posluzˇili v algoritmu 2.1. Kot je razvi-






Slika 5.10: Primeri pravilnih, napacˇnih in manjkajocˇih detekcij pri optimalnem
pragu τ krivulje RPC. Detekcijski postopek je pri vsaki posamezni kategoriji upo-
rabljal prvih 10 znacˇilnic Fidler in sod., izbranih s postopkom AdaBoost. Prva
slika v sklopu primerov za zbirko skodelic vsebuje le eno manjkajocˇo detekcijo, saj
skodelice z rocˇajem na levi strani niso obravnavane kot objekti.
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Slika 5.11: Zglajeni glasovalni prostor za prvo sliko v drugi vrsti slike 5.10a. Pra-
vilna hipoteza H2 je nekoliko sˇibkejˇsa od lazˇnega alarma H1.
Tabela 5.9: Primerjava detekcijskih rezultatov, pridobljenih z uporabo postopka
MDL, in rezultatov, pridobljenih brez uporabe tega postopka. Rezultati so podani
kot 100×Fmax in se nanasˇajo na izbor prvih 50 znacˇilnic po filtrski izbirni metodi.
Preizkusili smo oba sestava znacˇilnic, Fidler in sod. ter Ferrari in sod.
Kategorija
Fidler in sod. Ferrari in sod.
MDL Brez MDL MDL Brez MDL
Avtomobili 92,5 63,4 61,7 46,2
Konji 83,0 35,9 71,7 34,6
Logotipi Apple 89,2 76,1 86,1 77,6
Steklenice 72,2 31,1 66,7 60,2
Skodelice 83,5 43,0 76,2 59,5
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Tabela 5.10: Prvih deset znacˇilnic Fidler in sod., izbranih po padajocˇih vrednostih
u(Z;w[1]).






dno na sliki 5.7, izbira znacˇilnic po postopku AdaBoost omogocˇa bistveno boljˇse
detekcijske rezultate kot izbira po padajocˇih staticˇnih ocenah u(Z;w[1]). Tabela
5.10 prikazuje prvih deset znacˇilnic, izbranih po padajocˇih vrednostih u(Z;w[1]).
Ocˇitno je, da tako izbrane mnozˇice znacˇilnic vsebujejo veliko stopnjo redundance,
saj so vizualno podobne znacˇilnice tudi podobno ocenjene. Na primer, prvih deset
znacˇilnic, izbranih glede na u(Z;w[1]) za kategorijo skodelic, pokriva le spodnji del
rocˇaja; znacˇilnice, ki pokrivajo zgornji del rocˇaja, so prejele nizˇje staticˇne ocene.
Levi diagram na sliki 5.12 prikazuje stopnje napake staticˇnih optimalnih kla-
sifikatorjev za prvih 10 znacˇilnic, izbranih s postopkom AdaBoost za kategorijo
skodelic. Prag staticˇnega optimalnega klasifikatorja je nastavljen glede na iz-
hodiˇscˇne vrednosti slikovnih utezˇi, w[1], klasifikatorjeva stopnja napake pa znasˇa
1 − u(Z [t];w[1]). Desni diagram slike 5.12 prikazuje stopnje napake dinamicˇnih
optimalnih klasifikatorjev istih znacˇilnic. Prag dinamicˇnega optimalnega klasifi-
katorja se nastavi glede na utezˇi slik Ii v trenutni iteraciji postopka AdaBoost.
Stopnja napake dinamicˇnega klasifikatorja znasˇa ǫ[t] = 1− u(Z [t];w[t]), kjer t po-
daja indeks AdaBoostove iteracije, Z [t] znacˇilnico, izbrano v iteraciji t, w[t] pa
vektor slikovnih utezˇi v iteraciji t.
Ker se v prvi iteraciji postopka AdaBoost uporabljajo izhodiˇscˇne utezˇi slik Ii,
je prvoizbrana znacˇilnica najboljˇsa tako v smislu staticˇne ocene (u(Z [1];w[1])) kot
v smislu dinamicˇne ocene (1−ǫ[1]). Stopnja napake ustreznega staticˇnega klasifika-
torja je zato enaka stopnji napake ustreznega dinamicˇnega klasifikatorja. Vendar
pa se staticˇna in dinamicˇna stopnja napake zˇe v tretji iteraciji postopka AdaBoost
mocˇno razlikujeta. Dinamicˇni klasifikator je skupaj s pripadajocˇo znacˇilnico iz-
bran tako, da dosezˇe najnizˇjo stopnjo napake pri trenutnih vrednostih utezˇi. Ker
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Slika 5.12: Diagram na levi ponazarja stopnje napake staticˇnih optimalnih kla-
sifikatorjev prvih 10 znacˇilnic Fidler in sod., izbranih s postopkom AdaBoost za
kategorijo skodelic. Diagram na desni predstavlja stopnje napake dinamicˇnih op-
timalnih klasifikatorjev istih izbranih znacˇilnic.
Tabela 5.11: Tabela za vsako od znacˇilnic, izbranih v prvih 10 iteracijah postopka
AdaBoost, podaja njen indeks v padajocˇem zaporedju u(Z;w[1]). Podatki se
nanasˇajo na znacˇilnice Fidler in sod. ter na kategorijo skodelic.
Indeks izbrane znacˇilnice 1 2 3 4 5 6 7 8 9 10
Indeks v pad. zaporedju u(Z;w[1]) 1 7 156 3 28 109 30 4 142 49
pa se utezˇi slik v tretji iteraciji zˇe bistveno razlikujejo od izhodiˇscˇnih utezˇi, je
razlika med staticˇno in dinamicˇno oceno znacˇilnice precej velika.
Dinamicˇna stopnja napake narasˇcˇa skoraj monotono. Cˇe postopek AdaBoost,
prikazan kot algoritem 2.1, ne bi sproti odstranjeval izbranih znacˇilnic, ampak
bi lahko tudi vecˇkrat izbral isto znacˇilnico, bi stopnja napake narasˇcˇala povsem
monotono (Freund in Schapire, 1997).
Tabela 5.11 na nekoliko drugacˇen nacˇin ponazarja razliko med izbiro v okviru
postopka AdaBoost in izbiro po padajocˇih staticˇnih ocenah. Znacˇilnica, izbrana v
tretji AdaBoostovi iteraciji za kategorijo skodelic, na primer, v padajocˇem vrstnem
redu staticˇnih ocen zaseda sˇele 156. mesto (od 912), kar pricˇa o velikem neskladju
med obema nacˇinoma izbiranja znacˇilnic.
Diagrami na slikah 5.13 in 5.14 natancˇneje osvetljujejo dogajanje v prvih treh
iteracijah postopka AdaBoost pri izbiri znacˇilnic za kategorijo skodelic. Diagrami
na sliki 5.13 ponazarjajo tocˇnosti prvih treh izbranih dinamicˇnih optimalnih kla-
sifikatorjev na vseh 408 (= 184 pozitivnih + 224 negativnih) ucˇnih slikah Ii.
Prisotnost navpicˇne cˇrte pri indeksu slike pomeni, da dinamicˇni optimalni klasifi-
kator pravilno uvrsti dano sliko (glede na optimalni prag θ[t]), odsotnost cˇrte pa
ponazarja napacˇno klasifikacijo dane slike.
Drugoizbrani dinamicˇni klasifikator skoraj idealno dopolnjuje prvoizbranega.
Prvoizbrani klasifikator namrecˇ napacˇno uvrsti 42 slik, drugoizbrani klasifikator
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pa od teh pravilno uvrsti kar 36 slik. Sˇtevilo slik, ki jih napacˇno uvrstita oba
klasifikatorja, je torej enako 6. Tretjeizbrani klasifikator, kot je razvidno na ustre-
znem diagramu, se sicer odrezˇe znatno slabsˇe na negativnih ucˇnih slikah, vendar
pravilno uvrsti kar pet od sˇestih slik, pri katerih sta se zmotila prva dva izbrana
klasifikatorja. Tretjeizbrani klasifikator torej odlicˇno dopolnjuje prvi dve izbiri
postopka AdaBoost. Komplementarnost izbranih klasifikatorjev se odseva tudi
v komplementarnosti izbranih znacˇilnic: tretjeizbrana znacˇilnica pokrije dolocˇen
delezˇ
”
informacije“, ki je ni pokrila nobena od prvih dveh izbranih znacˇilnic.
Diagrami na sliki 5.14 razkrivajo spreminjanje slikovnih utezˇi v prvih sˇtirih
AdaBoostovih iteracijah. Po koncu vsake iteracije se povecˇajo relativne utezˇi slik,
ki jih je nazadnje izbrani klasifikator napacˇno klasificiral. Na tretjem diagramu
izstopa sˇest vrhov, ki ustrezajo tistim sˇestim slikam, ki sta jih napacˇno uvrstila
oba klasifikatorja, izbrana v prvih dveh iteracijah. Na cˇetrtem diagramu izstopa
utezˇ slike z indeksom 111, ki je ni pravilno klasificiral nobeden od prvih treh
dinamicˇnih optimalnih klasifikatorjev.
5.4 Rezultati notranjeoptimizacijske izbire znacˇilnic Fi-
dler in sod.
Omenili smo, da je poglavitna slabost notranjeoptimizacijskega pristopa k izbiri
znacˇilnic velika cˇasovna zahtevnost. Zaradi tega smo bili primorani uporabiti
razmeroma majhno mnozˇico ucˇnih slik Ii in privzeti dolocˇene kompromisne pred-
postavke in poenostavitve.
Ucˇne slike Ii sicer prikazujejo raznolike objekte na precej razlicˇnih ozadjih,
vendar pa je celokupna raznolikost mnozˇice Ii zaradi zelo omejenega sˇtevila ucˇnih
slik premajhna, da bi notranjeoptimizacijski pristop mogel ustvariti enako kako-
vosten izbor znacˇilnic kot filtrski pristop. Kot je razvidno na sliki 5.15, ki prika-
zuje odvisnost Fmax od sˇtevila izbranih znacˇilnic, je notranjeoptimizacijski pristop
”
konkurencˇen“ filtrskemu le pri razmeroma enostavni kategoriji logotipov Apple.
Pri drugih kategorijah so rezultati notranjeoptimizacijske izbire bistveno slabsˇi.
Medtem ko krivulje Fmax(T ) za filtrsko izbiro ne izkazujejo izrazitih padcev,
je pri notranjeoptimizacijski metodi zˇal drugacˇe. Posebej ocˇiten je strm zdrs de-
tekcijske tocˇnosti po obetavnem zacˇetku na testni mnozˇici kategorije avtomobilov.
Zaradi premajhnega sˇtevila slik Ii se namrecˇ praviloma zgodi, da v dani iteraciji
pozˇresˇnega izbirnega postopka vecˇ razlicˇnih kandidatnih znacˇilnic dosezˇe isto kri-
terijsko vrednost (Fmax + EER)/2 na mnozˇici Ii. V takem primeru se znacˇilnica
izbere nakljucˇno. Znacˇilnici, ki se pri avtomobilih izbereta v peti in sˇesti itera-
ciji, sicer ustrezata pozˇresˇnemu kriteriju na ucˇni mnozˇici, vendar pa isto vrednost
(Fmax + EER)/2 dosezˇe tudi vecˇ drugih znacˇilnic. Kljub izkazani koristnosti za
detekcijo objektov na ucˇni mnozˇici se znacˇilnici, izbrani v 5. in 6. iteraciji, na
testni mnozˇici izkazˇeta kot zelo slabi izbiri, saj sta povsem nedistinktivni in ne-
prediktivni. Krivulja Fmax(T ) se po izbiri teh znacˇilnic ne more vecˇ bistveno
izboljˇsati.
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Slika 5.13: Klasifikacijska tocˇnost dinamicˇnih optimalnih klasifikatorjev, izbranih
v prvih treh iteracijah postopka AdaBoost. Prisotnost cˇrte pri slikovnem indeksu
predstavlja pravilno klasifikacijo ustrezne slike glede na dinamicˇni optimalni prag,
prazen prostor (odsotnost cˇrte) pa napacˇno klasifikacijo. Podatki se nanasˇajo na
znacˇilnice Fidler in sod. ter na kategorijo skodelic.
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Slika 5.14: Spreminjanje utezˇi ucˇnih slik v prvih sˇtirih iteracijah postopka Ada-
Boost. Podatki se nanasˇajo na znacˇilnice Fidler in sod. ter na kategorijo skodelic.
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Slika 5.15: Odvisnost Fmax od sˇtevila izbranih znacˇilnic Fidler in sod. Diagrami
podajajo primerjavo med notranjeoptimizacijsko izbiro (polne rdecˇe krivulje) in
izbiro po metodi AdaBoost (cˇrtkane modre krivulje).
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Slika 5.16: Spreminjanje kriterija (Fmax + EER)/2 na mnozˇici Ii pri pozˇresˇnem
izbiranju znacˇilnic Fidler in sod. v sklopu notranjeoptimizacijske izbirne metode.
Slika 5.16 prikazuje spreminjanje vrednosti kriterija (Fmax + EER)/2 na ucˇni
mnozˇici pri pozˇresˇnem izbiranju znacˇilnic. Kot je razvidno na diagramu, kriterij zˇe
po 10 do 15 izbranih znacˇilnic dosezˇe
”
strop“. Edina izjema je kategorija skodelic,
kjer je najvecˇja vrednost kriterija v okviru prvih 50 iteracij dosezˇena sˇele v 33.
iteraciji pozˇresˇnega postopka.
Tabela 5.12 prikazuje prvih deset izbranih znacˇilnic za vsako posamezno ka-
tegorijo. Ker notranja optimizacija uposˇteva medsebojno odvisnost znacˇilnic, je
mnozˇica izbranih znacˇilnic bolj raznolika kot mnozˇica znacˇilnic, izbranih po pa-
dajocˇih ocenah u(Z;w[1]) (tabela 5.10). Raznolikost izbirne mnozˇice pa seveda sˇe
ni zadosten pogoj za dejansko uporabnost izbirne mnozˇice v fazi detekcije.
Vrednosti mer Fmax in EER v odvisnosti od sˇtevila izbranih znacˇilnic so zbrane
v ustreznih odsekih tabel 5.17 (Fmax) in 5.18 (EER).
5.5 Rezultati filtrske izbire znacˇilnic Ferrari in sod.
Kot je razvidno na sliki 5.17 ter v tabelah 5.17 in 5.18, se znacˇilnice Ferrari in sod.
pri detekciji objektov v danih testnih zbirkah odrezˇejo slabsˇe od znacˇilnic Fidler
in sod. Za tak rezultat je odgovornih vecˇ dejavnikov:
• Reprezentacija slike z mnozˇico T izbranih znacˇilnic Ferrari in sod. tipicˇno
vsebuje bistveno manj manifestacij kot reprezentacija z mnozˇico T izbranih
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Tabela 5.12: Prvih deset znacˇilnic Fidler in sod., izbranih po metodi na osnovi
notranje optimizacije.






znacˇilnic Fidler in sod, kar je posledica nacˇina ucˇenja znacˇilnic in reprezen-
tacijskega postopka. Cˇe se znacˇilnice pojavljajo redkeje, je tudi verjetnost
njihovega ponovljivega nastopanja manjˇsa.
Kot prikazuje slika 5.9, znacˇilnice Fidler in sod. izkazujejo visoko stopnjo
ponovljivosti (npr. prvoizbrana znacˇilnica za skodelice se ponovljivo mani-
festira na spodnjem delu rocˇajev skodelic), cˇeprav povecˇini niso pretirano
specificˇne (omenjena znacˇilnica se ne pojavlja le na rocˇajih, temvecˇ tudi na
drugih podobnih lokalnih strukturah). Vendar je, kot smo omenili, detekcij-
ska metoda zasnovana tako, da nagrajuje ponovljive (robustne) znacˇilnice,
cˇetudi so te razmeroma nespecificˇne. Za zmanjˇsanje ucˇinka nizke stopnje
specificˇnosti deloma poskrbi zˇe osnovni detekcijski mehanizem, ki omogocˇi
koncentracijo glasov za pravilne hipoteze pod pogojem ponovljivega nasto-
panja izbranih znacˇilnic, deloma pa tudi algoritem MDL, ki dodatno zadusˇi
nekatere napacˇne hipoteze. Cˇe lokalnih struktur ni mogocˇe ponovljivo za-
znavati, pa ostaneta tako detekcijski mehanizem kakor tudi algoritem MDL
brez mocˇi, saj detekcijske hipoteze izvirajo iz manifestacij znacˇilnic in jih ni
mogocˇe ustvariti iz nicˇesar.
Pogostost nastopanja znacˇilnic Ferrari in sod. v slikah bi sicer bilo mogocˇe
povecˇati z dvigom praga t, ki uravnava reprezentiranje skupin k robnih od-
sekov z znacˇilnicami. Vendar bi dvig praga povecˇal tudi mozˇnost, da se neki
skupini priredi ena ali vecˇ vizualno neustreznih znacˇilnic, kar bi iznicˇilo po-
zitiven ucˇinek viˇsje stopnje ponovljivosti. Izbrane znacˇilnice Fidler in sod.
so povecˇini res precej nespecificˇne, vendar pa se vedno odzivajo na vizualno
5.5 Rezultati filtrske izbire znacˇilnic Ferrari in sod. 113
podobne strukture.
• Znacˇilnice Ferrari in sod. ne morejo dobro zajeti krozˇnih in locˇnih lokalnih
struktur, ki so pri detekciji nekaterih kategorij (avtomobili, skodelice) zelo
pomembne. Krog je mogocˇe zajeti zgolj z velikim sˇtevilom ravnih odsekov,
pa sˇe to le pri dovolj velikem premeru. Povezan par ravnih odsekov je zmozˇen
— v zelo omejenem obsegu — zajeti kvecˇjemu krozˇni lok.
• Postopek reprezentiranja slike z znacˇilnicami Fidler in sod. je dolocˇen s samo
zgradbo znacˇilnic. Ker so znacˇilnice definirane kot fleksibilne kompozicije, je
reprezentacija precej robustna v smislu obcˇutljivosti na manjˇse deformacije
lokalnih struktur. To je tudi razlog za ponovljivo nastopanje znacˇilnic Fidler
in sod. na slikah. Postopek reprezentiranja slike z znacˇilnicami ravni n je
prakticˇno povsem neparametricˇen, saj je skoraj vsa informacija zajeta v sami
strukturi znacˇilnic in v zˇe obstojecˇi reprezentaciji slike z ravnjo n− 1.
Pri znacˇilnicah Ferrari in sod. so razmere nekoliko drugacˇne. Reprezentacija
slike z znacˇilnicami temelji na ad hoc meri razdalje (enacˇba 4.6) in na po-
dobnostnem pragu. Mera razdalje je odvisna od treh utezˇenih dejavnikov.
Skupno sˇtirje reprezentacijski parametri (tri utezˇi in prag) mocˇno vplivajo
na reprezentacijski postopek in s tem tudi na kakovost detekcije. Zˇal pa
dolocˇanje najprimernejˇsih vrednosti parametrov sˇe zdalecˇ ni enostavno. V
implementaciji smo utezˇi skusˇali nastaviti z opazovanjem grucˇenja skupin
robnih odsekov v znacˇilnice, podobnostni prag pa z izvajanjem detekcij-
skega postopka na neki ucˇni mnozˇici pri razlicˇnih kandidatnih vrednostih.
Seveda pa tovrstno preizkusˇanje sˇe zdalecˇ ni zanesljivo jamstvo za pridobitev
optimalnega nabora parametrov.
Razlika med detekcijsko sposobnostjo obeh sestavov znacˇilnic je sˇe posebej
izstopajocˇa pri avtomobilih. Pri uporabi sestava Fidler in sod. so za detekcijski
uspeh najbolj zasluzˇne znacˇilnice, ki se ponovljivo odzivajo na avtomobilska kolesa.
Sestav Ferrari in sod. taksˇnih znacˇilnic seveda ne vsebuje, zato se mora detekcijski
postopek opreti na druge lokalne strukture podob avtomobilov. Vendar pa je kolo
verjetno dalecˇ najbolj distinktivna in prediktivna lokalna struktura za kategorijo
avtomobilov, zato izpada robustne zaznave koles ni mogocˇe enostavno nadomestiti.
Tabela 5.13 prikazuje prvih deset znacˇilnic Ferrari in sod., ki jih za posamezne
kategorije izbere postopek AdaBoost. Tabela 5.14 prikazuje prvih deset znacˇilnic,
izbranih po padajocˇem vrstnem redu ocen u(Z;w[1]). Opazimo, da so razlike med
odgovarjajocˇimi izbori razmeroma majhne. Tudi v smislu dobljene detekcijske
tocˇnosti (slika 5.17) so razlike med obema nacˇinoma filtrskega izbiranja pri se-
stavu Ferrari in sod. bistveno manjˇse kot pri sestavu Fidler in sod. Ker se, kot
smo zˇe omenili, znacˇilnice Ferrari in sod. pojavljajo precej redkeje kot znacˇilnice
Fidler in sod., za vecˇino kombinacij pozitivnih ucˇnih slik I ∈ I+ ⊂ Ii in iz-
hodiˇscˇnih znacˇilnic Z velja S(Z, I) = 0, kakor narekuje (2.7). Zato je celo stopnja
napake klasifikatorja, ki ga AdaBoost izbere v prvi iteraciji, razmeroma velika.
Pri skodelicah, na primer, velja 1−u(Z [1];w[1]) = 0,345. Ker je poleg tega sˇtevilo
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Slika 5.17: Odvisnost Fmax od sˇtevila izbranih znacˇilnic. Na sliki primerjamo
izbiro znacˇilnic Ferrari in sod. po metodi AdaBoost (polne rdecˇe krivulje), izbiro
znacˇilnic Ferrari in sod. po padajocˇih ocenah u(Z;w[1]) (cˇrtkane modre krivulje)
in izbiro znacˇilnic Fidler in sod. po metodi AdaBoost (polne zelene krivulje).
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Tabela 5.13: Prvih 10 znacˇilnic Ferrari in sod., izbranih s postopkom AdaBoost.






izhodiˇscˇnih znacˇilnic Ferrari in sod. manjˇse od sˇtevila izhodiˇscˇnih znacˇilnic Fidler
in sod. (tabela 5.17, stolpca |Z|), ima AdaBoost pri izbiranju znacˇilnic Ferrari in
sod. precej manj
”
manevrskega prostora“ kot pri izbiranju znacˇilnic Fidler in sod.
Dejstva, da se znacˇilnice Ferrari in sod. po detekcijskih rezultatih obnesejo
slabsˇe od znacˇilnic Fidler in sod., ne gre tolmacˇiti kot kritiko znacˇilnic Ferrari
in sod. per se. Pokazali smo le, da sestav Ferrari in sod. dosega slabsˇe rezultate
od sestava Fidler in sod. v okviru detekcijskega postopka na osnovi ISM, dveh
razlicˇnih izbirnih metod in v okviru preizkusov na omejeni mnozˇici vizualnih kate-
gorij. Zato ne moremo trditi, da je en sestav
”
boljˇsi“ od drugega. To smo poudarili
zˇe v razdelku 4.1, ko smo navedli, da so bile znacˇilnice Ferrari in sod. razvite na
podlagi drugacˇnih temeljev in z drugacˇnimi nameni kot znacˇilnice Fidler in sod.
V posebnem poskusu smo preverili smiselnost odlocˇitve, da se vsaka testna




2) in ne zgolj
na podlagi izhodiˇscˇne velikosti (relativna velikost 1), kar bi pri uporabi velikostno
invariantnih znacˇilnic Ferrari in sod. nacˇeloma zadosˇcˇalo. Rezultati, zbrani v
tabeli 5.15, to odlocˇitev podpirajo, saj je vecˇvelikostna obravnava testnih slik
vodila do znatno vecˇje detekcijske tocˇnosti kot enovelikostna obravnava.
Slika 5.18 prikazuje primere nastopov znacˇilnic Ferrari in sod. na testnih slikah.
5.6 Rezultati notranjeoptimizacijske izbire znacˇilnic Fer-
rari in sod.
Po pricˇakovanjih so detekcijski rezultati, dobljeni na podlagi notranjeoptimizacij-
ske izbire znacˇilnic Ferrari in sod., sˇe nekoliko slabsˇi od rezultatov, dobljenih na
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Tabela 5.14: Prvih 10 znacˇilnic Ferrari in sod., izbranih po padajocˇih ocenah
u(Z;w[1]).











2), in tocˇnosti, dobljene z obravnavo testnih slik v
izhodiˇscˇni velikosti (relativna velikost 1). Podatki se nanasˇajo na izbiro znacˇilnic
Ferrari in sod. s postopkom AdaBoost. Detekcijske tocˇnosti v tabeli so izrazˇene
kot 100× Fmax.
Kategorija
5 izbranih znacˇilnic 10 izbranih znacˇilnic 50 izbranih znacˇilnic
{1/√2, 1,√2} {1} {1/√2, 1,√2} {1} {1/√2, 1,√2} {1}
Avtomobili 25,3 18,3 44,4 28,8 61,7 53,2
Konji 53,8 41,5 61,3 49,1 71,7 54,6
Logotipi Apple 69,9 47,4 77,6 56,5 86,1 80,4
Steklenice 46,5 29,1 46,3 33,0 66,7 56,5
Skodelice 39,1 26,9 44,3 35,3 76,2 64,8
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Slika 5.18: Primeri manifestacij znacˇilnic Ferrari in sod. na testnih slikah. Za vsako
kategorijo je prikazan po en primer nastopa znacˇilnice, ki jo postopek AdaBoost
izbere kot prvo (tabela 5.13).
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Tabela 5.16: Prvih deset znacˇilnic Ferrari in sod., izbranih po metodi notranje
optimizacije.






osnovi filtrske izbire tovrstnih znacˇilnic. Krivulje odvisnosti Fmax(T ) so prikazane
na sliki 5.19, podatki Fmax in EER za posamezna sˇtevila izbranih znacˇilnic pa so
zbrani v ustreznih odsekih tabel 5.17 in 5.18.
Presenetljivo dobro pa se notranja optimizacija obnese pri kategoriji logotipov
Apple. Krivulja Fmax(T ) je primerljiva celo s krivuljo, pridobljeno na osnovi
filtrske izbire znacˇilnic Fidler in sod. Sicer drzˇi, da je testna zbirka logotipov
Apple razmeroma enostavna, kljub temu pa omenjena
”
anomalija“ namiguje na
morebiten neizkoriˇscˇen potencial znacˇilnic Ferrari in sod. za detekcijo objektov
vizualnih kategorij.
Tabela 5.16 prikazuje za vsako kategorijo prvih 10 znacˇilnic Ferrari in sod.,
izbranih po metodi na osnovi notranje optimizacije. Diagram na sliki 5.20 pri-
kazuje, kako se vrednost ocene (Fmax + EER)/2 na ucˇni mnozˇici Ii spreminja v
odvisnosti od sˇtevila pozˇresˇno izbranih znacˇilnic.
5.7 Povzetek poglavja
V tem poglavju smo prikazali rezultate preizkusov vseh sˇtirih kombinacij predsta-
vljenih metod za pridobivanje znacˇilnic in metod za izbiro znacˇilnic. Vsako kom-
binacijo smo preizkusili na (istih) petih testih slikovnih mnozˇicah. Vsaka testna
mnozˇica opredeljuje neko vizualno kategorijo in posledicˇno samostojno detekcijsko
nalogo. Za vsako kombinacijo izbirne metode, sestava znacˇilnic in testne mnozˇice
smo pripravili ustrezno zbirko ucˇnih slikovnih mnozˇic, ki jih za svoje delovanje
potrebujejo postopek za pridobivanje znacˇilnic, postopek za gradnjo detekcijskega
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Slika 5.19: Odvisnost Fmax od sˇtevila izbranih znacˇilnic Ferrari in sod. Na sliki
primerjamo izbiro na osnovi notranje optimizacije (polne rdecˇe krivulje) z izbiro
na podlagi postopka AdaBoost (cˇrtkane modre krivulje).
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Slika 5.20: Spreminjanje kriterija (Fmax + EER)/2 na mnozˇici Ii pri pozˇresˇnem
izbiranju znacˇilnic Ferrari in sod. v sklopu notranjeoptimizacijske izbirne metode.
Tabela 5.17: Odvisnost detekcijske tocˇnosti, podane kot 100 × Fmax, od sestava
znacˇilnic, izbirne metode in sˇtevila izbranih znacˇilnic, ki znasˇa 5, 10 ali 50. Stol-
pec |Z| podaja sˇtevilo pridobljenih znacˇilnic, stolpec
”
Vse“ pa navaja detekcijske
rezultate, dobljene z uporabo vseh pridobljenih znacˇilnic.
Znacˇilnice Fidler in sod.
Kategorija |Z| Vse AdaBoost Notranja opt.
5 10 50 5 10 50
Avtomobili 920 80,6 92,3 90,8 92,5 71,5 63,9 53,9
Konji 896 71,6 69,4 81,7 83,0 63,7 68,3 74,9
Logotipi Apple 592 84,3 83,5 84,1 89,2 86,4 84,6 89,4
Steklenice 896 68,6 59,3 61,4 72,2 39,7 52,7 63,8
Skodelice 912 74,4 64,6 75,6 83,5 43,9 48,9 67,8
Znacˇilnice Ferrari in sod.
Kategorija |Z| Vse AdaBoost Notranja opt.
5 10 50 5 10 50
Avtomobili 386 64,2 25,3 44,4 61,7 32,9 43,1 56,5
Konji 398 64,7 53,8 61,3 71,7 30,9 37,7 62,5
Logotipi Apple 168 90,2 69,9 77,6 86,1 80,0 86,7 92,9
Steklenice 422 77,7 46,5 46,3 66,7 24,2 44,4 65,2
Skodelice 314 82,8 39,1 44,3 76,2 27,6 50,0 65,6
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Tabela 5.18: Ta tabela je povsem analogna tabeli 5.17, le da so rezultati podani
kot vrednosti EER namesto kot Fmax.
Znacˇilnice Fidler in sod.
Kategorija |Z| Vse AdaBoost Notranja opt.
5 10 50 5 10 50
Avtomobili 920 79,9 91,4 89,9 91,4 69,8 61,9 53,2
Konji 896 70,0 69,4 81,1 82,2 61,7 66,7 74,4
Logotipi Apple 592 79,5 81,8 84,1 84,1 81,8 79,5 86,4
Steklenice 896 65,5 58,2 60,0 70,9 38,2 52,7 61,8
Skodelice 912 69,7 62,1 71,2 81,8 40,9 48,5 65,1
Znacˇilnice Ferrari in sod.
Kategorija |Z| Vse AdaBoost Notranja opt.
5 10 50 5 10 50
Avtomobili 386 62,6 22,3 43,2 60,4 22,3 41,0 54,7
Konji 398 62,8 50,6 60,6 70,0 28,9 35,6 60,0
Logotipi Apple 168 84,1 68,2 75,0 81,8 77,3 81,8 90,9
Steklenice 422 76,4 43,6 45,5 63,6 18,2 41,8 61,8
Skodelice 314 80,3 37,9 42,4 71,2 25,8 45,5 63,6
modela za posamezne pridobljene znacˇilnice in postopek za izbiro znacˇilnic. Pri
pripravi ucˇnih mnozˇic smo uposˇtevali posebnosti, ki veljajo za posamezne izbirne
metode oziroma sestave znacˇilnic.
Pokazali smo, da je zˇe z zelo majhnim sˇtevilom preprostih znacˇilnic mozˇno
dosecˇi precej visoko detekcijsko tocˇnost. Ta trditev sˇe posebej velja za kombinacijo
filtrske izbirne metode, znacˇilnic Fidler in sod. in testne zbirke avtomobilov UIUC,
kjer smo zˇe s sˇtirimi izbranimi znacˇilnicami dosegli rezultat, ki je povsem primerljiv
z rezultatom, ki ga za zbirko UIUC navajajo Mutch in Lowe (2006). Filtrska izbira
znacˇilnic Fidler in sod. omogocˇa dosego ugodnih detekcijskih rezultatov tudi pri
drugih testnih zbirkah.
Izbira na osnovi notranje optimizacije je pripeljala do slabsˇih rezultatov kot
izbira po filtrski metodi. Izkazalo se je namrecˇ, da celo pozˇresˇni postopek prei-
skovanja prostora stanj terja prevecˇ cˇasa, da bi bilo mozˇno izvesti notranjeopti-
mizacijsko izbiro na dovolj veliki ucˇni slikovni mnozˇici. Zaradi tega smo se morali
zadovoljiti z zelo omejeno ucˇno mnozˇico, ki pa ne omogocˇa dovolj natancˇnega
razlikovanja med kandidatnimi mnozˇicami znacˇilnic. Mnozˇica znacˇilnic, ki vodi
do visoke detekcijske tocˇnosti na ucˇni mnozˇici, lahko na neodvisni testni mnozˇici
povsem odpove. To je tem bolj verjetno, cˇim manjˇsa in cˇim manj raznolika je
ucˇna slikovna mnozˇica, na podlagi katere se izvaja izbira znacˇilnic.
V okviru filtrske izbire znacˇilnic smo primerjali izbirni postopek AdaBoost in
izbiro po padajocˇih vrednostih ocenjevalne funkcije. Empiricˇno smo potrdili, da
postopek AdaBoost vodi do obcˇutno boljˇsih detekcijskih rezultatov. Razlog je v
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medsebojni odvisnosti znacˇilnic, ki je izbira znacˇilnic po padajocˇih vrednostih oce-
njevalne funkcije ne more uposˇtevati, postopek AdaBoost pa jo obravnava preko
razmeroma preprostega mehanizma utezˇevanja ucˇnih slik.
Uporaba sestava znacˇilnic Fidler in sod. je v skoraj vseh primerih prinesla
obcˇutno boljˇse detekcijske rezultate kot uporaba sestava Ferrari in sod. Razlika je
sˇe posebej ocˇitna pri kategoriji avtomobilov, saj z znacˇilnicami Ferrari in sod. v na-
sprotju z znacˇilnicami Fidler in sod. ni mogocˇe enostavno zajeti lokalne strukture
avtomobilskega kolesa, ki predstavlja kljucˇno oporno tocˇko za zanesljivo detekcijo
avtomobilov. Tudi pri drugih kategorijah se je sestav Fidler in sod. izkazal bolje
od sestava Ferrari in sod. Nekaj verjetnih, cˇetudi ne formalno dokazanih vzrokov
za slabsˇo detekcijsko sposobnost sestava Ferrari in sod. v okviru implementiranega
sistema smo navedli v razdelku 5.5.
Na osnovi dobljenih rezultatov bi bilo torej najbolj smiselno priporocˇiti upo-
rabo predlagane filtrske izbirne metode v povezavi s sestavom znacˇilnic Fidler in
sod. Kot smo omenili, gre zasluge za uspeh te kombinacije pripisati tudi meha-
nizmu delovanja detekcijskega postopka. Razmeroma nizka stopnja specificˇnosti
izbranih znacˇilnic Fidler in sod., ki je posledica njihove enostavnosti, se v kom-
binaciji z implementiranim detekcijskim postopkom povecˇini izkazˇe za manjˇse zlo
kot nizka stopnja ponovljivosti, ki jo izkazujejo nekatere izbrane znacˇilnice Ferrari
in sod.
Izvedli smo sˇe nekaj dodatnih preizkusov. Pokazali smo, da postopek MDL
obcˇutno pripomore k izboljˇsanju detekcijske tocˇnosti. Ta trditev velja za vse
kombinacije izbirnih metod in sestavov znacˇilnic. Poleg tega smo pokazali, da je
tudi pri uporabi znacˇilnic Ferrari in sod. smiselno obravnavati testne slike v vecˇ
velikostnih razlicˇicah, cˇeprav to zaradi velikostno invariantne opredelitve znacˇilnic
Ferrari in sod. formalno ne bi bilo potrebno.
Poglavje 6
Zakljucˇek
6.1 Pregledni povzetek magistrske naloge
V magistrski nalogi smo preucˇili problem izbire znacˇilnic za detekcijo objektov
dane vizualne kategorije na slikah. Izbira znacˇilnic lahko izboljˇsa detekcijsko zmo-
gljivost v dveh pogledih. Manjˇse sˇtevilo znacˇilnic, ki jih mora obravnavati de-
tekcijski postopek, neposredno vodi do manjˇse cˇasovne zahtevnosti. Poleg tega
pa se pogosto izkazˇe, da izhodiˇscˇna mnozˇica znacˇilnic, pridobljena iz neke sli-
kovne mnozˇice, vsebuje dolocˇeno sˇtevilo za detekcijo povsem nekoristnih ali celo
sˇkodljivih znacˇilnic. V taksˇnih primerih izbira znacˇilnic povecˇa tudi tocˇnost, ne
zgolj racˇunsko ucˇinkovitost detekcije objektov na testnih slikah.
Implementirali in preizkusili smo dve izbirni metodi, filtrsko in notranjeopti-
mizacijsko. V okviru filtrske metode smo definirali ocenjevalno funkcijo, ki vre-
dnoti koristnost znacˇilnic za detekcijo objektov dane kategorije na ucˇnih slikah.
Intuitivni pojem koristnosti ocenjevane znacˇilnice smo formalizirali z uvedbo kla-
sifikatorja, ki razvrsˇcˇa ucˇne slike na podlagi rezultatov detekcijskega postopka,
omejenega na uporabo ocenjevane znacˇilnice oziroma njenih manifestacij na ucˇnih
slikah. Ocena znacˇilnice je definirana kot tocˇnost klasifikatorja, povezanega z oce-
njevano znacˇilnico.
Ocenjevalno funkcijo smo zasnovali tako, da jo je mogocˇe enostavno vgraditi
v izbirno ogrodje AdaBoost. Funkcijo je sicer mozˇno uporabiti tudi samostojno
— v tem primeru se znacˇilnice izbirajo preprosto po padajocˇih ocenah — vendar
postopek AdaBoost (implicitno) uposˇteva odvisnosti med znacˇilnicami, zato pri
danem ciljnem sˇtevilu znacˇilnic T vodi do izbirne mnozˇice, ki v splosˇnem izkazuje
bistveno manjˇso stopnjo redundance kot nabor T najbolje ocenjenih znacˇilnic.
Notranjeoptimizacijska izbirna metoda sistematicˇno izvaja detekcijski posto-
pek na ucˇnih slikah za razlicˇne kandidatne mnozˇice izbranih znacˇilnic. Rezultat
vsakega posameznega izvajanja je detekcijska tocˇnost za ustrezno kandidatno iz-
birno mnozˇico. Namen izbirnega postopka je poiskati izbirno mnozˇico, ki vodi do
najviˇsje detekcijske tocˇnosti pri danem ciljnem sˇtevilu znacˇilnic. Ker je sˇtevilo
vseh mozˇnih kandidatnih izbirnih mnozˇic preveliko za popoln prebor, je smiselno
vzpostaviti bijektivno preslikavo med kandidatnimi mnozˇicami in vozliˇscˇi v grafu
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prostora stanj, nato pa na dobljenem grafu izvesti kak suboptimalen iskalni po-
stopek. V praksi se zaradi velike cˇasovne zahtevnosti notranjeoptimizacijskega
izbiranja obicˇajno uporablja kar pozˇresˇno iskanje.
Predstavljena izbirna pristopa je mogocˇe uporabiti v povezavi s sˇirokim raz-
ponom detekcijskih metod. V sistemu, ki smo ga izdelali, smo implementirali in
nekoliko prilagodili detekcijski pristop, ki so ga predlagali Leibe in sod. (2004).
Ta pristop, ki temelji na paradigmi implicitnega modela oblike, se je izkazal zˇe
v marsikaterem detekcijskem problemu, zato smo se ga odlocˇili preizkusiti tudi v
magistrski nalogi.
Jedro detekcijskega postopka predstavlja glasovanje za hipoteze o srediˇscˇih
domnevnih objektov na osnovi polozˇajev manifestacij posameznih znacˇilnic. Fazi
glasovanja sledi robustno iskanje detekcijskih hipotez. Izredno mocˇno nadgra-
dnjo osnovnega detekcijskega postopka predstavlja postopek za dusˇenje sekundar-
nih hipotez na osnovi nacˇela MDL. Detekcijski postopek je mogocˇe razmeroma
enostavno prilagoditi za primer, ko testne slike prikazujejo objekte pri poljub-
nih velikostih. Po eni od mozˇnih resˇitev se vsaka testna slika obravnava v okviru
velikostne piramide, pri cˇemer se vsaka plast piramide obdela z enovelikostnim de-
tekcijskim postopkom. Pri uporabi znacˇilnic, definiranih na velikostno invarianten
nacˇin, pa je bolj smiselno izvajati razlicˇico detekcijskega postopka, ki velikostno
invariantnost znacˇilnic uposˇteva zˇe pri ucˇenju detekcijskega modela.
Vsako od obeh izbirnih metod smo povezali z dvema razlicˇnima pristopoma
za pridobivanje in uporabo sestava znacˇilnic. Pristop, ki so ga zasnovali Fidler
in sod. (2006), temelji na hierarhicˇni kompozicijski predstavitvi znacˇilnic. Vsaka
neelementarna znacˇilnica je predstavljena kot fleksibilna geometrijska kompozi-
cija ene ali vecˇ enostavnejˇsih znacˇilnic. Postopek za ucˇenje hierarhije znacˇilnic
na osnovi slikovne mnozˇice deluje po nacˇelu zdruzˇevanja statisticˇno pomembnih
kombinacij enostavnejˇsih znacˇilnic v kompleksnejˇse kompozicije. Zasnova sestava
znacˇilnic omogocˇa ucˇinkovito in robustno reprezentacijo neznanih slik z naborom
pridobljenih znacˇilnic.
Pristop, ki so ga zasnovali Ferrari in sod. (2006a), temelji na povsem drugacˇni
podmeni. Metoda za pridobivanje znacˇilnic Ferrari in sod. izhaja iz robne repre-
zentacije ucˇnih slik. V zacˇetnem koraku se povezani robni elementi zdruzˇujejo
v priblizˇno ravne odseke, ti pa se v naslednjem koraku zdruzˇujejo v skupine po
k odsekov. Vsaka posamezna znacˇilnica Ferrari in sod. je definirana kot grucˇa
podobnih skupin k robnih odsekov, pridobljenih iz ucˇnih slik. Grucˇenje omogocˇa
razmeroma robustno reprezentacijo neznanih slik s podanimi znacˇilnicami. Za
razliko od znacˇilnic Fidler in sod. so znacˇilnice Ferrari in sod. predstavljene na
velikostno invarianten nacˇin.
Predstavljene metode smo eksperimentalno ovrednotili v skladu s priporocˇili,
ki so jih objavili Agarwal in sod. (2004) in Leibe (2004). Sledi povzetek nekaterih
pomembnejˇsih empiricˇnih izsledkov:
• Izbira znacˇilnic omogocˇa zmanjˇsanje porabe cˇasa v testni (detekcijski) fazi.
• Ustrezno izbrana mnozˇica znacˇilnic pogosto omogocˇa dosego viˇsje detekcijske
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tocˇnosti kot izhodiˇscˇna mnozˇica znacˇilnic.
• Izbirni postopek AdaBoost v skoraj vseh primerih vrne kakovostnejˇso mnozˇico
znacˇilnic kot postopek, ki izbira znacˇilnice po padajocˇih staticˇnih ocenah.
• V nekaterih primerih je mogocˇe zˇe z majhnim sˇtevilom preprostih znacˇilnic
dosecˇi visoko detekcijsko tocˇnost. Ta trditev sˇe posebej velja za znacˇilnice
Fidler in sod., izbrane po filtrski metodi.
• Zaradi nacˇina delovanja detekcijskega postopka je koristno, cˇe izbrane znacˇilnice
ponovljivo nastopajo na vizualno podobnih lokalnih strukturah, medtem ko
ima lastnost specificˇnosti v splosˇnem manjˇso, cˇeprav seveda nikakor ne zane-
marljivo tezˇo. To je eden od vzrokov za dejstvo, da je z znacˇilnicami Fidler
in sod. v okviru eksperimentalnih pogojev mogocˇe dosecˇi viˇsjo detekcijsko
tocˇnost kot z znacˇilnicami Ferrari in sod.
6.2 Smeri nadaljnjega razvoja
V odseku 1.2.2.3 smo pripomnili, da se notranjeoptimizacijske izbirne metode
spricˇo svoje racˇunske zahtevnosti pogosto uporabljajo le kot dopolnilo osnovnih
(filtrskih) izbirnih metod. Peng in sod. (2005), na primer, s pozˇresˇnim iskanjem v
smeri vzvratne eliminacije dodatno zmanjˇsajo mocˇ (sˇtevilnost) mnozˇice znacˇilnic,
ki jo je pripravila filtrska izbirna metoda.
Zamisli iz domene filtrskih in notranjeoptimizacijskih izbirnih metod je mozˇno
povezati tudi kako drugacˇe. V izvedbi notranjeoptimizacijske metode, ki smo jo
predstavili, je izbirni postopek
”
ovit“ okrog detekcijskega postopka. Vendar pa bi
izbirni postopek bilo mogocˇe oviti tudi okrog ocenjevalne funkcije u(Z;w). Pro-
stor stanj bi bil v tem primeru definiran povsem enako kot v primeru ovitja okrog
detekcijskega postopka: stanja bi ustrezala posameznim kandidatnim mnozˇicam
znacˇilnic. Tudi cilj notranjeoptimizacijske izbire bi ostal enak: poiskati najbolje
ocenjeno stanje pri danem ciljnem sˇtevilu znacˇilnic. Oceno stanja {J(1), . . . , J(k)}
pa bi lahko opredelili kot u({ZJ(1), . . . , ZJ(k)};w[1]), kjer je funkcija u(F ;w) defi-
nirana kot razsˇiritev funkcije u(Z;w) na poljubno mnozˇico znacˇilnic F . Razlicˇica
detekcijskega postopka, ki se uporablja pri dolocˇanju vrednosti ocenjevalne funk-
cije, v primeru dolocˇanja u(Z;w) tvori detekcijske hipoteze na osnovi znacˇilnice
Z, v primeru dolocˇanja u(F ;w) pa na osnovi mnozˇice znacˇilnic F .
Taksˇno kombinacijo filtrskega in notranjeoptimizacijskega pristopa smo tudi
preizkusili. Uporabili smo enako izbirno strategijo kot v primeru obicˇajnega notra-
njeoptimizacijskega postopka: pozˇresˇno izbiranje s pricˇetkom v stanju, ki ustreza
prazni mnozˇici znacˇilnic. Posluzˇili smo se istih ucˇnih mnozˇic kot v primeru izbi-
ranja znacˇilnic po obicˇajni filtrski metodi. Vendar pa se je izkazalo, da funkcija
u(F ;w[1]) dosezˇe
”
strop“ zˇe po nekaj izbranih znacˇilnicah, poleg tega v posame-
znih iteracijah veliko razlicˇnih izbir vodi do priblizˇno enake vrednosti u(F ;w[1]).
Soocˇili smo se torej z enakimi tezˇavami kot pri obicˇajni notranjeoptimizacijski
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metodi. Postopek bi bilo najbrzˇ mozˇno izboljˇsati le z bistvenim povecˇanjem mocˇi
in raznolikosti posameznih ucˇnih mnozˇic.
Poleg razlicˇnih mozˇnosti povezovanja predstavljenih izbirnih metod bi bilo iz-
birni sistem mogocˇe nadgraditi tudi v drugih smereh. V magistrski nalogi smo
se ukvarjali le z gradnjo izbirne mnozˇice pri podanem ciljnem sˇtevilu znacˇilnic.
Smiselna razsˇiritev pristopa bi se zato posvetila tudi iskanju primernega sˇtevila
izbranih znacˇilnic. Sosledje filtrske in notranjeoptimizacijske metode, ki sluzˇi kot
sredstvo za izbiro znacˇilnic pri pristopu Peng in sod. (2005), vkljucˇuje tudi eno-
staven kriterij, ki dolocˇi najprimernejˇso mocˇ ciljne izbirne mnozˇice.
Magistrska naloga je obravnavala izbiro znacˇilnic za detekcijo objektov vnaprej
podane vizualne kategorije. Kot mozˇna smer nadaljnjega dela se zato ponuja iz-
bira znacˇilnic za problem vecˇkategorijske detekcije, ki poleg dolocˇitve polozˇajev in
velikosti posameznih objektov, ki so v neznanem sˇtevilu upodobljeni na dani testni
sliki, zahteva tudi dolocˇitev kategorijskih pripadnosti posameznih objektov. Med-
tem ko obicˇajna, enokategorijska detekcija temelji na razlocˇevanju podob objektov
in ozadja, je cilj vecˇkategorijske detekcije dosecˇi cˇim zanesljivejˇse locˇevanje med
objekti posameznih kategorij. Torralba in sod. (2004) ter Opelt in sod. (2006b)
sta primera metod, ki posegata na podrocˇje izbire znacˇilnic za vecˇkategorijsko
detekcijo.
Seznam mozˇnih izboljˇsav in razsˇiritev pa s tem seveda sˇe zdalecˇ ni izcˇrpan. Pot
do zadovoljive resˇitve osrednjih problemov, ki smo se jih dotaknili v magistrski
nalogi, je namrecˇ sˇe dolga.
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