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Abstract
Background:  Among different medical image modalities, ultrasound imaging has a very
widespread clinical use. But, due to some factors, such as poor image contrast, noise and missing
or diffuse boundaries, the ultrasound images are inherently difficult to segment. An important
application is estimation of the location and volume of the prostate in transrectal ultrasound
(TRUS) images. For this purpose, manual segmentation is a tedious and time consuming procedure.
Methods: We introduce a new method for the segmentation of the prostate in transrectal
ultrasound images, using a reinforcement learning scheme. This algorithm is used to find the
appropriate local values for sub-images and to extract the prostate. It contains an offline stage,
where the reinforcement learning agent uses some images and manually segmented versions of
these images to learn from. The reinforcement agent is provided with reward/punishment,
determined objectively to explore/exploit the solution space. After this stage, the agent has
acquired knowledge stored in the Q-matrix. The agent can then use this knowledge for new input
images to extract a coarse version of the prostate.
Results: We have carried out experiments to segment TRUS images. The results demonstrate the
potential of this approach in the field of medical image segmentation.
Conclusion: By using the proposed method, we can find the appropriate local values and segment
the prostate. This approach can be used for segmentation tasks containing one object of interest.
To improve this prototype, more investigations are needed.
Background
Ultrasound imaging is one of the most widely used tech-
nologies for diagnosis and treatment. These images are the
result of reflection, refraction and deflection of ultrasound
beams from different types of tissues with different acous-
tic impedance [1]. Some factors, such as poor contrast,
speckle and weak edges, however, make these images a
challenging case for segmentation. Further complications
arise when the quality of the image is influenced by the
type and settings of equipment. The prostate segmenta-
tion of TRUS images is a well-known case study [1,2]. The
detection of the prostate boundary in such images is cru-
cial for automatic cancer diagnosis and classification.
However, due to a very low signal-to-noise ratio, it is dif-
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ficult to extract all of the correct boundaries. Hence, any
improvements in the segmentation process is desirable.
Many methods have been introduced in literature to facil-
itate more accurate automatic or semi-automatic segmen-
tation of the prostate boundaries in ultrasound images [3-
11]. The performance is usually improved by taking exper-
tise or priori knowledge into account. Generally, all seg-
mentation methods require at least some user interaction
to adjust critical parameters. The type of user interaction
varies, depending on the amount of time and effort
required from the user.
By studying the existing methods, we can observe that
they may require many training samples if they rely on
learning techniques, or that some user interactions are
necessary to determine the initial values. Also, many
methods cannot improve their performances through
time. Considering these factors, a new algorithm based on
reinforcement learning (RL) is proposed. Several
approaches have already been introduced, which show
the application of RL for image-based problems [12-18].
In our algorithm, we use the reinforced adjustment to
control the local processing parameters for the segmenta-
tion of the prostate in TRUS images. The goal is to propose
an approach that has the following characteristics:
• it requires a limited amount of training data
• it improves performance with continuous feedbacks
It is important to note that our proposed approach is not
designed to compete with the existing segmentation
approaches. The aim of this work is the proof of concept,
by presenting a prototype of such an approach.
Due to the nature of RL, in terms of the state, action and
reward definitions and their interactions with each other,
this approach can acquire knowledge and adapt this
knowledge according to new input images. It learns in two
modes: offline and online. It recognizes the parameters
for all processing stages through exploratory learning in
the offline mode. Then, this information is exploited dur-
ing the online mode, where the approach simultaneously
modifies its knowledge. The structure used in this
approach can also incorporate subjective evaluation as a
feedback. The final goal is to identify the object of interest
in an image.
Reinforcement learning
Reinforcement learning (RL) is derived from the idea that
an agent learns the correct behavior through interactions
in a dynamic environment [19]. The history of RL can be
traced to the solution of optimal control problem, by
using value functions and dynamic programming [20].
The agent automatically determines the ideal behavior
within a specific context that maximizes performance
with respect to predefined measures. The RL agent, the
decision maker of the process, observes the state of the
environment and takes an action that influences the envi-
ronment. This action is based on the former experience,
associated with the current observation and accumulated
reinforcement, a reward or punishment. Reward or pun-
ishment is determined from the environment, depending
on the action taken. The RL agents discover the optimal
policy for decision-making through exploration and exploi-
tation. In the exploration stage, the agent attempts to dis-
cover which actions yield the maximum reward by taking
different actions repeatedly, whereas in the exploitation
stage, it selects the actions that yield more rewards. The
agent also receives information concerning the state of the
environment. At the beginning of the learning process, the
RL agent does not have any knowledge of the result of
choosing different actions. The agent takes various actions
and observes the results. After a while, the agent explores
many actions that bring the highest reward and gradually
exploits them. In fact, it acquires knowledge from the
actions and eventually learns to perform those that are the
most rewarding. During this process, the agent tries to
meet a certain goal with respect to the optimal state. The
reward and punishment are defined objectively when they
are based on desired properties of the results, or gained
subjectively, when the agent receives them directly from
the interactive user.
The action policy, π, in RL is the strategy used by the agent
to select an action to change the current state. The agent
must find a trade-off between immediate and long-term
returns. It must explore the unseen states, as well as the
states which maximize the return by choosing what the
agent already knows. Therefore, a balance between the
exploration of unseen states and the exploitation of famil-
iar (rewarding) states is crucial. Watkins has developed Q-
learning, a well-established on-line learning algorithm, as
a practical RL method [21,22]. In this algorithm, the agent
maintains a numerical value for each state-action, repre-
senting a prediction of the worthiness of taking an action
in a state. Table 1 represents an iterative policy evaluation
for updating the state-action values where r is the reward
value received for taking action a in state s, s' is the next
state, α is the learning rate, and γ is the discount factor
[19,20,23]. There are some policies for taking action a
given state s. One of them is the Boltzman policy which
estimates the probability of taking each action in each
state. There are other policies for Q-learning such as ε-
greedy and greedy. In the greedy policy, all actions may
not explored, whereas the ε-greedy selects the action with
the highest Q-value in the given state with a probability of
1 – ε, and other ones with a probability of ε [20,23]. In
this work an ε-greedy policy is used to make a balanceBMC Medical Imaging 2008, 8:8 http://www.biomedcentral.com/1471-2342/8/8
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between exploration and exploitation in the offline and
online modes.
The reward r(s, a) is defined according to each state-action
pair (s, a). The goal is to find a policy to maximize the dis-
counted sum of rewards received over time. The principal
concern in RL are the cases where the optimal solutions
cannot be found, but can be approximated. The online
nature of RL distinguishes it from other techniques that
approximately solve Markov decision processes
(MDP)[19,23]. Ideally, the RL agent does not require a set
of training samples. Instead, it can continuously learn and
adapt while performing the required task. Although this is
not a supervised learning, a reward function is employed,
so that a weak supervision is assumed. This behavior is
desirable in many cases, where a sufficient number of pre-
cise learning samples is difficult or impossible to obtain.
In this paper, we attempt to introduce a segmentation
approach based on an RL agent. This agent is goal-ori-
ented, which attains the highest reward by finding the
optimal parameters for the different processing stages.
Methods
A framework for adjusting the parameters of a two-stage
segmentation approach, by using an RL agent, is intro-
duced in this section. The framework is depicted in Figure
1. As shown, an intelligent agent is employed to find the
appropriate parameters for processing tasks and segment
the input images. Each processing task has parameters
that must be adjusted. The goal is to choose a proper set
of parameters for various tasks, such that an object of
interest is extracted.
An RL layout is required where the states are the features
that describe the image in various stages. Also, the actions
have the capability to change the corresponding parame-
ters. The reward can be evaluated based on the quality of
the output image.
Table 1: Q-Learning algorithm
Initialize Q(s, a) arbitrary
Repeat (for each episode):
Initialize state s
Repeat (for each step of episode):
Choose action a from state s using policy derived from Q (e.g., ε-
greedy)
Take action a, observe reward r, next state s'
s ← s';
until s is terminal
Qsa Qsa r Qs a Qsa
a
(,) (,) [ m a x (, ) (,) ] ←+ + ′′ −
′ αγ
The proposed approach for reinforced ultrasound image segmentation Figure 1
The proposed approach for reinforced ultrasound image segmentation.BMC Medical Imaging 2008, 8:8 http://www.biomedcentral.com/1471-2342/8/8
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Design aspects
As shown in Figure 1, the approach contains two image
processing tasks {T1, T2} with specific parameters. It adap-
tively computes the set of parameters that extract the
object of interest. Limiting ourselves to the model
described in the previous section, we must first define the
states s, actions a and reward r. To generate the state, fea-
tures that describe the objects in the image after each
processing task are extracted. The actions are proper
adjustments of the parameters of the processing tasks.
After the agent changes these parameters, it receives a
reward which is an external signal provided by the envi-
ronment and must correctly reflect the goal. When the
agent modifies the parameters of the processing tasks, an
evaluation metric is used to assess the result and produce
a reward. The details about how three components,
namely state, action, and reward are defined in our pro-
posed approach are described later (see the next subsec-
tions).
The RL approach for prostate segmentation has two
modes: offline and online. Offline training is conducted
by using the manually segmented samples represented as
" ground-truth images ". In this mode, the agent is
adopted in a simulation environment and interacts with
training samples to acquire information about the
required parameters. Once the agent's behavior is accept-
able in terms of low dissimilarities between the ground-
truth images and the results of the approach, the agent
switches to the online mode. In this mode, the RL agent is
used directly in a real-time situation with new images.
With the agent learning continuously in this mode, it can
adapt to the changes in the background and object. In this
mode, the RL agent applies its knowledge acquired during
the offline mode and applies it on new images. Consider-
ing the RL nature, the learning stage can be performed by
using a limited number of training samples and gaining
more knowledge during the online mode.
The inputs are TRUS images. A median filter (7 × 7) is
applied, first to smooth the input image I. This image is
then divided into RI × CI sub-images (for RI rows and CI
columns). The RL agent works on each of them separately.
It continues until a criterion is met or a maximum number
of iterations is reached. Local processing on sub-images is
carried out to find the best segmentation parameters for
each of them. To make a binary image, the sub-images are
thresholded using local threshold values in task T1. Due to
disturbing factors such as poor contrast, noise, or non-
uniform illumination, artifacts exist after thresholding.
Therefore, morphological opening with a disk-shaped
structuring element is applied as task T2 to postprocess
each thresholded sub-image and remove the artifacts. The
RL agent determines the local threshold values and the
size of the structuring elements for each sub-image.
During the offline training, where the desired output
image is available, the agent works on each sub-image and
explores the solution space. Dissimilarity,  , between
the result of the approach for sub-image isim and its desired
(ground-truth) output   is defined as the normalized
number of misclassified pixels:
where XOR indicates the number of mismatched pixels
between these two sub-images, and rsim and csim are the
number of rows and columns for the sub-images. The
agent continues until the dissimilarity is less than a pre-
defined value ϑ. In this mode, the agent tries different
actions in different states with an exploratory procedure.
After the RL agent changes the parameters for each sub-
image, the agent receives a corresponding reward for that
state-action pair and updates the corresponding value in
the Q-matrix. By the end of offline mode, the agent has
explored many actions and then tries to exploit the most
rewarding ones during the following online mode where
no ground-truth images are available.
In the online mode, the agent works on each sub-image
and completes the process of segmentation by using the
knowledge it has previously gained. The rewards are not
calculated immediately, and the agent waits until the
whole image is scanned. Then, the reward is provided for
each sub-image based on the quality of segmented object
before and after the action taken. The state transition dia-
gram for a sample sub-image is shown in Figure 2. In this
diagram, sk,l indicates the state number l in iteration k. The
action ak,k+1 is one of the possible actions that changes the
current state sk,l to the next state sk+1,l' and receives the
reward  . In this diagram, sl, sl' and sl" represent arbi-
trary states. For each sub-image, the agent starts from ini-
tial state s0,initial and after K iterations, it arrives at the final
(desired) state sK,Final. To construct the RL agent, three
components: states, actions and rewards, should be
defined in the following subsections.
State definition
The idea of the state containing features, which represent
the status of the binary image after each step of the
processing task is considered as
s = [χ1 χ2 χ3 χ4], (2)
Disim
isimd
D
XOR isim isimd
rsim csim
isim =
×
(, )
(1)
r
ss ll , ′BMC Medical Imaging 2008, 8:8 http://www.biomedcentral.com/1471-2342/8/8
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where χi is the selected feature. The features reflect the
local segment status after different processing tasks. Due
to applying the approach to each sub-image, employing
features which result in an extremely large state space or
significantly increase the computational complexity is not
desirable. Instead, the states must simply represent the
features of the objects in the binary image for each sub-
image. This is a fundamental characteristics of our pro-
posed approach.
For prostate segmentation in TRUS images, considering
the above conditions (representing the local status of the
revealed objects after the processing tasks), the following
features in each sub-image are extracted to define the
states:
Area
In each sub-image, the area of the largest object, Aobject, is
chosen to define the state. The normalized area with
respect to the whole area of the sub-image is calculated
and used as the first feature. It is represented as
Compactness
The compactness of the largest object after thresholding
defined as
is adopted as the second feature to represent the state.
where A and P are the area and perimeter of the object in
the sub-image, respectively [24].
The location of each sub-image
The image is divided into several sub-images and the car-
tesian coordinates of each sub-image is used as a state
parameter to indicate on which region of the image the
approach is working.
χ3 = (xs, ys)( 5 )
Number of the objects
The last parameter used in state definition is the number
of revealed objects, NO, after the morphological opening.
This feature helps to indicate if the size of structuring ele-
ment is lower or higher than appropriate value.
χ4 = NO (6)
Action definition
To extract the object of interest, the actions are defined as
changing of the parameters of the processing tasks for
each sub-image. The assigned local threshold value τi is
increased or decreased by a specific amount δ  from
equally spaced values (τ1, τ1, ..., τn) between the local max-
imum gray level glmax and local minimum gray level glmin
in each iteration. For morphological operator the agent
chooses the size of structuring element vj among prede-
fined values (v1, v2, ..., vm) to control its effect. As a result,
there exist a set of actions,  , as follow:
where  a1 and  a2 represent the actions that change the
parameters of the processing tasks T1 and T2, respectively.
Using this definition, a binary image using the local
threshold values τi  and local structuring element vj  is
obtained. Thus, the set of all actions   can be presented
as follow:
where τi ∈ [glmin, glmax], vj ∈ [v1, vm], i ∈ {1, .., n}, j ∈ {1, ..,
m}.
Reward definition
The rewards and punishments are defined according to
the quality criterion that represents how well the object is
segmented in each sub-image. For each sub-image, the
agent must receive the reward for improving the quality of
segmented object. The reward/punishment must correctly
reflect the goal of the system. A straightforward method is
χ1 =
− Asubimage Aobject
Asubimage
(3)
χ
π
2
4
2 =
A
P
(4)

=∪ aa 12 (7)

=± ∪ {} { } , τδ ij v (8)
State transition model for a sub-image Figure 2
State transition model for a sub-image.BMC Medical Imaging 2008, 8:8 http://www.biomedcentral.com/1471-2342/8/8
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comparing the result of the approach with the ground-
truth image (manually segmented image) after each
action. To measure this value for each sub-image, we note
how much the quality has changed after the action. In
each sub-image, for improving the quality of segmented
object, the agent receives a reward, otherwise it is pun-
ished. A general form for the reward function in the
offline mode is represented by
where   and   indicate the dissimilari-
ties with respect to the ground-truth image before and
after taking the action, respectively. R1 and R2 are constant
values.
Offline learning mode
In the offline mode the ground-truth images segmented
by the expert are available. The RL agent works on each
sub-image individually. Based on the segmentation qual-
ity after each action, the agent receives an objective reward
or punishment ro for the sub-image and updates its knowl-
edge. For the quality measure of each sub-image, the dis-
similarity   with respect to the ground-truth image is
calculated. During this procedure, the agent must explore
the solution space by using ε-greedy policy with a large
value of ε [19]. The agent attempts different actions in dif-
ferent states (explained in the previous subsections) by
using an exploratory policy. By the end of offline itera-
tions, the Q-matrix is filled with suitable values and the
agent can estimate the appropriate action for each given
state for new images.
Online mode
For new samples, where no ground-truth images are avail-
able, the agent takes action according to the knowledge it
has previously gained. The RL agent finds the appropriate
local parameters such that the object of interest can be cor-
rectly segmented. In this mode, in each iteration the RL
agent finds the parameters for each sub-image and then
moves to the next sub-image. This continues until the
whole image is scanned. After that, the object contour is
considered in a global manner to identify the image
regions that correspond to the object of interest. The glo-
bal model matching method is used to detect the differ-
ence between the extracted object and the shape of the
object of interest. The RL agent then uses these feedbacks
as rewards/punishments for the action taken on each sub-
image. If a sub-image is segmented correctly, in terms of
the global feedback, the parameters remain unchanged
and its process is terminated. The online learning proce-
dure is performed by the following evaluations.
Objective evaluation
Objective evaluation is applied as a primary assessment.
There are several methods for implementing this evalua-
tion. One way is to use the signature of the extracted
object and compare it to the standard signature of the
object we are looking for. A signature is a functional rep-
resentation of a contour [25,26]. Using the geometric
center of the prostate in original image, the distance ver-
sus angle is measured. To indicate the central point there
are two options:
- Using the method introduced by authors in [27] which
is an automatic technique.
- Using a manually entered point by the user.
Although both above options can be used, due to the
importance of the accuracy and reliability of the central
point for the approach, and also to avoid complexity, we
preferred to use the manual method in this version of the
work (our experiment shows that the automatic method
may fail in a few cases). We calculate the distance between
the object center and the points located on the boundary
as a 2π  periodic function. In this case, the angle θ  is
assigned to a distance d which is the nearest correspond-
ing contour point. It is represented as a function d = f(θ)
to generate the central distance signature. We normalize d
to make this transformation scale-invariant. The standard
signature is extracted by using the ground-truth images.
Using this information irregular parts are found and used
to update the RL agent for new images [17]. The abrupt
changes in the signature path (corresponding to the irreg-
ular parts) must be detected. To find the points, an estima-
tor based on Kalman filter is used to evaluate the object
signature and detect the existence of the attached and/or
missing parts [28]. To implement such a technique, we
simulate the problem of signature tracing as a dynamic
tracking system. In this system the data located on the sig-
nature of the segmented object are used as the input
(measurement data) for the tracking filter. Using such an
estimator the Kalman filter can track the trajectory of the
signature for a whole period. Each data on the signature
brings information simulated as a dynamic movement.
For this movement we must use some variables to
describe it. Two simple cases are considered as the posi-
tion and velocity of the movement. Using this method we
can estimate the abrupt changes related to the irregular
parts on the border of the segmented object. Finally, the
significant deviations are estimated and the objective
reward (/punishment) ro for the corresponding sub-image
is provided.
reward
RD D
Ro t h e r w i s e
ii sim AFTER sim BEFORE =
< 


 
−− 1
2
,
.
(9)
Disim AFTER − Disim BEFORE −
DisimBMC Medical Imaging 2008, 8:8 http://www.biomedcentral.com/1471-2342/8/8
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Subjective evaluation
Another alternative for assessment is subjective evaluation
via online feedback. The user considers the results of the
segmentation approach for each image. If he/she is not
satisfied, he/she can change the results manually. These
changes are evaluated as subjective punishment for the
agent, where the manually corrected result is used as a
new ground-truth image to improve the agent's knowl-
edge. From the global perspective, this evaluation may
tend to be biased in favor of the user. Then, the agent
processes the next image with its updated information. By
adopting this method, the agent is further trained online
by a subjective evaluation. Then the Q-matrix is updated
and the segmentation can follow the changes in the new
input image. During all the previous stages, the object of
interest (in our case the prostate) is extracted by using the
position of the central point. Some standard processes for
boundary refinement may be applied on the extracted
object to have a well-shaped final result. The RL agent uses
the corrected result as a new ground-truth image to update
its knowledge.
Results and discussion
The proposed approach is implemented using TRUS
image slices. The data set contains 60 images with specific
prostate shape. To train the agent in the offline mode,
eight manually segmented images from the data set were
used and the agent was trained. The size of the TRUS
images are 468 × 356 pixels. Considering the size of the
prostate in TRUS images, we empirically choose RI = 20
and CI = 14. The number of discrete levels for state-action
pairs for each individual sub-image was set to 140. The
threshold action is defined by taking 15 predefined values
(equally spaced with δ = 1/15) between the local maxi-
mum and minimum gray levels in each sub-image. For the
postprocessing action, we chose the size of disk-shaped
structuring element among values 0, 2 and 5.
The RL agent was trained using the eight ground-truth
images with a standard Q-learning. The criterion to termi-
nate the process for each sub-image is to reach a pixel dis-
similarity less than ϑ = 5% comparing to the ground-truth
image. The values of learning α for reinforcement agent
was set to 0.8. The average time for training using samples
was 94 s. We calculate the reward/punishment based on
R1 = 10, R2 = 0 (see equation 9). After performing the
training the Q-matrix is filled with appropriate values. In
fact, the agent gained enough knowledge to recognized
the optimal values for each sub-image. The approach was
applied on the remaining images. The average time for test
samples was 8.4 s. Figure 3 shows the results for the pro-
posed approach for two training and six testing images.
The choice of criteria to measure the accuracy is depend-
ent on the application and can be derived from the region
or boundary information. For all images the accuracy in
the final segmented object is defined as Area Overlap, AO,
which is a commonly used Area-based metric for this pur-
pose. Using the terms TP (True Positive), FP (False Posi-
tive), and FN (False Negative) for the classified pixels in
the result of the approach, it is calculated as the propor-
tional area correctly identified by the approach:
Table 2 shows these results for training images and table
3 shows them for all images including training and testing
with their mean and standard deviation.
Considering the results in terms of the visual appearance
and the analysis presented in [2], the segmentation
approach can be employed as suitable coarse level seg-
mentation. This coarse version can then serve a fine-tun-
ing segmentation algorithm to achieve more accurate
results. For instance, these results can be used as first level
segmentation in the methods introduced by authors in
[27].
By using the RL agent in the offline and online modes, the
proposed method can find the appropriate local values for
two image processing tasks and segment the prostate. Due
to the nature of a reinforcement learning agent, in terms
of state, action and reward and their interactions with
each other, this model is able to adapt to the slight
changes in the prostate and background characteristics.
Conclusion
This paper intended to present the concept of reinforce-
ment learning in the field of TRUS image segmentation,
by showing some preliminary results. First, the image was
divided into several sub-images. Then in an offline stage,
the agent used the ground-truth images as training sam-
ples and took specific actions (i.e. changing the threshold
value and the size of structuring element) to change its
environment (the quality of the segmented parts) in each
sub-image. The agent can acquire the necessary knowl-
edge using these samples and fill the Q-matrix after the
offline stage. Using this knowledge, the agent took actions
with the maximum rewards for each sub-image. Then it
switched to the online mode, where the new images are
presented. Due to using of the knowledge obtained from
the previous input images, this approach is specifically
useful where input images have widely similar object and
background characteristics. The agent can choose the
appropriate parameters values for these images based on
its accumulated knowledge. The proposed approach can
be used for segmentation tasks containing one object of
interest, such as prostate segmentation in TRUS images.
AO
TP
TP FN
=
+
× %100 (10)BMC Medical Imaging 2008, 8:8 http://www.biomedcentral.com/1471-2342/8/8
Page 8 of 10
(page number not for citation purposes)
From left to right: original images, ground-truth image (manually segmented), and the results of the proposed approach for  eight sample images Figure 3
From left to right: original images, ground-truth image (manually segmented), and the results of the proposed 
approach for eight sample images.BMC Medical Imaging 2008, 8:8 http://www.biomedcentral.com/1471-2342/8/8
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T
o improve this prototype and achieve more accurate
results, the following investigations can be concluded:
• There is a trade-off between the learning time and accu-
racy in general, a comprehensive study in this regard must
be done.
• Extension of the algorithm including the reduction of
the training time, and integration of more effective fea-
tures, including the gray level information for each sub-
image must be investigated.
• More actions as well as other combination of processing
tasks are subjected to further research.
• As the first version of this work, we have chosen the
parameters empirically to introduce the concept and show
some preliminary results. Automatic selection of the most
parameters must be investigated for the next versions.
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