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Chapter 1
Introduction
This chapter expounds the thesis subject matter and contextualises it by describing
the application framework and the challenges which have motivated this research.
A brief review of power-processing electronic devices is included to aid in identifying
the issues and challenges to address; based on this identification, the problem is
stated generally and the main objectives are defined. Finally, this initial chapter
compiles the level of development of state-of-the-art high-efficiency power ampli-
fiers, including some techniques used in state-of-the-art switching regulators.
1.1 Context
This work is about high-efficiency power amplification of time-varying signals;
more precisely, it is about efficient power conversion, i.e. with minimum losses,
of DC constant voltages into non-constant voltage signals.
This kind of power conversion is quite common in power-management cir-
cuits and electronics in general. It is present in most everyday use electronic
devices, including mobile phones, portable audio players and routers, as well
as in high-power devices such as audio amplifiers and wireless base stations.
In fact, all devices directly interacting with the real world must deliver time-
varying analogue outputs, since the world is analogue and can only be interacted
with analogue signals.
In most electronic devices, whether portable or not, the energy is available as
DC constant voltage (typically from a battery or a power supply). According to
the information to transmit, this energy must be processed or transformed into
a time-varying analogue signal so that, for instance, it can be directly converted
into audio by a speaker or radiated by an antenna.
The power-modulation process must be efficient, since only the delivered
power (sometimes only part of it) is to be interpreted by the receiver. De-
spite the current miniaturisation and power saving trends in electronic devices,
human-scale powers must be handled in order to interact with the real-world en-
vironment. Therefore, efficient power amplifiers are necessary in state-of-the-art
technology and are going to be necessary in the future as well.
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1.1.1 Thesis’ Quick Summary
This document is arranged in nine chapters and five appendices. This section
compiles the summaries of the different chapters and appendices, aiming a quick
description of their content.
The present chapter expounds the thesis subject matter and contextualises
it by describing the application framework and the challenges which have mo-
tivated this research. A brief review of power-processing electronic devices is
included to aid in identifying the issues and challenges to address; based on
this identification, the problem is stated generally and the main objectives are
defined. Finally, this initial chapter compiles the level of development of state-
of-the-art high-efficiency power amplifiers, including some techniques used in
state-of-the-art switching regulators.
Chapter 2 presents a new perspective on switching amplifiers, aiming to
characterise their behaviour when operating at relatively low switching frequen-
cies (non-conventional operating conditions), thereby allowing to explore their
suitability as high-efficiency power amplifiers. According to the new perspec-
tive, chapter 2 restates the problem and defines the figures of merit and the
comparison metrics used throughout this work.
Based on the encoding-reconstruction interpretation of switching amplifiers,
chapter 3 explores the fundamental bandwidth limits in two-level time encoding,
by analysing the tracking capabilities of two-level switching signals. With this
aim, chapter 3 synthesises two-level switching signals by obtaining the distribu-
tion of switching events providing both minimum average switching frequency
and inband-error-free encoding when tracking a generic bandlimited signal, tar-
geting switching losses minimisation in the context of switching amplifiers.
Chapter 4 characterises and compares two-level switching modulations for
switching amplifiers (modulations which can be feasibly implemented) from the
encoding-reconstruction standpoint of switching amplifiers and revisits them
under the fundamental limit perspective derived in chapter 3. The scope is
to analyse and characterise these common modulations under non-conventional
operating conditions.
Chapter 5 extends PWM, AΣ∆M and AAΣ∆M to multi-level modulations,
targeting to reduce the remaining error signal’s power by reducing the outband
power of the switching signal, in the context of multi-level switching amplifiers.
Chapter 5 also identifies the new blocks and subsystems due to multi-level oper-
ation in switching amplifiers, thereby providing an extended model of multi-level
switching power amplifiers.
Chapter 6 analyses the decoding process in switching amplifiers, i.e. the
process of recovering a continuous-time continuous-amplitude signal from a
switching signal. This process typically consists in filtering the baseband con-
tent of the power switching signal; different techniques to improve this process
are analysed, including high-order filtering, cutoff frequency optimisation and
pre-equalisation. Nevertheless, in accordance with the extended modelling of
multi-level converters presented chapter 5, the decoding process in switching
amplifiers also consists in translating the switching signal (i.e. the modulator’s
output signal) into a set of switch-driving signals; chapter 6 also explores the
feasibility of improving the amplifier’s decoding process by enhancing the logic
translation of the switching signal.
The previous chapters, by in-depth analysing the power-amplification pro-
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cess performed by switching amplifiers and splitting it into sub-processes (en-
coding, translating, power amplifying and decoding), have presented different
techniques to improve the performance of each individual sub-process. Chapter
7 explores the advantages of combining these techniques in a single amplifier,
targeting to extend the relative bandwidth of switching amplifiers when tracking
a general f0-bandlimited reference signal.
Chapter 8 briefly describes an integrated circuit implementation of a 2-level
AΣ∆M / AAΣ∆M switching amplifier for low-OSwR signal tracking applica-
tions; this amplifier has been used to experimentally validate the analyses and
the results obtained in the previous chapters.
The appendices provide supplementary information related to the thesis and
this topic in general. In particular, appendix A lists the acronyms and abbre-
viations used in this work. Appendix B defines the most relevant parameters
and figures of merit used throughout this work, as well as the signals’ ampli-
tude and the power normalisation. Appendix C derives the expression of the
Fourier series decomposition of a generic two-level switching signal, as well as it
discusses the frequency normalisation herein used and in chapter 3. Appendix
D briefly describes the hardware and the programs used to compute the simu-
lations presented in this work, as well as it provides specific information about
the parameters used in each simulation (simulated data, points per cycle, etc.).
Appendix E provides general information about this document and the list of
thesis-derived publications and patents; the list of other author’s publications,
not directly related to this thesis, is also included at the end of this appendix.
1.2 Motivation and Applications
Electronic devices have grown very popular during the twentieth century, es-
pecially late in the century with the popularisation of handheld consumer elec-
tronic devices such as radios, cameras, game consoles, audio players, mobile
phones and, more recently, multipurpose communication devices (enhanced mo-
bile phones). Furthermore, electronic devices are also present in many other de-
vices and machines, such as cars or televisions; even in refrigerators and washing
machines, depending on the brand.
Amongst all everyday use electronic devices, mobile phones have probably
become the most common ones. Certainly, by the end of 2009, the density of mo-
bile phone lines in Spain had already risen beyond 112 lines per 100 inhabitants
[1]. Besides the user terminals, a large infrastructure is required to provide the
mobile phone service with proper coverage. The infrastructure comprises wire-
less base stations (depending on the orography and the users density, a single
antenna might provide radio coverage up to a few km far from it) and broadband
wired transceivers to communicate with the call centers.
Despite the popularisation of electronic devices and their usage in many
different application fields, any electronic signal processing results in an elec-
trical signal, which usually needs to be converted into another kind of signal
to be properly interpreted by the receiver. Indeed human beings, for instance,
can easily interpret acoustic waves and light belonging to a certain wavelength
range, whereas communication antennas are sensitive to electromagnetic waves
of a specific wavelength range.
All electronic devices delivering outputs to the real world therefore include
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Figure 1.1: Identification of the power amplifier in a simplified audio amplifier (the
power path is highlighted in bold). Regardless of the audio signal’s form, either ana-
logue b(t) or digital b[n], the power amplifier’s input signal is an analogue signal xi(t).
transducers, to convert the output electrical signals into signals of another na-
ture. There exist several kinds of transducers, yet the most common ones in
communications and consumer electronics are those which convert electrical sig-
nals into electromagnetic waves (antennas), acoustic waves (loudspeakers and
earphones) or light (mostly Light Emission Diodes—LEDs, Light Amplification
by Stimulated Emission of Radiation—LASERs and Cold Cathode Fluorescent
Lamps—CCFLs).
Nonetheless, transducers convert one type of energy into another without
control: all the energy supplied at their input is automatically converted and
delivered to the output. Whilst some energy forms can be afterwards processed
(such as light, which can be processed with optical devices), some other ones
cannot (such as acoustic waves or electromagnetic waves). In such cases, the
only way to control waveform and power of the converted signal is to control the
input signal of the transducer, i.e. waveform and power of the electrical signal.
Besides acoustic (audio) and electromagnetic (wireless) applications, some
other applications also require modulated electrical signals. For instance, Digi-
tal Subscriber Lines (xDSL) and Power Line Communications (PLC), two wired
broadband data communication technologies, transmit modulated electrical sig-
nals in order to maximise the information transfer rate.
1.2.1 Portable and High-Power Audio Applications
Audio power amplifiers are one of the most common applications for power
amplifiers. As discussed above, in electronic audio power amplifiers, audio sig-
nals have to be power amplified before being delivered to the speaker and thus
converted into acoustic waves (i.e. played, see figure 1.1).
Targeting high audio-quality power amplifiers, low-distortion has histori-
cally been the keynote in audio applications. Low-distortion audio power am-
plifiers are based on low-efficiency power-processing devices, which allow power-
amplifying audio signals with very low distortion rates, but at the cost of con-
suming high power (low efficiency).
Nowadays, audio power amplifiers are also used in applications in which
other features such as size, weight or efficiency, predominate over audio quality
(moderate audio distortion is tolerated). As a result, in these applications,
high-efficiency designs are preferred over low-distortion ones. For instance, in
battery-powered applications (portable and handheld devices, including mobile
phones), high-efficiency audio amplifiers not only aid in maximising the terminal
1.2 Motivation and Applications 5
autonomy but also in reducing size and weight of the overall terminal, as high-
efficiency amplifiers require smaller and lighter heatsinks than low-efficiency
ones. In high-power applications, high-efficiency amplifiers are also preferred
over low-efficiency ones because of reliability and size and weight (and thus
cost) of the heatsink.
Whilst the efficiency of low-distortion power-processing devices cannot be
improved as it is intrinsically limited by its principle of operation (see sec-
tion 1.3.3), the distortion of high-efficiency power-processing devices has been
improved in recent years. As a result, in most mass market applications, high-
efficiency audio power amplifiers are superseding low-distortion ones [2]. Even
if targeting low-distortion, high-efficiency power-processing devices are used
in combination with low-distortion power-processing devices, to improve the
global efficiency (linear-assisted amplifiers, see section 1.5.4). Nevertheless, low-
distortion amplifiers are still being used in some specific applications, since their
audio quality is higher.
Therefore, for most audio applications, it is desirable to explore techniques to
reduce the distortion (or, equivalently, extend the bandwidth) of high-efficiency
power-processing devices, which may result in higher audio quality or further
efficiency improvements.
1.2.2 Wireless and Broadband Communication Devices
All communication devices, either wired or wireless, need a power amplifier
to transmit the information through the communication channel (i.e. to supply
the output transducer). Since communication channels are often shared, thereby
hosting several users and/or services at the same time, channel multiple access
methods are used. A common multiple access technique is Frequency-Division
Multiplexing1 (FDM). FDM splits the communication channel into slots or sub-
channels (frequency ranges); each user or service is assigned a specific sub-
channel and it should only transmit power within the specified sub-channel.
The communication standards determine the form through which the trans-
mission must be performed (modulation, sub-channels’ bandwidth and central
frequency, power levels, tolerances, etc.), as well as the maximum power allowed
out of the user sub-channel. The physical layer specifications generally include
a transmit spectrum mask (as in figure 1.2), which must be strictly complied to
avoid interfering with the adjacent sub-channels. Pursuing a workaround, un-
like in audio for portable and high-power applications, low-distortion is always
a compulsory feature in power amplifiers for communication devices.
Current and Upcoming Communication Standards
Global System for Mobile communications (GSM), the second generation mobile
phone system and still the most popular standard for mobile telephony, was the
first communication standard to concern Radio Frequency (RF) power manage-
ment. The GSM standard was developed taking precedence of ergonomics over
performance, since, at the time it was deployed, the then current mobile phone
system was analogue. The scope was to provide a mobile phone system whose
1FDM is the generic name of assigning non-overlapping frequency ranges to different signals
(generally different services). When FDM is used by a specific service to allow multiple users
to share a communication channel, it is called Frequency-Division Multiple Access (FDMA).
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Figure 1.2: Communication mask for IEEE 802.11 (20 MHz channel spacing).
terminals could be smaller, lighter and with longer autonomy than the analogue
ones, without compromising the service quality (phone calls only).
Achieving both high-efficiency and low-distortion in power-processing RF
devices was (and it still is) an open challenge. Because of this reason, GSM was
developed to transmit the binary data stream using Gaussian Minimum Shift
Keying (GMSK), a constant-envelope modulation (only the zero crossings con-
vey information). Whilst this constraint simplifies the design of the Radio Fre-
quency Power Amplifiers (RFPAs), it also limits the bit transfer rate, although
the standard was designed to cope with it and handle real-time conversations.
As a result of the commercial success of GSM, and also of the evolution of the
Complementary Metal Oxide Semiconductor (CMOS) technology, the standard
was revised to also support data transfers. The first revision (General Packet
Radio Service—GPRS, a 2,5G service), still using the same GMSK modulation,
uses all eight time slots in a GSM frame to provide data transfers. Further
revisions and newer standards use multibit modulations, more efficient in terms
of transmitted information per bandwidth unit but whose envelopes are not
constant. Besides, to achieve higher data transfer rates, these new standards
transmit over sub-channels of wider bandwidth. For instance, Universal Mobile
Telecommunications System (UMTS, a 3G service) uses Quadrature Phase Shift
Keying (QPSK, with pulse-shaping) and sub-channels up to 5 MHz-wide.
Whilst these mobile phone system standards were being deployed, wireless
and broadband communication devices for consumer electronics were becoming
popular as well. Technologies such as Wireless-Fidelity (WiFi, IEEE 802.11),
Worldwide Interoperability for Microwave Access (WiMAX, IEEE 802.16) or
Digital Subscriber Lines (xDSL), which are exclusively intended for data trans-
fer, also transmit non-constant envelope signals within MHz-wide sub-channels.
E.g. the IEEE 802.11 [3] defines sub-channel bandwidths from 5 MHz up to
40 MHz (maximum expected bandwidth in the upcoming standard variant n),
using modulations from Binary Phase Shift Keying (BPSK, one per symbol)
up to 64-Quadrature Amplitude Modulation (64-QAM, six bits per symbol);
the sub-channel center frequency is in the range of GHz (generally 2,4 GHz or
5 GHz, depending on the standard variant).
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Figure 1.3: Block diagram of an IQ modulator (with pulse-shaping). b[n] stands for the
input bitstream (the digital data generated in the baseband processing); θ(t) stands for
the raw output (without pulse-shaping) and φ(t) stands for the pulse-shaped output.
Multibit Modulations in Wireless and Broadband Communications
All multibit modulations used in communications can be implemented using
the I-Q modulator (see figure 1.3). This modulator relies on the orthogonality
of the sine and the cosine functions to transmit two independent components
[4]. The information bits b[n] (data stream) are grouped in symbols, which are
decomposed into its I andQ components (i[n] and q[n] respectively) according to
the constellation diagram. These components are then modulated in quadrature
and mixed, thus generating the modulated output signal θ(t), which must be
subsequently power amplified and transmitted.
Each modulation uses a specific constellation diagram, i.e. a specific number
of symbols and layout. Figure 1.4 shows the constellation diagram of two mod-
ulations: QPSK (two bits per symbol) and 64-QAM (six bits per symbol). The
corresponding time waveforms and power spectra are included in figures 1.5 and
1.6 respectively. Since the power spectrum of both modulated signals spreads,
which is not suitable for sharing communication channels, a pulse-shaping fil-
ter is applied during the modulation process (see figure 1.3). The pulse-shaped
modulated signal φ(t) conveys the same amount of information than the raw sig-
nal θ(t), although it concentrates most of its power within a band narrower than
twice the chip rate (symbols per time unit); the pulse-shaped signal φ(t) can
therefore be transmitted and properly received using this reduced bandwidth,
at the cost of increasing the complexity of the time waveforms (see figures 1.5
and 1.6).
The time waveforms and the power spectra of different multibit modula-
tions operating at the same chip rate are very similar (compare figures 1.5 and
1.6, which correspond to QPSK and 64-QAM respectively). However, as more
information is transmitted within the same bandwidth, better Signal-to-Noise
Ratio (SNR) is required for proper demodulation. Some communication stan-
dards change the modulation (e.g. from 64-QAM to 16-QAM) depending on
the channel’s quality.
Therefore, in wireless and broadband communications, the signal to be power
amplified and transmitted is the pulse-shaped modulated signal φ(t): a MHz-
wide bandpass signal centered at fm, modulated in both amplitude and phase.
E.g. in Universal Mobile Telecommunications System (UMTS), the QPSK mod-
ulation is used, with pulse-shaping, at modulation frequencies in the range of
GHz with chip rates of 3,84 Mcps, yielding a channel bandwidth of 5 MHz.
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Figure 1.4: Constellation bit encoding, as specified in the IEEE 802.11 standard [3],
of QPSK (2 bits per symbol, left) and 64-QAM (6 bits per symbol, right). Encoded
values are displayed in decimal base.
Designing Radio Frequency Power Amplifiers (RFPAs) capable of power-
amplifying these kind of RF signals whilst fulfilling both distortion and effi-
ciency requirements is challenging indeed. As discussed above, low-distortion
is a mandatory feature in these applications, to comply with communication
masks. This constraint suggests using low-efficiency power-processing devices,
although the efficiency of the RFPAs would be very low. On the other hand,
high or moderate efficiency is a desirable feature (yet not mandatory) as well,
since most battery-powered applications include broadband services. Further-
more, efficiency is also desirable in non-portable high-power applications such
as wireless base stations, mainly because of reliability and size and cost of the
heatsink. Unfortunately, due to distortion requirements, using high-efficiency
power-processing devices as RFPAs is inadvisable.
With the scope of improving the efficiency of RFPAs for broadband com-
munications (based on low-efficiency power-processing devices), specific RFPA
architectures have been proposed. These architectures simplify the design spec-
ifications by addressing the power amplification in multiple stages (adaptive
supply for RFPAs), without using special active devices.
Adaptive Supply for Radio Frequency Power Amplifiers
There exist several variants of adaptive supply for RFPAs, although, essentially,
they all consist in supplying the RF power modulator with variable voltage,
according to the instantaneous amplitude of the RF signal’s envelope (see fig-
ure 1.7).
The original adaptive supply voltage architecture is Kahn’s Envelope Elimi-
nation and Restoration (EER) technique [5]. In EER, the RF signal is split into
two signals, envelope (baseband signal) and phase (constant-envelope modulated
signal). These two signals are independently power-amplified and subsequently
joined in the output modulated stage, wherein the power-amplified envelope
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Figure 1.5: QPSK time waveforms and power spectra, raw θ(t), Θ(f − fm) and pulse-
shaped φ(t), Φ(t − fm). The signal has been modulated at five times the chip rate
fm = 5fchip. Simulation performed using the configuration D.4.1.
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Figure 1.7: Block diagram of a power amplifier with adaptive supply voltage. In EER,
a limiter is used in the phase path. The power path is highlighted in bold.
signal modulates the phase-modulated power signal. The original RF signal is
then recovered.
The main advantage of this technique is that it allows combining simpler
power amplifiers (with regard to linearity specifications) to generate a com-
plex power signal. In the original paper, the envelope amplifier was referred as
“Audio-Frequency Amplifier”, due to the similarity between envelope and audio
signals (in terms of time waveforms and specifications). Unfortunately, the cur-
rent and upcoming communication standards define multibit modulations whose
envelope signals are not bandlimited (see section 1.4.2) and hence the specifica-
tions for the envelope amplifier are still challenging (yet it is feasible to design
envelope amplifiers with acceptable efficiency by combining high-efficiency and
low-efficiency power-processing devices, see section 1.5.4).
Based on EER, Envelope Tracking (ET) techniques have been proposed [6],
[7]. In ET, the envelope signal is approximated by a simpler signal (e.g. a ban-
dlimited or a discrete-amplitude signal), which can easier be power-amplified.
The amplitude of the approximated envelope signal must be always higher than
the original envelope signal’s, so that a power-amplified version of the original
envelope signal can be generated from the approximated signal by simply trim-
ming the voltage excess. The RF amplifier therefore modulates both amplitude
trimming and phase, thus generating the desired power RF signal.
Both EER and ET are similar; the main difference between them is the
RF power modulator. Whilst in EER it is only a phase-modulator, thus the
amplitude modulation is exclusively up to the envelope amplifier, in ET it is a
full RFPA, as it modulates both amplitude and phase.
Challenges in Adaptive Supply
Adaptive supply techniques are very common in state-of-the-art RFPAs. One
of the main challenges in these techniques is properly compensating the delay of
the envelope amplifier. The performance of both EER and ET is very sensitive
to different delays in the envelope and the phase paths.
The other main challenge, relevant to this thesis, is designing the envelope
amplifier which, in order to adaptively supply the RF power modulator, must
power-amplify the envelope signal (or an approximation to it) with low distor-
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Figure 1.8: Block diagram of a generic power-processing electronic device. Example
showing a power-processing device draining power from a constant-voltage source VG
and delivering a voltage vo to a load RL.
tion and high efficiency. Although in ET the envelope signals and the envelope
amplifier’s specifications are simpler than in EER, the efficiency of ET-based
RFPAs is not necessarily higher than that of EER-based RFPAs. Indeed the
simpler the envelope signal, the lower the RFPA’s efficiency (the RF modulating
stage must trim more power).
Therefore, either EER or ET, in order to improve the efficiency of RFPAs,
it is desirable to explore techniques to reduce the distortion (or extend the
bandwidth) of high-efficiency power-processing devices.
1.3 Power-Processing Electronic Devices
Power-processing electronic devices are electronic components, consisting of one
or more power electronic devices, capable of draining power PG = vGiG from
a source in a certain form (either the voltage vG is determined by the source
and the current iG is determined by amount of drained power or vice versa)
and delivering it to a load RL in another form Po = voio whilst controlling the
output power (generally the magnitude of either the voltage vo or the current io
is independent of the load RL). Figure 1.8 illustrates a generic power-processing
electronic device, draining power from a constant-voltage source VG and deliv-
ering a voltage vo to a resistive load RL.
Strictly speaking, all electronic devices are power devices, since, by defi-
nition, all electrical signals convey power. Nevertheless, what distinguishes a
power electronic device from a regular electronic device is the capability of han-
dling high power (e.g. power diodes and regular diodes are essentially the same
kind of devices, although the formers are intended and designed to handle higher
currents and/or voltages than the latters).
In general, in power-processing electronic devices, both the input and out-
put voltages and currents may not be constant; however, the explicit time de-
pendency has been omitted in all expressions and figures because of notation
simplicity.
1.3.1 Power Electronic Devices
There are two main kind of power electronic devices: active devices and pas-
sive devices. In active devices, the source-to-load power-flow can be externally
controlled, whereas in passive devices it is mostly determined by the source and
load conditions (i.e. circuit conditions).
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The most common electronic active devices for power processing are power
transistors, such as Metal Oxide Semiconductor Field-Effect Transistors (MOS-
FETs) or Bipolar Junction Transistors (BJTs)2. Power transistors are based
on semiconductors, although not all semiconductor-based power devices can
be controlled (such as diodes, non-controllable passive devices which are very
common in signal tracking power applications).
Either active or passive, in all semiconductor-based power devices the power-
flow is limited (i.e. opposition to the passage of current) by the device’s electrical
resistance R (device’s conductivity). The electrical resistance R is defined as
the ratio of the device’s voltage V to the current I across it, in accordance to
Ohm’s law R = V/I, and it is determined by the density of free charge carriers
and the properties of the semiconductor.
The electrical resistance R depends upon the device’s temperature in almost
all electronic devices, although, in some devices, it also depends upon other fac-
tors. For instance, in active devices, the free charge carriers can be rearranged
by driving their control input end u, thus resulting in a different or variable
electrical resistance R(u); in passive devices, a specific structure of the semicon-
ductor can result in different electrical resistances depending on the polarity of
the current flow. Note that, if the device’s temperature remain constant and
other effects such as skin or proximity are not significant, the electrical resis-
tance R does not depend upon the amount of power-flow nor the frequency (in
alternating electrical signals).
On the other hand, in reactive devices (a particular kind of passive devices),
the opposition to the passage of electrical current is determined by electric or
magnetic fields (capacitors or inductors respectively), the so-called electrical
reactance X, instead of by the semiconductors’ conductivity.
The electrical resistance of reactive devices is very low, as they are made of
high-conductivity materials, and hence they dissipate almost no power (lossless
devices).
vC(t) =
1
C
∫
∆t
iC(t) dt iL(t) =
1
L
∫
∆t
vL(t) dt (1.1)
Essentially, reactive devices store energy within an electric or a magnetic
field, as the integral ratio between voltage and current expresses (because of
this energy-storing properties, these components sometimes referred as “energy-
storage devices” in the literature). Since the capacity of these devices is limited,
the magnitude of this field increases as the amount of stored energy increases; the
accumulated charge results in a frequency-dependent non-resistive opposition to
the passage of current (electrical reactance X).
XL(ω) = Lω XC(ω) =
1
Cω
ω ∈ R, ω ≥ 0 (1.2)
Besides the frequency dependency, the main difference between electrical
resistance R and electrical reactance X concerns the amount of dissipated power
due to the opposition to the passage of current (i.e. efficiency), a key feature in
power-processing devices (especially if targeting battery-powered and embedded
applications).
2Thyristors are also power electronic active devices, although they are mostly used in
very high-power applications such as High-Voltage Direct Current (HDVC) and not in signal
tracking, the framework of this thesis.
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1.3.2 Efficiency and Losses in Power Processing
Ideally, power-processing electronic devices should be lossless, i.e. all power
drained from the source PG should be delivered to the load Po.
Po = PG (1.3)
Unfortunately, lossless power processing is unfeasible with actual power de-
vices, since the conductivity of common materials (such as copper—Cu and
aluminum—Al) is finite. This results in built-in stray resistances (Equivalent
Series Resistors—ESRs) which dissipate power; the delivered power is therefore
always lower than the drained power.
Po < PG (1.4)
This constraint suggests quantifying the efficiency η of power-processing de-
vices, defined as the ratio of the delivered power to the drained power.
η := Po
PG
< 1 (1.5)
This figure of merit expresses the power required by a power-processing
device to deliver a specified power to a load in a certain form. The power
required to perform the power conversion (i.e. the power drained from the
source but not delivered to the load, including the power to supply auxiliary
elements if any), is called power-loss or simply losses PL.
PL = PG − Po (1.6)
This power is dissipated as heat in the power device(s). In low-efficiency
processes, the high power dissipation generally requires a heatsink to avoid
overheating and damaging the power devices.
Power-processing electronic devices can comprise energy-storage elements
(inductors and capacitors). Even in an ideal lossless case, the instantaneous
drained and delivered powers may not be equal due to the energy storing-
releasing cycles
∃ t0, t0 ∈ R | PG(t0) 6= Po(t0) (1.7)
In such cases, the power should be evaluated in average, over an appropriate
time interval ∆t3 (averaged drained power and averaged delivered power). The
efficiency η is then defined and evaluated as
η :=
∫
∆t
Po(u) du∫
∆t
PG(u) du
< 1 (1.8)
note that this definition is also valid for power-processing devices not comprising
energy-storage elements. This also applies to losses, which can be evaluated
either instantaneously or in average.
From the efficiency standpoint, power-processing electronic can be classified
as either low-efficiency or high-efficiency ones.
3The time interval ∆t depends upon each specific power-processing electronic device and
the operating conditions.
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Figure 1.9: General scheme of a linear power-processing device using a bipolar tran-
sistor and representative time waveforms. Highlighted in grey, the power dissipated in
the power transistor.
1.3.3 Low-Efficiency Power-Processing Devices
Historically, electrical power has been processed by low-efficiency electronic de-
vices4 (namely linear power-processing devices), mainly because of their sim-
plicity and for the lack of necessity of high efficiency.
Linear power-processing devices essentially consist of a single active device
(power transistor), biased so that it operates (quasi)linearly. In this operating
conditions, the resistivity of the active device is modulated according to the
signal xi(t) applied at the control input end (input signal). As a result, the
active device behaves as a variable resistor, so that the load is directly supplied
with a voltage signal vo whose magnitude x˜(t) accurately tracks the waveform
of the resistivity-modulating signal xi(t) and whose current (i.e. power, as the
voltage is already set) is determined by the load and the voltage io = vo/RL
(assuming no saturation).
Figure 1.9 shows an example of a linear power-processing device based on a
bipolar power transistor5. The collector is connected to the power supply, the
emitter (output end) is connected to the load and the base is the resistivity-
modulating input. An input signal xi(t) is applied to the transistor’s base,
together with a constant bias voltage VB, so that the emitter voltage (output
signal) tracks the base voltage (input signal), if not exceeding the dynamic
range. The transistor can deliver high current, therefore the input signal is
power-amplified.
The active device drains constant voltage VG and supplies a lower voltage vo
by trimming the voltage excess (see figure 1.9); because of the series connection,
the load current io and the supply current iG are the same. The active device
therefore drains more power than it delivers; the undelivered power is dissipated
as heat (losses) in the active device. The amount of dissipated power (i.e.
the efficiency of a linear power-processing device) depends upon the difference
between the supply voltage VG and the output voltage vo.
Another drawback of these power-processing devices is the output signal’s
polarity. By using a single active device, only unipolar voltages can be supplied,
which can be an issue in some applications. It can be addressed by using another
active device in parallel, supplied from a negative supply voltage, although it
4The exception is electric power distribution, which uses transformers to efficiently power-
process the power electrical signals. Transformers can only process Alternate Current (AC)
signals; because of this reason, the electric power has traditionally been distributed in AC. In
all other applications, low-efficiency power-processing devices were used.
5Although there exist several variants of linear power-processing devices, they are all based
on the same principle of operation as the one depicted in figure 1.9.
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requires further power resources and the efficiency would still be low.
Note that this power conversion is performed through resistive paths and
hence it is not frequency-dependent. The AC performance of linear power-
processing devices is only limited by the AC characteristics of the active device.
This feature is especially important in signal tracking applications (power am-
plifiers, see section 1.3.5). Linear power-processing devices can also be used to
deliver constant-voltage or constant-current signals (regulation).
Even if using state-of-the-art technology, it is not possible to achieve high-
efficiency power processing with only a single active device, as the efficiency
of linear power-processing devices is intrinsically limited by their principle of
operation. Due to this unbridgeable constraint, the popularisation of portable
battery-powered devices (including mobile phones) late in the twentieth century
triggered the development of alternative power-processing electronic devices,
targeting high-efficiency power processing.
High-efficiency power processing yields a twofold benefit in portable battery-
powered applications: besides extending the terminal autonomy, it enhances
their ergonomics, as terminals can be smaller and lighter (mainly due to the
smaller heatsink).
1.3.4 High-Efficiency Power-Processing Devices
High-efficiency power-processing devices are electronic circuits which combine
both active and passive devices, including reactive components, to achieve high-
efficiency power processing.
Both low-efficiency and high-efficiency power-processing devices include ac-
tive devices, although they are driven in different ways: whilst in the formers
they are driven as variable resistors (and hence they perform power processing),
in the latters they are driven as switches (either fully ON –very low resistance–
or fully OFF –very high resistance–). Switches allow to control the power pro-
cessing performed by passive devices, instead of performing power processing
by themselves. The different way of driving active devices is indeed what dis-
tinguishes both power-processing devices, from a functional standpoint.
Historically, high-efficiency power-processing devices were developed to ef-
ficiently convert a source of Direct Current (DC) from one voltage level to
another one (high-efficiency DC-to-DC converters). Nonetheless, as discussed
in section 1.3.5, in general neither the input nor the output voltages need to be
constant; even in some converters the output voltage can be bipolar.
General Structure and Principle of Operation
In high-efficiency DC-to-DC converters, the power processing essentially consists
in storing a certain amount of energy (drained from the source) within energy-
storage devices (reactive components) and subsequently delivering it to the load.
The energy-storing and energy-delivering processes are controlled by switches,
which allow to externally change the circuit conditions by settling different low-
resistance paths. Indeed switches can drive the converter either to accumulate
energy into its energy-storage devices (ON-state) or to release energy from its
energy-storage devices (OFF-state).
Power is therefore processed by reactive components (passive devices) and
hence the source-to-load power-flow is determined by electrical reactances X.
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Since the electrical reactance is frequency-dependent, the power must flow in
AC form in order to control it (i.e. in order to perform power processing).
By periodically repeating the energy storing-releasing cycle (i.e. by period-
ically switching between the ON-state and the OFF-state), the reactive com-
ponents deal with AC signals and hence the source-to-load power-flow can be
controlled. As a result, the converter operates at a certain switching frequency
fs = 1/Ts. Due to this switched-mode operation, these kind of converters are
often referred as “switching power converters” in the literature.
Within each switching cycle, the ratio of the converter ON time TON to the
switching period Ts (defined as the converter ON time TON plus the converter
OFF time TOFF) is defined as the duty cycle d
d(t) := TON(t)
Ts(t)
= TON(t)
TON(t) + TOFF(t)
(1.9)
The time-dependency has been explicitly added to emphasise that none of
these magnitudes need to be constant, despite switching converters are generally
driven at a constant switching frequency. For the sake of notation simplicity,
constant switching frequency fs = 1/Ts is assumed in the following analyses. If
the switching frequency were not constant, the analyses would still apply, but
everything would also depend upon the instantaneous switching frequency.
In regular converters, the range of the duty cycle d(t) extends from 0 (the
converter is in the OFF-state all the time) to 1 (the converter is in the ON-state
all the time).
Transient-State and Steady-State Analysis
Right after turning the converter ON, the energy-storage elements (reactive
components) are depleted; during the first switching periods, these elements
accumulate energy. During these initial periods, the value of the state variables
(inductors’ current and capacitors’ voltage) at the end of a switching period
is to be different than their value at the beginning, e.g. iL(0) 6= iL(Ts), see
figure 1.10.
The amount of energy stored within the reactive components determines how
the energy is delivered to the load: the higher the energy is stored, the faster
the energy is delivered (i.e. the higher the output power). Consistently, the
converter will keep accumulating energy until it reaches an equilibrium point,
in which the converter drains the same amount of energy than it delivers (within
one switching period). At this point, the converter operates in steady-state and,
if the operating conditions do not change, it is going to remain in this operating
state.
Similarly, if at a certain time instant the energy stored in the converter is
too high, the converter delivers more energy than it drains until it reaches the
steady-state again. In these transient situations in which the converter needs to
accumulate or release energy, the converter is in transient-state (see figure 1.10).
Converter Modelling
The state variables are suitable to describe the converter, since they are inte-
gral variables (initial conditions can be included) and the other variables of the
18 Introduction
0
0,2
0,4
0,6
0,8
1
1,2
1,4
0 0,5 1 1,5 2 2,5
No
rm
al
is
ed
 a
mp
li
tu
de
Normalised time
iLIL
Figure 1.10: Inductor current waveform (solid line) and averaged value (dashed line)
of a second-order buck converter. Displayed waveforms show the turn-on transient (up
to normalised time 1) and steady-state operation (from normalised time 1 onwards).
circuit can be derived from the state ones. Because of these reasons, the state
variables are generally expressed together, using the state vector x6. In con-
verter modelling, the state vector’s first derivative, which models the converter’s
dynamics, is often used as well. In a converter using n reactive elements, the
state vector x and its derivative x˙ are defined as
x :=

iL1
vC2
iL3
...
vCn
 x˙ :=
d
dtx =

˙iL1
˙vC2
˙iL3
...
˙vCn
 (1.10)
The dynamics of any switching power converter can be described in the state-
space, with an expression of the form x˙ = f(x, z), where z is the control variable
(matrix notation). Unfortunately, because of the switched-mode operation, the
converter dynamics is non-linear and it cannot be linearised due to derivative
discontinuities. Certainly, consider a simple switching power converter with two
states, ON (z = 1) and OFF (z = 0); its dynamics is given by
x˙ = f1(x)z + f0(x)(1− z) (1.11)
therefore it is a discontinuous function (instantaneous time-domain bilinear
model). This behaviour is generally modelled by approximating the instan-
taneous value of the state variables by their averaged value. The average value
of the state variables is usually expressed using capital letters. In what follows,
state variables expressed with capital letters stand for their averaged steady-
state value. This also applies to the duty cycle D :=< d(t) >.
X :=< x >:= 1
Ts
∫
<Ts>
x(t+ τ) dτ 6= f(t) (1.12)
6The state vector is time-dependent x(t) as so are the state variables; to avoid confusion
with the reference signal x(t), the explicit time-dependency will be omitted in the state vector
unless a specific time instant is to be emphasised.
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Whilst the averaged model allows subsequent linearisation of the converter
equations, the approximation is only valid in a low frequency range with respect
to the switching frequency (quasi-static approximation) [8]. Furthermore, the
switching frequency must be constant to apply the averaged model.
The average value of the state variables is constant in steady-state (1.13),
whereas during transients it is not constant (1.14).
x(t) = x(t+ Ts)⇒ x˙ = 0 ∀t ∈ R (1.13)
x(t) 6= x(t+ Ts)⇒ x˙ 6= 0 ∀t ∈ R (1.14)
Switching Converter Topologies
The specific layout and the interconnections between the active and the reac-
tive components of a switching converter is defined as converter topology; the
number of reactive components or energy-storage elements (i.e. inductors and
capacitors) included in a certain topology defines its order.
The converter topology determines the forms through which the converter
drains and delivers power. The most common converter topologies are those
suited to a voltage input whilst supplying an output voltage, especially second-
order ones because they are simpler to control, including the buck, the full-
bridge, the boost and the buck-boost topologies (none of these comprise a
transformer). There also exist higher order topologies, such as SEPIC and
Ćuk, although they are not widely used because of their high-order dynamics.
Next, the most common second-order topologies are described. These de-
scriptions include the ratio between the output voltage Vo and the supply voltage
VG in steady-state. These ratios can be calculated by applying the steady-state
condition (1.13) to the inductor in each converter.
Buck Topology In this topology, switches S1 and S2 connect the input of
an LC filter to either the supply voltage VG (ON-state) or ground GND (OFF-
state); the output of this filter is directly connected to the load (see figure 1.11).
In steady-state, the ratio of the output voltage Vo to the supply voltage VG is
directly determined by the duty cycle D (linear control-to-output ratio).
Vo
VG
= D D ∈ [0, 1] (1.15)
Note that, in this topology operating in steady-state, the output voltage cannot
be higher than the supply voltage. The load is grounded and the polarity of the
output voltage is the same than that of the supply voltage. Because of its linear
control-to-output ratio, this is the most common topology in high-efficiency
power amplifiers for unipolar applications.
Full-Bridge Topology The full-bridge topology is the differential version of
the buck topology. Whereas in the buck topology the load and the output filter
are grounded, in the full-bridge topology the load floats (both the positive and
the negative terminals are connected to a live voltage, see figure 1.12). The out-
put filter can be grounded (common-mode filter) or floating as well (differential-
mode filter). The floating output allows doubling the output dynamic range by
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Figure 1.12: 2nd order full-bridge converter with differential-mode filter. The floating
output voltage is bipolar vo(t) ∈ [−VG, VG].
reversing the output polarity. Note that it is possible to apply negative (dif-
ferential) voltages across the load with a single positive supply. This converter
is capable of generating three levels: ±VG and GND (by applying the same
voltage to both ends of the filter). See sections 6.2 and 7.5 for a further anal-
ysis of the multi-level operation of this topology. Formally, the bipolar output
voltage can be expressed by extending the duty cycle D to negative values as
well (negative values of D correspond to negative output voltages), yielding
Vo
VG
= D D ∈ [−1, 1] (1.16)
Similarly to the buck topology, in steady-state, the ratio of the output voltage
Vo to the supply voltage VG is directly determined by the duty cycle D (linear
control-to-output ratio), and the magnitude of the differential output voltage
Vo cannot be higher than the magnitude of the supply voltage VG. Because of
the linear control-to-output ratio, this is the most common topology in high-
efficiency power amplifiers for bipolar applications.
Boost Topology In this topology (depicted in figure 1.13), switches S1 and
S2 select either charging the inductor (ON-state, S1 ON and S2 OFF) or dis-
charging it to the load (OFF-state, S1 OFF and S2 ON). In the OFF-state, even
if the inductor is completely depleted (iL = 0), the power supply may charge
the output capacitor up to VG; on the other hand, if the inductor is charged
(iL > 0), it will further charge the output capacitor thus increasing the output
voltage beyond VG. Therefore, unlike in the buck and the full-bridge topologies,
in the boost topology the output voltage Vo is higher or equal than the supply
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Figure 1.13: 2nd order boost converter. The output voltage vo is always higher or
equal than the supply voltage VG.
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Figure 1.14: 2nd order buck-boost converter. The output voltage vo is negative and
its magnitude can be equal, higher or lower than the supply voltage VG.
voltage VG (in steady-state).
Vo
VG
= 11−D D ∈ [0, 1] (1.17)
This topology is unipolar and the output voltage’s polarity is the same than
that of the supply voltage. The load is also grounded in this topology. Boost
converters are widely used in power supplies performing Power Factor Correction
(PFC), since one inductor’s end is permanently connected to the power supply
(continuous input current).
Buck-Boost Topology This topology is similar to the boost topology, but
the switch S1 and the inductor are swapped (see figure 1.14). In the ON-state
(S1 ON and S2 OFF) the inductor is charged like in the boost converter; in
the OFF-state (S1 OFF and S2 ON) the power supply is disconnected from the
inductor (discontinuous input current) and its current is steered to the output
capacitor, which is charged with negative voltage. If the converter remains in
the OFF-state, the load will consume power until both the inductor and the
capacitor are completely depleted, i.e. until the output voltage drops to 0. The
buck-boost topology can therefore deliver output voltages Vo whose magnitude
is higher or lower than that of the supply voltage VG, and whose polarity is
opposite to that of the supply voltage.
Vo
VG
= − D1−D D ∈ [0, 1] (1.18)
Allowed Converter States
Not all the possible converter states are allowed in switching converters. Voltage
sources and capacitors should never be short-circuited and current sources and
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inductors should never be in open-circuit; otherwise it would cause very high
currents or voltages.
Because of this reason, despite a converter may comprise several different
states, only a few of them can be used. In common converter topologies, switches
are used in twos and complementary driven, i.e. they behave as a two-way
power-multiplexer or current-steering commutator switch (these kind of com-
mutator switches are often referred as “Single-Pole Double-Throw” (SPDT) in
the literature). In converters consisting of two switches, such as the buck or the
boost converters, this constraint usually involves complementary driving the
switches (only two of the four possible states are allowed).
Simplified Switch Synthesis When synthesising a regular two-way commu-
tator switch, consisting of two switches complementary driven, only one active
device (active switch) is required to synthesise it. The complementary switch
(passive switch) can be synthesised with a diode; the circuit conditions deter-
mined by the active switch complementary drive the diode as well. This synthe-
sis strategy simplifies the control of the converter (only one switch-driving signal
is required), but it degrades the commutator switch performance (especially in
low-voltage applications). Figure 1.15 includes an example of this synthesis
strategy, in the case of a buck converter; note that only one switch-driving
signal is required to control this converter.
Output Ripple
Because of the switched-mode operation of switching converters, the converter’s
output stage (a capacitor in voltage-output converters) is periodically charged
and subsequently discharged through the load. As a result, the output voltage
vo continuously either increases or decreases its value, but it does not remain
constant. Switching power converters, instead of delivering a constant-voltage
signal, deliver a signal consisting of a constant-voltage signal plus a ripple AC
signal, whose frequency is fs.
For instance, consider a buck converter which must deliver a constant output
voltage of value VR (the example shown in figure 1.15). If the switching converter
is properly designed, the averaged output voltage Vo may be equal to desired
voltage VR, although the instantaneous difference between both signals vo(t)−
VR is, in general, not zero.
This constraint is inherent in switching converters. Even if using ideal de-
vices, the capacity of the reactive components is limited, therefore all voltages
and currents continuously either increase or decrease. By increasing the switch-
ing frequency (or, equivalently, by increasing the value of the reactive compo-
nents) the output ripple can be reduced, but it cannot be completely avoided.
There exist a few techniques to reduce the output ripple in switching power
converters without increasing the switching frequency or using larger inductors
and capacitors (i.e. slowering down the converter dynamics). These techniques
are mostly based in parallel-connecting different converters and driving them in
a specific way (interleaving, see section 1.5.3 for further details).
1.3 Power-Processing Electronic Devices 23
M1
LR
R1
1s  (t)
2R
C1
+
−
+
−
VG
D1
v  (t)o
rC
C
rLL
x(t)
c(t)
SWITCHING CONVERTER
(BUCK TOPOLOGY)
CONTROL CIRCUIT
(LINEAR)
MODULATOR (INVERTING PWM)
R
z(t)
V
TAPERED BUFFERS
0
0,1
0,2
0,3
0,4
0,5
6 6,5 7 7,5 8
Am
pl
it
ud
e 
(V
G)
Normalised time
|vo(t)-VR| VR vo(t)
Zmin
Zm
Zmax
Am
pl
it
ud
e
x(t)z(t)c(t)s1(t)
OFF
ON
6 6,5 7 7,5 8
Normalised time
Figure 1.15: Example of a high-efficiency voltage regulator (based on a buck converter)
and representative time waveforms. The power reactive components include the ESRs.
The modulator is a sawtooth PWM and the control circuit is linear.
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Tapered Buffers
Each power switch synthesised with an active device must be driven by a switch-
driving signal si(t), a binary switching signal whose amplitude and current must
be suitable to turn the power switch ON and OFF. The power requirements of
the switch-driving signals si(t) often make advisable to drive the power switches
through a chain of tapered buffers, in order to ensure proper driving. Figure 1.15
includes an example of tapered buffers in a buck converter driven as voltage
regulator.
Tapered buffers (and hence the switch-driving signals) are specific for each
switch technology and operating conditions (a common technique consists in
power-amplifying the switch-driving signals up to the supply voltage). Regard-
ing the time waveforms of the switch-driving signals si(t), the ON-OFF and
OFF-ON transitions must be fast (sharp edges, high slew-rate) to avoid the lin-
ear operation of switches as much as possible; otherwise the power-loss during
transitions would be high. Because of this reason, tapered buffers are included
in almost all designs including a switching power converter.
At system level, the operation of tapered buffers is transparent. In what fol-
lows, unless otherwise stated, tapered buffers are considered part of the switch-
ing power converter, i.e. switching converters can be directly driven by low-
power binary switching signals.
Complementary Circuitry for Output Regulation
Even though switching power converters are devices capable of high-efficiency
power processing, they must be properly driven so that they behave as, for in-
stance, high-efficiency voltage regulators. It is therefore necessary to generate a
proper set of binary switching signals si(t) so that, when the switching converter
is driven by these signals, the value of the averaged output voltage (or current,
depending on the topology) is the desired one.
Modulator The electronic circuit which generates the binary switching signal
is the modulator. The modulator processes an analogue reference signal x(t)
and provides a two-level switching signal z(t). This signal z(t), and hence the
modulator, therefore determines the converter state at any time instant; fur-
thermore, the modulator determines the switching frequency fs of the switching
power converter.
The most common modulator in switching power converters is Pulse Width
Modulator (PWM7, as in the example included in figure 1.15). This modulator
is analysed in section 4.1. The reference signal x(t) processed by the modulator
can simply be the reference signal VR (the converter operates without sensing
any state variable, open-loop operation). However, the output voltage (or cur-
rent) in actual switching power converters is usually affected by load variations,
7The abbreviation PWM may also stand for Pulse Width Modulation. Although the terms
modulator and modulation are often used without distinction, formally they express different
concepts. Whereas the term modulation denotes a process (a mathematical operation), the
term modulator denotes an electronic circuit (a physical device) which implements a modu-
lation. Modulation, the mathematical operation, is the process through which a signal with
a certain waveform is shaped into another waveform. This process can be either lossy or loss-
less, and it can be off-line or real-time (the process delay is not significant) performed. Both
abbreviations are used in this work. From the context, it should be clear which one is being
used, either the electronic circuit (modulator) or the mathematical process (modulation).
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disturbances caused by ElectroMagnetic Interferences (EMI) or non-idealities in
general. As a result, the average value of the converter’s output signal deviates
from the desired value VR.
Control Circuit The most common and effective technique to compensate
these effects is feedback. This technique consists in comparing the reference
signal VR with the converter’s actual output signal (closed-loop operation); ac-
cording to the difference between both signals, a new reference signal x(t) is
generated. The circuit which generates the reference signal x(t) is the control
circuit.
In general, not only the converter’s output signal but all state variables can
be sensed. Besides, the comparison is generally performed through a frequency-
dependent transfer function (compensation), to guarantee the stability of the
closed-loop amplifier.
Traditionally, control circuits have been based on linear control techniques,
although sliding mode control has become quite popular in recent years. Both
techniques are analysed in section 1.5.3. Figure 1.15 shows an example of a
DC-to-DC switching converter driven as voltage regulator, based on a linear
control circuit with output voltage feedback.
Power Rate Note that neither the modulator nor the control circuit pro-
cess power signals (in the example of figure 1.15, it could be expressed as
RL  R1, R2). Their input and output dynamics ranges are independent of
the switching power converter’s (e.g. a switching power converter could supply
10 V but internally operate at 5 V); the modulator and/or the control circuit
can even be implemented digitally. The only constraint regarding the imple-
mentation and the dynamic range of the modulator and the control circuit is
that they must be suitable to deal between themselves and with the converter’s
tapered buffers. In figure 1.15 this independence is explicit, as the dynamic
range of x(t) and z(t) extends from Zmin to Zmax whereas the dynamic range
of the output signal vo(t) extends from GND to VG.
Efficiency and Losses in High-Efficiency Power-Processing Devices
Ideally, the efficiency of switching converters should be 100 %, i.e. all power
drained from the source should be delivered to the load Po = PG. Certainly,
as can be seen in figures 1.11 to 1.14, a switching power converter exclusively
consists of lossless devices (non-resistive source-to-load power path). Unfor-
tunately, due to the limitations of actual devices and materials, the delivered
power is always lower than the drained power Po < PG. Nonetheless, it is fea-
sible to achieve efficiencies beyond 90 %, depending on the technology and the
specifications.
Coils and actual capacitors are not pure reactive components. Instead, due
to the built-in ESRs, their impedance Z consists of a resistive part (which is
modelled as a real resistance) and a reactive part (which is modelled as an
imaginary pure reactance, see the example included in figure 1.15).
ZL(ω) = rL + XL(ω) ZC(ω) = rC + XC(ω) (1.19)
Switches (active devices) are made of semiconductor materials. When an
active device is fully ON, the free charge carriers are rearranged thereby min-
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imising the electrical resistance R (minimum losses at maximum power-flow);
analogously, when an active device is fully OFF, the free charge carriers are re-
arranged thereby maximising the resistance R (minimum power-flow). By only
using these two states, the amount of power dissipated in the active devices
(power-loss) is minimised, but it is not completely avoided. Indeed, neither
the switches’ ON-resistance is 0 nor their OFF-resistance is infinite, although
the power-loss due to the OFF-resistance can be usually neglected compared to
the power-loss due to the ON-resistance (minimum power-flow yields minimum
losses).
Besides the ON-resistance, another source of losses in switches are the ON-
OFF and OFF-ON transitions. These transitions are not ideal (i.e. not in-
stantaneous, not even with ideal switch-driving signals), which also result in
losses.
Losses in switching converters are usually split into switching losses and con-
duction losses. The power consumed by the complementary circuitry (control
circuit, modulator, etc.) can also be considered (quiescent) losses, although
these losses can be usually neglected when compared to switching and conduc-
tion losses (the power consumed by the buffers is generally considered part of
the switching losses).
Depending on the application and the actual design, one kind of losses may
prevail over the other one; in high-power designs pursuing high-efficiency, switch-
ing and conduction losses are usually balanced. An in-depth analysis of losses
in switching power converters can be found at [9].
Conduction Losses Conduction losses stand for the amount of power dissi-
pated in the converter statically, when the converter operates in steady-state in
a certain operating state. These kind of losses are mainly due to the parasitic
resistances in the active and the reactive components.
The amount of power-loss depends upon the output power (the current flow-
ing through the parasitic resistances), the converter state (the elements through
which the current is flowing) and the active and the reactive components them-
selves. Despite these dependencies, conduction losses are usually not split state-
by-state but measured in average, at a certain output power.
Conduction losses can be reduced by redesigning the switching converter,
i.e. by replacing the active and/or reactive components by other ones whose
ESRs are lower or by using a different architecture and/or topology.
Switching Losses Switching losses stand for to the amount of energy required
to switch the converter from one state to another one, typically the ON-OFF
transitions and vice versa. These losses are mainly due to the physical structure
and non-idealities in the switches (synthesised with either active or passive de-
vices). These effects result in non-instantaneous transitions, wherein switches
operate in the linear region (their resistance is comparable to the load RL) for
a short period of time. Besides, the reverse recovery time or overlapped switch-
driving signals may result in low-impedance battery-to-ground paths during the
transitions.
The amount of energy-loss in each switching event mostly depends upon the
switch itself and the voltage to withstand in when it is OFF and the current
across the switch when it is ON.
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Figure 1.16: Block diagram of a generic voltage-controlled power amplifier, supplied
from a DC constant-voltage source VG and supplying a resistive load RL with variable
voltage vo and current io.
Switching losses are usually expressed as power, i.e. directly related to the
switching frequency, and therefore they are generally measured at a certain op-
erating frequency. Besides reducing the switching frequency and replacing the
switches by other ones, switching losses can be reduced by using soft-switching
techniques, although these techniques lead to smooth edges and wider transi-
tions.
1.3.5 Power Amplifiers
The application field of power-processing devices, either low-efficiency or high-
efficiency, is not limited to regulation (supplying constant-voltage or constant-
current signals). They can also be used in signal tracking applications, as power
amplifiers8, i.e. to supply a load RL with an analogue signal x˜(t), whose mag-
nitude (either voltage vo or current io) tracks the waveform of an input signal
xi(t) and whose power is independent of the input signal’s (see figure 1.16).
Power amplifiers can be based on low-efficiency power-processing devices
(linear or class-A power amplifiers) or on high-efficiency power-processing de-
vices (switching power amplifiers). Either linear or switching, a power amplifier
should dissipate almost no power (PG ≈ Po) and it should deliver a power signal
x˜(t) as similar as possible to the input signal xi(t) (formally, with almost neither
distortion nor delay).
x˜(t) ≈ xi(t) (1.20)
Furthermore, the sensing circuit may consume almost no power, to avoid
loading the input signal source (e.g. ii ≈ 0 if voltage sensing, as in figure 1.16).
The generalisation from constant reference signals VR to time-varying sig-
nals x(t) unfolds a new range of specifications, involving linearity, distortion and
frequency-dependency. Regardless of how the power-amplification is performed
(in voltage, in current or in both), the amplification should be constant not only
within the whole input dynamic range (linear DC input-output transfer char-
acteristic), but also within the frequency-range of interest (i.e. the amplifier’s
tracking bandwidth).
8Power amplifiers are usually supplied from a DC (generally constant-voltage) power source
but they deliver non-constant or time-varying signals, either unipolar or bipolar. Because of
this reason, this kind of amplifiers are often referred as “inverters” in the literature, in contrast
to “regulators” which deliver constant-voltage signals.
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According to the principle of operation of power-processing devices and to
these additional constraints, low-efficiency power-processing devices are more
suitable to be driven as power amplifiers than high-efficiency ones (although,
again, at the cost of low-efficiency). Both linear amplifiers and switching am-
plifiers are briefly introduced next. They are not in-depth analysed, only the
most significant features for signal tracking are highlighted. A detailed analysis
of both kind of amplifiers, as well as further information about switching power
converters in general, can be found at [10] and [11].
Voltage-tracking (the magnitude of the output voltage vo tracks the refer-
ence signal xi(t)) is more common than current-tracking in power amplifiers.
Hereafter, voltage-tracking is assumed. All analyses and conclusions drawn for
voltage-tracking can be extrapolated to the analogous case of current-tracking.
1.3.6 Linear or Class-A Power Amplifiers
A linear power-processing device is already capable of signal tracking itself. As
long as the active device operates in the linear region, the magnitude of the
output signal x˜(t) precisely tracks the waveform of the input signal xi(t) (i.e.
low distortion). The tracking capability (or linearity) of linear power-processing
devices is only limited by the AC characteristics of the active device and the
parasitic capacitances and inductances (ideally, perfect signal tracking may be
possible). The example shown in figure 1.9 already included the representative
time waveforms in signal tracking.
Linear amplifiers achieve the the low-distortion feature at the cost of dissi-
pating a significant amount of power in the active device. Certainly, typical effi-
ciencies of regular linear amplifiers tracking non-constant signals are not higher
than 20 %, which is generally too low for power applications such as battery-
powered or portable. Besides, efficiencies as low as these ones usually require
large heatsinks in the active device to avoid overheating, thus increasing the
amplifier’s overall size and cost.
Another constraint of linear amplifiers is that the delivered voltage vo cannot
be higher than the supply voltage VG. Note that the power amplification can
still be performed in current, amplitude or both, as the active device’s input
dynamic range is not set by VG.
The linearity achieved by linear amplifiers cannot be achieved with any other
power-processing electronic device. Because of their simplicity and their good
tracking features, linear power amplifiers have been traditionally used in almost
all application fields and are still being used in state-of-the-art power amplifiers,
despite their low efficiency. However, in efficiency-sensitive applications, linear
amplifiers are generally improved with adaptive voltage supply or assisting an-
other amplifier (see section 1.3.8).
Efficiency specifications have grown in importance in recent years, mainly
due to the popularisation of battery-powered devices but also because of reliabil-
ity, size and weight, cost of the heatsink (especially in high-power applications)
or simply to save energy. In order to satisfy the demands of all these applica-
tions, and since the efficiency of linear amplifiers is intrinsically limited by their
operating principle, high-efficiency power amplifiers were developed.
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1.3.7 Switching or Class-D Power Amplifiers
Switching (or class-D) power amplifiers are essentially switching DC-to-DC reg-
ulators in which the constant reference signal VR is replaced by a time-varying
signal xi(t), see figure 1.17. Using this design strategy, switching regulators
behave as amplifiers only in a low frequency range with respect to the switching
frequency fs, typically up to one tenth of fs (quasi-static approximation).
If the quasi-static approximation holds, the input signal xi(t) behaves as a
slow-varying signal and hence all the theory and analyses developed for DC-
to-DC switching converters can be applied to switching amplifiers. Yet there
exist a few differences between the specifications and the designs of switching
converters targeting signal tracking and regulation.
Besides linearity, distortion and frequency-dependent specifications, switch-
ing amplifiers generally do not require high load regulation, since the load is
usually time-invariant RL 6= f(t) and the output power is controlled by control-
ling the amplitude of the output signal x˜(t). Instead, in regulators, the output
signal is constant and the power consumption is determined by the value of the
(time-variant) load RL(t). Similarly, the transient step response of switching
amplifiers does not need to be very fast either (bandlimited signal tracking).
The differences in the specifications lead to different designs. Switching am-
plifiers are usually driven by a triangle PWM, instead of by a sawtooth PWM
(which is more common in switching regulators). The converter topologies used
in switching amplifiers are the buck (for unipolar applications) and the full-
bridge (for bipolar applications), because of their linear control-to-output ratio
(which simplifies controlling and driving the converter as an amplifier). Com-
mutator switches are usually synthesised with two active switches (synchronous
switches) in switching amplifiers, because of the full-bridge topology and, re-
cently in low-voltage unipolar applications, because of efficiency.
Distortion in Switching Amplifiers
Switching amplifiers are designed according to the quasi-static approach, i.e.
the switching frequency fs is much higher than the reference signal’s bandwidth
f0. Under these operating conditions, two main sources of distortion dominate:
dead time (mainly due to synchronous commutator switches) and output ripple
(inherent in switching power converters).
There is a third distortion source in switching amplifiers: non-idealities and
external factors (such as ESRs or EMI). These effects result in undesired be-
haviours (e.g. in a buck converter, the output voltage also depends upon the
output power), usually causing distortion in the output signal x˜(t). Never-
theless, these effects can be often mitigated by using feedback techniques (see
below).
Dead Time Synchronous switches must be driven by non-overlapping switch-
driving signals to avoid simultaneous conduction (which would lead to a low-
resistance source-to-ground path through the switches, i.e. very high switching
losses). Non-overlapping switch-driving signals are usually generated by adding
a dead time between the transitions of both switches in a commutator switch,
a short time interval in which both switches are OFF. No current should flow
through the any of the switches in a commutator switch during dead time (dis-
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Figure 1.17: Example of a closed-loop switching amplifier and representative time
waveforms. This example is based on a buck converter, compensated with a linear
controller and driven by a PWM.
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continuous output current). The inductor, however, which is connected in series
with the load, forces the output current to be continuous thus steering it through
the switches’ body-diodes9 during dead time. Under these circumstances, dead
time modifies the duty cycle, which causes error in the output voltage (1.15),
(1.16).
If a switching event occurs when the output current is small, the inductor
current may reverse its polarity during dead time. Nevertheless, the inductor
current will becomes zero and remain zero until an active switch is turned ON
(discontinuous conduction mode) [12].
Either resulting in a duty cycle error or in discontinuous conduction mode,
dead time degrades the tracking fidelity and therefore it results in distortion in
switching amplifiers. Note that in both buck and full-bridge topologies, at least
one inductor (first-order converters) in the output stage is mandatory to deliver
continuous signals to the load.
Output Ripple Due to the switched-mode operation of switching converters,
the output signal x˜(t) chatters around the input signal xi(t). The effects of the
output ripple or chattering upon the output signal can be seen in figures 1.17
and 1.18, as the output signal continuously either increases its value beyond the
input signal or decreases its value below the input signal.
If the quasi-static approximation holds and the amplifier is properly de-
signed, the averaged output signal X˜(t) tracks the input signal xi(t), i.e. the
output signal x˜(t) consists in the input signal xi(t) plus a sine-like ripple signal,
whose frequency is fs (the amplifier’s switching frequency).
Therefore, distortion due to output ripple is mostly at high frequency fs 
f0. Depending on whether the application tolerates high-frequency distortion
or not, it could be an issue (e.g. in EMI-sensitive applications it can be a severe
drawback).
Efficiency-Distortion Trade-Off
Distortion is the main drawback of switching amplifiers. Despite it is feasible to
mitigate the effects of dead time [13], the output ripple cannot be avoided (inter-
leaving can also be applied to switching amplifiers, as discussed in section 1.5.3,
although it requires additional converters, further constraints the amplifier’s
tracking bandwidth and it can only be applied to a particular modulation).
The output ripple can be reduced by simply increasing the switching fre-
quency, although switching losses are increased as well (efficiency degradation).
There is a trade-off involving distortion and efficiency in switching amplifiers,
i.e. in designing the switching frequency. On the one hand, the switching fre-
quency should be very high to minimise the output ripple (low distortion); on
the other hand, it should also be low to minimise the switching losses (high-
efficiency). If a switching amplifier is not properly designed, its efficiency could
even be lower than the efficiency of a linear amplifier.
The efficiency-distortion trade-off of switching amplifiers is determined by
the performance of the subsystem made up of the modulator and the switch-
9Active switches are usually synthesised with power MOSFETs, whose implementation
results in a built-in body-diode. If active switches are synthesised with a different technology
or process, which gets rid of the built-in body-diode, an external diode should be included.
Otherwise the discontinuous inductor current may cause very high voltage peaks.
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Figure 1.18: Output delay and output ripple in an open-loop switching amplifier.
Example showing a second order buck converter.
ing power converter (open-loop performance), since this subsystem processes
a low-power analogue signal x(t) and delivers a power analogue signal x˜(t).
The complementary circuitry (mostly the control loop) ensures proper average
tracking X˜(t) = x(t), but it does not affect the output ripple.
Closed-Loop Control Techniques for Switching Amplifiers
Switching amplifiers are based on switching power converters and hence they
suffer from ESRs, EMI and non-idealities in general as well. All these effects,
which have an adverse impact upon the output signal x˜(t), depend upon exter-
nal factors and thus they cannot be beforehand predicted nor pre-compensated.
Like in switching regulators, the most effective technique to address these issues
is by sensing the actual output signal x˜(t), comparing it with the input signal
xi(t) and accordingly compensating (feedback). In switching amplifiers, how-
ever, the control circuit must compensate these effects whilst providing constant
gain within the amplifier’s tracking bandwidth.
Therefore, the control circuit must provide a reference signal x(t) so that,
after being modulated by the modulator and subsequently processed by the
switching power converter, the amplifier’s output signal x˜(t) approximately
tracks the amplifier’s input signal xi(t), regardless of the external disturbances
and non-idealities. The control circuit usually senses and feeds back the output
signal x˜(t), although, in general, it could sense and feed back any converter’s
state variable.
Like the modulator, the control circuit does not process power; it can be
implemented with either analogue or digital circuitry. The compensation al-
gorithm must be designed for each specific amplifier, since the control circuit
could destabilise the amplifier if not properly tuned. The control circuit can also
operate in open-loop, without sensing any state variable. In such a case, the
processing performed by the control circuit can be considered pre-emphasising
the input signal.
Converter’s Output Delay Because of the power processing performed by
reactive components (either a voltage is converted into current by an inductor
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or a current is converted into voltage by a capacitor), the output signal x˜(t) is
delayed with respect to the switching signal z(t) (the signal which drives the
converter and controls the energy-draining process). Certainly, each integration
has an intrinsic time-delay associated, yielding a final delay τ in the total en-
ergy processing (in average modelling, the converter is modelled as a transfer
function and thus the output delay). If the switching signal z(t) is the result
of instantaneously modulating a reference signal x(t), i.e. x(t0) is modulated
within z(t0), and distortion is not significant, then
x˜(t) ≈ x(t− τ) (1.21)
Figure 1.18 shows a representative example of the previous situation, a
switching amplifier operating in open-loop, based on a second-order buck con-
verter. The waveform of the inductor current iL is synchronised with the control
signal z(t), whereas the waveform of the capacitor voltage (i.e. the output signal
x˜(t)) is delayed.
Classical Linear Control (PID) Classical control schemes rely on the av-
eraged model to linearise all non-linear subsystems in a switching amplifier (the
switching power converter and the modulation, the decoding logic is implicitly
linearised when linearising the switching converter); the non-linear problem is
then simplified to a classical linear control one.
Assuming that the switching frequency is much higher than the amplifier’s
tracking bandwidth (and that input signals are bandlimited to the amplifier’s
tracking bandwidth), the converter dynamics is much faster than the input
signal’s. When tracking a slow-varying signal, the converter locally behaves as
in steady-state (its operation can be approximated by a succession of slightly
different steady-states, quasi-static approximation). The linearised converter
can be then modelled as a transfer function Hc(s). The modulator must be
modelled as a transfer function as wellHm(s). Once these non-linear subsystems
have been linearised and modelled as transfer functions, the control loop can be
designed using classical control techniques (e.g. PID controllers, see figure 1.19).
This control scheme can only be used if the switching frequency is constant
and much higher than the input signal’s bandwidth (usually a ratio upwards
of ten). This constraint limits the application field of classical control to kHz-
bandwidth applications such as audio and grid-interactive inverters. In wider
bandwidth applications, this strategy would lead to designs operating at very
high switching frequencies, unfeasible in terms of switching losses (using state-
of-the-art technology).
34 Introduction
Note that the addition of the control circuit does not address the efficiency-
distortion trade-off of switching amplifiers, although the control circuit mitigates
the distortion caused by non-idealities and external factors.
1.3.8 Linear-Assisted Power Amplifiers
Broadly speaking, linear amplifiers are energetically inefficient but linear, whereas
switching amplifiers are efficient but distorting. Certainly their respective prin-
ciples of operation intrinsically limit the efficiency in the formers and the track-
ing fidelity in the latters. The linear-assisted technique combines both kind of
amplifiers, pursuing power amplifiers with balanced efficiency and distortion.
A linear-assisted power amplifier consists in parallel-connecting an open-
loop switching amplifier (modulator and switching power converter) and a linear
amplifier, both tracking the same input signal xi(t) (see figure 1.20). If properly
designed, the switching amplifier provides a distorted power-amplified signal
which conveys most of the output power, whereas the linear amplifier tunes
the output waveform either by trimming the voltage excess or by providing
additional voltage (thus handling low power). The combined operation may
lead to a power-amplified low-distortion output signal, performed with moderate
efficiency.
The dissociation is more clear in the frequency-domain, as each amplifier
should operate in a different range. The switching amplifier should properly
track the lowband content of the input signal xi(t), which could be even the
DC component solely. The linear amplifier should track highband content of
the input signal xi(t) as well as eliminate the output ripple generated by the
switching amplifier (mostly at high frequency).
When parallel-connecting a linear amplifier and a switching amplifier, it
is difficult to guarantee the proper band separation, i.e. that the low-band
power is supplied by the switching amplifier and not by the linear amplifier.
Furthermore it is necessary to properly compensate time-delay τ in the switching
path; otherwise each stage would try to supply the load with a different voltage,
thus degrading the efficiency.
Consistently with the scope of high-efficiency, the switching amplifier gen-
erally operates at switching frequencies comparable to the input signal’s band-
width, even though the actual switching frequency has to be optimised in each
specific design [14]. In this way, it is feasible to track wideband input signals
(in the range of hundreds of kilohertz and upwards) in applications requiring
low distortion and moderate efficiency.
Note that this technique does not address the efficiency-distortion trade-off
of switching amplifiers. Indeed all the power associated to the high-frequency
distortion of the switching amplifier is dissipated in the linear amplifier; the
distortion is reduced, but at the cost of degrading the efficiency.
1.4 Problem Identification and Challenges
The previous sections have identified the two main applications which require
high-efficiency power amplifiers (portable and high-power audio and adaptive
supply for RFPAs) and have reviewed the different kinds of available power
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Figure 1.20: Example of a linear-assisted power amplifier. The switching amplifier is
based on a buck converter and the linear amplifier is decoupled with a series capacitor.
amplifiers. As discussed above, high-efficiency power amplification can only be
achieved with switching amplifiers (including linear-assisted amplifiers).
This research explores alternative techniques to reduce the distortion caused
by switching amplifiers and extend their bandwidth, i.e. techniques to address
the efficiency-distortion trade-off of switching amplifiers, mainly targeting (but
not limited to) adaptive supply for RFPAs and portable and high-power audio.
In order to properly state the problem, it is necessary to analyse the specifica-
tions and characterise the statistics and the properties of the signals involved in
these applications: audio signals and envelope signals of pulse-shaped multibit
modulations.
1.4.1 Audio Signals
There exists controversy in defining the audible frequency range. Whilst young
people can sense high-pitch sounds close to 20 kHz, most adults and especially
elderly are unable to sense sounds beyond 16 kHz. Despite the controversy, the
frequency range defined by High-Fidelity (HiFi) digital audio, from 20 Hz up
to 20 kHz, is widely accepted as standard audio frequency range. Consistently,
audio in Compact Disc Digital Audio system (CD-DA) is sampled at 44 100 Hz;
besides, each sample is quantised with 16 bits (96 dB of dynamic range) and
encoded using Pulse-Code Modulation (PCM), a lossless format. CD-DA com-
prises two channels (stereo).
Audio signals are therefore bipolar (zero average). The amplitude histogram
of pure audio signals is gaussian; the shape of the power spectrum of pure audio
signals is approximately gaussian as well. However, the parameters of these
two distributions, as well as other parameters such as the amplitude peak-to-
RMS ratio, strongly depend upon each specific audio sample. Furthermore,
if the audio signal is clipped (a common technique in audio power amplifiers
to increase the output power without increasing the output peak voltage), all
parameters and distributions change.
Most of the power conveyed by audio signals concentrates at low frequencies,
around 1 kHz. Nevertheless, high-fidelity audio power amplifiers must guarantee
low distortion within the whole audio range (up to 20 kHz), since low-power
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distortion even at frequencies upwards of 10 kHz is still audible (otherwise the
definition of audible range would be narrower). The power distribution of audio
signals is only significant for power amplifiers processing specific audio sub-
bands.
Figure 1.21 shows the power spectrum, the cumulative-power frequency dis-
tribution and the amplitude histogram of two different audio signals: classical
music10 and industrial metal music11.
Besides the intrinsic differences for being different kinds of music, there is a
significant difference between these two audio samples: clipping. Despite both
samples have been directly extracted from their respective original CDs, the
industrial metal sample clips (clipping time is less than 1 %). The other sample,
classical music, does not clip because it was recorded at a lower volume. Indeed,
if normalising the available dynamic range to ±1 V, the RMS value would be
48 mV in the classical sample (peak-to-RMS ratio of 6,0), whereas in the metal
industrial sample would it be 379 mV (peak-to-RMS ratio of 2,6). In both
signals, 90 % of the audio power concentrates below 2 kHz.
The higher volume of the metal industrial sample can be seen in the he
power spectrum (higher power values) and in the amplitude histogram (higher
probability of higher values). The clipping effect can be seen in the amplitude
histogram, as is not continuous (hence not gaussian); the probability of the
maximum and minimum values is higher than that of any other value.
1.4.2 Envelope Signals of Pulse-Shaped Multibit Modula-
tions
The envelope signals of pulse-shaped multibit modulations are unipolar, base-
band, continuous-time and with DC component. Different modulations yield
different envelope signals, although the differences are not significant. Two
representative examples, the envelope signals of QPSK and 64-QAM, are in-
cluded in figure 1.22, which shows their time waveforms, power spectra and the
cumulative-power frequency distribution.
The envelope signals of pulse-shaped multibit modulations are not bandlim-
ited [15]. Yet more than 85 % of the power is conveyed at DC; furthermore,
more than 98 % of power is conveyed within the first modulation’s chip rate
(including DC). Unfortunately, the current and upcoming communication stan-
dards define wide chip rates, in the range of several MHz; e.g. in UMTS the
chip rate is 3,84 Mcps, the envelope signal’s 98 %-bandwidth is hence 3,84 MHz.
Regarding the time waveform of the envelope signals, the amplitude peak-to-
RMS ratio is 2,3 in envelope of 64-QAM, whereas it is 1,9 in envelope of QPSK.
The amplitude histogram is approximately gaussian in both cases, although the
parameters (mean and variance) depend upon the modulation (see figure1.23).
10Sample extracted from Wolfgang Amadeus Mozart’s Hornkonzert Nr.3 Es-dur, KV 447
- Allegro, from the album Hornkonzerte Nr. 1-4; the sample comprises 35 seconds of music
(60 s− 95 s). Data directly extracted from the original CD.
11Sample extracted from Rammstein’s Rosenrot, from the album Rosenrot; the sample
comprises 33 seconds of music (93 s− 126 s). Data directly extracted from the original CD.
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(middle plot) and amplitude histogram (lower plot) of two audio signals. Simulation
performed using the configuration D.4.2.
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1.4.3 General Problem Statement and Main Objectives
Despite the heterogeneous nature of audio and envelope signals, the power-
amplification challenge can be stated in a similar way for both audio (including
portable and high-power applications) and envelope tracking applications. Cer-
tainly, as discussed above, audio signals effectively behave as bipolar 20 kHz-
bandlimited signals (yet strictly speaking, they are bandpass signals). On the
other hand, envelope signals either are bandlimited as well (ET) or can be ap-
proximated by bandlimited signals (EER), typically in the range of MHz.
Therefore, in both cases, a bandlimited signal must be power amplified with
maximum efficiency, i.e. with a switching amplifier. Due to the efficiency-
distortion trade-off of switching amplifiers, the challenge is to reduce the am-
plifier’s switching frequency whilst still achieving satisfactory tracking (e.g. a
switching audio amplifier in which switching losses must be reduced to use a
smaller and lighter heatsink) or, alternatively, to properly track faster signals at
a specified switching frequency (e.g. a linear-assisted envelope amplifier operat-
ing at the maximum switching frequency bearable by the technology, the wider
the switching amplifier’s tracking bandwidth, the lower the power supplied by
the linear amplifier).
In either scenario, with the goal of addressing the efficiency-distortion trade-
off of switching amplifiers, this research explores system-level techniques to re-
duce the distortion generated by switching amplifiers when power-amplifying
a bandlimited signal (without increasing the switching frequency), i.e. to re-
duce the ratio of the amplifier’s average switching frequency to the amplifier’s
tracking bandwidth required for satisfactory tracking. Despite the different ar-
chitectures for high-efficiency power amplifiers (closed-loop and linear-assisted),
this general statement is valid in both cases, since the performance of all power
amplifiers including a switching amplifier is limited by the efficiency-distortion
trade-off of switching amplifiers.
This research has been carried out at system level because, in recent years,
most performance and efficiency improvements have been achieved at transistor
or layout level, by minimising the energy loss in each switching event [13]. Whilst
these improvements allow operating at higher switching frequencies and hence
tracking faster signals, it is possible to further extend the amplifier’s tracking
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bandwidth at system level, by using alternative modulations and/or topologies.
This alternative strategies may allow reducing the ratio of the amplifier’s av-
erage switching frequency to the amplifier’s tracking bandwidth required for
satisfactory tracking.
For analyses at system level, bandlimited flat-spectrum signals properly
model the actual reference signals. Besides, defined in this way, the problem
is not stated for any specific application; it is about analysing structure and
the operating principle of high-efficiency power amplifiers. The results can be
afterwards particularised to a specific application considering its specific details,
if necessary.
1.5 State of the Art
State-of-the-art high-efficiency power amplifiers (and regulators) are mostly
closed-loop. Particularly in applications such as audio (especially portable and
battery-powered), DC-to-DC regulation (including power supplies for portable
devices such as mobile phones) and utility grid feeding (power injection through
grid-interactive inverters), amplifiers based on closed-loop switching converters
are quite consolidated and corner the market, well ahead of any other kind of
amplifier.
Most research in state-of-the-art switching amplifiers is focused in optimising
their performance by fine-tuning the design (transistor or layout-level improve-
ments). As a representative example [16], the research in switching audio am-
plifiers for mobile applications is focused in minimising implementation-induced
effects such as of dead time, digital modulators or settling time.
The efficiency-distortion trade-off of switching amplifiers is often addressed
using design techniques which where originally intended to improve the per-
formance of switching regulators. Pursuing to explore alternative techniques
for switching amplifiers, some system-level techniques specifically developed to
improve the performance of switching regulators are also analysed next.
1.5.1 Closed-Loop Switching Power Amplifiers
The most common design strategy of closed-loop switching amplifiers is the
classical fixed-frequency PWM compensated by linear control techniques. This
strategy has been successfully applied to both regulators and amplifiers and,
nowadays, its use is widespread. For instance, most audio switching ampli-
fiers for portable battery-powered applications are based on a second-order full-
bridge converter, driven by a triangle PWM operating at switching frequencies
in the range of hundreds of kHz [16].
The key of the success of closed-loop amplifiers in these applications (audio,
grid-interactive inverters and regulators) is the low bandwidth of the signals to
track. Indeed audio signals, the widest signals in these three applications, are
bandlimited to 20 kHz. When tracking these kind of signals, it is feasible to
mitigate the audible distortion (due to output ripple) by increasing the switch-
ing frequency, as state-of-the-art switching converters can operate at switching
frequencies in the range of hundreds of kilohertz, even at a few megahertz, with
reasonable high efficiency [17].
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Furthermore, outband audio specifications are not very strict (signals in the
range of hundreds of kilohertz are not audible) and thus the high-frequency
distortion due to output ripple is not a significant drawback.
Since audio signals are bipolar (the DC component is not audible), audio
switching amplifiers are based on a full-bridge converter. This topology is ca-
pable of generating a multi-level output (specifically, three levels: ±VG and
GND); this feature is often used in switching audio amplifiers.
3-Level Audio Switching Amplifiers
Full-bridge converters for audio applications can be driven as two independent
buck converters, one tracking the input signal xi(t) and the other one tracking
the inverted input signal −xi(t), see figure 1.24.
If properly designed, a power-amplified input signal is applied at the load’s
positive end v+o ≈ xi(t), whereas a power-amplified inverted input signal is
applied at the load’s negative end v−o ≈ −xi(t). The load is therefore subdued
to a (differential-mode) voltage signal
x˜(t) = v+o − v−o ≈ 2xi(t) (1.22)
hence this scheme not only properly tracks the input signal but also doubles the
supply voltage dynamic range VG.
Even though by driving a full-bridge converter with this modulation strategy
a 3-level switching signal z˜(t) is generated (defined as the voltage difference
between the full-bridge converter’s ends, i.e. before the inductors),
z˜(t) = z˜p(t)− z˜n(t) (1.23)
this modulation strategy is not a multi-level modulation. Indeed the modula-
tion is a regular 2-level PWM. The combination performed by the full-bridge
converter (floating output) results in three different differential-mode voltages
(applied before the inductors). The generation of multiple levels is therefore
due to the full-bridge topology and not due to the modulation. Note that this
strategy of independently driving each buck converter is not limited to PWM;
it can be applied with any two-level modulation.
The 3-level switching signal z˜(t) only aids in modelling and analysing the
amplifier’s performance, as the performance achieved by this driving strategy is
equivalent to the performance achieved by a 3-level buck converter (this analogy
is further discussed in section 5.3).
Figure 1.24 shows an example of an audio switching amplifier based on a
full-bridge converter, operating in open-loop, driven as two independent buck
converters. The modulation used is PWM, but this driving strategy can be used
with any modulation. Actual amplifiers are designed to operate in closed-loop
(each buck converter has its own control circuit) and the negative modulator
would probably use an inverted carrier c′(t) = c(t − td) (because of the delay
added by the inversion block when generating the inverted reference signal), but
the operating principle is the same.
This driving strategy is simple to implement and yields some of the benefits
of multi-level operation, although the intermediate level in the 3-level switching
signal z(t) is generated by driving both buck converters either ON or OFF
(high common-mode voltage). Multi-level modulations and common-mode and
differential mode voltages are further analysed in chapters 5 and 7.
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displayed).
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1.5.2 System-Level Enhancements for Switching Ampli-
fiers
Despite the popularity of closed-loop switching amplifiers and their good per-
formance, some system-level enhancements have been explored to improve their
performance. These enhancements have not had commercial success, but they
indeed provide insights about how to address the efficiency-distortion trade-off of
switching amplifiers. The most promising and relevant techniques are described
next.
Self-Oscillating Amplifiers
In closed-loop switching amplifiers, it is possible to improve the tracking band-
width by using unstable control loops. Even if no reference signal is applied to
the amplifier, it keeps oscillating (self-oscillating amplifiers).
In self-oscillating amplifiers, the control loop is designed to deliberately
destabilise the amplifier (e.g. by adding a time delay or a phase-shift) [18],
thus converting it in an oscillator. Note that the standalone modulator is sta-
ble, such as a fixed-frequency PWM.
In phase-shift self-oscillating amplifiers, the control loop is designed so that
the transfer function has unity gain at 180 o (the loop is unstable and hence the
amplifier oscillates). This technique has been applied to audio amplifiers [19]
and it significantly improves the THD+N performance, yet it is very sensitive
to EMI (in multichannel applications such as stereo, it results in crosstalk).
Asynchronous Σ∆ Modulator
Asynchronous Σ∆ Modulator (AΣ∆M) is a continuous-time modulator [20],
which generates an analogue two-level switching signal z(t) by integrating the
difference between the discrete-amplitude signal z(t) and the reference signal
x(t), see figure 1.25 [21]. The principle of operation and the performance of this
modulator is further analysed and described in section 4.2.
Despite AΣ∆M is well-known [20], different names have been used to refer
to it. Regardless of the name, this modulator (consisting of an integrator and a
hysteresis comparator) has been used to achieve very low THD values in audio
applications [22], [23]. The switching signal z(t) is generally sensed after the
power switches and the switching frequency is experimentally tuned by adjusting
the integrator gain and/or the hysteresis width.
Different techniques to achieve constant switching frequency have been pro-
posed [24]. Despite AΣ∆M has a built-in fast feedback loop (there is no filtering
or compensation in the feedback loop), it can be applied to both open-loop and
closed-loop designs.
Note that the switching frequency of switching amplifiers based on asyn-
chronous modulations (e.g. AΣ∆M) is not set by an external oscillator; instead,
the system locks to a certain frequency depending on the modulator and the ref-
erence signal. Because of this adaptive principle of operation, switching ampli-
fiers based on asynchronous modulations are often referred as “self-oscillating”
in the literature. Nevertheless this work distinguishes between switching am-
plifiers based on asynchronous modulations, in which the modulator itself is an
oscillator, and self-oscillating amplifiers, in which the oscillation is caused by
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the control loop and not to the modulation (e.g. in open-loop they do not os-
cillate). For instance, a standalone AΣ∆M is already asynchronous and hence
a closed-loop amplifier based on an AΣ∆M is asynchronous as well.
Click Modulation
This modulation was presented in 1984 [25] pursuing signal prefect recovery in
high-distortion conditions, in the context of analogue signal processing. Despite
this modulation was not originally intended for switching systems, it can also
be applied to switching amplifiers. The peculiarity and unique feature of this
modulation is that, if using an appropriate filter, the information conveyed
by the reference signal x(t) can be perfectly recovered from the click modulated
two-level switching signal z(t), i.e. the original information is preserved (neither
PWM nor AΣ∆M allow perfect recovery by low-pass or bandpass filtering, see
chapter 4 for further details).
Given that zero-crossings are more robust against distortion than amplitude,
click modulation encodes the information conveyed by the reference signal x(t)
within the zero-crossings of a bandlimited signal s(t), suitable for transmission
over highly distorting channels. The bandlimited signal s(t) can be afterwards
clipped, leading to a two-level switching signal z(t) which preserves the original
information.
The encoding process described by this modulation is more complex than
that of conventional switching modulations. Click modulation describes a sort
of pulse-position modulation leading to a sequence of equal-intensity impulses
or clicks g(t)
g(t) = pi
∞∑
k=−∞
δ(t− tk) (1.24)
where δ(t) stands for the Dirac delta function, so that a desired bandpass signal
1.5 State of the Art 45
x˙(t) may be obtained by filtering the clicks, i.e.
x˙(t) = g(t) ∗ h(t) = pi
∞∑
k=−∞
h(t− tk) (1.25)
where h(t) is the impulse response of a suitable band-pass filter. If x(t), the
bandpass reference signal12 whose derivative is x˙(t), is sufficiently small, x(t)
can be obtained as
x(t) =
∫ ∞
−∞
z(τ)h(t− τ) dτ (1.26)
where z(t) is a two-level switching signal simply related to g(t), the impulse
train.
The time instants tk, which indeed convey the reference signal’s information,
are found as zeros of the bandlimited signal s(t). Referring to figure 1.26, the
signal s(t) is generated through the reference signal x˙(t), its Hilbert transform
ˆ˙x(t) and an analytic exponential modulator, which furnishes the outputs
W (t) = eˆ˙x(t) cos (x(t)) (1.27)
Y (t) = −eˆ˙x(t) sin (x(t)) (1.28)
These two signals W (t) and Y (t) are low-pass filtered, yielding the signals
w(t) and y(t) respectively. The bandlimited signal s(t) can be the generated by
combining both low-pass filtered signals
s(t) = w(t) cos(ω1t+ ϕ) + y(t) sin(ω1t+ ϕ) (1.29)
where ω1, the carrier frequency, is constrained by the bandpass and the stopband
of the low-pass filter.
The properties of this modulation [26] make it a candidate of interest for
switching amplifiers. Compared to PWM, since the original information is pre-
served, it may be possible to reduce the switching frequency and still properly
track the reference signal (i.e. reduce the amplifier’s switching frequency with-
out reducing the amplifier’s tracking bandwidth).
Click modulation has been successfully implemented and applied to audio
applications [27], [28], [29]. Even though analogue circuitry was suggested to
implement the analytic exponential modulator [25], click modulation has only
been implemented digitally, with Digital Signal Processors (DSPs).
Nevertheless, this modulation is not used in commercial designs because
the tracking fidelity improvements achieved by this modulation are challenged
by its implementation hardness (especially in the upcoming MHz-bandwidth
applications). Furthermore, a reduction of the switching frequency does not
necessarily involve an efficiency improvement, especially in low-frequency (e.g.
audio) applications.
Indeed, the power-loss saved due to the reduction of the switching frequency
could be lower than the additional power consumed by the click modulator and
12The constraint of the reference signal x(t) being bandpass instead of low-pass, only involves
that, with regard to the modulator’s dynamic range, the average of the reference signal x(t)
must be Zm (midpoint of the modulator’s input dynamic range). Any low-pass signal with
no DC component can be modulated with click modulation.
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Figure 1.26: A click modulation system. Only the delay of the Hilbert transform block
τ is explicit, since this delay must be properly compensated.
the higher output ripple. Note that a reactive filter attenuates the output ripple
but it does not consume power (high-efficiency power-processing), whereas if the
output ripple is supplied to the speaker, it is played (i.e. it consumes power),
despite not belonging to the human audible frequency range.
Compared to conventional PWM-based audio switching amplifiers, the im-
provements in terms of tracking error are not significant, since other distortion
sources such as dead time or EMI limit the amplifier’s performance thus masking
the distortion-less feature of click modulation.
Like AΣ∆M, click modulation has also been referred as “Zero-Position-
Coding with Separated Baseband” (SB-ZePoC) in the literature, although the
modulation algorithm is the same.
Optimum-Time Control and Minimum-Time Control
The computation capabilities of state-of-the-art digital controllers and modula-
tors, allow to perform real-time operations to optimise each switching event. In
particular, it is feasible to, based on the evaluation of the system trajectories,
evaluate the optimum time instants so that the power converter reaches the
desired state with only two transitions [30].
This technique has been successfully applied to different applications, in-
cluding servomechanisms to position the head of hard-drives [31], [32], [33].
Nevertheless, the application field of these techniques (i.e. the bandwidth of the
signals to track) is strongly constrained to the computation capacity and the
circuit (or mechanism) to control.
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1.5.3 State-of-the-Art Switching Regulators
The classical linear closed-loop design strategy has been successfully applied
to switching regulators. Regardless of its good performance, alternative tech-
niques have also been explored targeting additional features such as enhanced
robustness against load variations.
The specifications for switching regulators are different than the specifica-
tions of switching amplifiers. For instance, typical specifications for switching
regulators often require fast transient responses to handle sudden and wide load
variations or accepting a wide range of supply voltages.
Recent research has been focused in exploring asynchronous modulations
(mostly sliding mode control) and multi-level operation. Non-linear switching
converter topologies have also been explored.
Sliding Mode Control
Sliding mode control [34] is a control technique for switching power converters,
originally intended for regulators, which does not rely on the averaged model.
Instead, it defines an error vector ev (1.30), through which the converter can be
modelled.
Although this control strategy was originally intended for regulators, it can
also be applied to switching amplifiers. The ratio of the switching frequency to
the amplifier’s tracking bandwidth is lower than in classical linear controllers,
since sliding mode control does not rely on the quasi-static approximation (still
a similar approximation is necessary to approximate the input signal xi(t) by
a slow-varying signal, although this constraint is less severe). However, this
control technique is not as popular as classical control techniques in switching
amplifiers because its implementation generally results in non-constant switch-
ing frequency.
Analysing sliding mode control in more detail, the error vector ev is defined
as
ev :=
[
(v − V ∗) · · · d
N−1 (v − V ∗)
dtN−1
]
(1.30)
where v stands for the variable to control (typically the output voltage) and V ∗
stands for the reference signal. The converter can be modelled and expressed in
terms of the error vector
e˙v = f0(ev) + f1(ev)z(t) (1.31)
The sliding mode controller imposes a specific dynamics to the system (error
dynamics). By defining the proper gain vector G := [g0 · · · gN−1], the differen-
tial equation G · evT = 0 expresses the dynamics which converges to the desired
value (i.e. v → V ∗ when t → ∞, see figure 1.27). The differential equation is
usually written as a switching surface σ(v, t)
σ(v, t) := G · evT =
N−1∑
i=0
gi
di(v − V ∗)
dti (1.32)
The main feature of this control technique is robustness, since the controller
always leads the system to the switching surface, and keeps it there once it is
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Figure 1.27: System trajectories in the phase plane in a sliding mode control, using
the surface σ(t) = λe˙(t) + e(t).
reached. Formally, the value of the control variable is chosen so that
σ(v, t) σ˙(v, t) < 0 (1.33)
The control law is designed using the equivalent control (the control value
when the system is on the switching surface, zeq). Switching converters generally
comprise two states, which can be modelled as zmin and zmax. If the controller
is properly designed zmin < zeq < zmax, therefore the control law is given by the
sign of σ(v, t) {
σ < 0⇒ z > zeq ⇒ z = zmax
σ > 0⇒ z < zeq ⇒ z = zmin (1.34)
Note that this control technique already provides the control signal z(t), i.e.
the modulator is built-in the controller. As the previous expression shows, the
switching frequency is not set by any external signal and hence this modulator
is asynchronous. Nonetheless, sliding mode control applied to switching systems
leads to unbounded (infinite) switching frequencies. Indeed the equivalent con-
trol zeq ∈ (zmin, zmax), but z ∈ {zmin, zmax} and hence the controller drives the
system to continuously switch (there exist techniques to bound the switching
frequency, see below). Figure 1.28 summarises sliding mode control in a block
diagram.
Pseudo-Sliding Mode Control
The robustness against load variations and fluctuations in the supply voltage
and the enhanced transient response makes sliding mode control a candidate of
strong interest for regulators, especially for Voltage Regulator Modules (VRMs)
for microprocessor supply.
Unfortunately, pure sliding mode control is not feasible in switching systems,
as the desired dynamics can only be achieved operating at infinite switching
frequency. There exist several approaches to implement sliding mode control at
bounded switching frequencies, although the dynamics and the performance is
an approximation to the sliding case (pseudo-sliding mode control).
In pseudo-sliding mode, since the switching frequency is finite, the system
is not able to reach the switching surface. Instead it keeps chattering around it
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Figure 1.29: System trajectories in the phase plane in a pseudo-sliding mode control,
using the surface σ(t) = λe˙(t) + e(t).
(see figure 1.29), according to the switching frequency. The different approaches
of pseudo-sliding mode control are aimed at reducing or bounding chattering,
as well as achieving additional features such as constant switching frequency.
Zero Order Hold The first approach consists in simply adding a zero order
hold after the comparator, operating at a switching frequency fz much higher
than the amplifier’s switching frequency fs. This sampled approach is simple to
implement, but it yields a variable switching frequency which is highly depen-
dent upon the sampling frequency and the converter’s parameters.
Hysteresis Bandwidth This technique consists in adding hysteresis (of con-
stant width δ) to the comparator [35]. This approach is also very simple to im-
plement (a hysteresis comparator can be implemented with analogue circuitry).
The performance in terms of system dynamics and voltage error are similar
to pure sliding mode control. The switching frequency is variable, although its
value is given by
fs =
∂σ
∂X
g(x)
2δ
(
(zmin − zeq) (zeq − zmax)
zmin − zmax
)
(1.35)
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where X denotes the state vector and g(x) is defined as dX/dt = f(x) + g(x)z
(often, in practical designs, the hysteresis width is experimentally tuned).
Note the similarity between the hysteresis bandwidth quasi-sliding approach
and AΣ∆Ms. Indeed, by defining the switching surface
σ(t) =
∫ t
−∞
(z(τ)− xi(τ)) dτ (1.36)
then both systems are the same. AΣ∆Ms can be therefore analysed using the
theory of sliding mode control.
However, sliding mode control has been developed to track constant input
signals, not bandlimited signals. The generalisation of the sliding theory to
bandlimited signals is still to be addressed [36]; sliding mode control is only
applied to signal tracking under quasi-static conditions.
Adaptive Hysteresis As expression (1.35) shows, the switching frequency in
hysteresis bandwidth pseudo-sliding mode control depends upon the hysteresis
bandwidth δ. This dependency can be used to tune the switching frequency
[37]. Using a proper adaptive hysteresis law, the switching frequency may be
constant [38], [39], although, depending on the implementation, the required
hysteresis width could depend upon the converter’s parameters.
External Synchronisation Signal It is also feasible to lock the switching
frequency using an external synchronisation (reset) signal, an alternate impulse
train, added at the comparator’s input [40]. This signal forces the system to
switch at a certain rate fs, and the duty cycle within each switching period is
determined by the circuit conditions. Whilst this scheme locks the switching
frequency, it also modifies the system dynamics, thus resulting in a system whose
dynamics, compared to pure sliding mode control, is significantly degraded.
Hybrid Controllers (PWM-Sliding Mode Control)
The theory of sliding mode control can be used to enhance the performance of
conventional modulators, specifically, to generate the reference signal x(t) (see
figure 1.30). This hybrid approach has been applied to fixed-frequency PWM.
Equivalent Control A possible approach consist in computing the equivalent
control zeq and use this value as reference signal x(t), with an optional zero-
order hold to keep the reference signal x(t) constant within each switching period
(equivalent control [41]). However, even if controlling a buck converter with a
simple surface such as
σ(t) = λde(t)dt + e(t) (1.37)
the equivalent control depends upon the system parameters zeq = f(L,C,RL),
which results in a degradation of the robustness against load variations and input
voltage fluctuations. This degradation challenges its tracking error performance,
which is better than in any other quasi-sliding or hybrid approach. Because of
this reason, this technique is seldom used in actual designs.
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Zero Averaged Dynamics A more complex approach is Zero Averaged Dy-
namics (ZAD) [42]. In ZAD the reference signal x(t) is generated so that the
average of the switching surface is zero within each switching period (hence the
ZAD name, see figure 1.31)
〈σ(x, t)〉 := 1
Ts
∫ (k+1)Ts
kTs
σ(x, τ) dτ = 0 ∀k ∈ Z (1.38)
The duty cycle d fulfilling (1.38) is a non-linear function of the initial condi-
tion σ0 (the value of the surface at the beginning of the switching period) and
it requires estimating the derivatives of the switching surface.
d = 1−
√√√√√ σ˙|z=zmax − 2σ0Ts
σ˙|z=zmax + σ˙|z=zmin
(1.39)
The implementation of ZAD must therefore be digital. In digital imple-
mentations, the minimum duty cycle is set by the modulator’s computation
time tc. This value limits the minimum duty cycle which, effectively, limits
the amplifier’s tracking bandwidth. tc can be reduced by increasing the mod-
ulator’s computation capabilities, which generally involves increasing its power
consumption. Using state-of-the-art technology, it is feasible to implement ZAD
for grid-interactive inverters.
Despite the finite switching frequency and the PWM, ZAD exhibits similar
properties than sliding mode control. Compared to a PWM based on linear
control techniques, ZAD improves the trade-off between steady-state error and
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transient recovery time (yet the equivalent control technique exhibits better
performance than ZAD).
End of Point Prediction
Regulators are also used in ET applications (adaptive supply for RFPAs) in
which the envelope signal is approximated by a discrete-amplitude signal [43].
For these applications, targeting to improve the converter’s transient response,
the End of Point Prediction (EPP) technique was proposed [44]. EPP consists
in feedforwarding the reference voltage to the output of the controller circuit,
thereby anticipating the controller compensation. Whilst this technique im-
proves the transient response, its application is limited to fixed-frequency PWM
regulators, delivering a discrete-amplitude voltage.
Parallel-Connected Converters
In some applications such as VRMs for microprocessors, the inductor current
and/or the output current are very high; dealing with very high currents is
challenging. A common technique to address this issue consists in parallel-
connecting several identical converters (a parallel-connected converter consisting
of N identical subconverters, see the example in figure 1.32).
By using this parallel-connected configuration, the output current of all sub-
converters are added at the output stage and hence each subconverter only
handles a fraction (precisely Io/N) of the output current Io. If all subconvert-
ers are driven by the same two-level switching signal z(t), the parallel-connected
converter behaves as a high-power regular converter.
Note that the output capacitors of all subconverters are parallel-connected
and hence they can be added in a single capacitor. The output capacitor is
shared in any voltage-output subconverter topology.
Also note that, since the output current of all subconverters are added, so
are the output ripples of each subconverter. If these output ripples are not the
same (i.e. their time waveforms do not coincide), their addition may partially
cancel them out, yielding a low-ripple output current io(t).
Multi-Phase Converters Parallel-connected converters can be upgraded by
driving the subconverters with different switching signals z(t). This technique
is generally implemented by driving all subconverters with a PWM operating
at the same switching frequency fs, but using different phases in the carrier
signal ci(t) of each subconverter [45] (multi-phase converters). Using the proper
phase-shifts, the ripples in each subconverter or phase may partially cancel out,
thus minimising the output ripple of the multi-phase converter.
Let us consider a simple case, a two-phase buck converter (consisting of two
triangle PWM-based buck subconverters). A phase-shift can be added to one
carrier signal, e.g. 180 o or pi rad
c1(ωst) = c0(ωst+ pi) ∀t ∈ R (1.40)
so that the steady-state inductor currents in both phases are phase-shifted
as well. When adding the current of both phases, the ripple signals par-
tially cancel out, thus minimising the output ripple of the 2-phase buck con-
verter. This example is illustrated in figure 1.32; compared to the case with-
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Figure 1.32: Buck parallel-connected converter. Example showing a buck converter
consisting of N buck subconverters. Displayed waveforms correspond to N = 2, show-
ing the output current without interleaving (grey), the output current with interleav-
ing (solid black) and the current through each inductor (with interleaving, dashed and
dotted lines).
out phase-shift (i.e. c0(t) = c1(t) in grey), the peak-to-peak output ripple is
∆io = 0,34∆io_single_phase.
Actual parallel-connected converters use several phases, to further reduce
the output ripple. The phases are generally regularly separated, although due
to practical limitations, there exists an optimum number of phases (depending
on the technology and the application) beyond which, more phases do not yield
further performance improvements [9]. The phase-shifts are generally given by
ci(ωst) = c0
(
ωst+
2pi
N − 1 i
)
∀t ∈ R, i = {0, . . . , N − 1} (1.41)
where n is the number of phases.
Because of the output ripple reduction, with multi-phase converters it is
feasible to fulfil the specifications with smaller reactive components (high ripple
in each phase, but low output ripple). Smaller reactive components lead to faster
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system dynamics, i.e. enhanced transient responses. This technique is widely
used in state-of-the-art Voltage Regulator Modules (VRMs) for microprocessor
supply, because it allows both providing a voltage with low ripple and handling
sudden and wide load variations (fast transient responses).
Note that with this technique, the output ripple is not eliminated (as in
linear-assisted amplifiers); instead it is partially cancelled out or not gener-
ated. The ripple is reduced without compromising the converter’s efficiency:
even though the number of switches increases, the power involved in every sin-
gle switching event (which mainly determines the power-loss in each switching
event) is only a fraction of that in a hypothetical equivalent single-phase con-
verter, i.e. switching losses are not significantly increased.
Although this technique was originally proposed for regulators, to improve
the transient response and reduce the output ripple, the ripple-reduction fea-
tures of this technique makes it a candidate of interest for switching amplifiers.
The multi-phase technique has been generalised and applied to audio switching
amplifiers, to address the efficiency-distortion trade-off (multi-phase full-bridge
converters consisting of n full-bridge subconverters connected in parallel, each
of them driven by a fixed-frequency PWM with a different phase, Parallel Phase
Shifted Carrier Pulse Width Modulation).
Parallel Phased Shifted Carrier Pulse Width Modulation Parallel
Phased Shifted Carrier Pulse Width Modulation (PSCPWM) is the applica-
tion of multi-phase techniques to signal tracking. The converter’s structure is
the same than in multi-phase converters: several identical buck subconverters
connected in parallel and sharing the output capacitor; all subconverters are
supplied from the same supply voltage and driven with different phases. The
structure can be applied to unipolar signals (all subconverters are connected in
parallel and the load is grounded) or to bipolar signals (the load floats and each
of its ends is driven by half of the subconverters, see figure 1.33).
Each buck subconverter generates a 2-level PWM voltage signal (the levels
are GND and the supply voltage VG), which is subsequently converted into
current by an inductor; the output current of all subconverters are then added,
yielding harmonic cancellation if driving the subconverters with the proper
phases.
The analysis of the output ripple reveals that, due to harmonic cancellation,
PSCPWM achieves the same performance in terms of distortion (spectral con-
tent of the output ripple) than multi-level PWM (multi-level PWM is described
in the next subsection and in section 5.3). It is therefore possible to establish
an analogy between PSCPWM and multi-level PWM.
It is important to note that regardless of harmonic cancellation, N -PSCPWM
is not a multi-level switching modulation; it is a combination of two-level mod-
ulations instead. Similarly to multi-phase converters, no multi-level switching
voltage signal is generated with this configuration.
PSCPWM was originally proposed for audio applications, i.e. bipolar config-
uration, with each subconverter driven by constant-frequency PWM [46], [47].
The scope was to reduce the output ripple across the load RL by taking ad-
vantage of harmonic cancellation. Several variants were proposed, including
carriers with other waveforms (leading edge and trailing edge sawtooth PWMs)
and a topology or switching power stage for multi-level PWM synthesis.
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Figure 1.33: Parallel phase shifted carrier pulse width modulation. Example showing
a bipolar converter (full-bridge topology) and the modulator for the first full-bridge
sub-converter.
Implementation details may vary depending on the variant, but they are all
based on the same operating principle. Let us consider a unipolar converter
consisting in N buck subconverters. Each buck subconverter tracks the input
signal x(t) and is driven by a different carrier ci(t). The carriers are phase-
shifted so that they are regularly distributed (see figure 1.34). In this case, the
load would be supplied with N + 1 effective different levels.
ci(t) = c1
(
t+ 2pi
N
(i− 1)
)
∀t ∈ R, i = {1, . . . , N} (1.42)
In bipolar configurations, the load is driven by two sets of subconverters; let
us upgrade the previous example to a bipolar converter by connecting N/2 of
the buck subconverters to the load’s negative end (still N buck subconverters
in total, as figure 1.33 shows). The buck subconverters connected at the load’s
positive end track the input signal x(t) and are driven by carriers ci(t) (with
i = 1, . . . , N/2, i ∈ N), whereas the buck subconverters connected to the load’s
negative end track the inverted reference signal −x(t) and are driven by car-
riers c′i(t) (with i = 1, . . . , N/2, i ∈ N). Three different phase strategies were
proposed, each one with its own advantages and drawbacks (analysed in [47]);
in type I, all phase-shifts are different but all phases are equally distributed (as
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Figure 1.34: Phase-shifted carriers for unipolar phase shifted carrier pulse width mod-
ulation. Example showing four different phases (N = 4).
in multi-phage regulators, see figure 1.34).
c′i(t) = ci
(
t+ 2pi
N
)
ci(t) = c1
(
t+ 4pi
N
(i− 1)
)
, i = 1, . . . , N/2
(1.43)
In type II the phases are the same for each symmetrical buck subconverter,
but they are not equally distributed.
c′i(t) = ci (t)
ci(t) = c1
(
t+ 2pi
N
(i− 1)
)
, i = 1, . . . , N/2
(1.44)
Type III is like type II, but the phases in each set of subconverters are equally
distributed.
c′i(t) = ci (t)
ci(t) = c1
(
t+ 4pi
N
(i− 1)
)
, i = 1, . . . , N/2
(1.45)
There exists controversy in defining the switching frequency in multi-phase
systems; it can be defined according to the number of switching events or ac-
cording to the carriers’ frequency. This controversy is discussed in section B.3.
Multi-Level Switching Regulators
Another technique to reduce the output ripple in switching converters, without
increasing the switching frequency, consists in supplying the converter with
several different supply voltages (multi-level converters). Multi-level converters,
instead of generating a two-level switching signal (whose value can only be either
VG or GND), can generate a multi-level switching signal (whose value can be
GND or any supply voltage Vi, with i > 0 and i ∈ N− 1 if using N − 1 supply
voltages and GND).
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The extension to multiple levels is one of the most effective and promis-
ing techniques to address the efficiency-distortion trade-off of switching power
processing. Multi-level switching power amplifiers consist of a multi-level mod-
ulation and a multi-level switching power converter. The operating principle is
the same than that of regular (2-level) switching power amplifiers, although the
discrete-amplitude signal z(t) in multi-level amplifiers comprises N levels in-
stead of two (N > 2, N ∈ N). Both the reference signal x(t) and the recovered
signal x˜(t) are analogue (i.e. continuous-time).
Multi-level amplifiers have been mainly used in audio, targeting filterless
power amplifiers, although they have also been used in ET (approximating the
envelope by a discrete-amplitude signal) [48].
Multi-Level Modulations The most common multi-level modulation in
switching regulators and inverters is multi-level PWM. The natural extension
of 2-level PWM to multiple levels is by using a carrier between each pair of
adjacent levels (N − 1 amplitude-shifted carriers). Within each carrier (or en-
coding slot), the switching signal is generated as in a regular 2-level PWM.
Even though this modulation has already been used in different applications,
especially in inverters, many different variants have been reported in the liter-
ature [49], including different phases in each amplitude-shifted carrier [50] or
even different frequencies [51] to adapt the encoding dynamics to the dynamics
of the signal to track. The performance of multi-level pulse width modulation,
including different variants, is in-depth characterised in section 5.3.
Other multi-level modulations have been reported in the literature, target-
ing switching amplifiers. These designs are based on a high-order Σ∆ modula-
tor (generally mixing both continuous-time and discrete-time implementations),
which generates a high-frequency 1-bit datastream. By upgrading the quantiser
to multiple levels, multi-level amplification is achieved [52]. In order to con-
trol (reduce, in this case) the switching frequency, the hysteresis width of the
quantiser is dynamically adapted using a slow control loop (the dynamics of
this loop and hence the dynamics of the hysteresis width are much slower than
the reference signal’s dynamics), so that the average switching frequency is the
desired one [53].
Multi-Level Switching Converter Topologies Different multi-level switch-
ing converter topologies have been presented in the literature, mainly targeting
multi-level switching inverters. The most conventional multi-level converter
topology is full-bridge, driven as a 3-level converter [16].
In multi-level inverters, conventional full-bridge converters are upgraded
with multiple supply voltages [54], to generate more output voltage levels. Fur-
ther description and the characteristics of multi-level full-bridge converters can
be found in chapters 6 and 7.
Besides inversion, the idea of using multiple supply voltages to generate a
multi-level output signal has been recently applied to envelope amplifiers [48],
to supply a linear amplifier with variable voltage (yet discrete voltage values).
These topologies rely on different supply voltages to generate different volt-
age levels. There exist other topologies which, by using flying capacitors, are
able to generate intermediate voltage levels [55], see figure 1.35. In this topology,
the capacitors are charged to a fraction of the supply voltage VG, thereby pro-
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Figure 1.35: Single supply N-level buck converter (flying capacitor topology)
.
viding additional supply voltages. This topology has been tested for envelope
tracking applications [56].
Non-Linear Converter Topologies
Apart from the linear converter topologies (buck and full-bridge), using non-
linear converter topologies in switching amplifiers has also been explored. These
topologies are more difficult to control, but they yield enhanced features such as
supplying voltages beyond the supply voltage or continuous input and output
currents. For instance, the boost converter is the most common topology in
PFC applications, because of the continuous input current (note the inductor
in series with the supply).
In the context of switching amplifiers, the suitable converter topologies are
those which are able to step up and step down the supply voltage (i.e. to
deliver output signals from GND to kVG, being k > 1, k ∈ N). Bipolarity can
be achieved with any converter topology by differentially driving the load with
two converters (floating output).
Ćuk Converter The Ćuk topology (see figure 1.36) [57], is a fourth-order
converter topology whose main feature is that both the input and the output
current are continuous. Similarly to the buck-boost converter topology, this
topology reverses the output polarity and is able to step up and step down the
supply voltage.
Vo
VG
= − D1−D D ∈ [0, 1] (1.46)
This converter has been used as voltage regulator [58], although because of the
fourth-order dynamics, this converter is not very popular.
If this converter topology is to be used as amplifier, it is necessary to compen-
sate the non-linear control-to-transfer function (it can be linearised by properly
designing the inductors’ and capacitors’ ESRs [57], but this is generally unfea-
sible in practical designs).
Multipurpose Non-Inverting Converter By merging the buck and the
boost converter topologies, a multipurpose converter is obtained (see figure 1.37).
This topology can be driven as a buck (S3 ON, S4 OFF and S1 and S2 to drive
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Figure 1.37: Multipurpose non-inverting second-order converter. It can be driven as a
buck, as a boost or as a non-inverting buck-boost converter. An additional LC stage
can be added before the load to further filter (smooth) the output signals.
the converter), as a boost (S1 ON, S2 OFF and S3 and S4 to drive the con-
verter) or as a non-inverting buck-boost (ON-state: S1 and S3 ON, S2 and S4
OFF; OFF-state: S1 and S3 OFF, S2 and S4 ON).
This topology is able to step up and step down the supply voltage (not only
as a non-inverting buck-boost, but also as a boost or a buck) and does not
reverse the output polarity. The control-to-output transfer function depends
upon how the converter is driven.
One of the main challenges in this topology is transitioning between the
different operating modes (buck, boost or non-inverting buck-boost) without
distorting the output signal.
A feasible technique to address the transition is by driving the converter as
either a buck or a boost, and starting each cycle with S1 and S4 ON and S2
and S3 OFF. This state can be either the ON-state if driving the converter as
a buck, or the OFF-state if driving it as a boost. By combining a leading and
a trailing sawtooth PWM, the converter can be properly driven.
Using this driving technique [59], this converter has been used in ET, for
adaptive supply for RFPAs. The converter operates at 1,68 MHz to track a
100 kHz signal, with an efficiency close to 90 % over a wide range of conversion
ratios.
There exist other techniques to achieve smooth transition between the buck
and the boost modes. The effects of pulse skipping and discontinuities during
transitions upon the output ripple (distortion) have analysed and characterised
[60].
This converter has also been used as a regular non-inverting buck-boost
converter in ET, for adaptive supply for RFPAs [61]. Supplied from a supply
voltage in the range of 2,7 V to 4,2 V, the converter is able to supply dynamically
adjustable (on-the-fly) voltages in the range of 0,4 V to 4,0 V.
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Figure 1.38: Full-bridge converter with reduced common-mode signal.
Reduced Common-Mode in 3-Level Audio Switching Amplifiers
In some applications (mostly portable) based on the 3-level audio switching
amplifiers, the output filter is omitted in order to save the size, weight and
cost of the reactive components (filterless amplifiers). In such a case, the out-
put common-mode voltage signal can be an issue, especially to comply with
EMI standards such as Federal Communications Commission (FCC) rules and
regulations.
In regular operation of this converter, three differential-mode voltage levels
are possible: positive (one side is set to the supply voltage and the other to
ground, yielding a common-mode voltage of half the supply voltage), negative
(the opposite operation, yielding a common-mode voltage of half the supply
voltage) and zero (driving both sides to the same voltage, either ground or
the supply voltage, yielding a common-mode voltage of ground or the supply
voltage respectively). The common-mode voltage signal therefore switches at
the amplifier’s switching frequency, similarly to the differential-mode signal.
A technique to mitigate the effects of the common-mode voltage signal was
recently presented [62]. This technique bases in upgrading the full-bridge con-
verter with additional transistors (see figure 1.38), so that the zero level can be
generated by driving both sides of the full-bridge converter to half the supply
voltage (yielding a common-mode voltage signal of half the supply voltage).
The common-mode voltage signal is then half the supply voltage in all lev-
els, thereby reducing its spectral power density to a DC component (ideal case).
Note that additional power resources are required to generate the zero level, as
well as additional circuitry is required to properly enable the additional power
transistors. Mainly because of the additional power transistors and the genera-
tion of half the supply voltage, the efficiency degrades between 5 % and 10 %.
Common-Mode Signal Shaping Regarding the common-mode issue in fil-
terless audio amplifiers, a technique to partially shape the waveform of the
common-mode voltage signal was recently reported in the literature [52]. This
technique consists in using a control loop to determine how the zero level is
generated (either by driving both sides of the full-bridge converter to GND or
to the supply voltage VG). With this technique, it is feasible to, for instance,
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to reshape and/or shift the spectral power density of the common-mode voltage
signal to higher frequencies.
1.5.4 Linear-Assisted Power Amplifiers
In recent years, the popularisation of broadband communication standards, even
for mobile applications, has triggered again the research upon switching regu-
lators and amplifiers (mostly for EER and ET). Nowadays, due to the strict
specifications defined by communication masks, the emerging design trend con-
siders linear-assisted power amplifiers. Nevertheless, this design strategy is in a
research stage and has not been widely applied to commercial designs yet.
Linear-assisted amplifiers are being tested in adaptive supply applications,
mainly for WLAN 802.11g and CDMA2000. Adaptive supply for RFPAs is
an emerging topic in power amplification; there are still several different re-
search trends in this field. For instance, different band-separation strategies
have been used in ET, including wideband tracking (sometimes referred as
Wide-Bandwidth Envelope Tracking, WBET) [6], [63] and lowband tracking
(sometimes referred as Average Envelope Tracking, AET) [64], [65].
Despite the different band-separation strategies, all these designs have shown
a performance good enough to be considered candidates of interest. However,
the efficiency of RFPAs based on adaptive supply not only depends upon the
envelope amplifier, but also upon the delay equalisation and the RF modu-
lating stage. As a result, the envelope amplifier (and the band-separation, if
appropriate) must be optimised for each specific application and technology.
More recent research have been focused in optimising the output RF spectral
behaviour [66] with pre-distortion techniques (signal processing) [67], [7], instead
of further enhancing or optimising the envelope power amplifier. The scope is
to simplify the distortion specifications of the envelope power amplifiers, so that
more efficient (yet more distorting) amplifiers can be used and still comply with
communication masks.
Design Techniques for Linear-Assisted Amplifiers
Either wideband or average envelope tracking, there is a common trend in the
design of linear-assisted amplifiers: to reduce the ratio of the average switching
frequency to the amplifier’s tracking bandwidth (even below 1). As a repre-
sentative example [68], a linear-assisted 20 MHz-bandwidth power amplifier (for
WLAN 802.11g applications) operates at 5,3 MHz, yielding an efficiency be-
tween 50 % and 60 % (the efficiency of the standalone switching power amplifier
is 75 %).
In these designs operating at switching frequencies below the reference sig-
nal’s bandwidth, the switching converter is often controlled with a hysteretic
current controller. The switching amplifier supplies a (rough) large slow-varying
current, and the linear amplifier partially drains it or supplies further current
in order to shape it into the desired waveform. The linear current (the current
drained or supplied by the linear amplifier) triggers a hysteresis comparator, so
that when the linear current is too low (the linear amplifier drains too much
current) the switching converter switches to the OFF-state, whereas when it is
too high (the linear amplifier supplies too much current) the switching switching
converter switches to the ON-state.
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Figure 1.39: Hysteretic current controller for a linear-assisted power amplifier. In the
block diagram the power path is highlighted in bold; time waveforms display the linear
amplifier’s output current i1, the inductor current iL and the switching signal z(t).
Figure 1.39 shows the schematic of a hysteretic current controller and the
representative time waveforms. This data has been simulated using similar
values as the ones described in [68]: 20 MHz-bandwidth bandlimited reference
signal, switching frequency of 3,83 MHz and L = 12µH. The voltage supplied
by the switching amplifier must be either the maximum or the minimum of the
dynamic range.
Linear-assisted amplifiers have also been used in audio applications [69], to
achieve high efficiency (more than 90 % delivering 10 W) and low distortion (To-
tal Harmonic Distortion—THD of 0,1 %). In this case, the switching converter
is also controlled with a hysteretic current controller, although it operates at
a switching frequency around 200 kHz (so that the high-frequency distortion is
not audible). There exist other architectures for linear-assisted power amplifiers
[70], which are also candidates of interest for adaptive supply.
Chapter 2
A New Perspective on
Switching Amplifiers
This chapter presents a new perspective on switching amplifiers, aiming to charac-
terise their behaviour when operating at relatively low switching frequencies (non-
conventional operating conditions), thereby allowing to explore their suitability as
high-efficiency power amplifiers. According to the new perspective, this chapter
restates the problem and defines the figures of merit and the comparison metrics
used in this work.
2.1 Motivation
Switching amplifiers are generally designed like switching regulators, but re-
placing the constant-reference signal Vref by a time-varying signal x(t). In order
to achieve good tracking performance relying on this design strategy, the ra-
tio between the amplifier’s switching frequency fs to the amplifier’s tracking
bandwidth f0 (OverSwitching Ratio—OSwR, see appendix B for the formal
definition) must be high, usually upwards of ten.
Consistently with the scope of this work of extending the relative bandwidth
of switching amplifiers, i.e. reducing the OSwR without compromising the am-
plifier’s tracking fidelity, signal- and system-level techniques to satisfactorily
track bandlimited signals at OSwRs below ten are explored.
Under these non-conventional operating conditions, switching amplifiers can-
not be analysed with the classical theory of switching regulators. The output
voltage (or current, depending on the topology) may broadly sweep the available
dynamic range within a switching period. As a result, within each switching
period, neither the inductors’ currents can be approximated by straight currents
nor the capacitors’ voltages can be approximated by constant voltages.
In this context of low-OSwR operation, the performance of switching am-
plifiers has not been described in the literature, neither by modelling nor by
characterising. The new perspective on switching amplifiers herein presented
allows to in-depth characterise their performance when operating at both low
and high OSwRs, thus exploring their suitability as low-OSwR power amplifiers.
All analyses described in this chapter, and also in the other chapters, refer to
voltage-output amplifiers because they are the most common topologies. Yet,
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path is highlighted in bold. xi(t) denotes the closed-loop amplifier’s input signal, x(t)
the reference signal, z(t) the two-level switching signal, si(t) the switch-driving signals,
x˜(t) the power-amplified output signal and VG the supply voltage.
these analyses can be extrapolated to current-output amplifiers.
2.1.1 Open-Loop Switching Amplifiers
Switching amplifiers consist of a two-level switching modulator, a buck-based
switching power converter (including the drivers to generate the set of switch-
driving signals si(t)) and either a control circuit (closed-loop amplifiers) or an
auxiliary linear amplifier (linear-assisted amplifiers). In both cases, the power
core, the subsystem which processes an analogue signal x(t) and delivers a
power-amplified analogue signal x˜(t), comprises the modulator and the switch-
ing power converter (see figures 2.1 and 2.2).
In power cores, the modulator processes a f0-bandlimited reference signal
x(t), being f0 the amplifier’s tracking bandwidth, and delivers a switching signal
z(t); the switching converter, driven by the switching signal z(t), delivers a
power-amplified signal x˜(t). The performance of the power core is independent
of the auxiliary amplifier and the control circuit; none of these two subsystems
modify the power core’s internal operation or its performance.
In closed-loop designs, the control circuit senses the state vector x and fine-
tunes the reference signal x(t) so that the amplifier’s output signal x˜(t) tracks
the amplifier’s input signal xi(t) regardless of non-idealities and external factors.
As a result, the reference signal x(t) may not be the amplifier’s input signal xi(t)
itself, but still a f0-bandlimited reference signal1. Formally, the control circuit’s
dynamics is much slower than the switching frequency fs.
Similarly, in linear-assisted amplifiers, the reference signal x(t) is directly the
amplifier’s input signal xi(t), a f0-bandlimited signal. Regarding the switching
1Ideally, the power core is unable of processing signals beyond its tracking bandwidth f0
(as discussed in section 2.2.2) and thus wider reference signals do not result in a performance
improvement. Nevertheless, in actual power cores, the tracking fidelity beyond f0 gradually
degrades and hence the amplifier may be able to process wider reference signals. Despite this
nuance, the concept is still valid: the control circuit just provides a different reference signal
x(t).
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amplifier. This work is aimed at extending its relative bandwidth.
power converter, the auxiliary linear amplifier does not significantly modify its
performance, since these two amplifiers operate in different frequency ranges.
The inband spectral content (defined as the spectral content within the ampli-
fier’s tracking bandwidth, |f | ≤ f0) is provided by the switching power con-
verter, whereas the outband spectral content (defined as the spectral content
beyond the amplifier’s tracking bandwidth, |f | > f0) is provided by both the
switching converter and the linear amplifier2.
Therefore, in either case, the modulator tracks a low-power f0-bandlimited
reference signal x(t), whether with control circuit or not, and the switching
power converter, driven by the modulator, supplies the load RL with a power-
amplified analogue signal x˜(t). Note that, in a switching amplifier (either closed-
loop or linear-assisted), the power core performs the power amplification; con-
sequently, the power core mostly determines the switching amplifier’s efficiency-
distortion trade-off (performance): the better the power core’s performance,
the better the switching amplifier’s performance. Indeed, the power core is a
switching amplifier itself, operating in open-loop (see figure 2.3).
2As discussed in the state-of-the-art revision, there exist different band-separation strate-
gies, including inband tracking by the linear amplifier. Nevertheless, the internal operation and
the performance of the switching amplifier is not affected by the band-separation strategy;
the main difference is the amount of average power flowing through each power-processing
device, leading to different efficiencies (this non-dependency becomes more clear with the
encoding-reconstruction approach presented in section 2.2).
66 A New Perspective on Switching Amplifiers
z(t) x(t)
VG
VG
S*1
S*2
LR
~
+
−
+
−
~C
L
LOW−PASS FILTER
Figure 2.4: Low-pass filter interpretation of buck-based switching converters, identify-
ing the filter’s input signal z˜(t) and the filter’s output signal x˜(t). Displayed converter
shows a full-bridge topology. In the buck topology, the low-pass filter is grounded
(instead of floating through the commutator switch S∗2 ).
The challenge to extend the relative bandwidth of switching amplifiers is
therefore addressing the efficiency-distortion trade-off of open-loop switching
amplifiers operating at low OSwRs (below ten). This work is aimed at extending
the relative bandwidth of switching amplifiers and hence it deals with open-loop
switching amplifiers. In what follows, the term “switching amplifier” refers to
open-loop switching amplifiers, unless otherwise stated.
2.2 Encoding-Reconstruction Interpretation of
Switching Amplifiers
Regular switching amplifiers are based on buck-derived switching power con-
verters, either buck or full-bridge topology. In these particular converter topolo-
gies, the reactive components are arranged in a LC ladder layout (Linear Time
Invariant—LTI reactive low-pass filter). The output port of this low-pass filter
is connected to the load RL and its input port is connected to either VG or GND
(VG or −VG in the full-bridge topology) through commutator switches S∗i , as
figure 2.4 shows. It is hence feasible to define and measure the filter’s input
signal, namely z˜(t), and the filter’s output signal x˜(t), which is the amplifier’s
output signal.
Using this interpretation and referring to figure 2.5, a switching amplifier
consists of a two-level modulator and a buck-based switching power converter,
which interconnects the power supply VG and the load RL through a set of
switches and a reactive low-pass filter. The modulator processes the reference
signal x(t) and generates a two-level switching signal z(t); this signal, properly
applied through buffers, drives the switches of the switching converter so that
they generate a power-amplified switching signal z˜(t), which is subsequently
low-pass filtered thus recovering x˜(t).
In this process, the power amplification is performed by the switching power
converter, specifically by its commutator switches when generating the power
switching signal z˜(t). Since commutator switches can only power amplify two-
level switching signals (i.e. a single commutator switch can only generate either
VG or GND), the modulator must encode the information conveyed by the
analogue reference signal x(t) into a two-level switching signal z(t), suitable to
be power amplified by the switching converter (encoding process).
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Driven by the two-level switching signal z(t), commutator switches gener-
ate the power-amplified two-level switching signal z˜(t), which is subsequently
low-pass filtered thus recovering x˜(t), ideally a power-amplified distorted ap-
proximation to the reference signal x(t) (decoding process).
The power-amplification process performed by switching amplifiers is there-
fore a twofold process: two-level time encoding (performed by the modulator)
and power decoding (performed by the switching power converter). Although
the information must be encoded considering how is it going to be decoded
(low-pass filtering in this case), the encoding and the decoding processes can be
decoupled and hence separately analysed.
The main advantage of this alternative interpretation of switching amplifiers
is decoupling the encoding and the decoding processes. In this way, it is feasible
to separately analyse each process, as well as optimise them by identifying the
error sources involved in each process, including the effects of non-idealities.
Furthermore, this interpretation also allows extending to other decoding pro-
cesses (i.e. other converter topologies), including non-linear ones.
Appendix B includes a summary of the definitions of all the different signals
in switching amplifiers.
2.2.1 Encoding Process: Two-Level Time Encoding
Two-level time encoding, the encoding process performed by two-level switching
modulations, consists in encoding the information conveyed by an analogue
reference signal x(t) (continuous-time and continuous-amplitude) into a two-
level switching signal z(t) (continuous-time and discrete-amplitude).
Considering that the decoding process consists in band-separation (low-pass
filtering), the encoding process can be modeled as the addition of an error signal
e(t) to the reference signal x(t), in order to shape it into the two-level switching
signal z(t).
z(t) = x(t) + e(t) (2.1)
Figure 2.6 shows a conceptual example of two-level time encoding, displaying
the reference signal x(t) and the switching signal z(t) in the time domain and
the reference signal X(f), the error signal E(f) and the switching signal Z(f)
in the frequency domain.
Provided that the encoded information is to be decoded by low-pass filtering,
the error signal’s inband spectral power density, E(f) with |f | ≤ f0, should
be low to avoid masking the original information. Furthermore, most of the
error signal’s power should concentrate at high frequency, more precisely at
frequencies beyond the filter’s cutoff frequency fc, to be rejected by the low-
pass filter in the decoding process.
The frequency distribution of the power of the error signal E(f) is mainly
determined by the switching frequency fs (most of the error signal’s power
concentrates around it) and, to a lesser extent, by the modulation. Broadly
speaking, the switching frequency fs determines the frequency range wherein
the error signal’s power mostly concentrates, whereas the modulation shapes
the spectral power density of the error signal.
In actual modulators, the switching frequency is generally constrained by
switching losses and the modulation is usually constrained by a feasible im-
plementation (implementing a real-time modulator which performs the desired
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Figure 2.6: Conceptual model of two-level time encoding. Displayed waveforms show
the reference signal x(t) and the switching signal z(t) in the time domain and the
reference signal X(f), the error signal E(f) and the switching signal Z(f) in the
frequency domain.
modulation). The most common two-level switching modulation in switching
amplifiers is PWM, generally operating at OSwRs upwards of 10.
Figure 2.7 shows the power spectrum and the cumulative-power frequency
distribution of a PWM error signal. 70 % of error signal’s power concentrates
around the switching frequency fs = 10f0, whereas the error signal’s inband con-
tent is very low (more than 80 dB below the reference signal, in this simulation
is not visible because the simulation noise masks it).
2.2.2 Decoding Process: Power Amplification and Low-
Pass Filtering
The decoding process describes the operation of the switching power converter,
which performs a twofold process: power amplification and low-pass filtering.
Ideally, the time waveform of the power-amplified switching signal z˜(t) is
proportional to that of the switching signal z(t)
z˜(t) = Gz(t), ∀t ∈ R (2.2)
where G is the level-shifting factor (see section 2.2.3 for the formal definition).
The combination of the power supply VG and the switches Si, driven by the
switching signal z(t), behave as a controlled voltage source supplying a two-level
switching voltage z˜(t). According to the low-pass filter interpretation of buck-
derived switching converters, this controlled voltage source supplies a low-pass
filter whose output is connected to the load RL (see figure 2.8).
Therefore, the decoding process (i.e. a buck-derived switching power con-
verter driven at an arbitrary OSwR by a certain two-level switching signal z(t))
can be analysed using the classical signal processing theory of LTI systems.
Indeed the switching power converter can be modeled as a gain factor G and
a transfer function H(s) = L[h(t)], where h(t) denotes the filter’s impulse re-
sponse, L[ ] the Laplace transform and H(s) the filter’s transfer function. In
second-order topologies, the transfer function can be expressed as
H(s) =
1
LC
s2 + 1
CRL
s+ 1
LC
= ω0
s2 + 2ζω0s+ ω20
(2.3)
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The filter’s state variables correspond to the converter’s state variables. The
recovered signal x˜(t), i.e. the amplifier’s output signal, can be obtained by
low-pass filtering the power switching signal z˜(t). From the signal processing
standpoint, the recovered signal x˜(t) can be obtained by convolutioning z˜(t)
with the filter’s impulse response h(t)
x˜(t) = z˜(t) ∗ h(t) (2.4)
Provided that the time waveforms of z(t) and z˜(t) are similar (2.2), the
power switching signal z˜(t) conveys the same information than the switching
signal z(t) and hence the power amplification itself affects neither the encoding
process nor the decoding process. Therefore, applying (2.1) and (2.2) to the
previous expression yields
x˜(t) = Gz(t) ∗ h(t) = Gx(t) ∗ h(t) +Ge(t) ∗ h(t) (2.5)
Ideally, the inband content of the error signal should be zero (inband-error-
free encoding, this concept is analysed in chapter 3) and the low-pass filter
should reject the content beyond f0 and not alter the inband content (ideal
low-pass filter, see section 6.1.1 for the formal definition), yielding
x˜(t) = Gx(t) (2.6)
Nevertheless, switching amplifiers comprise a LTI filter. Since the stopband
rejection of LTI filters is finite and their bandpass gain is not constant (not even
if made with ideal reactive components, i.e. pure inductances and pure capac-
itances), the recovered signal x˜(t) consists in a power-amplified (and delayed)
approximated reference signal x˜(t) and a remaining error signal ξ(t) (in classical
converter analysis, this remaining error signal is referred as “output ripple”)
x˜(t+ τ) = Gx(t) + ξ(t) (2.7)
where the remaining error signal is defined as all content present in the recovered
signal x˜(t) differing from the information to track and power-amplify, i.e. the
(scaled) reference signal x(t).
ξ(t) := x˜(t+ τ)−Gx(t) (2.8)
Note that if the power-amplification process is ideal, i.e. it consists in a gain
factor G, then the remaining error signal ξ(t) can also be evaluated as
ξ(t) = Ge(t) ∗ h(t) (2.9)
Since LC-ladder low-pass filters are passive, the inband content of the power
switching signal z˜(t) is not further power amplified in the filtering process.
Despite a passive filter can provide voltage gain within a narrow band, this
feature is not suitable to recover bandlimited low-pass signals.
Linear-Assisted Power Decoding
Relying on the low-pass filter interpretation of buck-derived switching convert-
ers, it becomes more clear that a linear amplifier assisting a switching power
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Figure 2.9: Circuit-model of a switching converter assisted by a linear amplifier (de-
coupled by a high-pass filter).
converter (linear-assisted power amplifiers) does not affect its operating princi-
ple; it only determines the amount of power supplied by each power-processing
device.
Both the power supply VG and the switches Si operate regardless of the
output voltage; consequently, the waveform power switching signal z˜(t) is an
approximation to the waveform of the switching signal z(t) whatsoever, whether
assisted by a linear amplifier or not. This combination results in the load RL
supplied by two different voltage sources, Gz(t) and Gx(t+ τ), each one decou-
pled by a different filter. The amount of power supplied by each source depends
upon the filters’ cutoff frequencies, i.e. the band-separation strategy. Figure 2.9
illustrates this situation with a circuit-model of both amplifiers.
2.2.3 Power Rate and Dynamic Ranges
In switching amplifiers, power amplification is performed by the commuta-
tor switches when generating the power switching signal z˜(t) according to the
switching signal z(t), as discussed above. However, the switching signal z(t) and
the power switching signal z˜(t) are energetically decoupled by the buffers. In-
deed the commutator switches of the power converter, together with the buffers,
generate a power switching signal z˜(t) whose time waveform tracks the time
waveform of the switching signal z(t); given the time waveform, the power con-
veyed by the power switching signal z˜(t) is only determined by the power supply
VG and the load RL.
Provided that both switching signals are energetically independent, so are
the encoding and the decoding processes. The encoding process (modulator)
only handles low-power signals –the reference signal x(t) and the switching
signal z(t)–, whereas the decoding process (power converter) only handles power
signals –the power switching signal z˜(t) and the recovered signal x˜(t)–. Note
that the encoding process can be even digitally implemented, as long as the
buffers are able to generate the analogue switch-driving signals si(t).
The instantaneous value of the two-level switching signal z(t) can only be
either high Zmax or low Zmin.
z(t) ∈ {Zmin, Zmax}, ∀t ∈ R (2.10)
The reference signal x(t) is a continuous-time continuous-amplitude ban-
dlimited signal bounded by Xmin and Xmax.
Xmin ≤ x(t) ≤ Xmax, ∀t ∈ R (2.11)
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The ratio of the reference signal’s amplitude sweep (or dynamic range) to
the modulator’s input dynamic range is defined as the modulation depth c.
c := Xmax −Xmin
Zmax − Zmin (2.12)
Although, in general, the modulator’s input and output dynamic ranges can
belong to different ranges, they are assumed to be the same, so that the reference
signal x(t) and the switching signal z(t) can be directly compared. In what
follows and unless otherwise stated, 100 % of modulation depth c is assumed,
i.e. the reference signal x(t) sweeps all the modulator’s input dynamic range
without saturating it.
Zmin = Xmin ≤ x(t) ≤ Xmax = Zmax, ∀t ∈ R (2.13)
Provided that the decoding process consists in band-separation (passive low-
pass filtering), assuming the same dynamic range for the input and the output
of the modulator involves no lose of generality. Certainly, from a two-level
switching signal z(t) bounded by Zmin and Zmax, only analogue signals x(t)
bounded by Zmin and Zmax can be recovered by passive low-pass filtering (i.e.
unitary gain) the two-level switching signal z(t)3.
The levels of the two-level power switching signal z˜(t) are determined by the
supply voltage VG and the converter topology. In a buck topology,
z˜(t) ∈ {GND,VG}, ∀t ∈ R (2.14)
in a full-bridge topology the low-level is −VG instead of GND.
As discussed above, by low-pass filtering the power switching signal z˜(t), an
analogue signal x˜(t) bounded by the same levels is obtained
GND ≤ x˜(t) ≤ VG, ∀t ∈ R (2.15)
in a full-bridge topology the lowerboud is −VG instead of GND.
For the sake of notation simplicity, it is often convenient to express these
signals according to the mean value Zm and to the peak-to-peak Zpp value of
the modulator’s dynamic range, defined as
Zm :=
Zmax + Zmin
2 (2.16)
Zpp := Zmax − Zmin (2.17)
Level shifting between low-power signals and power signals, as well as power
decoupling, is performed by the buffers, when generating the switch-driving
signals si(t) from the switching signal z(t). In order to compare power signals
and low-power signals, it is necessary to scale them by the level-shifting factor
G defined as
G := Vo
Zpp
(2.18)
assuming a buck-based amplifier (in full-bridge-based amplifiers G := 2Vo/Zpp).
The different dynamic ranges of the low-power and power switching signals
is explicit in figure 2.5, as low-power signals sweep from Zmin to Zmax whereas
power signals sweep from −VG to VG.
3Under some special circumstances, it is feasible to recover signals exceeding the switching
signal’s dynamic range, as discussed in section 3.2.1, yet these cases are not common.
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2.3 Tracking Error in Switching Amplifiers
The encoding-reconstruction interpretation of switching amplifiers points out
that, even with an ideal switching converter (i.e. a switching converter consisting
of ideal devices), perfect signal tracking is not possible in switching amplifiers.
As expression (2.7) shows, the recovered signal x˜(t+ τ) comprises the reference
signal x(t) and a remaining error signal ξ(t), since the stopband rejection of LTI
filters is finite and thus the error signal e(t) cannot be completely rejected4.
Besides the error due to the remaining error signal ξ(t), tracking error can
also be caused by improper time encoding (the reference signal x(t) cannot be
perfectly recovered from the switching signal z(t) by low-pass filtering) and/or
by improper power decoding (the inband content of the recovered signal is not
a scaled version of the switching signal’s, X˜(f) 6= GZ(f), |f | ≤ f0).
2.3.1 Tracking Error in the Encoding Process
Two-level time encoding has been modeled as an addition (2.1): the reference
signal x(t) plus the error signal e(t) yields the switching signal z(t). The error
signal e(t) intrinsically models the encoding process, as it shapes the continuous-
amplitude reference signal x(t) into a discrete-amplitude switching signal z(t).
If properly encoding, the reference signal x(t) can be perfectly recovered from
the switching signal z(t) by low-pass filtering (inband-error-free encoding) and
hence the error signal e(t) causes no error in the recovered signal.
Nevertheless, the error signal e(t) can cause error if improperly encoding.
Considering that the decoding process is low-pass filtering, the information con-
veyed by an arbitrary f0-bandlimited reference signal x(t) is improperly encoded
into the switching signal z(t) if the error signal’s E(f) inband spectral content
is not zero
E(f) 6= 0, |f | ≤ f0 (2.19)
In such a case, the reference signal x(t) cannot be perfectly recovered by low-
pass filtering the switching signal z(t), not even with an ideal low-pass filter. The
recovered waveform X˜(f) is therefore distorted by the remaining error signal
Ξ(f). If decoding with an ideal f0-low-pass filter the recovered signal becomes
X˜(f) =
{
GX(f) + Ξ(f), |f | ≤ f0
0, |f | > f0
(2.20)
Generally, the low-pass filter is designed so that it does not significantly
modify the inband spectral content of the power switching signal Z˜(f), therefore
the inband spectral content of the error signal E(f) directly results in tracking
error.
Ξ(f) ≈ GE(f), |f | ≤ f0 (2.21)
Figure 2.10 shows an example of improper time encoding, specifically an
AΣ∆M tracking a f0-bandlimited reference signal at OSwR ≈ 3,3; the switch-
ing signal z(t) is filtered with an ideal f0-low-pass filter (this filter has been
simulated in the frequency domain, see appendix D.3.5). Despite the ideal fil-
ter, the inband spectral content of the error signal e(t) cannot be rejected, thus
4Despite the recovered signal x˜(t) is τ delayed with regard to the reference signal x(t), a
pure time delay (constant group delay) is generally not considered tracking error.
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Figure 2.10: Tracking error due to improper time encoding. Example showing an
AΣ∆M operating at OSwR ≈ 3,3 and filtering with an ideal f0-low-pass filter. Sim-
ulation performed using the configuration D.4.1 and approximating the ideal filter in
the frequency domain D.3.5.
resulting in a remaining error signal ξ(t) in the recovered signal x˜(t). The ratio
of the remaining error signal’s power Pξ(t) to the reference signal power Px(t) is
approximately −23 dB (0,5 %).
2.3.2 Tracking Error in the Decoding Process
The decoding process comprises power amplification and low-pass filtering, as
discussed above. Ideally, the recovered signal x˜(t) should be a power-amplified
version of the switching signal’s inband spectral content
X˜(f) =
{
GZ(f), |f | ≤ f0
0, |f | > f0
(2.22)
i.e. none of these two processes should cause error in the recovered signal.
However, due to implementation limitations, both processes degrade the
tracking fidelity. As a result, referring to the recovered signal X˜(f), neither its
inband spectral content is a power-amplified version of the switching signal’s
inband spectral content GZ(f), nor its outband spectral content is zero.
In the power-amplification process the error is caused by the non-idealities of
the switches (mainly because of their ON-resistance and the required dead time
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to avoid simultaneous conduction), which results in a power switching signal z˜(t)
whose time waveform differs from the switching signal’s z(t) and, consequently,
so does its spectral content
z˜(t) 6= Gz(t)⇒ Z˜(f) 6= GZ(f) (2.23)
On the other hand, in the low-pass filtering process, the error is caused by
the LTI filter performance (finite stopband rejection and non-constant bandpass
gain). As a result, referring to the recovered signal X˜(f), neither its inband
content preserves the inband content of the power switching signal Z˜(f), nor its
outband content is zero.
X˜(f) 6=
{
Z˜(f), |f | ≤ f0
0, |f | > f0
(2.24)
Note the twofold loss of information conveyed by the switching signal z(t), i.e.
twofold source of inband error: some information is lost whilst power amplifying
z(t) and some more information is lost whilst decoding it.
The different error sources in the decoding process are described next, includ-
ing simulations to illustrate the effect of each error source. All these simulations
have been performed tracking a f0-bandlimited signal with a triangle PWM op-
erating at an OSwR of 10. The ideal performance of this modulation operating
under such conditions, i.e. the error signal e(t), is shown in figure 2.7. The
error signal’s inband spectral power density is always more than 80 dB below
the reference signal’s spectral power density (in figure 2.7, the actual inband
spectral power density of the error signal E(f) error is masked by simulation
errors which, in this case, set a noise level of −120 dB, see appendix D for further
information about numerical simulations and simulation parameters).
Error Due to Switches’ ON-Resistance
Actual switches are made of semiconductor devices, whose ON-resistance is not
zero. This ON-resistance distorts the power switching signal’s time waveform
z(t), causing its levels not to be constant (i.e. a current-dependent supply
voltage VG = f(iG), similarly to the effect caused by the power supply’s output
impedance).
Switches’ ON-resistance RSi , as well as the power supply output impedance,
can be incorporated to the electronic model as a resistor, connected in series
with the controlled voltage source (a simple approach consists in averaging all
switches’ ON-resistance plus the power supply output impedance and incorpo-
rating the equivalent resistance RSe).
The effect caused upon the switching signal z˜(t), which results in non-
constant voltage levels, can be modeled as an additional error signal added
to the power switching signal, although, for the sake of notation simplicity, this
signal is not explicit. Instead this effect is expressed as
z˜(t) 6= Gz(t) = Gx(t) +Ge(t) (2.25)
and hence the remaining error signal ξ(t) also includes the effects due to the
switches’ ON-resistance and the power supply’s output impedance (note that
Ξ(f) 6= 0, |f | ≤ f0 even if inband-error-free encoding and filtering with an ideal
low-pass filter).
2.3 Tracking Error in Switching Amplifiers 77
Figure 2.11 shows a simulation of the tracking error due to switches’ ON-
resistance (a PWM tracking a f0-bandlimited signal, with a full-bridge converter
whose equivalent switch resistance is RSe = 0,2RL and decoding with an ideal
f0-low-pass filter). The difference between the power switching signal Z˜(f)
and the scaled switching signal GZ(f) reveals that the switches’ ON-resistance
degrades the inband tracking fidelity, which results in an increased inband error
in the recovered signal X˜(f). The ratio of the remaining error power Pξ(t) to the
reference signal power Px(t) is approximately −19 dB (1,4 %) in this example.
Note that the RMS voltage (and hence the RMS power) of both the distorted
power switching signal z˜(t) and the ideal power switching signal Gz(t) are sim-
ilar; the high-frequency spectral content is reshaped and thus the increased
error.
z˜(t)RMS ≈ Gz(t)RMS (2.26)
This simulation has been performed at OSwR ≈ 10, to emphasise the impact
upon the inband content, although the inband content is affected regardless of
the OSwR. Despite PWM shapes the power spectrum of the difference between
the power switching signal Z˜(f) and the switching signal GZ(f) to a PWM-
like spectrum, the inband error does not depend upon the modulation either.
Figure 2.11 includes an additional waveform, labeled as “AΣ∆M”, which shows
the difference between the power switching signal Z˜(f) and the switching signal
GZ(f) in an AΣ∆M signal (modulated under the same operating conditions
than PWM, i.e. the same reference signal, the same equivalent switch resistance
and operating at OSwR ≈ 10). The power spectra of both PWM and AΣ∆M
signals show similar inband error spectral power density.
Error Due to Dead Time
Finite slew-rate and non-instantaneous switch transitions have further conse-
quences upon the power switching signal z˜(t), as they require dead time to
avoid cross-conduction (non-overlapping switch-driving signals). With a first-
order approach (i.e. ideal switches with body-diode, but driven with dead time),
dead time shifts the time edges of the switching signal z˜(t) and hence
z˜(t) 6= Gz(t) = Gx(t) +Ge(t) (2.27)
Whilst switches’ ON-resistance distort the time waveform of the power switch-
ing signal z˜(t), dead time does not distort its time waveform. Instead, dead time
shifts the edges of the power switching signal z˜(t) thereby causing a similar effect
than improper time encoding (signal-correlated jitter).
Dead time can be modelled as a different error signal e∗(t). Certainly, be-
cause of dead time, the error signal is modified in the power-amplification pro-
cess e(t)→ e∗(t). Even if the switching signal z(t) properly tracks the reference
signal x(t), the resulting power switching signal z˜(t) is determined by the mod-
ified error signal e∗(t) thus improperly tracking the reference signal x(t).
z˜(t) = Gx(t) +Ge∗(t) (2.28)
Figure 2.13 shows the error due to dead time in a PWM tracking a f0-
bandlimited signal at OSwR ≈ 10 and filtering with an ideal f0-low-pass filter
(dead time has been simulated according to figure 2.12). In the frequency do-
main, the power-amplified error signal GE∗(f) shows an increased error signal’s
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Figure 2.11: Tracking error due to switches’ ON-resistance. Example showing an PWM
operating at OSwR ≈ 10, with equivalent switch resistance RSe/RL = 0,2 and filtering
with an ideal f0-low-pass filter. Simulation performed using the configuration D.4.1
and approximating the ideal filter in the frequency domain D.3.5. In the frequency
domain, the waveform labeled “AΣ∆M” shows |Z˜(f) −GZ(f)|2 corresponding to an
AΣ∆M signal, modulated under the same conditions than PWM.
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Figure 2.12: Duty cycle error due to dead time. Data extracted from [12].
inband content. The ratio of the remaining error signal’s power Pξ(t) to the
reference signal power Px(t) is approximately −12 dB (7 %).
Similarly to switches’ ON-resistance, dead time inband effects hardly depend
upon the modulation. Despite the inband effect is modulation-dependent be-
cause dead time depends upon the instantaneous duty cycle, the differences are
not significant. Figure 2.13 also includes the modified error signal E∗(f) in an
AΣ∆M operating under the same conditions than PWM. The inband content of
both modified error signals E∗(f) is similar (in AΣ∆M the inband error is lower
because the pulses’ width is bounded from below, see chapter 4, thus minimising
the relative effect of dead time).
Dead time can be incorporated to the electronic model of switching ampli-
fiers by driving the controlled voltage source with the modified power switching
signal z˜(t). Generating the power switching signal z˜(t) which properly models
dead-time is challenging, yet properly modelling dead-time in classical converter
analysis is challenging as well.
Error Due to LTI Filters
LTI filters have finite stopband rejection and non-constant bandpass gain, with
a smooth transition between bandpass and stopband. Figure 2.14 shows an
example of a common transfer function of a second-order filter with cutoff fre-
quency fc = 2f0, shaped to maximally flat inband response (Butterworth filter,
these kind of filters are the most common ones in switching amplifiers).
The error in the recovered signal x˜(t) due to LTI low-pass filters is twofold:
inband and outband. On the one hand, because of the finite stopband rejection,
the outband spectral content of the power-amplified error signal GE(f) cannot
be completely rejected, thus resulting in a remaining outband error signal Ξ(f).
Ξ(f) = GE(f)H(f) 6= 0, |f | > f0 (2.29)
Given that most of the error signal’s E(f) outband power concentrates
around the switching frequency fs, so does most of the outband power of the
remaining error signal Ξ(f). At higher frequencies, the error signal’s power is
lower and the stopband rejection is higher and therefore the outband power of
the remaining error signal Ξ(f) concentrates within a narrower band than that
of the error signal E(f).
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Figure 2.13: Tracking error due to dead time. Example showing a PWM operating at
OSwR ≈ 10 and filtering with an ideal f0-low-pass filter. Dead time simulated under
the same conditions than in figure 2.12. Simulation performed using the configura-
tion D.4.1 and approximating the ideal filter in the frequency domain D.3.5. In the
frequency domain, the waveform labeled “AΣ∆M” shows |GE∗(f)|2 corresponding to
an AΣ∆M signal, modulated under the same conditions than PWM.
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Figure 2.14: Bode plot of a second-order low-pass filter. The filter’s cutoff frequency is
fc = 2f0 and the transfer function has been shaped to maximally flat inband response
(Butterworth filter).
On the other hand, the non-constant bandpass gain modifies the inband
spectral content of the power switching signal Z˜(f), yielding
X˜(f) = Z˜(f)H(f) 6= Z˜(f), |f | ≤ f0 (2.30)
Note that not only the amplitude is modified but also the phase, and both
by frequency-dependent values, thus resulting in a certain inband error power.
Indeed even if directly filtering the reference signal x(t), the recovered signal
would differ from the original signal
x(t) ∗ h(t) 6= x(t) (2.31)
Furthermore, the recovered signal is τ delayed with regard to the reference
signal x(t), i.e. the recovered signal x˜(t) approximately tracks a delayed refer-
ence signal x(t−τ). However, a constant group delay is generally not considered
distortion.
Figure 2.15 shows the tracking error due to an LTI filter (a second-order
low-pass Butterworth filter with cutoff frequency fc = 1,25f0), when tracking a
f0-bandlimited signal with a triangle PWM operating at an OSwR of 10. The
spectral power density of the remaining error signal Ξ(f) is shaped according to
the error signal E(f), i.e. the modulation, and the filter transfer function H(s).
The ratio of the remaining error signal’s power Pξ(t) to the reference signal’s
power Px(t) is approximately −23 dB (0,5 %).
To emphasise the inband error due to the LTI filter, the recovered signal
x˜(t) has been filtered with an ideal f0-low-pass filter, so that it becomes feasible
to separate the inband and outband content of the remaining error signal ξ(t).
These time waveforms are also included in figure 2.15, in the lower time-domain
plot. After applying the ideal f0-low-pass filter, the ratio of the remaining error
signal’s power Pξ(t) (i.e. the inband power of the remaining error signal ξ(t)) to
the reference signal’s power Px(t) is approximately −25 dB (0,3 %). Therefore,
under these operating conditions, most of the remaining error signal’s power
Pξ(T ) (63 %) is due to the LTI filter’s non-constant inband response.
Moreover, actual LTI filters are made of actual devices which suffer from
non-idealities such as ESRs, inductive and/or capacitive stray effects. These
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Figure 2.15: Tracking error due to LTI filters. Example showing a PWM operating at
OSwR ≈ 10 and filtering with a second-order Butterworth filter with cutoff frequency
fc = 1,25f0. The lower time-domain plot shows, separately, the inband and the
outband remaining error signals. Simulation performed using the configuration D.4.1.
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non-idealities result in a more complex transfer function, but still a LTI low-pass
filter in the frequency range of interest, and hence they can be incorporated to
the electrical model. Nevertheless, the filter’s performance is generally degraded:
more resistive elements result in more conduction losses and the inband response
becomes more frequency-dependent (increased inband error).
2.3.3 Required Tracking Fidelity
Actual amplifiers suffer from all tracking error sources, besides external and/or
environmental factors (such as EMI) and implementation-induced effects. For
instance, in actual PWMs, the non-ideal performance of actual comparators
degrades the encoding process (increased error due to improper time encoding).
The dominant error source depends upon each specific implementation, the
operating conditions and the receiver’s sensitiveness of each application.
The error due to LTI filters can be equalised by pre-emphasising the refer-
ence signal. Nevertheless, perfect pre-emphasis is not possible as it requires an
improper filter H−1(s); whether with pre-emphasis or not, the LTI filter causes
error upon the recovered signal (see section 6.1.5 for a further analysis on LTI
filter pre-equalisation).
The required tracking fidelity is determined by the receiver’s sensitiveness
(specifications). For instance, broadband communications are very sensitive to
distortion, both inband and outband, and hence a linear-assisted approach is of-
ten mandatory to comply with communication masks. On the other hand, audio
applications generally tolerate outband distortion and even inband distortion.
Distortion in Audio Switching Amplifiers
Audio switching amplifiers are mostly based on triangle PWMs, operating at
OSwRs upwards of 10. Under such conditions, the inband content of the error
signal E(f) is more than 80 dB below the reference signal’s X(f), see figure 2.7.
Switches’ ON-resistance is generally in the range of mΩ, whereas the speaker’s
impedance is in the range of Ω. This leads to small tracking errors due to
switches’ ON-resistance. Even in area-optimised integrated audio applications,
in which the switches’ ON-resistance is comparable to the speaker’s impedance,
the OSwR is high enough so that the inband error due to switches’ ON-resistance
can be compensated by feedback.
The dominant error source is dead time. Indeed, as figure 2.13 shows, the
inband error due to dead time can be very high (this simulation has been per-
formed using common values in audio amplifiers [12]). This kind of inband error
is only partially compensated by feedback, even if operating at high OSwRs.
Dead time therefore determines the performance of PWM-based audio switching
amplifiers. Nevertheless, it is feasible to mitigate its effect upon the recovered
signal x˜(t) by enhancing the power stage [13] (yet, the lowest THD values have
been achieved with AΣ∆M-based audio amplifiers [22]).
Despite a typical HiFi audio filter is 25 kHz-wide (fc = 1,25f0, the example
shown in figure 2.15), the error due to LTI filters is generally not considered
audio distortion. It is considered signal equalisation instead.
Furthermore, the speaker’s inband response is not constant either and there
may be echos in the transmission channel (which may lead to selective frequency
cancellation). On top of that, each receiver subjectively interprets the received
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audio signal (there is even more controversy in measuring and quantifying the
audio quality, psycho-acoustics, than in defining audio signals). All these effects
results in a very complex and unpredictable equivalent multipath channel, from
the power switching signal z˜(t) to the receiver (i.e. a person), and a lack of a
Figure of Merit (FoM) to objectively quantify the audio quality.
Consequently, since perfect pre-equalisation is not feasible, the LTI filter’s
frequency response, the speaker’s frequency response and the transmission chan-
nel are equalised together, tuned until the audio quality of the received audio
signal is good enough for a subjective receiver. Note that the received signal
could be deliberately distorted or, using the audio terminology, equalised (e.g.
bass-boosting).
Harmonic Distortion Historically, audio amplifiers were linear and their
performance was measured with the Total Harmonic Distortion (THD) or THD
plus Noise (THD+N). These tests consist in applying one tone a the amplifier’s
input port x(t) = A sin(ω0t) and analysing the output signal x˜(t) at frequencies
multiples of the tone’s ω = kω0 with k > 2, k ∈ N (THD) or at all frequencies
but ω0 (THD+N). THD and THD+N properly characterise the performance of
linear amplifiers.
Nowadays audio switching amplifiers have superseded audio linear ampli-
fiers in many applications [2]. Nonetheless, the performance of audio switching
amplifiers is still measured with THD and THD+N, mainly because of histor-
ical reasons. Note that these distortion-performance metrics only measure the
amplitude errors due to improper time encoding and dead time, at frequencies
different than the tone’s.
For instance, consider the optimisation of the output filter of an audio switch-
ing amplifier only according to THD (or THD+N). As the filter’s cutoff fre-
quency decreases, so does the power of the harmonics thereby improving the
THD, but the amplifier’s tracking bandwidth also decreases. This optimisation
leads to a useless solution, a cutoff frequency below the audible frequency range.
THD and THD+N only encompass a specific feature (or error source) of
switching amplifiers, e.g. intermodulation effects, gain and phase errors are
not encompassed by THD and THD+N. There exists other tests, such as two-
tone test, to characterise other features of switching audio amplifiers. However,
because of the subjectivity of the receiver, the dependency upon external factors
and the lack of a unified FoM, the performance metrics used to characterise
audio switching amplifiers are not appropriate to quantify, in a general way, the
tracking fidelity of switching amplifiers.
Tracking Error Measurement
In broadband communications, the receiver is not subjective and is more sensi-
tive to all kinds of distortion. The recovered signal x˜(t) is used to reconstruct a
more complex signal φ(t), which must both comply with communication masks
and minimise the Bit Error Rate (BER). In these applications, the error is
measured in the received complex signal φ(t) by using Error Vector Magnitude
(EVM) [71], [72], which finally determines the BER. Unfortunately, the trans-
formation to reconstruct the complex signal φ(t) from the recovered signal x˜(t)
is not linear, thus the EVM cannot be used to characterise the performance of
switching amplifiers either.
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All error sources described in section 2.3 cause error in the received signal. A
simple FoM which encompasses them all, including phase errors, is the remaining
error signal’s average power Pξ(t). Despite this FoM considers errors up to very
high frequencies, provided that filter’s rejection increases with frequency;
lim
ω→∞ |H(jω)| = 0 (2.32)
effectively, the error mainly concentrates inband and around the switching fre-
quency (outband).
In this work, the tracking error is quantified according to the remaining error
signal’s average power Pξ(t), normalised to the reference signal’s average power
Px(t),
Pξ(t)
Px(t)
=
lim
T→+∞
1
2T
∫ T
−T
ξ2(u)
RL
du
lim
T→+∞
1
2T
∫ T
−T
x2(u)
RL
du
≈
∫
∆t
ξ2(u) du∫
∆t
x2(u) du
(2.33)
where ∆t is a time interval (see appendix B). Note that this definition encom-
passes all error sources in switching amplifiers, including phase errors.
According to Parseval’s theorem, the tracking error can also be computed in
the frequency domain
Pξ(t)
Px(t)
=
∫ ∞
−∞
|Ξ(f)|2 df∫ ∞
−∞
|X(f)|2 df
(2.34)
In the context of switching amplifiers, both the reference signal x(t) and
the remaining error signal ξ(t) are real, so their Fourier transforms are even.
Besides, if the reference signal x(t) is f0-bandlimited, then
Pξ(t)
Px(t)
=
∫ ∞
0
|Ξ(f)|2 df∫ f0
0
|X(f)|2 df
(2.35)
It is often convenient to evaluate the tracking error within a specific fre-
quency range of interest ∆B, e.g. inband plus an EMI-sensitive range. It is
feasible to measure it using this FoM, by evaluating the remaining error signal’s
power within the frequency range of interest ∆B.
2.4 Problem Statement Under the New Perspec-
tive
According to the new perspective on switching amplifiers, the scope of this
work is to explore signal- and system-level techniques for open-loop switching
amplifiers to reduce the OSwR required to satisfactorily track non-periodic f0-
bandlimited flat-spectrum reference signals x(t); i.e. to reduce the power of
the remaining error signal Pξ(t) without increasing the switching frequency fs.
Figure 2.3, which has been included again here as figure 2.16, summarises the
general problem statement.
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Figure 2.16: General problem statement. The scope is to reduce the power of x˜(t) −
x(t− τ) without increasing the switching frequency.
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Figure 2.17: Amplitude distribution of the non-periodic f0-bandlimited flat-spectrum
reference signals, using the normalised range Zmin = −1, Zmax = 1.
Note that these techniques can be applied to both audio and broadband
communications applications because, as discussed in section 2.1.1, the better
the open-loop amplifier’s performance (or power core), the better the overall
switching amplifier’s performance (either closed-loop or linear-assisted).
2.4.1 Non-Periodic Bandlimited Flat-Spectrum Signals
Unless otherwise stated, the reference signals used in the characterisation of
switching amplifiers are non-periodic f0-bandlimited flat-spectrum (and their
amplitude is set so that they sweep all available dynamic range without satura-
tion, i.e. 100 % of modulation depth as discussed before).
Zmin ≤ x(t) ≤ Zmax, ∀t ∈ R (2.36)
Table 2.1 summarises the most relevant statistical parameters of a non-
periodic f0-bandlimited reference signal x(t), obtained by processing a 2 000
T0 periods, and figure 2.17 shows its amplitude distribution (both the table 2.1
and figure 2.17 using the normalised range Zmin = −1, Zmax = 1).
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parameter value
RMS 3,493788 · 10−1
mean 1,376056 · 10−2
peak 9,947288 · 10−1
peak / RMS 2,847136
Table 2.1: Statistical parameters of the non-periodic f0-bandlimited flat-spectrum
reference signals, using the normalised range Zmin = −1, Zmax = 1.
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Chapter 3
Fundamental Bandwidth
Limits in Two-Level Time
Encoding
This chapter explores the fundamental bandwidth limits in two-level time encoding,
by analysing the tracking capabilities of two-level switching signals. With this aim,
this chapter synthesises two-level switching signals by obtaining the distribution of
switching events providing both minimum average switching frequency and inband-
error-free encoding when tracking a generic bandlimited signal, targeting switching
losses minimisation in the context of switching amplifiers.
3.1 Motivation and Preliminaries
The new perspective of switching amplifiers presented in chapter 2, interpreting
them as an encoding-decoding process, unfolds an alternative analysis method
of switching amplifiers based on signal processing. Unfortunately, two-level time
encoding is not described by the classical signal processing theory.
Certainly, in sampling, an analogue signal (continuous-time and continuous-
amplitude) is transformed into a sampled signal (discrete-time and continuous-
amplitude), instead of into a two-level switching signal (continuous-time and
discrete-amplitude) as in two-level time encoding. Two-level time encoding is
therefore not ruled by Nyquist’s sampling criterion (fs ≥ 2f0). Similarly, the
common analogue and digital modulations described by classical signal process-
ing theory do not constrain the waveform of the modulated signal.
Two fundamental questions arise from this lack of mathematical characteri-
sation of two-level time encoding: can this encoding process be lossless? If so,
similarly to Nyquist’s sampling criterion, what are the bandwidth limits?
In recent years different analysis techniques have been applied to describe
the encoding process performed by different modulators, but generally by char-
acterising limit cycles in a specific closed-loop modulator [73], [74]. From a more
generic standpoint, approximating and digitalising bandlimited analogue signals
by single-bit Σ∆ modulators (of arbitrary order) has also been analysed [75],
although this analysis does not generically describe two-level time encoding.
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In a different context, the bandwidth limits of different two-level switching
modulations have been explored (this discussion is included in chapter 4). Each
two-level switching modulation has its own bandwidth limits, but these are more
restrictive than the bandwidth limits of generic two-level time encoding. Even
though two-level switching modulations indeed perform two-level time encoding,
no fundamental conclusions can be drawn from them, as these modulations are
constrained by a feasible implementation whilst generic two-level time encoding
is not constrained by any implementation.
Therefore, two-level time encoding has not been analysed as a generic en-
coding process. Relying on the encoding-reconstruction standpoint of switching
amplifiers, it is feasible to analyse this encoding process and derive its fun-
damental bandwidth limits by analysing the tracking capabilities of two-level
switching signals.
With this aim, this chapter synthesises two-level switching signals (i.e. ob-
taining the distribution of switching events) providing both lossless encoding
and minimum average switching frequency when tracking a generic bandlimited
signal. The scope is to derive the fundamental bandwidth limits in two-level
time encoding, in the context of switching amplifiers. No modulator (not even a
modulation) is hence presented in this chapter; a fundamental bound is derived,
whose main interest is as comparison framework for practical modulators (as
analysed in section 4.5).
3.1.1 Boundary Constraints
In switching amplifiers, the switching power converter constrains the decoding
process to low-pass filtering. Although the analysis of the encoding process
requires considering the specific decoding process (low-pass filtering in this case),
the encoding and the decoding processes can be decoupled and hence separately
analysed (as discussed in chapter 2). Consistently, this chapter analyses the
encoding process in switching amplifiers; the decoding process is considered to
be ideal (ideal low-pass filtering, see section 6.1.1 for a formal definition).
Under the previous hypotheses, the analysis of the encoding process in
switching amplifiers carried out in this chapter addresses a twofold issue: on
the one hand to determine the conditions that the two-level switching signal
z(t) must fulfil so that a f0-bandlimited reference signal x(t) can be perfectly
recovered by decoding z(t) with an ideal low-pass filter (inband-error-free encod-
ing), on the other hand to determine the minimum average switching frequency
of z(t) in which such conditions occur.
Note that the low-pass filtering decoding constraint (i.e. the context of
switching amplifiers), determines all the analysis. Using alternative decoding
processes [76], [77], perfect recovery is possible even if encoding with an AΣ∆M
[21].
3.1.2 Inband-Error-Free Encoding in Switching Amplifiers
According to the encoding-reconstruction interpretation of switching amplifiers,
the process of encoding the information conveyed by an arbitrary signal can be
modeled as the addition of an error signal e(t) to the reference signal x(t), in
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Figure 3.1: Inband-error-free tracking a f0-bandlimited signal at fs.
order to shape it into the two-level switching signal z(t).
z(t) = x(t) + e(t) (3.1)
As stated above, inband-error-free encoding in switching amplifiers implies
that it must be possible to perfectly recover x(t) by low-pass filtering z(t) with an
ideal low-pass filter. According to this constraint, x(t) must be f0-bandlimited
for perfect recovery to be possible. The inband-error-free encoding condition can
be then easily stated in the frequency domain: the switching signal Z(f) inband-
error-free tracks the reference signal X(f) or the information conveyed by the
reference signal X(f) is inband-error-free encoded into the switching signal Z(f)
if the error signal E(f) is f0-high-pass (no spectral content at |f | ≤ f0, see the
example in figure 3.1).
Z(f) = X(f)⇒ E(f) = 0, |f | ≤ f0 (3.2)
If the reference signal is not bandlimited, perfect recovery is not possible,
although the modulation can still inband-error-free track its baseband spectral
content (underswitching and infinite-band signal tracking is analysed in section
3.3.1).
Figure 3.1 shows a conceptual example of inband-error-free signal tracking.
The spectral content of e(t) is zero below fs; provided that f0 < fs, the inband-
error-free encoding condition is satisfied.
3.2 Tracking Capabilities of Two-Level Switch-
ing Signals for Switching Amplifiers
This section analyses the tracking capabilities of two-level switching signals, aim-
ing inband-error-free signal tracking in switching amplifiers; i.e. to determine
the minimum OSwR of z(t) to inband-error-free track a reference f0-bandlimited
signal x(t).
This analysis is performed using periodic signals and Fourier Series because
they allow stating the inband-error-free encoding condition in a convenient way;
besides, it is possible to generalise the analysis to bandlimited non-periodic
signals.
Hereafter, the reference signals Fourier coefficients are denoted ak and bk,
whereas the switching signal’s are denoted a∗k and b∗k. Only the relevant results
are included next; the full expressions of a∗k and b∗k are listed in appendix C.
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Figure 3.2: Inband-error-free tracking a single tone sinusoid at OSwR = 2. Displayed
waveforms are the reference signal (solid) and the switching signal (dotted) in the time
domain (upper plot), and the error signal in the frequency domain (lower plot).
3.2.1 Case Example: Single Tone Sinusoid
Let the reference signal be a single tone sinusoid with arbitrary amplitude,
frequency and DC level (without exceeding the system dynamic range, see fig-
ure 3.2). It can be expressed as
x(t) = VDC +A cos(ω0t) (3.3)
By identifying its Fourier coefficients, it only conveys information within the
zeroth (a0) and the first harmonics (a1 and b1), and the harmonic frequency is
f0.
a0 = 2VDC
a1 = A, b1 = 0
(3.4)
According to the inband-error-free encoding condition, for the switching sig-
nal to inband-error-free track the reference signal, the baseband spectral content
of both signals must be the same, i.e. the switching signal z(t) must have har-
monics at the same frequency and with the same amplitude than the reference
signal x(t).
A feasible solution to match the harmonics’ frequency is to constrain the
switching signal to be T0-periodic, so that its Fourier Series decomposition yields
harmonics only at frequencies kf0, k ∈ Z (see appendix C). If z(t) changes its
value 2M times within one T0 period (2M switching events, OSwR = M), it
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can be expressed as
z(t) = Zm + (−1)s+1Zpp2
(
1 +
2M∑
i=1
(−1)iu(t− T0ti)
)
(3.5)
where u(t) denotes the Heaviside function, 0 < ti < 1 with i = 1, . . . , 2M and
s is either 1 or 0 depending on the switching signal initial value (high or low
respectively).
Furthermore, by constraining the switching signal to be even symmetrical
around T0/2, all b∗k are zero (note the even symmetry of the reference signal
around its maxima and minima).
By imposing the inband-error-free encoding condition (both bk and b∗k have
been omitted because they are all 0) it turns out that two switching events (t1
and t2) are necessary to inband-error-free track the single tone,
z(t) = a
∗
0
2 +
+∞∑
k=1
a∗k cos(ω0kt) =
= x(t) +
+∞∑
k=2
a∗k cos(ω0kt) = x(t) + e(t)
(3.6)
where e(t) is the error signal added by the encoding process.
Despite there are only two independent variables (t1 and t2), because of
the even symmetry, there are four switching events within T0 (t1, . . . , t4, with
t4 = 1 − t1 and t3 = 1 − t2, see figure 3.2), thus the OSwR of this encoding
process is 2. Without the even symmetry, the coefficients b∗k would not have been
zero, and therefore four switching events would have been required anyway1.
The expression (3.6) yields an equations system with two equations and two
variables. By identifying the Fourier coefficients, the equations system can be
written as {
a∗0(t1, t2) = a0 = 2VDC
a∗1(t1, t2) = a1 = A
(3.7)
These two equations can be written in a compact form using the mean value
Zm and the peak-to-peak value Zpp of the two-level switching signal, i.e. the
modulation’s dynamic range (note that the coefficients ti are dimensionless, see
appendix C) 
t1 − t2 = 2VDC − 2Zm − Zpp4Zpp
sin(2pit1)− sin(2pit2) = piA2Zpp
(3.8)
Even though is not possible to isolate t1,2 = f(VDC, A), by numerically
sweeping the design space of t1 (from 0 to 1/2) and t2 (from t1 to 1/2), the out-
come solutions show that it is possible to track single tones within all dynamic
1Although only three coefficients are to be matched (hence only three switching events
may be necessary), with three switching events the switching signal would not be T0-periodic;
the Fourier Series decomposition would then yield harmonics at other frequencies than kf0,
which should be zero as well. Nevertheless, it is possible to inband-error-free track a single
tone sinusoid at OSwRs lower than 2 (see section 3.2.3 for minimum switching frequency
inband-error-free encoding).
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Figure 3.3: Required value for t1 when inband-error-free tracking the reference signal
x(t) = VDC +A cos(ω0t) at OSwR = 2; the value of t2 can be calculated from the first
equation in (3.8). Above the dash-dot line, the single tone exceeds the dynamic range.
range, i.e. it is possible to reproduce the spectral content of the single tone in
the switching signal. Figure 3.3 shows the results of the numerical sweep; note
that it is possible to track single tones even beyond the supply levels, specifically
up to 2Zpp/pi.
From expression (3.6) it is clear that the inband-error-free encoding condition
holds, as the frequency of the slowest harmonic of e(t) is 2f0. There are four
switching events within T0, thus a single tone can be inband-error-free tracked
at an OSwR of 2.
3.2.2 Periodic Signals
A bandlimited periodic signal may convey information within several coeffi-
cients. Let the reference signal be a f0-bandlimited multi-tone signal, consisting
of N tones with arbitrary phase at frequencies sub-multiples of f0 and a certain
DC offset, of the form
x(t) = a02 +
N∑
k=1
ak cos
(
ω0kt
N
)
+ bk sin
(
ω0kt
N
)
(3.9)
Again, the switching signal should be constrained to the same nature than
that of the reference signal to match the harmonics frequency; in this case, it
should be constrained to be NT0-periodic. In order to inband-error-free track
the reference signal, both the ak and bk coefficients must be matched. Hence
z(t) = a
∗
0
2 +
+∞∑
k=1
a∗k cos
(
ω0kt
N
)
+ b∗k sin
(
ω0kt
N
)
=
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= x(t) +
+∞∑
k=N+1
a∗k cos
(
ω0kt
N
)
+ b∗k sin
(
ω0kt
N
)
=
= x(t) + e(t) (3.10)
which yields a system of 2N + 1 equations.
Even though only 2N + 1 variables are necessary to solve this system, given
that the switching signal has been constrained to be NT0-periodic, it must have
an even number of switching events (see appendix C), and thus 2N+2 switching
events are required. The additional degree of freedom (2N +2 variables to solve
2N + 1 equations) can be devoted to match the bN+1 coefficient, which is zero,
although the a∗N+1 will not be zero and thus the full N + 1th harmonic will not
be matched. Still, the system becomes
a0 = a∗0(t1, . . . , t2N+2)
a1 = a∗1(t1, . . . , t2N+2)
...
aN = a∗N (t1, . . . , t2N+2)
b1 = b∗1(t1, . . . , t2N+2)
...
bN = b∗N (t1, . . . , t2N+2)
bN+1 = b∗N+1(t1, . . . , t2N+2)
(3.11)
These simultaneous equations can be numerically solved by properly apply-
ing a multi-dimensional root finding algorithm, such as the Newton’s method.
Therefore, a bandlimited NT0-periodic signal can be inband-error-free encoded
at an OSwR of 1 + 1/N .
OSwRNT0 =
2N + 2
2N = 1 +
1
N
(3.12)
Figure 3.4 shows an example of a reference signal consisting of 50 tones
(N = 50) of arbitrary amplitude and phase (yet avoiding saturation), inband-
error-free encoded at an OSwR of 1 + 1/50 = 1,02.
However, despite the low OSwR, the encoding process is still sub-optimum.
Certainly, the additional degree of freedom has been devoted to match the bN+1
coefficient, whilst the aN+1 coefficient and thus the full N + 1th harmonic has
not been matched. Instead, this degree of freedom could have been devoted
to reduce the OSwR (see section 3.2.3) or to shape the high-frequency spectral
content (see section 3.3.2).
Note that the previous analysis simplifies to well-known results in simple
cases. It is consistent with the example in the previous subsection, a single tone
(N = 1 and the OSwR is 1 + 1/1 = 2), and, in the simplest case (a constant
signal), it is even possible to analytically solve the system.
Constant Signals
A constant signal only conveys information within a0; all the rest of Fourier
coefficients are 0.
x(t) = VDC =
a0
2 (3.13)
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Figure 3.4: Inband-error-free tracking a 50-tone periodic signal at OSwR = 1,02.
Displayed waveforms are the reference signal (solid) and the switching signal (dotted)
in the time domain (upper plot), and the error signal in the frequency domain (lower
plot).
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The switching signal must be
z(t) = x(t) +
+∞∑
k=1
a∗k cos(ω0kt) + b∗k sin(ω0kt) (3.14)
which yields an equations system with one equation. The system can be solved
with only one switching event, thus the switching signal z(t) is not periodic. This
non-periodic solution does not make sense in the context of switching amplifiers,
as the switching signal must be periodic. Therefore, two switching events are
required to inband-error-free track a constant signal.
A simple solution to easily match the a0 coefficient is to impose t2 = 1− t1
(even symmetry). If so, the condition a0 = a∗0(t1) yields (because of the even
symmetry, the value of all the coefficients b∗k is always 0)
t1 =
a0 − 2Zm + Zpp
4Zpp
(3.15)
The switching signal is in fact a PWM signal of arbitrary frequency f0 and
duty cycle set by t1. Note that, because of the even symmetry, 0 < t1 < 0.5,
hence D = 2t1. The previous expression can be rewritten in a more common
form
D = VDC − Zmin
Zmax − Zmin (3.16)
3.2.3 Minimum OSwR Inband-Error-Free Signal Tracking
The result (3.12) derived in the previous subsection, an OSwR of 1 + 1/N to
inband-error-free encode a bandlimited signal consisting of N equidistant tones
with arbitrary phase and amplitude, whilst it is valid, it does not express the
minimum OSwR required to inband-error-free track these kind of signals. The
encoding process is indeed sub-optimum, since the switching signal matches one
coefficient of the N + 1th harmonic but not the full harmonic.
The encoding process described in the previous subsection considers an en-
coding window whose length is set by the period of the reference signal, yielding
a switching signal whose time period (and therefore its frequency resolution) is
the same than that of the reference signal. Note that the expression (3.12)
states the required OSwR as 1 (the reference signal bandwidth) plus the fre-
quency resolution 1/N . Consider the worst case, a single tone; its period is the
smallest possible, T0 (N = 1, yielding a frequency resolution of 1/N = 1), thus
the minimum OSwR required to inband-error-free track it is 2.
The encoding process can be optimised by extending the encoding window
and therefore improving the frequency resolution. In order to inband-error-free
encode, the switching signal must have harmonics at the same frequency than
that of the reference signal, hence the original reference signal must still be
periodic within the extended encoding window.
Let us consider an encoding window whose length is mNT0, with m ≥
1,m ∈ N. The period of the switching signal is mNT0 (thereby improving the
frequency resolution by a factor 1/m) and the reference signal is periodic within
each mNT0 period, thus inband-error-free tracking is possible.
Consistently with the frequency normalisation, the Fourier Series decompo-
sition has to be performed according to ω0/(mN). Let us define a new reference
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signal x̂(t), consisting of m periods of x(t). The new reference signal x̂(t) con-
veys the same information than the original reference signal x(t). Certainly
â0 =
2
mNT0
∫ mNT0
0
x(u)du = 2
NT0
∫ NT0
0
x(u)du = a0 (3.17)
The other âk (k ≥ 1, k ∈ N) are given by
âk =
2
mNT0
∫ mNT0
0
x(u) cos
(
ω0ku
mN
)
du (3.18)
The integral can be split into m integrals, one for each NT0 period
âk =
m+1∑
i=0
2
mNT0
∫ NT0(i+1)
NT0i
x(u) cos
(
ω0ku
mN
)
du (3.19)
Since x(t) = x(t+ kNT0),∀k ∈ Z, by applying τ = t−NT0i to each integral
and simplifying yields (note that each integral has a different change of variables)
âk =
2
mNT0
∫ NT0
0
x(τ)
m−1∑
i=0
cos
(
ω0k
mN
τ + 2pik i
m
)
dτ (3.20)
The summation of cosines is zero if k 6= nm, with n ∈ N. Certainly, each
cosine in the summation has a different phase. The phases will cause the sum-
mands to cancel out unless
k
i
m
∈ N, i = 0, . . . ,m− 1, i ∈ N (3.21)
Since i ∈ N, then k/m must belong to N. Therefore k = nm, with n ≥ 1
and n ∈ N, as the natural set is closed under the product. In this case, all the
phases are multiples of 2pi, hence all the summands can be directly added. The
value of the non-zero âk coefficients therefore is
âk =
2
NT0
∫ NT0
0
x(u) cos
(
ω0ku
mN
)
du = ak/m (3.22)
which is the original reference signal Fourier coefficient ak, but at m-multiples
frequency. An analogous analysis can be performed for the b̂k. Therefore (with
n ≥ 1, n ∈ N)
âk =
 a0, k = 0ak/m, k = nm0, k 6= nm b̂k =
{
bk/m, k = nm
0, k 6= nm (3.23)
The signal x̂(t) can be inband-error-free encoded as described in the previous
subsection. The switching signal must match up to the aN and bN coefficients
(the full Nth harmonic of x(t)), which correspond to the âmN and the b̂mN
coefficients respectively. This yields 2mN+1 variables, hence 2mN+1 switching
events are required within each mNT0 period. Again, despite the number of
variables is odd, the number of switching events within each mNT0 period must
be even, thus there are 2mN + 2 variables.
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The additional variable can be devoted to match either the âmN+1 or the
b̂mN+1 coefficient; nevertheless, since mN + 1 is odd, these coefficients are 0
(they convey no information of the original reference signal). It is therefore
possible to track up to the Nth harmonic of x(t) with this switching signal, this
is, to inband-error-free encode at OSwR = 1 + 1/(mN).
Now the encoding window length (and thus the frequency resolution) also
depends upon m, which can be as large as necessary. Therefore, the minimum
OSwR required to inband-error-free track a f0-bandlimited NT0 periodic signal
is 1.
OSwRNT0_min = lim
m→+∞ 1 +
1
mN
= 1 (3.24)
This expression (3.24) is the generalisation of expression (3.12), the particu-
lar case m = 1. Certainly, according to expression (3.12), the minimum OSwR
to inband-error-free encode a periodic signal consisting of N tones is 1 + 1/N ,
i.e. the minimum OSwR to inband-error-free encode depends upon the reference
signal’s complexity (e.g. a single tone N = 1 can be encoded at OSwR = 2, a
two-tone signal N = 2 can be encoded at OSwR = 1,5, and so on). Expression
(3.24) generalises the previous expression by considering m reference signal’s
periods as encoding interval. As a result, the minimum OSwR to inband-error-
free encode a periodic signal consisting of N tones is 1 (m tends to infinite).
Note that the minimum OSwR no longer depends upon the reference signal’s
complexity N .
Also note that the switching signal has m times the number of inband
harmonics than that of the reference signal, as the switching signal is mNT0-
periodic (the distance between adjacent harmonics is f0/(mN), higher frequency
resolution). Provided that the value of these additional harmonics is 0, the
baseband spectral content of both signals is the same, i.e. the inband-error-free
encoding condition is fulfilled.
Figure 3.5 shows the same single tone sinusoid than that in figure 3.2, but
inband-error-free tracked at a lower OSwR (m = 8). The time-domain wave-
forms show the multiple-period encoding (wider encoding window), and the
power spectrum shows the additional inband harmonics (enhanced frequency
resolution).
3.2.4 Generalisation to Non-Periodic Signals
The previous analysis can be generalised to non-periodic signals by simply in-
creasing the complexity of the reference signal (adding more tones). Certainly, if
N tends to infinite, the reference signal becomes a f0-bandlimited non-periodic
signal.
Note that in the multi-tone reference signal described in (3.9), its bandwidth
is independent of N , BWx(t) = f0, therefore its spectral content extends from
DC up to f0 regardless of the number of harmonics N . On the other hand, its
period is NT0, hence it does depend upon N .
The minimum OSwR required to error-free track a f0-bandlimited signal is
OSwRmin = lim
N→+∞
1 + 1
mN
= 1, m ≥ 1, m ∈ N (3.25)
Note that a f0-bandlimited signal can be inband-error-free encoded at f0,
hence it could be perfectly recovered if using an ideal low-pass filter. Also
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Figure 3.5: Inband-error-free tracking a single tone sinusoid at OSwR = 1,125. Dis-
played waveforms are the reference signal (solid) and the switching signal (dotted) in
the time domain (upper plot), and the error signal in the frequency domain (lower
plot).
note that widening the encoding window (increasing m) does not further reduce
the minimum OSwR, as the frequency resolution set by the reference signal is
already maximum.
It could seem a paradox that the more complexity the reference signal has,
the lower the encoding frequency is required. Again, it is a matter of encoding
window length and frequency resolution. Because of the frequency normali-
sation, increasing the reference signal complexity (i.e. adding more tones or
increasing N) is equivalent to slowering it down, thus widening the encoding
window set by the reference signal. A wider encoding window involves more
resolution in the frequency domain and, in the non-periodic case, the encoding
window length is already maximum.
3.3 Common Cases in Switching Amplifiers
In switching amplifiers, the decoding process is performed by a LTI low-pass
filter, whose rejection in the stopband is finite. Because of this reason, even if
encoding with an inband-error-free modulator, it might be necessary to encode
at non-minimum OSwRs, to simplify the decoding process and thus ensure
enough stopband rejection. Additionally, there are some applications wherein
the reference signals are not bandlimited (such as the envelope signals of multibit
modulations).
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Accordingly, this section extends the minimum OSwR inband-error-free anal-
ysis to cases closer to practical situations: high-OSwR inband-error-free encod-
ing (i.e. anticipating the effect of LTI filters, by shifting the spectral content
of E(f) to higher frequencies and/or reshaping it) and tracking wider or even
infinite-band signals (such as the envelope signals of multibit modulations, here-
after referred as “underswitching”).
3.3.1 High-OSwR and Underswitching Effects
An inband-error-free modulator operating at an average switching frequency fs
encodes regardless of the reference signal bandwidth. The generation of the
switching signal z(t) results in the addition of a fs-high-pass error signal e(t) to
the reference signal x(t).
If the input signal is bandlimited to f0, being f0 < fs (high-OSwR inband-
error-free encoding), the modulator treats it as a fs-bandlimited signal, that is,
the modulator inband-error-free tracks the reference signal up to fs including
the empty window between f0 and fs (padding the reference with zeros).
Z(f) =
 X(f), |f | ≤ f00, f0 < |f | ≤ fs
E(f), |f | > fs
(3.26)
On the other hand, if f0 > fs (underswitching), the lowest non-zero spectral
content of e(t), upwards of fs, is mixed with the highest spectral content of x(t),
thus part of the information conveyed by x(t) is lost (it is no longer possible to
perfectly recover x(t) by low-pass filtering z(t), not even with an ideal filter).
Note that this also applies if f0 is infinite, such as in discontinuous reference
signals.
Z(f) =
{
X(f), |f | ≤ fs
E(f), |f | > fs (3.27)
At all effects, the modulator treats the f0-bandlimited signal as a fs-band-
limited signal, despite f0 may be higher, equal or lower than fs, and therefore
the reference signal is always truncated or approximated by a fs-bandlimited
signal.
Figures 3.6 and 3.7 illustrate high-OSwR encoding and underswitching re-
spectively, tracking the same reference signal than in figure 3.4 (50-tone signal).
Note the empty window in high-OSwR, between f0 and fs = 2f0 (in the switch-
ing signal z(t), there are 100 switching events within every 50T0 time interval).
On the other hand, in underswitching the reference signal x(t) is approxi-
mated by a fs-bandlimited reference signal χ(t), which is also depicted in fig-
ure 3.7. Note that the lowest spectral content of the error signal E(f) masks
the highest spectral content of the reference signal X(f), hence it is not possible
to perfectly recover the reference signal x(t) by low-pass filtering the switching
signal z(t).
A case of interest of high-OSwR inband-error-free encoding is single-tone
tracking, for grid-interactive inverters. By using the proper switching events, it
is feasible to cancel all harmonics up to fs. Since the reference signal is always
a single-tone sinusoid, the switching events can be beforehand evaluated, and
then drive the inverter (in steady-state) with a digital controller. Figure 3.8
shows a representative example of this situation: tracking a single-tone sinusoid
at an OSwR of 13.
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Figure 3.6: Inband-error-free tracking a 50-tone periodic signal at OSwR = 2. Dis-
played waveforms are the reference signal (solid) and the switching signal (dotted) in
the time domain (upper plot), and the error signal in the frequency domain (lower
plot).
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Figure 3.7: Tracking a 50-tone periodic signal at OSwR = 0,52. Displayed waveforms
are the reference signal (solid), the switching signal (dotted) and the approximated
reference signal in the time domain (upper plot), and the error signal in the frequency
domain (lower plot).
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Figure 3.8: Inband-error-free tracking a single tone sinusoid at an OSwR of 13. Dis-
played waveforms are the reference signal (solid) and the switching signal (dotted) in
the time domain (upper plot), and the error signal in the frequency domain (lower
plot).
3.3.2 Multiple Inband-Error-Free Encodings at the Same
OSwR
The inband-error-free encoding process described so far is not unique if encoding
at OSwRs higher than 1. It is possible to find different switching signals tracking
the same reference signal at the same OSwR with different time waveforms.
The inband-error-free encoding condition only concerns baseband, but there is
no constraint regarding the high-frequency spectral content.
In this encoding method based on Fourier Series, the switching signal is
generated from a reference periodic signal; the switching events are located so
that the baseband spectral content of both signals is the same. Nevertheless,
this method constrains the ends of the encoding window, i.e. the ends of one
full mNT0-period of the reference signal, to be always encoded at either high
or low level.
Let us consider the example in figure 3.9, a reference signal x(t) consisting
of four tones. The switching signal z1(t) inband-error-free tracks it at an OSwR
of 1,125 (m = 2). In this case, the time instants k4T0 are alternatively encoded
at high or low level; on the other hand, the absolute minima of x(t) are always
encoded at low level, whereas the absolute maxima of x(t) are always encoded
at high level.
By applying a time delay ∆t to the reference signal, it is possible to shift it
so that the absolute minima of x(t) are shifted to the beginning of the encoding
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Figure 3.9: A 4-tone reference periodic signal inband-error-free tracked at OSwR =
1,125 by two different switching signals. Displayed waveforms are the reference signal
(solid) and the switching signals (dashed and dotted) in the time domain (upper and
middle plots), and the error signals (decimated for better readability) in the frequency
domain (lower plot).
window. As the reference signal consists of single tones, the time delay involves
a phase shift ϕk(∆t) in each tone.
x∆t(t) = x(t+ ∆t)⇒ ϕk(∆t) = ω0k∆t
N
(3.28)
This shifted reference signal x∆t(t) can be now encoded at the same OSwR
than that of z1(t), yielding a shifted switching signal z∆t(t). Nonetheless, the
absolute minima of x(t) are now alternatively encoded at either high or low level
(see figure 3.9).
By undoing the time delay, a switching signal z2(t) is obtained which also
tracks the reference signal x(t) at minimum OSwR, but with a different time
waveform than that of z1(t).
z2(t) = z∆t(t−∆t) (3.29)
106 Fundamental Bandwidth Limits in Two-Level Time Encoding
Consistently, the power spectrum of the error signals e1(t) and e2(t) also
show some differences. Note that the baseband spectral content sets the power
conveyed by the switching signal, because the a0 coefficient sets the amount of
time at high level (see section 3.4.1). Since the power conveyed by the switching
signal only depends upon a0, if two different switching signals error-free track the
same reference signal at the same OSwR, considering that their baseband spec-
tral content (thus the baseband power) is the same, then their high-frequency
power must be the same too. The difference between these two switching sig-
nals in the frequency domain concerns the high-frequency power distribution
(figure 3.9).
It is possible to tune an inband-error-free encoding process by also consider-
ing the high-frequency power distribution, although a significant shaping needs
more degrees of freedom in the encoding process.
High-Frequency Spectral Content Shaping
The high-frequency spectral content can be further shaped by adding more
degrees of freedom in the encoding process. Although the encoding process is less
efficient (more OSwR is required to error-free track up to the same frequency),
the decoding process may be simpler (e.g. less power in the first harmonic) or
it could be easier to implement an actual modulator which may perform this
inband-error-free encoding process.
Consider a simple example, inband-error-free encoding a single tone at an
OSwR of 5 (see figure 3.10). At each maximum of x(t), the switching signal be at
either low z1(t) or high z2(t) level. As figure 3.10 shows, with only this degree
of freedom the difference between encoding processes is significant, namely a
reduction of 50 % in the amplitude of the first harmonic.
Encoding at high OSwR does not necessarily involve adding degrees of free-
dom to the encoding process (e.g. adding an empty window, as described in
section 3.3.1). More degrees of freedom can be added by imposing other con-
straints, e.g. bounding the energy of the firsts harmonics of the error signal e(t)
(a∗k
2 + b∗k
2 ≤ αk with k ≥ N if tracking a bandlimited signal consisting of N
tones), but this analysis is beyond the scope of this chapter.
3.4 Interpretation of Minimum OSwR Inband-
Error-Free Encoding
The result derived in section 3.2, an OSwR of 1 to inband-error-free track a
f0-bandlimited non-periodic signal (3.24), is well below the conventional design
choice in switching amplifiers (OSwRs upwards of ten). The reason for this low
fundamental bound is that this encoding process, based on harmonics matching,
is specifically designed and intended for inband-error-free encoding, regardless
of the implementation feasibility.
In order to achieve minimum OSwR inband-error-free encoding, it is nec-
essary to know all the information of the reference signal to encode, i.e. the
value of the reference signal x(t) from t = −∞ to t = +∞ (non-causal encod-
ing process). Note that, in periodic signals, the values within the fundamental
period already provide information at any time instant. Consequently, it is
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Figure 3.10: Different inband-error-free encodings at OSwR = 5. Displayed waveforms
are the reference signal (solid) and the switching signals (dashed and dotted) in the
time domain (upper plots), and the error signals (decimated for better readability) in
the frequency domain (lower plot).
not possible to implement a real-time modulator2 performing minimum OSwR
inband-error-free encoding.
The encoding process presented in this chapter encodes by matching the
harmonics’ amplitude and the phase, so that the inband spectral content of
the switching signal Z(f) is the same than that of the reference signal X(f).
Due to the heterogeneous nature of these two signals in the time domain (the
reference signal is a continuous-amplitude with continuous derivatives signal,
whilst the switching signal is discrete-amplitude signal), both signals are moved
into a domain wherein they are more homogeneous and hence they can be easily
compared: the frequency domain. The signals are processed in the frequency
domain; then the modulated switching signal Z(f) is transformed back to the
time domain z(t).
If the implementation of the direct translation of the inband-error-free encod-
ing process is to be addressed, two main challenges arise: the high computational
cost (Fourier Transforms and solving non-linear equations) and the latency due
2 Without considering implementation-induced delays, a real-time modulator is that which
fulfils z(t0) = f (x(t)) , t ≤ t0, i.e. no information about the future behaviour of the reference
signal is required. Note that a PID controller is not a real-time controller, since it requires
the first derivative (computing x˙(t0) requires x(t0 + τ), being τ > 0). However, the derivative
can be approximated with preceding values of reference signal x(t0 − τ); furthermore, even
if using future information, the delay τ due to the computation of the derivative is usually
tolerable and thus PIDs are, effectively, real-time controllers.
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to the large encoding window for accurate frequency-domain representation.
Nevertheless, the main interest of the quantitative bound for inband-error-free
encoding presented in this chapter is as comparison framework for practical
modulators, in terms of inband-error power and OSwR.
3.4.1 Switching Signal’s Time Waveform Analysis
In minimum OSwR inband-error-free encoding, the switching events tk are com-
puted in the frequency domain so that the baseband spectral content of the
switching signal Z(f) matches the baseband spectral content of the reference
signal X(f). Unfortunately, in the time domain, the switching events tk are
irregularly distributed; moreover there is no redundancy in the switching signal
z(t) either (it conveys the maximum amount of information). Consequently
there is no direct relation between the reference signal’s time-domain wave-
form x(t) and the distribution of switching events tk. Despite approximating
minimum OSwR inband-error-free encoding with an actual modulator may be
possible, it is challenging indeed. Nevertheless, by analysing the time waveform
of the switching signal z(t) in inband-error-free encoding, it can be evaluated
whether actual modulators can approximate inband-error-free encoding under
some specific operating conditions.
Actual modulators for switching amplifiers are constrained by a feasible im-
plementation; this constraint usually leads to implement a lossy encoding algo-
rithm such as PWM (the encoding fidelity of common modulations is discussed
in chapter 4). Given an actual modulator (e.g. triangle PWM), the only free
parameter in the encoding process is the OSwR. Provided that the common
modulators in switching amplifiers do not implement minimum switching fre-
quency inband-error-free encoding (i.e. inband-error-free encoding at an OSwR
of 1), they can only approximate inband-error-free encoding at high OSwRs.
That is, as the OSwR increases, the encoding process performed by the modu-
lator should tend to inband-error-free encoding to satisfy this approximation.
In inband-error-free encoding, as the OSwR increases, the switching signal
z(t) becomes redundant in the sense that more switching events are used to
encode the same information3. Within each pulse of the switching signal z(t),
the amplitude sweep of reference signal x(t) decreases. Therefore, as the OSwR
increases, the reference signal x(t) tends to behave as a constant-reference signal
within the time interval defined by two consecutive pulses, one positive and one
negative (encoding interval). Formally,
lim
OSwR→+∞
x(tk)− x(tk−1) = 0 (3.30)
where the time instants tk and tk−1 correspond to two consecutive switching
events in the switching signal z(t).
Constant-reference signals can be easily inband-error-free encoded, even with
actual modulators, since the only constraint to achieve inband-error-free encod-
ing is equalling the integral (area) of the reference signal x(t) and the integral
3Strictly speaking, the term “redundant” means that the encoding process is not unique.
As discussed in sections 3.2.3 and 3.3.1, high-OSwR inband-error-free encoding does not nec-
essarily add redundancy in the switching signal z(t). Nevertheless, here the term “redundant”
is used to emphasise the non-minimum OSwR in the inband-error-free encoding process.
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(area) of the switching signal z(t) (area-equalling encoding). Certainly, because
of tracking the a0 coefficient, the switching signal z(t) fulfils
a0 = a∗0 ⇒
∫ mNT0
0
x(u) du =
∫ mNT0
0
z(u) du (3.31)
and provided that all the information is conveyed within the a0 coefficient, fulfill-
ing this condition is sufficient to achieve inband-error-free encoding. Formally,
area-equalling encoding can be stated as∫ t2k+2
t2k
x(u) du =
∫ t2k+2
t2k
z(u) du, ∀k ∈ Z (3.32)
where tk stands for the time instants of the switching events of the switching
signal z(t).
When tracking non-constant reference signals, tracking the a0 coefficient
becomes a necessary but not sufficient condition to inband-error-free encode
(fulfilling it does not guarantee a good approximation to inband-error-free en-
coding). However, if the reference signal x(t) can be time-locally approximated
by a constant-reference signal (high OSwR encoding, i.e. the amplitude varia-
tion of the reference signal x(t) within each encoding interval is small, as dis-
cussed above), the inband-error-free encoding algorithm can be approximated
by area-equalling encoding with small error. That is, within each encoding in-
terval, the integral of the switching signal z(t) approximately equals the integral
of the reference signal x(t).
This approximation can be illustrated with a simple example, inband-error-
free tracking single tone at high OSwRs.
x(t) = cos (2pif0t) , ∀t ∈ R (3.33)
Let λ(t) be the area-error signal, defined as a piecewise linear function whose
value is the integral of the error signal e(t) within each encoding interval (or
pulse pair).
λ(t) :=
∫ t2k+2
t2k
e(u) du, t ∈ [t2k, t2k+2], ∀k ∈ Z (3.34)
Given an arbitrary reference signal x(t) and a two-level switching signal z(t)
tracking it, the instantaneous magnitude of the area-error signal λ(t) quantifies,
within each encoding interval, the deviation of the switching signal z(t) from
area-equalling encoding. In the case of inband-error-free encoding, this signal
can used to evaluate how good is the area-equalling encoding approximation.
Figure 3.11 shows the time waveforms of the area-error signal λ(t) together
with the reference x(t) and the switching z(t) signals at an OSwR of 9, as well
as the time waveform of the area-error signal λ(t) at different OSwRs. The
amplitude of the area-error signal λ(t) decreases as the OSwR increases, which
points out that inband-error-free encoding tends to area-equalling encoding as
the OSwR increases. The suitability of this approximation can be quantified by
evaluating the RMS value of the area-error signal, λ(t)RMS, at different OSwRs
(see figure 3.12). The RMS value tends to monotonically decrease, which reflects
that, as the OSwR increases, inband-error-free encoding tends to area-equalling
encoding.
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Figure 3.11: Area-error signal in inband-error-free tracking a single tone at different
OSwRs. Displayed waveforms show the reference signal x(t), the switching signal z(t)
and the (scaled) area-error signal λ(t) in the upper plot (OSwR = 9) and the (scaled)
area-error signals λi(t) at different OSwRs in the lower plot (the subscript i stands for
the OSwR).
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Figure 3.12: Approximating inband-error-free encoding by area-equalling encoding,
showing the ratio of the RMS value of the area-error signal λ(t)RMS to the RMS value
of the reference signal x(t)RMS at different OSwRs.
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Figure 3.13: Time distribution of switching events in inband-error-free encoding (track-
ing a single tone sinusoid). Displayed waveforms show the maximum and minimum
widths of the pulses within one period of the single tone sinusoid.
This property of inband-error-free encoding establishes a suitability con-
straint for modulations for switching amplifiers: the encoding process must tend
to area-equalling encoding as the OSwR increases; consequently, the modula-
tor must inband-error-free track constant-reference signals. This feature guar-
anties that the error due to improper encoding can be reduced by increasing the
OSwR (in conventional switching amplifiers under regular operating conditions,
OSwRs upwards of ten, improper encoding is usually not the dominant inband
error source). Note, however, that area-equalling encoding is just an approxi-
mation to inband-error-free encoding, only valid if the OSwR is high, but not
necessarily the best approximation.
The single-tone tracking characterisation can also be used to analyse the
time distribution of the switching events tk (see figure 3.13). As the OSwR
increases, the distribution of switching events tends to a regular distribution,
i.e. constant switching frequency (in figure 3.13, the maximum pulse width
tends to decrease at a rate of 1/OSwR as the OSwR increases).
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Chapter 4
Two-Level Modulations for
Switching Amplifiers
This chapter characterises and compares two-level switching modulations for switch-
ing amplifiers (modulations which can be feasibly implemented) from the encoding-
reconstruction standpoint of switching amplifiers presented in chapter 2, and revisits
them under the fundamental limit perspective derived in chapter 3. The scope is to
analyse and characterise these common modulations under non-conventional oper-
ating conditions (OSwRs below ten).
4.1 Pulse Width Modulation
Pulse Width Modulation (PWM) is the most common 2-level switching mod-
ulation in switching amplifiers. The encoding process consists in comparing
the reference signal x(t) with a carrier c(t), thereby generating the two-level
switching signal z(t). PWM can be simply implemented with a comparator, as
figure 4.1 shows.
By analysing the encoding process of PWM from the encoding-reconstruction
standpoint of switching amplifiers, PWM turns out to be an encoding algorithm
suitable to inband-error-free track constant-reference signals; it is even possible
to encode constant-reference signals with non-linear gains (non-linear input-
output DC voltage ratios).
4.1.1 Constant-Reference Signal Tracking
The carrier c(t) continuously sweeps all the modulator dynamic range (from
Zmin to Zmax or vice versa), thereby defining or splitting into encoding intervals
+
−
GENERATOR
CARRIER
x(t)
c(t)
z(t)
Figure 4.1: Generic non-inverting pulse width modulator. The carrier c(t) is externally
generated.
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T kPMW = tk+1c − tkc , k ∈ Z, where c(tkc ) = Zmin if k is even and c(tkc ) = Zmax
if k is odd. Provided that the constant-reference signal x(t) does not saturate
the modulator Zmin ≤ x(t) ≤ Zmax, within each encoding interval, the reference
signal unavoidably intersects the carrier thus generating a pair of pulses, one
negative and one positive. The combined area of both pulses equals the area of
the constant-reference signal x(t), corrected by the modulation’s input-output
DC characteristic.
If the input-output DC characteristic is linear (linear PWM), the combined
area of the pulse pair equals the area of the constant-reference signal and hence
PWM inband-error-free tracks the constant-reference signal x(t), a∗0 = a0. Con-
sequently, the encoded information can be perfectly recovered by low-pass fil-
tering the switching signal z(t).
Provided that the carrier c(t) monotonously sweeps the dynamic range within
each encoding interval, the carrier determines how often the switching events are
generated. The switching frequency fs of the switching signal z(t) is therefore
determined by the carrier’s frequency fc.
Note that the carrier frequency, and hence the frequency of the PWM switch-
ing signal, does not necessarily need to be constant. The only constraint regard-
ing the time waveform of the carrier is that, within each encoding interval, it
must monotonously sweep all the dynamic range (from Zmin to Zmax or vice
versa). Regardless, constant-frequency carriers are the most common; unless
otherwise stated, constant-frequency carriers are hereafter assumed.
Variable-frequency PWM are mostly used in regulators, to reduce the switch-
ing losses in light load conditions. There exist different implementations of this
variant, including pulse skipping and Pulse Frequency Modulation (PFM).
4.1.2 Modulation Variants
The modulation’s input-output DC characteristic is determined by the carrier’s
waveform c(t) within each encoding interval. Despite non-linear input-output
DC characteristics lead to distorting encoding processes (in this case, a∗0 6= a0),
it is possible to take advantage of this feature in non-linear decoders (non-buck-
derived switching converters), so that the combination of the DC-non-linear
switching modulation and the non-linear decoder results in a linear system.
Nevertheless this variant is not common and it is seldom used in actual ap-
plications. Figure 4.2 includes an example of non-linear PWM, based on a
discontinuous sinusoidal carrier.
A linear input-output DC characteristic (in order to inband-error-free encode
the information conveyed by the constant-reference signal x(t)), can be achieved
by linearly sweeping from Zmin to Zmax, e.g. with a sawtooth carrier.
In sawtooth PWMs, one of the most common variants of PWM, the carrier is
discontinuous. For instance, in the trailing-edge variant (the example included
in figure 4.2), all encoding intervals yield a negative pulse followed by a positive
pulse (all encoding intervals start at low level Zmin and end at high level Zmax).
Transitioning between two consecutive encoding intervals therefore requires an
additional switching event in the switching signal z(t), from high level Zmax to
low level Zmin.
These additional switching events, namely dummy edges, are a consequence
of the modulation itself and hence they do not convey information of the constant-
reference signal x(t). Dummy edges degrade the encoding efficiency: higher
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Figure 4.2: Different kinds of constant-frequency PWMs: non-linear (upper graph),
linear with discontinuous carrier (trailing sawtooth carrier, middle graph) and lin-
ear with continuous carrier (triangle carrier, lower graph). The edges displayed with
dashed lines convey no information of the constant-reference signal x(t).
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switching frequency to convey the same amount of information. Note that the
width of the odd encoding intervals is zero T 2k+1PWM = 0, ∀k ∈ Z, thus no infor-
mation can be conveyed by them. This issue is common in all discontinuous
carriers, including non-linear ones, such as the non-linear carrier included in
figure 4.2.
The dummy edges issue can be addressed by alternatively reversing the
switching signal’s z(t) pulses order, so that a negative-positive pulse pair is fol-
lowed by a positive-negative pulse pair and vice versa. In this way, the starting
level of an encoding interval is the same than the ending level of the previous en-
coding interval, thus skipping the dummy edges. This behaviour can be achieved
by alternatively reversing the carrier’s time waveform c(t), e.g. a trailing-edge
interval followed by a leading-edge interval and vice versa (the sawtooth carrier
then becomes a symmetrical continuous triangle carrier, see figure 4.2).
The carrier’s frequency fc = 1/Tc is generally defined so that
c(t) = c(t+ Tc), ∀t ∈ R (4.1)
and hence the switching frequency fs of the switching signal z(t) is fs = fc. Note
that this is valid for both discontinuous and continuous carriers. Certainly, ac-
cording to expression (4.1), when converting a discontinuous carrier of frequency
f1 into continuous, the frequency of the continuous carrier is f2 = f1/2 (equiv-
alently, T2 = 2T1). However, because of dummy edges skipping, the number of
switching events Nsw2 yielded by a PWM driven by the continuous carrier c2(t)
is also half of that Nsw1 yielded by a PWM driven by the discontinuous carrier
c1(t), i.e. Nsw2 = Nsw1/2. The switching frequency of both switching signals is
therefore the same than that of their respective carriers.
Generalising, symmetrical continuous carriers yield switching signals with no
dummy edges, thereby improving the efficiency of the encoding process when
compared to discontinuous carriers.
4.1.3 Generalisation to Non-Constant Signal Tracking
Although inband-error-free encoding non-constant reference signals is not possi-
ble with PWM, provided that PWM inband-error-free tracks constant-reference
signals and relying on the area-equalling approximation of inband-error-free en-
coding (see section 3.4.1), PWM can also be used to track non-constant reference
signals x(t) with a bounded error. The higher the OSwR, the lower the tracking
error.
The natural extension of PWM to non-constant signal tracking consists in
replacing the constant-reference signal by a time-varying reference signal. A
switching event is generated whenever the reference signal x(t) intersects the
carrier c(t), as figure 4.3 shows (natural-sampling PWM).
Nevertheless, in some applications, the analogue reference signal x(t) is not
explicitly available; instead only (uniformly spaced) sampled values x[n] = x(ti)
of it are available. In such cases, to avoid reconstructing the analogue signal
x(t) by interpolating its sampled values x[n], the analogue signal x(t) is approx-
imated by a piecewise constant signal x∗(t) whose value, within each encoding
interval, is constant and equal to the analogue signal’s value at the beginning
of the encoding interval (which generally coincides with a sample x[n], uniform-
sampling PWM).
x∗(t) = x(ti), ∀t ∈ [ti, ti+1) (4.2)
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Figure 4.3: Triangle PWM tracking a f0-bandlimited signal at OSwR = 3. Displayed
waveforms show the carrier (dashed line), the switching signal (dotted line) and the
reference signal (solid line).
The performance in terms of distortion and tracking error of natural-sampling
PWM is better than that of uniform-sampling PWM [78]. The only advantage
of uniform-sampling over natural-sampling is the actual implementation, espe-
cially in digital modulators. Because of these reasons, uniform-sampling PWM
is not considered in this work.
Note that even natural-sampling PWM implicitly samples the reference sig-
nal x(t). When tracking non-constant reference signals x(t), only the infor-
mation conveyed by the reference signal x(t) at the intersections with the car-
rier, i.e. x(tk), is encoded; the information conveyed at all other time instants
is lost. On the other hand, in constant-reference signals, the information is
the same at all time instants and hence no information is lost due to this im-
plicit sampling (inband-error-free encoding). Because of this reason, from the
encoding-reconstruction standpoint, PWM is a modulation suitable to track
constant-reference signals.
4.1.4 Switching Signal’s Time Waveform Analysis
Within each encoding interval T kPWM, the instantaneous duty cycle dk
dk :=
1
T kPWM
∫ tk+1c
tkc
z(u)− Zm
Zmax − Zmin du, ∀k ∈ Z (4.3)
is determined by the intersection of the reference signal x(t) and the carrier
c(t). When tracking a non-constant reference signal x(t), the intersection may
occur at any amplitude level; in particular, if the value of the reference signal
x(t) is close to either Zmin or Zmax, its bound values, the instantaneous duty
cycle dk yielded within these encoding intervals may be very low or very high
respectively.
In either case, this results in very narrow pulses in the switching signal z(t).
Certainly, let Tk be the width (time length) of the kth pulse
Tk := tk+1 − tk (4.4)
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Figure 4.4: Histogram of pulses’ width of triangle PWM tracking a f0-bandlimited
signal at an OSwR of 10. Simulation performed using the configuration D.4.5.
where tk are the time edges of the switching signal z(t). Formally, the pulses’
width in sawtooth and triangle PWMs is not bounded from below (in fact it is
bounded by 0, but the width of a pulse cannot be negative).
On the other hand, provided that the carrier c(t) sweeps all the modulator’s
dynamic range within each encoding interval and that Zmin ≤ x(t) ≤ Zmax, the
reference signal x(t) unavoidably intersects the carrier c(t) within each encoding
interval. As a result, there is one switching event within each single encoding
interval; the worst case (i.e. widest pulse) is bounded from above by switching
at the beginning of an encoding interval and switching again at the end of
the subsequent encoding interval (the carrier’s period Tc = 1/fc, which fulfils
fc = fs = OSwRf0). Therefore,
0 < Tk
T0
<
1
OSwR (4.5)
Note that these bounds are independent of the reference signal’s waveform
x(t), even in discontinuous reference signals, as long as the reference signal x(t)
does not saturate the modulator.
The actual distribution depends upon the amplitude distribution of the sig-
nal to track x(t); PWM maps the reference signal’s amplitude distribution (ex-
tending from Zmax to Zmin) to a time-domain pulse width distribution, which
extends from 1/OSwR to 0
x(t) ∈ [Zmin, Zmax]→ Tk ∈
[
0, 1OSwR
]
(4.6)
Figure 4.4 includes the histogram of the pulses’ width of triangle PWM
tracking a f0-bandlimited signal at an OSwR of 10 (the amplitude distribution of
the reference signal x(t) is included in figure 2.17). As this figure illustrates, the
pulses’ width is bounded from above by 10−1T0 and is not bounded from below,
although the probability density below 10−2T0 is very small, which corroborates
expressions (4.5) and (4.6).
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4.1.5 Power Spectrum Analysis
The power spectrum of PWM signals is determined by the carrier’s waveform
c(t) and the reference signal x(t). When tracking f0-bandlimited signals with
a constant-frequency triangle PWM, the power spectrum of the PWM signal is
defined by a series of replicas of the reference signal X(f) and modulation har-
monics; each of these series is centered at a frequency multiple of the switching
frequency kfs, k ≥ 1, k ∈ N and scaled by Bessel-shaped coefficients, which are
centered at the same frequency [78].
The power spectrum of sawtooth PWM (also constant-frequency and track-
ing a f0-bandlimted signal) is similar, but with more harmonics and different
Bessel coefficients [78]. The increased number of harmonics is due to dummy
edges.
Figure 4.5 shows the power spectra of the error signals E(f) when tracking
a f0-bandlimited signal with a sawtooth PWM and with a triangle PWM, both
of them operating at an OSwR of 10. The replicas of the f0-bandlimited flat-
spectrum reference signal X(f) and the modulation harmonics, both scaled by
Bessel coefficients, can be easily identified.
The cumulative-power frequency distribution reveals that more than 75 % of
error signal’s power accumulates around the switching frequency fs = OSwRf0
(fundamental harmonic).
4.2 Asynchronous Σ∆ Modulation
Asynchronous Σ∆ Modulation (AΣ∆M) is a two-level switching modulation
which has also been used in switching amplifiers. Although it is not as popu-
lar as PWM, by analysing the encoding process of AΣ∆M from the encoding-
reconstruction standpoint of switching amplifiers, AΣ∆M turns out to be more
suitable to track non-constant signals than PWM, especially at low OSwRs.
An AΣ∆M consists of an integrator, an adder and an hysteresis compara-
tor. Figure 4.6 shows a block diagram of a normalised AΣ∆M (the only free
parameter is the hysteresis bandwidth δ, yet considering normalised AΣ∆Ms
does not detract generality to the analyses, as described in [21]). The operation
of AΣ∆M is well-known and has been in-depth analysed, in both time [21] and
frequency domains [79].
4.2.1 Encoding Process
AΣ∆M encodes by computing the integral of the error signal e(t), i.e. the
integral of the difference between the switching signal z(t) and the reference
signal x(t). Whenever the integrator’s output signal v(t) reaches one of the
comparator’s thresholds ±δ (the accumulated or integrated error is too large),
the comparator is triggered thus generating a switching event tk (see the time
waveforms in figure 4.6).
Unlike PWM, no external signal is used in this modulation (asynchronous
modulation). Instead, an AΣ∆M is an astable oscillator itself, which, when no
reference signal is applied x(t) = Zm, supplies a square switching signal (two-
level switching signal with constant frequency and duty cycle D = 50 %) whose
frequency is determined by δ. In general, if the reference signal is constant
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Figure 4.5: Power spectra of trailing sawtooth PWM (upper graph), triangle PWM
(lower graph) and cumulative-power frequency distribution of both error signals (lower
graph) tracking a f0-bandlimited signal at an OSwR of 10. Simulation performed using
the configuration D.4.1.
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Figure 4.6: Asynchronous Σ∆ Modulator and representative time waveforms when
tracking a f0-bandlimited reference signal. The integrator output signal v(t) has been
scaled for better readability.
x(t) = k, k ∈ (Zmin, Zmax), k ∈ R, AΣ∆M supplies a switching signal whose
frequency1 is given by
fs =
1
Ts
= 12δ
(
1
Zmax − k −
1
Zmin − k
)−1
(4.7)
and whose duty cycle D is
D = k − Zmin
Zmax − Zmin (4.8)
Hence AΣ∆M also inband-error-free tracks constant-reference signals. Note
that, when tracking a constant-reference signal at a certain OSwR, both PWM
and AΣ∆M yield the same switching signal z(t), which inband-error-free tracks
the reference signal x(t).
When the reference signal is not constant, the instantaneous pulses’ width Tk
is continuously adjusted so that, within each encoding interval T kAΣ∆M defined
by two consecutive rising or falling switching events tk of the switching signal
z(t) (i.e. either a positive-negative or a negative-positive pulse pair), the area
of the switching signal z(t) equals the area of the reference signal x(t).
Indeed, if the comparator was triggered at v(tk) = −δ, the next switching
event is triggered when the integrator’s output signal reaches the upper thresh-
old v(tk+1) = δ; the comparator is then triggered again when the integrator’s
output signal reaches the lower threshold again v(tk+2) = −δ. Hence, within the
encoding interval T kAΣ∆M = tk+2 − tk, ∀k ∈ Z, i.e. whichever two consecutive
1Units are not inconsistent in this expression; because of the normalisation, some param-
eters are not explicit in this expression [21].
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pulses,∫ tk+2
tk
−e(u) du =
∫ tk+2
tk
(x(u)− z(u)) du = v(tk+2)− v(tk) = 0 (4.9)
which leads to ∫ tk+2
tk
x(u) du =
∫ tk+2
tk
z(u) du (4.10)
equal areal of both signals within this encoding interval.
Area-equalling is therefore achieved regardless of the reference signal’s wave-
form x(t), even if underswitching (the reference signal is not bandlimited or its
fastest non-zero component is faster than the switching frequency fs), as long
as it does not exceeds the modulator’s dynamic range Zmin ≤ x(t) ≤ Zmax.
Moreover, area-equalling is independent of the encoding interval; it is valid for
both positive-negative and negative-positive pulse pairs.
Note that since there is no external carrier nor synchronisation signal, both
the instantaneous duty cycle dk and the encoding intervals’ length T kAΣ∆M (in-
stantaneous switching frequency) are continuously adjusted according to the
reference signal x(t). Furthermore, the encoding intervals are delimited by
switching events tk, instead of by an external signal like in PWM.
Unlike PWM, AΣ∆M encodes using all the information conveyed by the
reference signal x(t), which is captured in the integrator’s output signal v(t).
No approximation nor implicit sampling is performed in this encoding process.
Therefore, AΣ∆M is suitable to track non-constant reference signals, even if
underswitching or operating at low OSwRs.
4.2.2 Switching Signal’s Time Waveform Analysis
AΣ∆M is an asynchronous modulator (astable oscillator) which continuously
adapts the pulses’ width according to the reference signal x(t), as discussed
above. If the reference signal x(t) does not saturate the modulator (yet it
sweeps all the available dynamic range), the pulses’ width Tk is bounded by [21]
2δ
Zmax − Zmin ≤ Tk < +∞ (4.11)
The lower and upperbounds are achieved for a constant-reference signal
x(t) = k; z(t) = Zmax and k = Zmax (and also z(t) = Zmin and k = Zmin) lead
to the upperbound width (plus infinite i.e. AΣ∆M stops switching, formally
Tk is unbounded instead of bounded by plus infinite), whereas z(t) = Zmax and
k = Zmin (and vice versa) lead to the lowerbound width (maximum instanta-
neous switching frequency). AΣ∆M may stop switching because, whenever the
value of the reference signal x(t) is similar to the switching signal’s z(t) value,
the error signal e(t) is very small, causing the integrator’s output signal v(t) to
remain almost constant.
According to (4.11), AΣ∆M maps the reference signal’s amplitude distribu-
tion (extending from Zmax to Zmin) to a time-domain pulse width distribution,
which extends from 4δ/Zpp to +∞.
x(t) ∈ [Zmin, Zmax]→ Tk ∈
[
4δ
Zpp
,+∞
)
(4.12)
4.2 Asynchronous Σ∆ Modulation 123
0
20
40
60
80
100
10-3 10-2 10-1 100
0
20
40
60
80
100
Pr
ob
ab
il
it
y 
de
ns
it
y
Pe
rc
en
ti
le
 (
%)
Pulses' width (T0)
density
percentile
Figure 4.7: Histogram of pulses’ width of AΣ∆M tracking a f0-bandlimited signal at
an OSwR of 10. Simulation performed using the configuration D.4.5.
Note that the amplitude-time mappings of AΣ∆M and PWM are comple-
mentary: in the former the mapped time is bounded from below and unbounded
from above, whereas in the latter it is unbounded from below and bounded from
above.
The actual distribution of pulses’ width Tk depends upon the amplitude dis-
tribution of the reference signal x(t), like in PWM. Nevertheless, when tracking
bandlimited signals with an AΣ∆M, provided that this kind of signals do not
remain constant for a long time period, the pulses’ width is effectively bounded
from above as well (see figure 4.7).
4.2.3 Power Spectrum
According to the analytic expression [79], the power spectrum of an AΣ∆M sig-
nal consists in a series of harmonic bands. Similarly to PWM, the zeroth-order
harmonic band (baseband) equals the reference signal x(t) without distortion;
the subsequent bands (higher-order bands) contain spectral components around
a central frequency, although they extend to all frequencies.
However, unlike in PWM, the addition of all higher-order bands does not
necessarily result in a main harmonic in AΣ∆M. For instance, when tracking
non-periodic signals, the power spectrum spreads yielding a distribution with
no harmonics (see figure 4.8). The harmonic bands are visible in simpler signals
such as single tones, as illustrated in figure 4.9.
The inband content of the error signal is significant in AΣ∆M. It logarith-
mically increases from very low values at DC, up to a maximum value around
the average switching frequency. Under the operating conditions of figure 4.8
(tracking a f0-bandlimited signal at an OSwR of 10), the inband content of
the error signal E(f) logarithmically grows up to 40 dB below the reference sig-
nal’s level; in this case, the ratio of the error signal’s inband power P ie(t) to the
reference signal’s power Px(t) is approximately −46 dB.
4.2.4 Encoding Limitations
AΣ∆M encodes according to the area-equalling criterion which, as described
in section 3.4.1, leads to inband-error-free encoding if the reference signal x(t)
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Figure 4.8: Power spectrum of AΣ∆M tracking a f0-bandlimited signal at an OSwR
of 10. Simulation performed using the configuration D.4.1.
is constant. If the reference signal is not constant, this criterion results in a
certain inband error depending on the the encoding intervals’ length (i.e. the
instantaneous switching frequency): the narrower the encoding intervals, the
better the tracking fidelity.
When tracking non-constant reference signals, AΣ∆M adjusts the encoding
intervals’ length according to the area-equalling criterion; more precisely, the
length of every single pulse is adjusted so that the integrated error within that
pulse is ±2δ. This is illustrated in figure 4.6: the integrator’s output signal
either increases from −δ to δ (∆v = 2δ) or decreases from δ to −δ (∆v = −2δ)
within each pulse. Formally, the time interval comprised between the time edges
tk and tk+1 fulfils ∫ tk+1
tk
v(u) du = ±2δ (4.13)
where the sign depends upon the pulse’s polarity, either negative or positive.
If the rate of change of the integrator output’s signal v(t) is small, sweeping
2δ results in a wide pulse (low switching frequency), whereas if the rate of change
is high, sweeping 2δ results in a narrow pulse (high switching frequency). Given
a certain hysteresis width δ, the length of each encoding interval is therefore
determined by the rate of change (i.e. the derivative) of the integrator output
signal, the error signal e(t); provided that e(t) = z(t) − x(t), the length of
each encoding interval (i.e. the instantaneous switching frequency) is finally
determined by the instantaneous value of the reference signal x(t).
Let us consider a simple example, an AΣ∆Mwith hysteresis width δ tracking
a constant-reference signal x(t) = k. According to expressions (4.7) and (4.8),
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Figure 4.10: Switching frequency dependency in AΣ∆M when tracking a constant-
reference signal x(t) = k, k ∈ (Zmin, Zmax).
if k = Zm the switching frequency is maximum and the duty cycle is 50 %. As k
either increases or decreases, so does the duty cycle; however, since the minimum
pulse width is bounded in AΣ∆M, high and low duty cycles are achieved by
reducing the switching frequency. As a result, the switching frequency depends
upon the reference signal’s value k (see figure 4.10).
When tracking a non-constant reference signal, this dependency constrains
the tracking fidelity. Whenever the reference signal approaches to the switch-
ing signal’s value x(t0) ≈ z(t0), the switching frequency reduces and hence
the tracking fidelity degrades. Figure 4.11 illustrates this effect on an AΣ∆M
tracking a non-constant reference signal at an (average) OSwR of 20, The length
of the widest pulse is 0,19; together with an adjacent pulse (either the previ-
ous or the subsequent, the difference is not significant) the encoding interval
is approximately 0,20, yielding an instantaneous OSwR of 5,1, quarter of the
average OSwR. This issue is known and has been partially characterised in the
literature, when tracking single tones [80].
The local reduction of the switching frequency can be an issue in the decod-
ing process. Actual decoders are LTI (invariant response); decoding switching
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Figure 4.11: AΣ∆M tracking a non-constant reference signal at an OSwR of 20. The
integrator’s output signal v(t) and the hysteresis width δ have been scaled for better
readability.
signals whose instantaneous switching frequency widely varies may result in lo-
cally high remaining error signals ξ(t), especially if the switching frequency is
not bounded from below (the instantaneous switching frequency could locally
be lower than the filter’s cutoff frequency).
AΣ∆M can be upgraded so that the encoding intervals’ length is independent
of the reference signal’s instantaneous value, thereby simplifying the decoding
process with LTI low-pass filters.
4.3 Adaptive Asynchronous Σ∆ Modulation
The dependency of the encoding intervals’ length upon the reference signal’s in-
stantaneous value can be removed by adding the proper reference signal feedfor-
ward to the comparator’s hysteresis width (Adaptive Asynchronous Σ∆ Modu-
lator—AAΣ∆M). The required feedforward law to achieve this behaviour can
be derived by inverting the expression (4.7), yielding2
δ(t) = 12α
1
1
Zmax − x(t) −
1
Zmin − x(t)
(4.14)
where α is a free parameter to set the average switching frequency; the com-
parator’s thresholds are symmetrical ±δ(t).
This hysteresis law achieves the desired behaviour by reducing the hysteresis
width according to the reference signal; for instance, when tracking a constant-
reference signal x(t) = k, with k ∈ (Zmin, Zmax), the switching frequency
fs = α 6= f (x(t)) (4.15)
Figure 4.12 shows a block diagram of AAΣ∆M and the representative time
waveforms when tracking a f0-bandlimited signal. As this figure illustrates, the
hysteresis width δ(t) is continuously adjusted according to the reference signal
x(t).
2Strictly, the hysteresis-width function depends upon the reference signal δ (x(t)), although,
for the sake of notation simplicity, it is denoted as a time-dependent function δ(x(t))→ δ(t).
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Figure 4.12: Adaptive Asynchronous Σ∆ Modulator and representative time wave-
forms when tracking a f0-bandlimited reference signal. The integrator output signal
v(t) and the hysteresis-width function δ(t) have been scaled for better readability.
Unlike AΣ∆M, AAΣ∆M does not encode according to the area-equalling
criterion. Certainly, the hysteresis-width function δ(t) continuously varies; since
this function determines the amount of integrated error within each pulse, in
general, two consecutive pulses may involve different integrated error. Let tk be
the time instant of a switching event and let tk+1 and tk+2 be the time instants
of the two subsequent switching events; provided that
δ(tk+1)− δ(tk) 6= δ(tk+2)− δ(tk+1) (4.16)
the integrated error within each pulse is different. Consequently ∆v = v(tk+2)−
v(tk) 6= 0 and hence ∫ tk+2
tk
x(u) du 6=
∫ tk+2
tk
z(u) du (4.17)
Regardless, the errors in the different encoding intervals compensate, so
that switching signal z(t) still tracks the reference signal x(t). Note that if
the reference signal is constant x(t) = k with k ∈ (Zmin, Zmax), the hysteresis-
width function remains constant as well δ(t) = δk, ∀t ∈ R. In this case, AAΣ∆M
encodes according to equalling-area criterion, thus resulting in inband-error-free
encoding.
4.3.1 Conditions for Astable Operation
Like AΣ∆M, AAΣ∆M operates as an astable oscillator for all reference signals
not saturating the modulator Zmin < x(t) < Zmax, i.e. the integrator’s output
signal v(t) fulfils |v(t)| ≤ δ(t), ∀t ∈ R.
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The hysteresis-width function δ(t) is positive and bounded for all values of
x(t) not saturating the modulator
Zmin < x(t) < Zmax → 0 < δ(t) ≤ Zpp2α , ∀t ∈ R (4.18)
The upperbound is achieved by x(t) = Zm, which fulfils Zmax−x(t) = x(t)−
Zmin = Zpp/2 and the lowerbound is achieved if x(t) = Zmax or x(t) = Zmin.
Despite the feedforward law, the integrator’s output signal v(t) monotoni-
cally increases (decreases) until it reaches the value δ(t) (−δ(t) if decreasing)
whenever the switching signal z(t) is Zmin (Zmax). Therefore, the modulator
operates as an astable oscillator and the strictly increasing sequence (tk), k ∈ Z
defined by the recursive equation∫ tk+1
tk
x(u) du = (−1)k (δ(tk+1) + δ(tk)) + z[k] (tk+1 − tk) (4.19)
where z[k] = Zmin if k is odd and z[k] = Zmax if k is even, uniquely describes
the switching signal z(t), ∀t ∈ R.
If the reference signal x(t) becomes either Zmax or Zmin, the hysteresis-width
function δ(t) and the derivative of the integrator’s output signal, the error signal
e(t), become zero; regardless, if evaluating the limit for x(t)→ Zmin, Zmax, the
pulses’ width Tk fulfils 0 ≤ Tk ≤ 1/α. Therefore, the amplitude-time mapping
performed by AAΣ∆M is similar to that of PWM
x(t) ∈ [Zmin, Zmax]→ Tk ∈
[
0, 4
α
]
(4.20)
Considering eventual implementations, zero-width hysteresis may result in
unexpected or unpredictable behaviour. In order to make feasible implementing
this modulator, the hysteresis width should be limited to a very small value
δmin > 0, δmin ∈ R+ so that the AAΣ∆M locally behaves as an AΣ∆M operating
at very high frequency. In such a case, provided that the actual distribution
depends upon the reference signal’s amplitude distribution, both the maximum
and the minimum pulses’ width are bounded and the bounds can be set by
design parameters.
4.3.2 Switching Signal’s Time Waveform Analysis
The main motivation for the adaptive-hysteresis approach is to provide a switch-
ing signal z(t) whose dynamics better adapts to the natural dynamics of the LTI
low-pass filter, i.e. to simplify the decoding process especially when the refer-
ence signal locally approaches to the switching signal’s actual value (the issue
illustrated in figure 4.11).
As figure 4.13 shows, AAΣ∆M overcomes this issue by generating narrow
pulses instead of widening the encoding interval (the time interval comprised
between three consecutive switching events). The instantaneous switching fre-
quency remains more constant than in AΣ∆M.
Figure 4.14 shows the histogram of pulses’ width Tk in AAΣ∆M tracking a
f0-bandlimited reference signal at an OSwR of 10. The pulses’ width is bounded
from above by 10−1T0 and not bounded from below, similarly to PWM, although
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Figure 4.13: AAΣ∆M tracking a non-constant reference signal at an OSwR of 20. The
integrator’s output signal v(t) and the hysteresis-width function δ(t) have been scaled
for better readability.
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Figure 4.14: Histogram of pulses’ width of AAΣ∆M tracking a f0-bandlimited signal
at an OSwR of 10. Simulation performed using the configuration D.4.5.
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Figure 4.15: Power spectrum of AAΣ∆M tracking a f0-bandlimited signal at an OSwR
of 10 and cumulative-power frequency distribution. Simulation performed using the
configuration D.4.1.
the pulses’ width is more variable than in PWM (note the lower peak of prob-
ability density around 2/OSwR, half the average switching period).
Despite the adaptive hysteresis, AAΣ∆M is still an asynchronous modulator;
there is no external carrier nor synchronisation signal and hence an AAΣ∆M is
an astable oscillator itself as well (the encoding intervals’ length and the duty
cycle are adjusted according to a different criterion than in regular AΣ∆Ms).
4.3.3 Power Spectrum
The power spectrum of AAΣ∆M has not been analytically derived, but it
can be characterised. This characterisation has been carried out tracking a
f0-bandlimited signal, to compare the AAΣ∆M power spectrum with that of
AΣ∆M and PWM.
Despite the adaptive hysteresis, AAΣ∆M’s inband performance is similar to
AΣ∆M’s. It is determined by the integrator: the error signal’s inband content
E(f) logarithmically grows up to 40 dB below the reference signal’s level, when
operating at an OSwR of 10 (see figure 4.15). However, the outband spectral
content is more similar to PWM: it comprises a main harmonic (yet its ampli-
tude is lower than that of PWM) and the power accumulates in bands around
frequencies multiples of the switching frequency f = kOSwRf0, with k ∈ N.
The full characterisation reveals that, as the OSwR decreases, the power
spectrum is shaped to an AΣ∆M-like spectrum (see the example in figure 4.16).
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Figure 4.16: Power spectrum of AAΣ∆M tracking a f0-bandlimited signal at an OSwR
of 2,5 and cumulative-power frequency distribution. Simulation performed using the
configuration D.4.1.
4.4 Other Modulations
Modulations such as click or minimum time require a significant amount of sig-
nal processing. It is not feasible to real-time implement them with analogue
circuitry. Instead, they are digitally implemented, e.g. with DSPs or Field
Programmable Gate Arrays (FPGAs), therefore computing the switching time
instants tk of the switching signal z(t) instead of directly generating the switch-
ing signal z(t).
Using state-of-the-art technology, it is not feasible to implement real-time
modulators performing these modulations targeting signal tracking and oper-
ating at the required switching frequencies, especially for broadband commu-
nications. Because of this reason, these modulations are not analysed in this
work.
4.5 Modulations Performance
The performance of triangle PWM, AΣ∆M and AAΣ∆M tracking a f0-band-
limited reference signal have been characterised and compared. In the descrip-
tion of these modulations, high OSwRs ratios have been used to emphasise the
differences between them. However, consistently with the scope of this work of
extending the relative bandwidth of switching amplifiers, the compare charac-
terisation has been carried out at OSwRs below 10.
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Figure 4.17: Inband error power of two-level switching modulations. Displayed wave-
forms are normalised to the reference signal’s power Px(t). Simulation performed using
the configuration D.4.4 (values below −80 dB are not shown because they are masked
by simulation errors).
4.5.1 Analysis Under the Fundamental Limit Perspective
The fundamental bound derived in chapter 3 provides a comparison framework
to characterise the inband performance and the deviation from such limit in
common modulations. According to this fundamental bandwidth limit, it is
possible to inband-error-free track a f0-bandlimited signal at OSwRs upwards
of 1. However, the inband performance characterisation of these modulations
reveals that none of them achieve the ideal performance (see figure 4.17).
At high OSwRs (upwards of 10, conventional operating conditions), area-
equalling encoding approximates inband-error-free encoding with small error.
Provided that these three modulations inband-error-free encode a constant-
reference signal, the inband error signal’s power P ie(t) tends to zero as the OSwR
tends to infinite (consistently with the discussion in section 3.4).
Note that, when tracking bandlimited signals at a finite OSwR, area-equalling
encoding is not the best approximation to inband-error-free encoding. Certainly,
the approximation performed by PWM is better than AΣ∆M (which encodes
according to the area-equalling criterion), especially at OSwRs upwards of 3.
As the OSwR decreases, the difference between the approximation (area-
equalling encoding) and inband-error-free encoding becomes significant. The
performance characterisation of AΣ∆M illustrates this difference, as AΣ∆M
performs area-equalling encoding regardless of the OSwR. It is consistent with
the single-tone characterisation shown in figure 3.12. Despite AAΣ∆M does
not perform area-equalling encoding, the error compensation in different en-
coding intervals leads to a similar inband performance than that of AΣ∆M
(area-equalling encoding).
Performance Comparison
According to figure 4.17, when tracking bandlimited non-periodic signals, the
error signal’s inband power P ie(t) of PWM is lower than that of AΣ∆M and
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Figure 4.18: Upperbound of the spectral power density of the error signal in two-level
switching modulations. Simulation performed using the configuration D.4.4.
AAΣ∆M. Regardless, no conclusions can be directly drawn from this character-
isation, since it only concerns inband. In actual applications both inband and
outband contents are significant and there may be non-idealities and external
factors which also affect the final performance. For instance, AΣ∆M-based am-
plifiers can be very robust against non-idealities and interferences; furthermore,
when considering and optimising the output filter, the performance of AAΣ∆M-
based amplifiers is better than that of AΣ∆M-based ones, whose performance
is already better than that of PWM-based ones (this is discussed in chapter 7).
Still, by comparing the power spectra and the time waveforms of these differ-
ent modulations, some differences arise. PWM has the best inband behaviour,
at almost any OSwR. This feature is achieved at the cost of generating very
narrow pulses (see figure 4.4), although the probability of generating pulses nar-
rower than one tenth of the average switching period is very small. Indeed, the
time histograms of figures 4.4, 4.7 and 4.14 reveal that, despite the complemen-
tary bounds of the amplitude-time mappings, the width of 99 % of pulses of
these three modulations belongs to the range [10−2T0, 10−1T0] (OSwR of 10).
These differences become more significant in the frequency domain, espe-
cially when comparing the outband power spectra. Provided that the power
spectrum of AΣ∆M has no main harmonic, the upperbound of the AΣ∆M
spectral power density is lower than that of PWM; specifically, in the examples
tracking a f0-bandlimted signal at an OSwR of 10, the difference is approxi-
mately 23 dB.
This different behaviour of PWM and AΣ∆M also applies to lower OSwRs,
as figure 4.18 shows. On the other hand, the behaviour of AAΣ∆M is similar
to AΣ∆M at low OSwRs (no main harmonic) but, as the OSwR increases, its
behaviour tends to PWM (a peak at the average switching frequency emerges).
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Figure 4.19: Extra switching in PWM. Example showing a triangle PWM tracking a
f0-bandlimited signal (the carrier frequency is 0,52f0). Displayed waveforms show an
encoding interval in which the reference signal x(t) crosses the carrier c(t) trice, in the
time domain, and the power spectra of the reference signal X(f) and the error signal
E(f) in the frequency domain. Simulation performed using the configuration D.4.1.
4.5.2 Underswitching and Minimum OSwR
In the context of linear-assisted power amplifiers, the reference signals may not
be bandlimited or the switching amplifier may operate at a switching frequency
lower than the reference signal’s bandwidth (OSwRs below 1, underswitching).
Targeting this kind of applications, the inband performance of these three mod-
ulations has also been characterised at OSwRs below 1. As discussed in sec-
tion 3.3.1, when underswitching, the modulation should track the reference sig-
nal X(f) up to the operating switching frequency fs = OSwRf0 with small
error (i.e. low content of the error signal e(t) up to fs), so that the reference
signal can be partially recovered (specifically, its lowest spectral content).
Pulse Width Modulation
As the OSwR decreases, so does the magnitude of the slope of the carrier; if
the OSwR is small enough, the reference signal x(t) may cross the carrier more
than once within a single encoding interval. The frequency fs of the resulting
switching signal z(t) would be higher than the carrier’s frequency fc (extra
switching, see figure 4.19).
4.5 Modulations Performance 135
Extra switching is generally undesirable, as it degrades the inband tracking
fidelity even at frequencies much lower than the average switching frequency
(constant inband error content, see figure 4.19). Not even a fs-bandlimited
approximation to reference signal x(t) can be recovered from the switching signal
z(t).
This issue is usually addressed with a latch, which locks the comparator
once it has been triggered; the latch is reset at the beginning of each encoding
interval. Whilst in regular operation the latch does not affect the PWM encoding
process, it prevents extra switching, although at the cost of further degrading the
encoding quality. Nevertheless, latches are usually included to avoid multiple
triggering due to noise and EMI, which would both degrade the tracking fidelity
and increase switching losses.
When tracking bandlimited reference signals, extra switching may occur if
the slope of the reference signal is higher than the slope of the carrier frequency.
In non-periodic reference signals, the slew rate continuously varies; consequently,
extra switching may eventually occur without significantly degrading the PWM
encoding performance (averaging the performance over a long time interval ∆t).
Regardless, the analysis of extra switching upon single tones provides a good
approximation to estimate when extra switching may start being significant in
bandlimited signal tracking.
Let the reference signal be a single tone of frequency f0 and amplitude cZpp/2
and arbitrary phase ϕ
x(t) = Zm + c
Zpp
2 sin (2pif0 + ϕ) (4.21)
The maximum slew rate of this signal is
x˙(t)max = Zppcpif0 (4.22)
Similarly, the maximum slew rate of a sawtooth carrier c(t), whose frequency
is fc = OSwRf0, is
c˙(t)max =
Zpp
Tc
= ZppOSwRf0 (4.23)
The switching signal z(t) is free of extra switching if
c˙(t)max > x˙(t)max (4.24)
which, by applying (4.21) and (4.23), leads to the condition
OSwRsaw > pic ≈ 3c (4.25)
In triangle carriers, the slew rate is twice the sawtooth’s, yielding
OSwRtri >
pi
2 c ≈ 1,6c (4.26)
Therefore, in triangle PWM tracking a f0-bandlimited signal sweeping all
dynamic range (c = 1), extra switching may occur when operating at OSwRs
below 1,6. This value sets a threshold from which the performance of PWM
quickly degrades. However, in triangle PWM, this threshold is low enough so
that the inband error due to extra switching is masked by the PWM inband
error itself (error due to improper encoding, see figure 4.17). Figure 4.17 has
been simulated with a PWM including a latch.
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Figure 4.20: Underswitching in AΣ∆M. Example showing the power spectrum of an
AΣ∆M tracking a f0-bandlimited signal at an OSwR of 0,55. Simulation performed
using the configuration D.4.1.
Asynchronous Σ∆ Modulations
Neither AΣ∆M nor AAΣ∆M suffer from extra switching or minimum OSwRs.
For instance, when tracking a f0-bandlimited signal with an AΣ∆M operating
at an OSwR of 0,55, the inband content of the error signal E(f) still logarith-
mically increases up to the switching frequency (see figure 4.20). AΣ∆M tracks
the lowest frequency spectral content of the reference signal X(f) regardless
of the OSwR. By low-pass filtering the switching signal z(t), a fs-bandlimited
approximation of the reference signal can be recovered.
This performance is not visible in the characterisation included in figure 4.17
because in the evaluation of the error signal’s inband power P ie(t the content
between fs = OSwRf0 and f0 masks the rest of the inband content. Once the
main harmonic is shifted inband, the inband power of the error signal P ie(t) is
almost independent of the reference signal and the tracking fidelity (see the
cumulative-power frequency distribution included in figures 4.5, 4.8 and 4.15).
Note that the error signal E(f) conveys no information, it only shapes the
reference signal X(f) into the two-level switching signal Z(t).
4.5.3 Outband Power in Two-Level Switching Signals
If the modulations track the reference signal x(t) with small inband error, the
error signal’s outband power P oe(t is independent of the modulation. Certainly,
let z1(t) and z2(t) be two two-level switching signals, both tracking a certain
f0-bandlimited reference signal x(t) with small inband error (for instance, z1(t)
could be generated with a triangle PWM and z2(t) with an AΣ∆M).
E1(f), E2(f) X(f), |f | ≤ f0 (4.27)
Given that Z(f) = X(f)+E(f), the inband content of both switching signals
is approximately the reference signal’s. Hence
Z1(f) ≈ Z2(f), |f | ≤ f0 (4.28)
leading to
P iz1(t) ≈ P iz2(t) (4.29)
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equal inband power of both switching signals.
A consequence of (4.27) is that both modulations track the DC component
of the reference signal x(t), i.e. its a0 coefficient.
lim
m→+∞
2
mNT0
∫ mNT0
0
z1(u) du ≈ a0 (4.30)
lim
m→+∞
2
mNT0
∫ mNT0
0
z2(u) du ≈ a0 (4.31)
Provided that the area of both switching signals is the same and that there
are only two possible values, Zmin and Zmax, it follows that the power of both
switching signals is the same.
Pz1(t) ≈ Pz2(t) (4.32)
Since the inband power of both switching signals is the same (4.29), the
outband power of both switching signals must be the same as well.
P oz1(t) ≈ P oz2(t) (4.33)
The outband power in two-level time encoding is independent of the modula-
tion and the OSwR, as long as (4.27) holds; it cannot be reduced by improving or
changing the two-level time-encoding process (i.e. the two-level switching mod-
ulation). By using alternative modulations (operating at the same OSwR), the
outband power can only be reshaped (e.g. to a wider and/or higher frequency
range). Unfortunately, as figures 4.5, 4.8 and 4.15 show, even in asynchronous
modulations more than 70 % of switching signal’s power concentrates around the
switching frequency, hence the performance of two-level switching amplifiers in
terms of remaining error signal’s power Pξ(t) cannot be significantly improved
by only using alternative modulations.
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Chapter 5
Extension to Multi-Level
Modulations
This chapter extends PWM, AΣ∆M and AAΣ∆M to multi-level modulations, tar-
geting to reduce the remaining error signal’s power by reducing the outband power
of the switching signal, in the context of multi-level switching amplifiers. This
chapter also identifies the new blocks and subsystems due to multi-level operation
in switching amplifiers, thereby providing an extended model of multi-level switching
power amplifiers.
5.1 Motivation for Multi-Level Amplifiers
As discussed in chapter 4, when encoding the information conveyed by a ban-
dlimited signal x(t) into a two-level switching signal z(t), the power of the
switching signal Pz(t) is independent of the modulation, as long as the reference
signal’s DC component is properly tracked. Furthermore, if the whole reference
signal is properly tracked P ie(t)  Px(t), the switching signal’s outband power
P oz(t) is independent of the two-level modulation as well. In conventional de-
signs, the outband content of the switching signal is usually responsible of more
than 60 % of the remaining error signal’s power (even more if the filter’s inband
effects are not considered error, as in audio applications).
The switching signal’s outband power P oz(t), and hence the remaining error
signal’s power Pξ(t), can be reduced by simply increasing the OSwR, but at the
cost of increasing the switching losses as well. In order to reduce the switching
signal’s outband power P oz(t) without increasing the OSwR, which is the main
issue addressed in this thesis, alternative topologies and structures of switching
amplifiers must be used.
The switching signal’s outband power P oz(t) is related to the amount of power
required to shape the continuous-time continuous-amplitude reference signal
x(t) into the continuous-time two-level switching signal z(t), i.e. the power
required to fill the reference signal x(t) up to the discrete values Zmin and Zmax.
The amplitude of the reference signal x(t) continuously varies (time-dependent
function); whenever it approaches to a discrete value, Zmin or Zmax, shaping
the reference signal x(t) to that value may require low power, although shaping
it to the other value may require high power.
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If more discrete values (or output voltage1 levels Li, i = 0, . . . , N − 1, i ∈ N
if N levels are used) are available, the reference signal x(t) may be closer to
two discrete values than in two-level time encoding, thus lower outband power
may be required to shape the reference signal x(t) into the multi-level switching
signal z(t) (multi-level encoding).
Multi-level modulations, pursuing multi-level switching amplifiers, are hence
candidates of interest to extend the relative bandwidth of switching amplifiers,
i.e. to reduce the power of the remaining error signal ξ(t) without increas-
ing the OSwR or, conversely, reduce the OSwR required to achieve a certain
tracking error. Compared to two-level switching amplifiers, multi-level switch-
ing amplifiers require a multi-level modulator and a multi-level switching power
converter, besides some additional circuitry to generate and/or properly handle
the additional levels.
In what follows, multi-level (or N -level, if the number of levels is to be
explicit) stands for more than two levels N ≥ 3, N ∈ N.
5.1.1 Extended Modelling of Switching Amplifiers
State-of-the-art switching amplifiers for audio applications already use a 3-level
power stage (the so-called 3-level audio amplifier, as described in section 1.5.1),
although these amplifiers are still designed using conventional design criteria.
Certainly, consider a state-of-the-art 3-level switching amplifier for audio ap-
plications. It is designed and driven as two independent 2-level buck-based
switching regulators operating at OSwR upwards of 10 and supplying a floating
load RL (each regulator or 2-level amplifier with its own drivers, 2-level PWM
and control circuit, as the example depicted in figure 1.24). Whilst the power
switching signal z˜(t) is indeed a 3-level signal, it is generated like 2-level switch-
ing signals thus some capabilities of multi-level power amplification might be
missed. As the present chapter is going to show, the generalisation to multiple
levels unfolds additional subsystems of switching amplifiers which are not visible
in two-level amplifiers; in order to take full advantage of a multi-level switching
power amplifier, the whole device should be designed as a multi-level amplifier,
considering all the specificness and characteristics of multi-level amplification.
A multi-level switching amplifier operating with N levels (N -level switching
amplifier) comprises an N -level modulation, a decoding logic and an N -level
power converter (see figure 5.1). The multi-level modulation encodes the infor-
mation conveyed by the reference signal x(t) into an N -level switching signal
z(t). By processing the magnitude of the multi-level switching signal z(t), the
decoding logic generates a set of m switch-driving signals si(t), one for each
power switch of the switching converter, suitable to drive the multi-level power
converter. Driven by these signals, the converter generates an N -level power
switching signal z˜(t), ideally a power-amplified version of the multi-level switch-
ing signal z(t). The power switching signal is is finally filtered by the low-pass
filter thus recovering x˜(t), a power-amplified approximation to the reference
signal x(t).
Note that a multi-level power converter can generate a multi-level switch-
ing signal z˜(t) by combining several supply voltages (coming from a power-
1The magnitude of the switching signal z(t) and/or the power switching signal z˜(t) can
either be a voltage or a current. All this chapter is referred to voltage signals because they
are more common, but all the analysis is valid for current signals as well.
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Figure 5.1: Extended modelling of multi-level switching amplifiers and time waveforms
example (6-level example). In the block diagram, the power path is highlighted in bold.
management unit), by generating additional voltages (e.g. with charge pumps
or flying capacitors) or by both. In either case, switching between levels (i.e.
converter states) may be constrained by a switching policy, e.g. switching be-
tween two specific levels may not be allowed.
5.1.2 Decoding Logic
Multi-level switching amplifiers, compared to 2-level switching amplifiers, re-
quire an additional element, the decoding logic. This logic translates the mag-
nitude of the multi-level switching signal z(t), typically an analogue voltage level
which determines the converter state at any time instant, into a set of m binary
control signals si(t) suitable to drive the switching converter (one binary control
signal si(t) for each switch of the multi-level switching power converter). The
buffers are either merged with the power converter or with the decoding logic;
in either case, the output of the decoding logic (the binary control signals) drive
the converter and therefore they are the switch-driving signals si(t) themselves.
The implementation of the decoding logic depends upon each specific de-
sign and technology. In integrated implementations, the decoding logic can be
merged with the modulator, so that the switching signal z(t) may not explicit.
In a general scheme with an explicit voltage switching signal z(t), the decoding
logic may consist in comparators (to identify the magnitude of the multi-level
switching signal) and digital logic, not necessarily synchronous, to generate the
set of switch-driving signals si(t).
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In synchronous 2-level converters, such as the one included in figure 1.17,
the decoding logic is very simple: just an inverter and a buffer to compensate
the delay (asynchronous logic). Yet, in multi-level switching converters, the
decoding logic is usually more complex.
5.1.3 Switching Policy
A switching policy is a set of rules which constrain the multi-level power-
amplification process, e.g. limiting the maximum time at a specific level or
banning switching between certain levels. The actual constraints are determined
by the multi-level converter topology and the specifications.
Depending on the converter topology, a switching policy may be necessary
to guarantee the proper amplifier’s operation, although a switching policy can
be devoted to provide additional features such as maximisation of the number of
distinct output voltage levels (see section 6.2 for examples of switching policies).
The switching policy can constrain the multi-level encoding process and/or
the operation of the decoding logic (i.e. the process of translating the multi-level
switching signal z(t) into a set of switch-driving signals si(t)).
Switching Policy in Multi-Level Encoding (Modulator)
Some converter topologies, such as flying-capacitor ones, generate voltage levels
from intermediate voltages (the filter is supplied from a flying capacitor instead
of from a voltage source when generating certain levels). In such cases, the
intermediate voltages may drop if the converter remains in that state for a
long time period or if the capacitor is not properly recharged (which generally
involves not using that state whilst recharging).
In other multi-level converter topologies, switching between certain levels
may not be possible or may be very inefficient in terms of switching losses.
Furthermore, in embedded and/or low-power systems, some supply voltages
could be temporarily unavailable (e.g. a portable device could be set to a low-
power state, which partially disables the power management unit and hence
only the battery voltage is available).
In either case, the generation of the multi-level switching signal z(t), i.e. the
multi-level encoding process, can be (temporarily or permanently) constrained
to use (or to not use) a specific set of voltage levels. The multi-level modulation
should be able to adapt to the available levels at any time and generate a multi-
level switching signal z(t) which tracks the reference signal x(t), as long as it
does not saturates the available levels.
Switching Policy in Multi-Level Power Decoding (Decoding Logic)
In multi-level power converters, different converter’s operating states can yield
the same voltage level in the multi-level power switching signal z˜(t). In such
cases, the translation of the switching signal z(t) into the set of switch-driving
signals si(t) is not unique; there is more than one set of switch-driving signals
si(t) which yield a multi-level power switching signal z˜(t) tracking the multi-
level switching signal z(t). In order to resolve this ambiguity, the translation
must be constrained by a switching policy in the decoding logic.
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For instance, in a regular full-bridge converter, the level GND can be gener-
ated by setting both commutator switches (i.e. both ends of the low-pass filter’s
input port) to the same voltage level, either GND or VG. With an appropriate
policy, this redundancy can be used to shape the common-mode voltage to high
frequency [52] (this is further analysed in section 6.2).
5.2 General Features of Multi-Level Encoding
Multi-level time encoding is the generalisation of 2-level time encoding described
in chapters 2 and 3 to N levels. The information conveyed by a continuous-time
continuous-amplitude reference signal x(t) is now encoded within a continuous-
time N -level switching signal z(t).
2-level time encoding is a subset, a particular case of multi-level time encod-
ing (N levels). The additive model used to describe 2-level time encoding can
be generalised to N levels. Consequently, considering that the decoding process
consists in band-separation (low-pass filtering), multi-level time encoding can
also be modelled as the addition of an error signal e(t) to the reference signal
x(t), in order to shape it into the N -level switching signal z(t).
z(t) = x(t) + e(t) (5.1)
From the frequency-domain standpoint, the main difference (and advantage)
between multi-level time encoding and 2-level time encoding is the power of the
error signal Pe(t), which mostly determines the outband power of the switching
signal P oz(t) in conventional designs. The discussion about the error signal’s
power distribution E(f) regarding 2-level time encoding also applies to N -level
time encoding. Therefore, in multi-level time encoding, the error signal’s inband
spectral content E(f), |f | ≤ f0 should be very low to avoid masking the reference
signal X(f) whereas the error signal’s outband spectral content E(f), |f | > f0
should concentrate at frequencies beyond the filter’s cutoff frequency (i.e. an
arbitrary frequency set at design stage).
Like in the 2-level case, the reference signal X(f) is properly tracked if
the error signal’s inband spectral content E(f) is much lower than that of the
reference signal X(f).
|E(f)|  |X(f)|, |f | ≤ f0 (5.2)
In such a case, the power of the error signal Pe(t) is almost independent of the
modulation and the OSwR (even in multi-level time encoding), although the
power of the error signal Pe(t) depends indeed upon the number of levels N (as
long as the OSwR is high enough to use all N levels).
Certainly, using a similar analysis than for 2-level modulators, if the reference
signal x(t) is properly tracked then the a0 coefficient is matched, hence
a0 =
2
NT0
∫ NT0
0
z(u) du (5.3)
Because of the periodicity, this equality applies to the whole N -level switch-
ing signal z(t) = z(t+NT0), ∀t ∈ R. The power of the N -level switching signal
Pz(t) is therefore determined by the a0 coefficient and, if the reference signal is
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Figure 5.2: Error signal’s power and switching signal’s power in multi-level encoding.
Example showing N -PWM operating at an OSwR of 20. Simulation performed using
the configuration D.4.4.
properly tracked (5.2) then Pz(t) − Pe(t) ≈ Px(t). As a result, the power of the
error signal Pe(t) is only determined by the reference signal x(t) and the number
of levels N of the switching signal z(t).
Intuitively, it can be seen that the more levels N are available, the lower the
error signal e(t) is required for this shaping. Therefore,
lim
N→∞
Pe(t) → 0⇒ Pz(t) → Px(t) (5.4)
Figure 5.2 shows the power of the switching signal Pz(t), the power of the
error signal Pe(t) and their difference when tracking a f0-bandlimited signal with
a multi-level modulation, using different number of levels N , at high OSwR (to
properly track the reference signal X(f) and hence emphasise the effects of
multi-level time encoding). The error signal’s power Pe(t) decreases according
to a power law; consistently, the switching signal’s power Pz(t) asymptotically
tends to the reference signal’s power Px(t).
In general, the N levels in a multi-level time encoding process do not need
to be regularly distributed. From the encoding process standpoint, using non-
regularly distributed levels only simplifies or improves the encoding process if
the amplitude distribution of the reference signal x(t) matches the output level’s
Li distribution. In what follows, regularly distributed levels are assumed unless
otherwise stated.
Regardless of the number of levels N , a multi-level modulator cannot track
reference signals beyond its lowest and highest levels, Zmin and Zmax respec-
tively. These two boundary levels define the modulator’s dynamic range; the
additional (intermediate) levels aid in encoding the information.
Zmin =: L0 < L1 < · · · < LN−1 := Zmax (5.5)
When extending 2-level modulations to N levels, the differences between
modulations become more noticeable. Indeed, the three 2-level modulations
analysed in chapter 4 (PWM, AΣ∆M and AAΣ∆M), inband-error-free track
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constant reference signals, i.e. they yield the same 2-level switching signal z(t).
Therefore, for low modulation depths, the differences between modulations are
hardly visible. As the modulation depth increases, each modulation generates
its own switching signal z(t) and hence the difference between modulations
becomes more noticeable. However, the no-saturation condition combined with
non-periodic bandlimited signals, limit the amplitude sweep of the reference
signal, resulting in low probabilities of values of the reference signal close to
Zmin or Zmax, where the differences between modulations may be more visible.
As a result, the behaviour in the time domain of all 2-level modulations is similar
(see the time histograms of pulses’ width shown in figures 4.4, 4.7 and 4.14, 99 %
of pulses of the three modulations belong to the range [10−2T0, 10−1T0]).
In multi-level encoding, the reference signal x(t) crosses over the intermediate
levels. In terms of modulator’s time-domain performance, approaching to an
intermediate level is equivalent to approaching to a boundary level. Therefore,
in multi-level encoding, the performance difference between modulations is more
visible than in 2-level encoding, even with low modulation depths.
5.2.1 Bandwidth Limits in Multi-Level Time Encoding
In N -level time encoding, the information conveyed by a continuous-time
continuous-amplitude reference signal x(t) is encoded within an N -level switch-
ing signal z(t). However, depending on the OSwR, not all the available levels
should be used. Let us assume that infinite levels are available N = +∞ or,
more pragmatically, that the number of levels N is higher than the OSwR,
N > OSwR. Multi-level time encoding adds another degree of freedom in the
encoding process, the switching signal’s z(t) amplitude (the level to switch to
in a switching event).
This additional degree of freedom modifies the encoding process and, even-
tually, the fundamental bandwidth limit of 2-level time encoding derived in
chapter 3. A priory, the bandwidth limits of multi-level time encoding (mini-
mum OSwR to achieve inband-error-free encoding) could be different than that
in 2-level time encoding (OSwR of 1). Unfortunately, including this variable in
the fundamental limit derivation is challenging indeed.
Still, it is feasible to analyse simple cases which provide insights about the
bandwidth limits of multi-level encoding. Let us consider a single tone sinusoid
sweeping all the available dynamic range (100 % of modulation depth)
x(t) = Zm +
Zpp
2 cos (ω0t) (5.6)
The modulator comprises N regularly-distributed levels,
Li = Zmin +
Zpp
2(N − 1) i, i ∈ N, i = 0, . . . , N − 1 (5.7)
being
L0 = Zmin LN−1 = Zmax (5.8)
the modulator’s dynamic range.
In order to simplify the analysis, let us constrain the modulator to operate
at OSwR = N − 1 and to generate a multi-level switching signal z(t) with
even symmetry, as figure 5.3 shows (example with N = 6). That is, between
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Figure 5.3: Multi-level encoding a single tone with 6 levels at an OSwR of 5.
a maximum and a minimum of the reference signal x(t), all levels are used in
order and only once (and vice versa).
Let us label, in order, the switching events using the normalised times ti,
0 =: t0 < t1 < · · · < tN−1 < tN := 1/2 (5.9)
where two additional time instants have been defined, t0 and tN , for the sake
of notation simplicity. Within one switching period, the switching events occur
at time instants T0ti.
Provided that the reference signal is T0-periodic and that OSwR ∈ N, the
switching signal z(t) is T0-periodic as well. Furthermore, given that the switch-
ing signal z(t) has even symmetry, all b∗k coefficients are 0. The a∗k are given
by
a∗k =
4
T0
N−1∑
i=0
∫ ti+1T
tiT
Li cos (kω0u) du (5.10)
By applying (5.7) to (5.10) and operating, it follows that
a∗k =
2Zpp
kpi(N − 1)
N−1∑
i=1
sin (2kpiti) (5.11)
The value of the a∗k coefficients is set by the switching events ti; the multi-
level time encoding process itself (the N levels) reduces the amplitude of the
harmonics by a factor N − 1. Note that because of (5.9), all summands in the
a∗1 coefficient are positive (2piti > 0, i = 1, . . . , N − 1, i ∈ N). Therefore, as
N increases (more levels and more switching events or higher OSwR), the main
harmonic can still sweep up to Zpp/2 (again, the maximum according to the
expression may exceed the modulator dynamic range, i.e. a modulation depth
higher than 100 %) whilst the amplitude of the other harmonics reduces.
According to the previous result and considering that the decoding process
consists in averaging (low-pass filtering), it can be conjectured that multi-level
time encoding, compared to 2-level time encoding, reduces the power of the error
signal e(t) but it does not provide further tracking capabilities. Each switching
event allows tracking one harmonic of the reference signal and therefore the min-
imum OSwR to inband-error-free track a non-periodic f0-bandlimited reference
signal is still 1.
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The switching events ti determine the number and the frequency of the har-
monics of the multi-level switching signal z(t), including the inband harmonics,
whereas the number of levels N (precisely, the distance between the reference
signal x(t) and the switching signal z(t), i.e. the error signal e(t)) determines
the power of the outband harmonics.
Broadly speaking, by increasing the number or levels N , the power spectrum
of the error signal E(f) is shifted down in power, whereas by increasing the
OSwR it is shifted to higher frequencies (thereby widening the inband-error-
free encoding frequency range).
In order to ensure proper tracking fidelity (i.e. the inband harmonics of
the switching signal Z(f) match the harmonics of the reference signal X(f),
regardless of the number of levels N), each time edge ti of the switching signal
z(t) must intersect the reference signal x(t). If the OSwR is low (or, equivalently,
more levels than OSwR are available), the levels should be chosen according to
a specific criterion, e.g. to minimise the power of the error signal Pe(t).
5.3 Multi-Level Pulse Width Modulation
Multi-level Pulse Width Modulation (N -PWM) is the extension of 2-level PWM
(2-PWM) to N levels. If properly extended, N -PWM keeps the encoding prop-
erties of 2-PWM, including constant frequency. Even though many variants of
N -PWM have been reported in the literature, there are still aspects of this multi-
level modulation that remain unexplored. Most of the analyses reported in the
literature mainly describe the performance of an implementation or pursuing a
specific application; the performance due to the modulation itself (i.e. the error
due to improper encoding) is masked by other error sources. These analyses
provide an important background, but they are not comprehensive enough to
characterise the modulation tracking non-periodic signals at low OSwRs.
Regardless of the variant, N -PWM still encodes by comparing the reference
signal x(t) with a set of carriers ci(t), thereby generating a multi-level switching
signal z(t). The difference between the N -PWM variants are the set of carrier
signals ci(t): their alignment, their frequencies or even the layout (amplitude-
shifted or phase-shifted carriers).
5.3.1 Alignment of Multiple Carriers
The natural extension of 2-PWM to multiple levels is by using a carrier between
each pair of adjacent levels (N − 1 amplitude-shifted carriers). Within each
carrier (or encoding slot), the switching signal is generated as in a regular 2-
PWM, as figure 5.4 shows.
Similarly to 2-PWM, each carrier splits into encoding intervals. The con-
straint regarding the carrier waveform in 2-PWM (continuity of the encoding
intervals to avoid dummy edges) also applies to N -PWM. However, in the multi-
level case, this constraint becomes more restrictive, since the encoding intervals
must be continuous in both time and amplitude (between different encoding
slots).
Therefore, assuming triangle carriers (which guarantees time continuity), the
encoding intervals defined by whichever two adjacent carriers must be aligned
and their time length must be the same to achieve amplitude continuity. In
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Figure 5.4: Multi-level pulse width modulation. Example with six levels (6-PWM,
waveforms Li) and using aligned triangle carriers ci(t).
such a case, the ending time instant of an encoding interval coincides with the
starting time instant of the subsequent encoding interval of the adjacent slot.
Since this applies to whichever two adjacent encoding slots, by extension, this
applies to all encoding slots and hence the encoding intervals of defined by all
carriers are aligned. From a geometrical standpoint, the maxima (minima) of
all amplitude-shifted carriers must coincide with the minima (maxima) of the
superadjacent (subadjacent) carrier, except in the absolute bounds.
If the encoding intervals are aligned (aligned carriers or aligned N -PWM),
when sweeping the modulator’s dynamic range with a constant-reference signal
from Zmin to Zmax or vice versa, the pulse pairs generated by each carrier are
continuous in amplitude as well. For instance, in a 3-PWM, the switching signals
z1(t) and z2(t) resulting of encoding x1(t) = Zm + ε and x2(t) = Zm − ε with
0 < ε < Zpp/2 must be symmetrical. Figure 5.5 illustrates this issue with an
example: tracking two symmetrical constant-reference signals with a misaligned
3-PWM and with an aligned 3-PWM. In the aligned 3-PWM, the maxima of
the lower carrier coincide with the minima of the upper carrier (geometrical
interpretation), which leads to symmetrical PWM signals.
Whilst the alignment does not affect the performance of N -PWM tracking
constant-reference signals, when tracking non-constant reference signals x(t),
the misalignment results in a non-constant encoding frequency. Indeed, when-
ever the reference signal changes the encoding slot, it may avoid the carriers
thus skipping some pulses or intersect the carriers at a rate up to twice as fast
than the carrier’s frequency. Figure 5.6 illustrates these effects with an exam-
ple: tracking non-periodic f0-bandlimited signal with a misaligned 3-PWM and
with an aligned 3-PWM. The OSwR is approximately 5 in both cases. Note the
irregular distribution of switching events in the misaligned 3-PWM.
Similarly to dummy edges, discontinuities or irregularities in the carriers
degrade the quality of the encoding process (increased error due to improper
encoding). Still with the example of figure 5.6, figure 5.7 shows the waveforms
of the recovered signals x˜(t) and the remaining error signals ξ1(t) and ξ2(t) cor-
responding filtering with an ideal filter both switching signals z1(t) and z2(t),
generated with the misaligned 3-PWM and with the aligned 3-PWM respec-
tively. The peak-to-peak amplitude of the remaining error signal ξ(t) decreases
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from 2 ,5 · 10−2Zpp (misaligned 3-PWM) to 4 · 10−3Zpp (aligned 3-PWM), a
reduction of 84 %. These differences can also be seen in the frequency domain,
since the error signal’s inband content E(f), |f | ≤ f0 is higher in the misaligned
3-PWM than in the aligned 3-PWM.
Despite the better tracking performance of aligned N -PWM over misaligned
N -PWM, both approaches have been used in the literature [50]. Multi-level
PWM, using more than three levels, has been mainly implemented at very high
OSwRs (grid-tie inverters, wherein f0 is typically 50 Hz or 60 Hz) and in audio
applications. In these applications, the operating OSwR is high enough so that,
despite the increased inband error due to misalignment or other irregularities in
the carriers, improper encoding is still not the dominant inband source in the
remaining error signal ξ(t).
On the other hand, additional features can be achieved with misaligned N -
PWMs, e.g. in grid-tie inverters, using carriers of different frequencies, the
switching frequency can be adapted to the reference signal’s dynamics [51].
Since in this work aims to reduce the OSwR of switching amplifiers without
increasing the tracking error, only aligned N -PWM will be considered. In what
follows, N -PWM stands for aligned triangle N -PWM unless otherwise stated.
5.3.2 Switching Signal’s Time Waveform Analysis
The aligned triangle N -PWM variant keeps the encoding properties of 2-PWM.
Certainly, if the reference signal is bandlimited and the OSwR is high enough to
avoid extra switching (extra switching in N -PWM is analysed in section 5.3.3),
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the pulses’ width can be analysed in a similar way than in the 2-level case,
but using the local levels zmin and zmax (i.e. the two levels surrounding the
reference signal, zmin < x(t0) < zmax) instead of the boundary levels Zmin and
Zmax. Therefore,
0 < Tk
T0
<
1
OSwR (5.12)
where the inverse of the carrier’s period fulfils T−1c = fc = OSwRf0 and Tk is
the width (time length) of the kth pulse, defined as the time interval between
two consecutive switching events tk
Tk := tk+1 − tk (5.13)
Like in 2-PWM, the pulses’ width is bounded from above by the carrier’s
frequency and not bounded from below. Note that, due to the alignment of the
carriers, these bounds are independent of the reference signal’s time waveform
x(t), i.e. the pulses’ width is bounded by these values even if the reference signal
changes the encoding slot, as long as the slew rate limit is not exceeded (see
subsection 5.3.3).
As section 5.2 already begun to emerge, when tracking a non-periodic signal,
the intermediate levels are crossed over often, even in small-amplitude reference
signals. As a result, the probability of generating very narrow pulses (i.e. in-
tersecting the carrier at a value close to an encoding level, where the carrier
changes its slope and it is quickly intersected again, thereby generating a very
narrow pulse) is as high as the probability of generating pulses of any other
possible width.
Figure 5.8 shows the histograms and the percentile of pulses’ width Tk for
different N -PWMs, all of them tracking a f0-bandlimited non-periodic signal
at an OSwR of 10. As this figure shows, once an intermediate level is added
(N ≥ 3), the probability distribution is shaped to an approximately uniform dis-
tribution. Note that the pulses’ width is still bounded from above by OSwR−1,
in this case 10−1.
5.3.3 Extra Switching in Multi-Level Pulse Width Modu-
lation
Like in 2-PWM, extra switching may occur in N -PWM if the reference signal
x(t) intersects the carriers ci(t) more than once within each encoding interval
(intrinsic slew rate constraint). In the multi-level case this condition becomes
more restrictive since, as the number of levels N increases, the amplitude sweep
of the carriers reduces thereby reducing the carrier’s slew rate c˙i(t), see fig-
ure 5.9.
An N -PWM is free of extra switching if the reference signal’s slew rate x˙(t)
is lower than the lowest slew rate of the carriers. In the case of an N -PWM
using regularly-distributed levels (triangle carriers), the slew rate is the same
for all carriers
|c˙i(t)| = 2Zpp(N − 1)Tc = OSwRf0
2Zpp
N − 1 (5.14)
where the carrier’s frequency is fc = 1/Tc = OSwRf0.
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performed using the configuration D.4.5.
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As discussed for 2-PWM, provided that the maximum slew rate of non-
periodic f0-bandlimited is difficult to estimate, a good approximation to esti-
mate when extra switching may start being significant in bandlimited signal
tracking is the analysis upon single tones. In the N -PWM case this threshold
is (triangle carriers)
OSwRN ≥ pic2 (N − 1) (5.15)
where c is the modulation depth. In the case of 100 % of modulation depth (the
reference signal sweeps all the available dynamic range), extra switching may
be significant at OSwRs below 3 in 3-PWM, below 6 in 5-PWM and below 9 in
7-PWM.
Despite the minimum OSwR to encode without extra switching increases
proportionally to the number of levels N , common applications operate at high
OSwRs and hence improper encoding is not the dominant inband error source.
Nevertheless, in the context of this thesis of exploring low-OSwR operation, this
intrinsic constraint may limit the amplifier’s inband performance. Although
extra switching can be avoided by including a latch, as in the 2-level case, it
further degrades the tracking performance.
Related to this intrinsic constraint, note that N -PWM is not an incremental
modulation. Even if N -PWM switching signal is free of extra switching, it may
be necessary to switch between non-adjacent levels in order to properly track
the reference signal x(t) at a specified OSwR. N -PWM is unable of achieving
that, since the switching signal x(t) cannot evade the carriers ci(t) and hence
it unavoidably intersects them when changing the encoding slot. However, the
slew rate constraint is generally stronger than this one.
Furthermore, if one level is temporarily unavailable, this modulation cannot
encode skipping that level. If the encoding levels Li change, the carriers must
be readjusted to the actual levels. This also applies in the case of non-constant
voltage levels: the amplitude of the carriers should track the actual voltage
levels.
5.3.4 Power Spectrum Analysis
The analytic expression of the power spectrum of N -PWM tracking an arbitrary
bandlimited signal has not been derived. Nonetheless, the power spectrum can
be simulated and, from this characterisation, conjecture the frequency content
of N -PWM. Figure 5.10 shows the power spectrum and the cumulative-power
frequency distribution of three different N -PWMs: 2 levels, 3 levels and 7 levels,
all operating at an OSwR of 10 (further levels are not included because of the
intrinsic slew rate limit, which would partially mask the N -PWM spectrum).
As the analysis of pulses’ width shows (figure 5.8), when adding an inter-
mediate level (from N = 2 to N = 3) the probability distribution of pulses’
width shapes to a uniform-like distribution (approximately uniform between 0
and 1/OSwR); despite the switching frequency is constant, the pulses’ width
is much more variable. As a result, the power spectrum has no harmonics,
although it still comprises replicas of the reference signal X(f) scaled by Bessel-
shaped functions centered at frequencies multiples of the PWM encoding fre-
quency fPWM = OSwRf0.
These Bessel functions are scaled by a factor which depends upon the number
of levels N , so that, as N increases, the maximum amplitude of these functions
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Figure 5.10: Power spectrum and cumulative-power frequency distribution ofN -PWM.
Displayed waveforms include 2 levels, 3 levels and 7 levels. Simulation performed using
the configuration D.4.1.
decreases and their width increases. In a more practical standpoint, increasing
the number of levels N yields a twofold effect: reducing the upperbound of
the outband spectral power density (and also the outband power, as figure 5.2
already showed) and widening or spreading the power spectrum.
Further increasing the number of levels N > 3 yields a further reduction of
the power density (the maximum level of the power spectrum decreases and the
power Pe(t) decreases as well) and a further spreading of the power spectrum,
although the power spectrum still comprises replicas of the reference signal
X(f) scaled by Bessel functions. These replicas and the concentration around
frequencies multiples of the switching frequency are hardly visible in figure 5.10
with seven levels because the OSwR is not high enough; the Bessel functions are
wide and they overlap, yielding a smooth spread power density. If the OSwR
would be high enough, the spectral power density of the N -PWM error signal
would also concentrate around multiples of the switching frequency, although
the replicas would not be as visible as in the other cases.
The differences in the power spectra are therefore related to the different
distribution of pulses’ width (figure 5.8). Consequently, spreading the power
spectrum can also be seen in the cumulative-power frequency distribution, since
a similar percentage of outband power is achieved at higher frequencies. Note
that the scale is relative; for instance, 60 % of power in the 3-PWM case involves
more power than 60 % of power in the 7-PWM case.
From the inband performance standpoint, the spreading of the power spec-
trum is a drawback, since it increases the inband error spectral content. It
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Figure 5.11: Block diagram of an N -level phase-shifted carrier pulse width modulator.
The switching signal is scaled so that the input and output dynamic ranges are the
same.
could seem a paradox that increasing the number of levels N degrades the in-
band tracking performance (i.e. the best tracking performance is achieved with
two levels, additional levels only degrade it). Recalling the analysis of multi-
level switching signals of section 5.2, the information conveyed by the reference
signal x(t) is encoded within the time edges of the switching signal z(t). The
amplitude of the pulses (i.e. the levels of the switching signal) only determines
the outband power of the switching signal P oz(t), but it does not provide fur-
ther tracking capabilities. Consequently, the inband tracking fidelity is only
determined by the time edges tk. Note that the minimum OSwR in multi-level
encoding is also 1, regardless of the number of levels N .
5.3.5 Phase-Shifted Carrier Pulse Width Modulator
Implementing amplitude-shifted carriers ci(t) is challenging, especially at high
frequencies. In the particular case of regularly-distributed voltage levels, it is
possible to take advantage of the symmetry to generate the N -PWM switch-
ing signal z(t) using an alternative (and simpler to implement) scheme based
on phase-shifted carriers (Phase-Shifted Carrier Pulse Width Modulation, N -
PSCPWM where the N denotes the number of levels) [46], [47].
The actual implementation details may vary depending on the application
and the converter architecture, but the fundamental principle of operation is
the same: combine several 2-PWM, using carriers of the same frequency but
with different phases, to generate the N -PWM switching signal z(t).
N -PSCPWM is an implementation of N -PWM but not a different modula-
tion; the encoding algorithm is the same: multi-level pulse width modulation.
An N -PSCPWM uses N − 1 2-PWMs to generate N − 1 2-level switching sig-
nals ζi(t); these switching signals are added (and scaled) thus generating an
N -level switching signal z(t), as figure 5.11 shows. N−1 comparators, an adder
and N − 1 phase-shifted carriers ϕi(t) are therefore required to implement an
N -PSCPWM.
The frequency of all carriers must be the same
fϕi(t) = fϕ, i = 0, . . . , N − 2, i ∈ N (5.16)
and therefore the frequency of each 2-level switching signal ζi(t), i = 0, . . . , N−2,
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i ∈ N is fϕ as well. The frequency of the resulting N -PWM switching signal
z(t), fPWM := fz(t) is N − 1 times higher than fϕ.
fPWM = (N − 1)fϕ (5.17)
Using the first carrier ϕ0(t) as reference
ϕi(t) = ϕ0(t+ φi), i = 0, . . . , N − 2, i ∈ N (5.18)
the required phase-shift in each carrier is
φi = i
2pi
N − 1 , i = 0, . . . , N − 2, i ∈ N (5.19)
From a geometrical standpoint, it is easy to see the equivalency between
the amplitude-shifted and the phase-shifted carrier schemes (see figures 5.12
and 5.13). Note, however, the different frequencies of the phase-shifted carriers
ϕi(t) and the amplitude-shifted carriers ci(t), necessary to achieve the same
switching frequency fPWM in the output multi-level switching signal z(t). Also
note that the 2-level switching signals ζi(t) in the PSCPWM scheme must be
scaled in order to fit within the modulator’s dynamic range.
The slew-rate constraint is not affected by the N -PWM implementation.
Certainly, in the PSCPWM implementation, the carrier’s slew rate is the same
than that in a regular amplitude-shifted implementation. Whilst the amplitude
of the phase-shifted carriers is scaled by factor N − 1, their frequency is scaled
by a factor 1/(N − 1) thus yielding the same slew rate.
5.4 Multi-Level Asynchronous Σ∆ Modulation
Based on the waveforms of regular asynchronous ∆ modulators [81], 2-level
AΣ∆M (2-AΣ∆M) can be extended to N levels (N -AΣ∆M) by replacing the
hysteresis comparator by two symmetrical comparators, with thresholds +δ and
−δ, and a counter with analogue output (see figure 5.14).
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The comparator with positive threshold +δ (or positive comparator) trig-
gers the counter up (i.e. to increase the magnitude of the switching signal z(t)),
whereas the comparator with negative threshold −δ (or negative comparator)
triggers the counter down (i.e. to decrease the magnitude of the switching signal
z(t)). Together, the two comparators behave as a window comparator with po-
larity, since they trigger the comparator whenever the integrator’s output signal
v(t) exceeds the window defined by ±δ. Figure 5.14 illustrates this operating
performance with the representative time waveforms in a 7-AΣ∆M.
5.4.1 Multi-Level Encoding Process
N -AΣ∆M is an astable oscillator (asynchronous modulator) which generates a
multi-level switching signal z(t), whose amplitude and pulses’ width are contin-
uously adapted according to the reference signal x(t). As discussed above, the
information conveyed by the reference signal x(t) is encoded within the time
edges tk or switching events of the switching signal z(t). Like in the 2-level case
(2-AΣ∆M), the encoding process is still based in computing the integral of the
error signal e(t), i.e. the integral of the difference between the switching signal
z(t) and the reference signal x(t), and triggering the comparator whenever the
integrated error exceeds a certain value (±δ in this case).
Consequently, N -AΣ∆M also encodes by equalling the integral (area) of the
reference signal x(t) and the switching signal z(t), i.e. area-equalling encoding
as in the 2-AΣ∆M case, although not between whichever two pulses but between
whichever two consecutive rising (or falling) edges. Certainly, area equalling is
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achieved if ∫ tB
tA
−e(u) du = v(tB)− v(tA) = 0→ v(tA) = v(tB) (5.20)
where tA and tB stand for the time instant of two switching events.
Provided that the switching events are triggered whenever the integrator’s
output signal v(t) is ±δ, it follows that v(tA) = v(tB) = δ (or equal to −δ) for
the previous expression to hold. In N -AΣ∆M, tA and tB can correspond to two
consecutive switching events in the switching signal z(t), either rising or falling,
as figure 5.14 shows. Note that in 2-AΣ∆M, a rising edge is always followed by a
falling edge and vice versa, i.e. two consecutive edges in the two-level switching
signal z(t) cannot be both rising (or falling) and hence area-equalling is always
achieved within one encoding interval (a pair of two consecutive pulses).
Like in 2-AΣ∆M, area equalling is achieved regardless of the reference sig-
nal’s waveform x(t), even if underswitching, as long as it does not exceed the
modulator’s dynamic range Zmin ≤ x(t) ≤ Zmax. Besides, all the informa-
tion conveyed by the reference signal x(t) is used in the encoding process. No
approximation nor implicit sampling is performed in N -AΣ∆M either.
5.4.2 Operating Range
N -AΣ∆M properly operates (astable operation) as long as the integrator’s out-
put signal v(t) does not exceed the ±δ window.
|v(t)| ≤ δ, ∀t ∈ R (5.21)
In order to fulfil this condition, the slope of the integrator’s output signal
v˙(t), i.e. the error signal −e(t),
v˙(t) = dv(t)dt =
d
dt
∫ t
−∞
−e(u) du = −e(t) (5.22)
must change its sign whenever the system switches. Let tk be the time instant
of a switching event; N -AΣ∆M is astable if
v˙(t−k )v˙(t
+
k ) < 0⇔ e(t−k )e(t+k ) < 0 (5.23)
Provided that the error signal e(t) is defined as the difference between the
switching signal z(t) and the reference signal x(t)
e(t) = z(t)− x(t) (5.24)
the switching signal z(t) must cross over the reference signal x(t) at every switch-
ing event for the modulator to operate as an astable oscillator. That is, the
edges of the discrete-amplitude signal z(t) must always intersect the reference
signal x(t), a necessary condition to guarantee signal tracking as discussed in
subsection 5.2.1.
If the OSwR is low compared to the number of levels N , it may be necessary
to switch between non-adjacent levels in order to fulfil the cross-over condition
(5.23). The comparators trigger the counter either up or down whenever the
switching signal z(t) must increase or decrease its magnitude, but they do not
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Figure 5.15: Switching between non-adjacent levels in N -AΣ∆M. Example showing
a 7-AΣ∆M tracking a f0-bandlimited signal at an OSwR of approximately 2. The
switching policy determines the next level as the closest to the reference signal which
fulfils the cross-over condition.
determine the next level (incremental modulation). The next level is determined
by the counter, which must sense both the reference signal x(t) and the actual
output levels Li, determine all valid next levels (not necessarily adjacent to
the current level) so that the cross-over condition holds and, according to a
switching policy, decide the level to switch to (see figure 5.15 for an example of
non-adjacent level switching).
Note that more than one level may fulfil this condition (in a rising edge tk,
all levels Li higher than x(tk) fulfil it), although the wider the distance between
the reference signal x(t) and the switching signal z(t), the higher the error signal
e(t) (i.e. the higher the outband power of the switching signal P oz(t)). Also note
that, because of the incremental-encoding feature, N -AΣ∆M can handle non-
constant levels and/or skip some levels if they are temporarily unavailable. This
requires a more complex counter and real-time sensing and comparing, but the
counter is still ruled by the same principle of operation.
Despite the cross-over condition, the N -AΣ∆M encoding process is not con-
strained by an intrinsic bandwidth limit (like the slew rate limit in N -PWM).
N -AΣ∆M can therefore take advantage of multi-level encoding, without com-
promising the inband tracking performance, even if underswitching.
The block diagram of N -AΣ∆M is valid for any number of levels including
two N ≥ 2. Indeed, by constraining the counter to only use the two boundary
levels Zmin and Zmax, an N -AΣ∆M behaves as a 2-AΣ∆M implemented with
a regular hysteresis comparator. However, whilst in 2-level operation the com-
parators alternatively trigger the counter (the same comparator never triggers
the counter twice, see figure 4.6), when operating with N levels, each compara-
tor can trigger the counter more than once before its counterpart triggers it.
This is the feature which provides the multi-level capabilities.
5.4.3 Switching Signal’s Time Waveform Analysis
N -AΣ∆M continuously adapts the pulses’ width according to the reference sig-
nal x(t). If the modulator uses N regularly-distributed levels, by statically
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sweeping all the input dynamic range with a DC constant-reference signal, the
width of the pulses Tk of the switching signal z(t) is bounded by
2δ(N − 1)
Zmax − Zmin ≤ Tk ≤ +∞ (5.25)
These bounds can be found using a similar analysis than in the 2-level case.
If the levels are irregularly distributed, the lowerbound becomes
2δ
∆L ≤ Tk (5.26)
where ∆L is the widest distance between two consecutive levels
∆L = max (Li+1 − Li) , i = 0, . . . , N − 2, i ∈ N (5.27)
However, when tracking a non-constant signal x(t), the width of a pulse
delimited by two consecutive rising (or falling) edges can be narrower than
the lowerbound. Let us consider an example, the narrow pulse at t = 4,5T0
in figure 5.15. When the integrator’s output signal reaches the threshold δ,
v(t0) = δ, the reference signal is lower (yet very close) than the level Zm,
x(t0) < Zm. The modulator switches to the Zm level and the integrator’s
output signal starts decreasing v(t0 +ε) < δ, ε > 0, although since the reference
signal quickly raises beyond Zm, the threshold δ is reached again very quickly
v(t1) = δ and hence the modulator switches again. As a result, the width of the
pulse defined by t1 and t0 is not bounded by (5.25).
Despite it is possible than an N -AΣ∆M may generate narrow pulses, when
tracking a non-periodic f0-bandlimited signal, the probability of generating
those narrow pulses is very low. Instead, the pulses’ width Tk in N -AΣ∆M is ef-
fectively bounded from below and from above. Figure 5.16 shows the histogram
and percentile of pulses’ width for different N -AΣ∆Ms tracking a non-periodic
signal at an OSwR of approximately 10. In all multi-level cases (N ≥ 3), the
probability distribution is similar and the width of 90 % of pulses belongs to the
range [10−2T0, 10−1T0], yet it is more variable than in 2-AΣ∆M (note the lower
probability density of the maximum).
Whilst the probability out of the 90 %-range is not zero, it is very low. This
quantifies the probability of generating narrow pulses when triggering twice
the same comparator (as discussed above). Furthermore, the narrow pulses
issue can be addressed with an appropriate switching policy, by constraining
evaluation of the next level. For instance, as a first-order approach, the policy
could constrain the distance between the next level and the reference signal to
be higher than a certain value. A more advanced policy could also take into
account the derivative (slope) of the reference signal.
5.4.4 Power Spectrum Analysis
The power spectrum of N -AΣ∆M has not been analytically derived in the liter-
ature. Nonetheless, based on the expression of the power spectrum of 2-AΣ∆M
and simulations of power spectra of N -AΣ∆M (figure 5.17), it can be conjec-
tured that the power spectrum of N -AΣ∆M is also defined by series of harmonic
bands like 2-AΣ∆M. However, the high-order bands are scaled by a factor which
inversely depends upon N and hence the outband spectral content decreases as
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Figure 5.16: Histograms and percentile of pulses’ width for different N -AΣ∆Ms track-
ing a non-periodic f0-bandlimited signal at an OSwR of approximately 10. Simulation
performed using the configuration D.4.5.
the number of levels N increases. Unlike in N -PWM, for N ≥ 3 the high-
frequency spectral content is not further spread.
Because of incremental encoding, the inband performance of N -AΣ∆M is
almost independent of the number of levels N , even for 2-level encoding N = 2
(in figure 5.17 the inband spectral power density of the 3-AΣ∆M’s error signal
is higher than in the other cases because of the statistics of the reference signal).
The inband content of the error signal E(f) logarithmically increases from very
low values up to a certain value which depends upon the OSwR, but not upon
the number of levels N .
Note that the power spectrum is smooth (spread) for all number of levels N ;
there is neither discrete harmonics nor discrete replicas of the reference signal.
5.4.5 Encoding Limitations
The encoding limitations in 2-AΣ∆M, the dependency of the encoding interval’s
length upon the instantaneous value of the reference signal x(t), also apply to
N -AΣ∆M. Like in 2-AΣ∆M, whenever the reference signal approaches to an
output level Li, the length of the encoding intervals increases thus resulting in a
locally low switching frequency, which can be an issue in the decoding process.
Given that 2-AΣ∆M only uses the two boundary levels Zmin and Zmax to
encode, the local reduction of the switching frequency only occurs when the
magnitude of the reference signal x(t) is wide. Therefore the probability of
generating wide pulses depends upon the modulation depth and the amplitude
distribution of the reference signal x(t).
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Figure 5.17: Power spectrum and cumulative-power frequency distribution of N -
AΣ∆M. The OSwR is approximately 10 in all cases. Simulation performed using
the configuration D.4.1.
However, in N -AΣ∆M, provided that there are intermediate levels, the local
reduction of the switching frequency also occurs with intermediate values of the
reference signal. For instance, in a 3-AΣ∆M, the switching frequency locally
reduces whenever the reference signal x(t) approaches to Zm, its mean value
(very high probability).
This effect results in a reduction of the OSwR. When upgrading a 2-AΣ∆M
to N levels, the comparison threshold δ must be reduced (as the number of
levels N increases) in order to maintain the OSwR constant. Consequently,
narrower sweeps of the integrator’s output signal v(t) are required to trigger the
comparator. That is, the minimum amplitude sweep (of the reference signal)
around an output level Li required to trigger the comparator, reduces as the
number of levels N increases.
Figure 5.18 illustrates the encoding limitations in N -AΣ∆M for an example,
tracking a non-periodic f0-bandlimited signal with a 7-AΣ∆M at an average
OSwR of approximately 11. Around t = 8,5T0, the reference signal x(t) remains
locally close to Zm, yielding an instantaneous OSwR of 1,65,
N -AΣ∆M may stop switching whenever the reference signal x(t) approaches
any output level Li, although even small variations around these values quickly
trigger pulses. Together, both effects partially compensate; the probability of
generating wide pulses (locally low OSwR) is not significantly higher than in
2-AΣ∆M. Moreover, this probability is almost independent of the number of
levels N in multi-level operation (N ≥ 3, see figure 5.16).
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Figure 5.18: Encoding limitations in N -AΣ∆M. Example showing a 7-AΣ∆M tracking
a f0-bandlimited signal at an OSwR of 11. Around t = 8,5T0, the instantaneous OSwR
reduces to 1,65. The integrator’s output signal v(t) and the comparison threshold δ
have been scaled and shifted for better readability.
5.5 Multi-Level Adaptive Asynchronous Σ∆
Modulation
The feedforward law used in 2-level AAΣ∆M (2-AAΣ∆M) to overcome the
encoding limitations of 2-AΣ∆M can also be extended to the N -level case (N -
level multi-level Adaptive Asynchronous Σ∆ Modulation, N -AAΣ∆M). The
expression of the multi-level law can be derived using a similar analysis than
in the 2-level case, but considering the local output levels zmin and zmax (the
levels surrounding the reference signal x(t0)).
zmin < x(t0) < zmax (5.28)
In this way, the required comparator thresholds become a time-dependent
hysteresis-width function2 δ(t) given by
δ(t) = 12α
1
1
zmax − x(t) −
1
zmin − x(t)
(5.29)
where α is, again, a scaling parameter to set the switching frequency. Note that
if zmax = Zmax and zmin = Zmin, the absolute maximum and minimum bounds
respectively, the previous expression (5.29) simplifies to the 2-level adaptive
hysteresis law (4.14).
Figure 5.19 shows the block diagram of N -AAΣ∆M and the representa-
tive time waveforms for an example, specifically, a 7-AAΣ∆M tracking a non-
periodic f0-bandlimited signal. As this figure illustrates, the principle of op-
eration is the same than in N -AΣ∆M: integrating the error signal e(t) and,
once the magnitude of the integrated or accumulated error v(t) exceeds the
hysteresis-width function δ(t), the switching signal z(t) is updated. This multi-
level modulation is also incremental.
2Like in the 2-level case, strictly speaking, the hysteresis-width function depends upon the
reference signal x(t), which depends upon time δ(x(t)). For the sake of notation simplicity,
the hysteresis-width function is expressed as a time-dependent function δ(t).
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Figure 5.19: Block diagram and representative time waveforms in N -AAΣ∆M. Ex-
ample showing a 7-level case (7-AAΣ∆M); the integrator’s output signal v(t) and the
hysteresis-width function δ(t) have been scaled for better readability.
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Figure 5.20: Overcoming the encoding limitations of N -AΣ∆M with adaptive compar-
ison window (N -AAΣ∆M). Example showing a 7-AAΣ∆M tracking a f0-bandlimited
signal at an OSwR of 11. The integrator’s output signal v(t) and the hysteresis-width
function δ(t) have been scaled and shifted for better readability.
5.5.1 Switching Signal’s Time Waveform Analysis
The aim of the feedforward law in the 2-level case, and so in the multi-level
case, is to avoid wide pulses. As figure 5.20 shows (compare it to figure 5.18),
this law overcomes this issue by locally reducing the width of the comparison
window ±δ(t) whenever the reference signal x(t) approaches an output voltage
level Li.
The addition of the multi-level capabilities to AAΣ∆M does not modify its
encoding characteristics. Like in the 2-level case, in N -AAΣ∆M, if sweeping the
input dynamic range with a constant-reference signal, the modulator encodes
all these constant-reference signals at the same OSwR, regardless of their am-
plitude. Nevertheless, N -AAΣ∆M is still an asynchronous modulator (astable
oscillator), since there is no external carrier nor synchronisation signal.
When tracking f0-bandlimited reference signals, the non-dependency of the
switching frequency upon the amplitude of the reference signal (when tracking
constant-reference signals) results in narrow pulses in the switching signal z(t)
whenever the reference signal x(t) approaches an output level Li, including inter-
mediate ones. Like in N -PWM, the probability of narrow pulses in N -AAΣ∆M
(with N ≥ 3) is very high as well, since the probability of the reference signal
x(t) crossing an intermediate level is high (e.g. in 3-AAΣ∆M, the intermediate
level is Zm, the reference signal’s mean value).
Formally, the upper and lowerbounds of the pulses’ width in N -AAΣ∆M can
be obtained using a similar analysis than in the 2-level case, but considering the
local levels zmax and zmin. Like in the 2-level case, the pulses’ width is again
bounded from above and not bounded from below (bounded by 0). Therefore,
if an N -AAΣ∆M is operating at OSwR, then
0 ≤ Tk
T0
≤ 1OSwR (5.30)
Nonetheless, because of crossing intermediate levels, these bounds are more
visible in the histograms in the multi-level case than in the 2-level case, see
figure 5.21. Note the approximately uniform distribution from 0 to 1/OSwR.
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Figure 5.21: Histograms and percentile of pulses’ width for different N -AAΣ∆Ms,
tracking a f0-bandlimited reference signal at an OSwR of approximately 10. Simula-
tion performed using the configuration D.4.5.
Similarly to 2-AAΣ∆M, because of the variable comparison threshold, N -
AAΣ∆M does not encode according to the area-equalling criterion either. Cer-
tainly, let tA and tB be the time instants of whichever two consecutive rising
edges of the switching signal z(t). The value of the hysteresis-width function at
these time instants δ(tA), δ(tB) depends upon the reference signal x(t), which,
in general, may change its value x(tA) 6= x(tB); therefore∫ tB
tA
e(u) du = δ(tA)− δ(tB) 6= 0 (5.31)
leading to ∫ tB
tA
x(u) du 6=
∫ tB
tA
z(u) du (5.32)
Regardless of the different areas, as long as the integrator’s output signal
v(t) is inside the window ±δ(t), the errors in the different encoding intervals
compensate, so that the modulator operates as an astable oscillator and hence
the multi-level switching signal z(t) tracks the reference signal x(t).
5.5.2 Operating Range
Like in N -AΣ∆M, the error signal e(t) must change its sign at every switching
event, so that the integrator’s output signal v(t) changes its monotony (from
increasing to decreasing or vice versa). If this condition is fulfilled (cross-over
condition), all edges of the switching signal z(t) intersect the reference signal
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x(t). However, in N -AAΣ∆M, the cross-over condition is not enough to guar-
antee that the modulator operates as an astable oscillator.
Right after a rising3 switching event tk, the hysteresis-width function δ(tk)
and the integrator’s output signal v(tk) are the same.
δ(tk) = v(tk) (5.33)
If the cross-over condition holds, the integrator’s output signal starts de-
creasing right after the switching event.
v˙(t−k )v˙(t
+
k ) < 0 (5.34)
However, the hysteresis-width function δ(t) can decrease at a faster rate than
the integrator’s output signal v(t). Note that whenever the reference signal
crosses over an output level, the hysteresis-width function becomes 0.
x(tk) =
{
zmax
zmin
→ δ(tk) = 0 (5.35)
where x(tk) = zmin or x(tk) = zmax depending on the value of the switching
signal at that time instant z(tk).
In such a case, |δ˙(t+k )| > |v˙(t+k )|, the integrator’s output signal v(t) gets
outside the window defined by ±δ(t), v(t+k ) > δ(t+k ) and hence the modulator
is no longer able to control this signal (the conditions for astable derived for
AΣ∆M are not satisfied).
Depending on the waveform of the reference signal x(t), the integrator’s
output signal v(t) can get back inside the comparators’ window (astable opera-
tion). However, if when being outside the comparators’ window the integrator’s
output signal v(t) changes again its monotony, it does not get back inside the
comparators’ window and therefore the switching signal z(t) no longer tracks
the reference signal x(t), see figure 5.22.
A feasible way to address this issue is by continuously monitoring the dis-
tance γ(t) between the integrator’s output signal v(t) and the hysteresis-width
function δ(t).
γ(t) := |v(t)| − δ(t) (5.36)
Right after the reference signal crosses over an output level, γ(t) is positive;
in astable operation, v(t) gets straight back inside the comparators’ window
(γ(t) decreases until it becomes negative, i.e. inside the comparators’ window).
Instead, if γ(t) starts increasing whilst it is still positive, then the modulator is
to become unstable (non-astable operation). Forcing then the system to switch
gets v(t) inside the comparators’ window again.
Figure 5.22 shows the operation of this control for astable operation. Around
t = 0,55T0, the modulator would become unstable (note that the distance func-
tion γ(t) has a local minimum whose amplitude is larger than Zm, i.e. a positive
minimum) and the control forces then a switching event. The control for astable
operation only forces the system to switch; the integrator’s output signal v(t) is
not directly affected by this control and hence the encoding process continues
normally.
3The derivation for falling edges is analogous, but with negative values instead of positive
ones.
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Figure 5.22: N -AAΣ∆M without control for astable operation (upper plot) and with
control for astable operation (lower plot). In the displayed example, the system is
forced to switch when the integrator’s output signal is outside the window |v(t)| > δ(t)
and the distance signal γ(t) starts increasing (the negative values have been omitted
because they are not significant). These signals have been scaled for better readability.
5.5.3 Power Spectrum Analysis
The power spectrum of N -AAΣ∆M has not been analytically derived, but it
can be characterised (see figure 5.23). This characterisation has been carried
out tracking a f0-bandlimited signal at an OSwR of approximately 10.
An in-depth characterisation at different OSwRs and with different number
of levels N reveals that, depending on the ratio of these two parameters, OSwR
and N , the outband power spectrum is shaped to an N -AΣ∆M-like spectrum
or to an N -PWM-like spectrum. In this example, operating at an OSwR of
approximately 10, the outband spectral content in the 2-level case is similar to
that of 2-PWM; with three levels, replicas of the reference signal X(f) can still
be identified, as well as higher concentrations of spectral power density around
multiples of the switching frequency. With higher number of levels (seven and
thirteen), the spectrum is spread like in the N -AΣ∆M case.
The inband performance is very similar to the N -AΣ∆M, this is, the error
signal’s inband spectral power density logarithmically increases regardless of
the number of levels N . The control for astable operation, whilst it ensures
the proper operating performance of N -AAΣ∆M, it may degrade the inband
tracking performance if the number of levels N is high compared to the OSwR
(i.e. if the number of edges triggered by the control for astable operation is
comparable to the number of edges triggered by the modulation itself). This
shortcoming is only significant if underswitching (even if the number of levels
170 Extension to Multi-Level Modulations
-120
-100
-80
-60
-40
-20
0
Sp
ec
. 
Po
we
r 
De
ns
it
y 
(d
B/
f 0) |X(f)|2
|E2-AAΣΔM(f)|2
|E3-AAΣΔM(f)|2|E7-AAΣΔM(f)|2
|E13-AAΣΔM(f)|2
0
20
40
60
80
100
0,1 1 10 100
Cu
mu
la
ti
ve
 p
ow
er
 (
%)
Frequency (f0)
2-AΣΔM
3-AΣΔM
7-AΣΔM
13-AΣΔM
Figure 5.23: Power spectrum and cumulative-power frequency distribution of N -
AAΣ∆M. The OSwR is approximately 10 in all cases. Simulation performed using
the configuration D.4.1.
N is high); besides, it can be partially overcome with an appropriate switching
policy in the encoding process (similarly to that which would avoid narrow
pulses in N -AΣ∆M).
5.5.4 Hybrid Hysteresis-Width Functions
Whenever the reference signal x(t) crosses over an intermediate level, the hys-
teresis-width function δ(t) becomes 0. Despite when evaluating the limit of the
hysteresis-width function tending to zero the instantaneous switching frequency
fs(t) is bounded (assuming a constant-reference signal or a high OSwR),
lim
t→tk
δ(tk) = 0; lim
t→tk
fs_N−AAΣ∆M(t) < +∞ (5.37)
there may be implementation issues due to the zero-width comparison window.
Furthermore, very narrow comparison windows lead to very narrow pulses in
the switching signal z(t).
A feasible way to address both issues is by limiting the minimum value of
the hysteresis-width function δ(t), i.e. a mixed mode between constant- and
adaptive- comparison windows. Together with an appropriate switching policy
(to avoid very narrow pulses if the next level is very similar to the reference
signal, as discussed in section5.4.3), it is possible to bound the pulses width
(from above and from below) regardless of the reference signal’s time waveform
x(t). These bounds only depend upon design parameters, the minimum value
of the hysteresis-width function and the α factor in the adaptive law).
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Figure 5.24: Hybrid hysteresis-width function in N -AΣ∆M and histogram and per-
centile of pulses’ width. Example with seven levels and limiting the minimum
hysteresis-width function to |δ(t)| ≥ Zpp/20 and operating at an OSwR of 10. Simu-
lation performed using the configuration D.4.5.
Figure 5.24 shows the representative time waveforms in a N-AΣ∆M using a
hybrid hysteresis-width function δ(t). This hybrid approach avoids the very wide
encoding intervals of N -AΣ∆M and the narrow pulses of N -AAΣ∆M (whenever
the reference signal x(t) is locally close to an output level Li), i.e. the pulses’
width is bounded from above and from below. This feature is clearly visible in
the histogram of pulses’ width, also included in figure 5.24.
The performance and the OSwR of this hybrid modulation depends upon
the scaling factor of the hysteresis-width function and the minimum hysteresis-
width function value. By properly tuning both parameters, it is feasible to
achieve almost the same inband performance than N -AΣ∆M whilst avoiding
very wide encoding intervals.
5.6 Analysis Under the Fundamental Limit Per-
spective
The performance of N -PWM, N -AΣ∆M and N -AAΣ∆M has been charac-
terised tracking a f0-bandlimited reference signal, at different OSwRs. Con-
sistently with the scope of this work, reducing the OSwR without degrading the
tracking fidelity of switching amplifiers, this characterisation has been carried
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Figure 5.25: Characterisation of the error signal’s inband power P ie(t), normalised
to the reference signal’s power Px(t), of N -PWM tracking a f0-bandlimited signal.
Simulation performed using the configuration D.4.4.
out at OSwRs below 10; even below 1 to explore the feasibility of underswitch-
ing.
5.6.1 Inband Performance
The inband performance of these three modulations in the cases of two, three,
seven and thirteen levels is depicted in figures 5.25 (N -PWM), 5.26 (N -AΣ∆M)
and 5.27 (N -AAΣ∆M).
Like in the 2-level case, at high OSwRs, the inband performance of N -PWM
is better than that of N -AΣ∆M and N -AAΣ∆M, i.e. the PWM encoding algo-
rithm better approximates inband-error-free encoding than the area-equalling
encoding algorithm (AΣ∆M-based modulators). However, as the OSwR de-
creases, the inband performance of N -PWM quickly degrades, whereas the
inband performance of N -AΣ∆M and N -AAΣ∆M degrades at a slower rate.
These different rates become more visible as the number of levels N increases,
since the degradation of the N -PWM inband performance is mainly because of
the slew rate constraint (and, to a lesser extent, to adjacent level switching).
If N -PWM operates free of extra switching, the inband power of the er-
ror signal P ie(t) decreases at a similar rate in all N -PWMs. This is visible in
figure 5.25, compare the performance of 2-PWM and 3-PWM below −60 dB
(both free of extra switching). 7-PWM also starts behaving in a similar way
from OSwR ≈ 9, but 13-PWM still significantly suffers from extra switching at
OSwR = 10.
As the OSwR decreases below the threshold given by (5.15), the error due
to the slew-rate constraint becomes significant and hence the inband perfor-
mance quickly degrades. Furthermore, the additional switching events4may
4A latch has been included in the characterisation of N -PWM. The latch only prevents
extra switching by crossing the carrier(s) multiple times within one encoding interval. If
the reference signal x(t) sweeps more than two encoding slots within one encoding interval,
additional switching events may be triggered regardless the latch. Because of this reason, the
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Figure 5.27: Characterisation of the error signal’s inband power P ie(t), normalised to
the reference signal’s power Px(t), of N -AAΣ∆M tracking a f0-bandlimited signal.
Simulation performed using the configuration D.4.4.
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also increase the amplifier’s switching losses. Note that the slew rate constraint
becomes more restrictive as the number of levels N increases; consequently, a
7-PWM should not be used at OSwRs below 10 (the error due to improper
encoding may become dominant).
On the other hand, the inband performance of N -AΣ∆M and N -AAΣ∆M
hardly depends upon N at any OSwR (including close to 1). If the number
of levels N is high compared to the OSwR (in the example of figures 5.27 and
5.26, thirteen levels), an advanced switching policy may be necessary to properly
switch between levels and avoid narrow pulses (as discussed in section 5.4.3).
In these simulations, the lack of an appropriate policy degrades the inband
tracking performance (the policy used selects the first level to fulfil the cross-over
condition). By upgrading the switching policy, a similar inband performance
can be achieved regardless of the number of levels N .
Apart from this issue with the switching policy, the non-dependency of the
inband performance respect to the number of levels N is due to the incremen-
tal multi-level modulation scheme. This feature, together with the absence
of intrinsic bandwidth constraints, points out the suitability of AΣ∆M-based
schemes to track non-constant signals, instead of PWM-based schemes, espe-
cially in multi-level systems.
5.6.2 Switching Signal’s Time Waveform Comparison
Whilst the bounds of the pulses’ width are the same if encoding with 2 levels or
with N levels, the extension to multiple levels further emphasises the differences
between modulations, as stated in section 5.2. Consequently, the probability of
generating narrow pulses in N -PWM and N -AAΣ∆M is higher in the multi-
level case N ≥ 3 than in the 2-level case, because the intermediate level(s) are
crossed over often (as described in section 5.3.2). On the other hand, despite the
probability of generating wide pulses increases in N -AΣ∆M (when compared
to the 2-level case), the pulses’ width is still effectively bounded from above
and from below (as discussed in section 5.4.3); N -AΣ∆M therefore is capable
of tracking the reference signal without relying on narrow pulses.
Although it is not visible in the switching signals z(t) nor in the histogram
of pulses’ width, N -PWM is a synchronous modulation (the frequency and the
phase is set by the carriers ci(t), i.e. external signals), whereas N -AΣ∆M and
N -AAΣ∆M are asynchronous modulators (astable oscillators).
5.6.3 Power Spectrum Comparison
Unlike in the time domain, the differences in the frequency domain become less
significant as the number of levels N increases (if properly encoding), especially
regarding the outband spectral content. Indeed, by increasing the number of
levels N , the width of the pulses generated by N -PWM and N -AAΣ∆M be-
comes more variable, thereby spreading the spectral power density distribution.
If increasing the OSwR as well, the spectral power density tends to concentrate
around multiples of the switching frequency, but the differences between mod-
ulations would not become as visible as in the 2-level case. Still, the maximum
in N -AΣ∆M is lower and shifted to higher frequencies than in the other two
modulations (operating at the same OSwR).
minimum OSwR in the characterisation is not 0,1.
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Like in the 2-level case, if the inband error due to improper encoding is
much smaller than the level of the reference signal |E(f)|  |X(f)|, |f | ≤ f0,
the outband power is independent of the modulation; the difference between
modulations only concerns the distribution or shaping of the spectral power
density. Given that, as the number of levels N increases, the outband power of
the switching signal decreases and the spectral power density spreads, increasing
the number of levels N mitigates the outband differences between modulations
(the switching signal z(t) tends to the reference signal x(t) in all cases).
With regard to the inband error due to improper encoding, multi-level en-
coding yields no inband tracking improvements (note that inband-error-free en-
coding is already possible with two levels at an OSwR of 1); moreover, the
extension to multiple levels even degrades the inband tracking performance in
PWM. When operating at a certain OSwR, the most accurate inband track-
ing, i.e. the best approximation to inband-error-free encoding, is achieved by
2-PWM. In AΣ∆M-based and AAΣ∆M-based multi-level modulations, the in-
band error due to improper encoding is almost independent of the number of
levels N .
5.6.4 Underswitching
The inband performance of these three modulations at OSwRs below 1 (under-
switching) should be evaluated according to the inband spectral power density
of the error signal E(f) and not according to the error signal’s inband power
P ie(t), since the content around the switching frequency masks the baseband
content.
Therefore, despite in figures 5.25 (N -PWM), 5.26 (N -AΣ∆M) and 5.27 (N -
AAΣ∆M) the performance of these three modulations is similar in terms of the
error signal’s inband power P ie(t), the inband performance in terms of spectral
power density of the error signal E(f) of N -AΣ∆M is better than that of N -
PWM and N -AAΣ∆M if underswitching. Similarly to the 2-level case, N -
AΣ∆M tracks the baseband content of the reference signal with small error
(see figure 5.28), whereas in N -PWM the inband error spectral power density
is almost constant (like in the 2-level case). The performance of N -AAΣ∆M
is strongly determined by the control for astable operation which, in this case,
degrades the inband tracking performance.
In N -PWM (without latch) and N -AAΣ∆M, the OSwR cannot be arbitrar-
ily reduced. Certainly, because of extra switching in N -PWM, the reference
signal intersects the carriers ci(t) more than once per encoding interval and
hence the frequency of the N -PWM switching signal is not the same than the
carrier’s (in figure 5.25 a latch has been included so that extra switching is
avoided, yet the inband tracking performance is degraded). Similarly, in N -
AAΣ∆M, despite the hysteresis-width function δ(t) can be scaled by a large
factor, it locally tends to 0 whenever the reference signal x(t) crosses over an
output voltage level Li. Provided that the reference signal x(t) is not constant,
this reduction yields a very high probability of triggering the comparator.
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Figure 5.28: Underswitching in N -AΣ∆M. Example showing a 7-AΣ∆M tracking a
bandlimited signal at an OSwR of 0,36. Simulation performed using the configuration
D.4.1.
Chapter 6
Decoding Switching Signals
This chapter analyses the decoding process in switching amplifiers, i.e. the process
of recovering a continuous-time continuous-amplitude signal from a switching sig-
nal. This process typically consists in filtering the baseband content of the power
switching signal; different techniques to improve this process are analysed, including
high-order filtering, cutoff frequency optimisation and pre-equalisation. Neverthe-
less, in accordance with the extended modelling of multi-level converters presented
chapter 5, the decoding process in switching amplifiers also consists in translating
the switching signal (i.e. the modulator’s output signal) into a set of switch-driving
signals; this chapter also explores the feasibility of improving the amplifier’s decoding
process by enhancing the logic translation of the switching signal.
6.1 Baseband Signal Recovering
According to the encoding-decoding interpretation of buck-based switching am-
plifiers presented in chapters 2 and 5, once the reference signal x(t) is encoded
into an N -level switching signal z(t), it is power amplified by the switches of the
switching power converter, thereby generating an N -level power switching signal
z˜(t) (with regard to time-domain waveforms, this power-amplification process
is just a scaling factor G). The power switching signal z˜(t) is subsequently fil-
tered by a low-pass filter H(s), also part of the switching power converter, thus
recovering x˜(t), a power-amplified distorted version of the reference signal x(t).
The preferred converter topologies for switching amplifiers are the linear
ones, i.e. those in which the control-to-output DC static characteristic is linear,
typically buck-derived topologies (buck and full-bridge, either 2-level or multi-
level). This section characterises the low-pass filtering process performed by
linear switching power converters, i.e. the process of recovering the inband
content of the power switching signal z˜(t) by rejecting its outband content.
The different techniques herein presented are hence intended for buck-based
converters, although some of them are not limited to these particular topologies.
6.1.1 Ideal Low-Pass Filters
Ideally, in the context of buck-based switching amplifiers (band separation), the
encoding process should consist in adding a f0-high-pass error signal e(t) to the
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f0-bandlimited signal x(t) to shape it into the switching signal z(t) (inband-
error-free encoding); likewise, ideally, the decoding process should perform the
opposite operation. Therefore, perfect decoding, i.e. the process performed
by an ideal low-pass filter Hi(f), consists in completely rejecting the outband
content of the power switching signal z˜(t) whilst leaving its inband content
unaltered.
Perfect decoding combined with inband-error-free encoding (and a non-
distorting or G-scaling power-amplification process) yields perfect signal track-
ing and power amplification.
x˜(t) = Gx(t), ∀t ∈ R (6.1)
Certainly, let us assume a certain switching signal z(t), either two-level or
multi-level, inband-error-free tracking a f0-bandlimited signal x(t); if the power-
amplification process is ideal (a linear scaling factor G), the power switching
signal Z˜(f) is
Z˜(f) = GZ(f) =
{
GX(f), |f | ≤ f0
GE(f), |f | > f0 (6.2)
An ideal low-pass filter Hi(f) completely rejects the outband content, in this
case the power error signal GE(t), and leaves the inband content unaltered. The
recovered signal X˜(f) is hence a power-amplified version of the reference signal
X(f).
X˜(f) = Hi(f)GZ(f) =
{
GX(f), |f | ≤ f0
0, |f | > f0 (6.3)
From the previous expressions, it follows that the frequency response of
an ideal low-pass filter Hi(f) has unitary bandpass gain and infinite stopband
rejection.
Hi(f) =
{
1, |f | ≤ f0
0, |f | > f0 (6.4)
Because of the high selectivity, this filter is often referred as “brick-wall
filter” in the literature. Note that an ideal filter does not need to be necessarily
lossless, e.g. the outband content could be dissipated Px˜(t) < Pz˜(t).
The concept of ideal filter can be generalised to other transfer functions such
as high-pass or bandpass; all ideal filters have unitary bandpass gain and full
rejection in the stopband. Unfortunately, ideal filters are not implementable.
In the context of power processing and switching amplifiers, filters should
be implementable and lossless (except for stray resistances and other non-
idealities). These constraints reduce the possible implementations of the low-
pass filter to Linear Time Invariant (LTI) low-pass filters.
6.1.2 Lossless Linear Time Invariant Filters
Pure reactive or lossless Linear Time Invariant (LTI) filters consist of, exclu-
sively, inductances and capacitances (non-resistive opposition to the passage of
current). Different layouts of the reactive components yield different transfer
functions, although the most common arrangement in switching amplifiers is
the LC ladder layout for voltage-supplied filters (as figure 6.1 shows).
6.1 Baseband Signal Recovering 179
~
+
−
z(t)
L1
C2
~
+
−
x(t)
Ln−1
Cn RL
+
Gz(t)
Figure 6.1: Lossless nth order low-pass LTI filter (LC ladder layout). In dotted lines,
the load RL and the supply Gz(t), which models the power supply and the switches
of the power converter.
The filter transfer function H(s) depends upon all reactive components Li,
Cj , i, j ∈ N, i, j ≤ n with i odd and j even, where n is the order of the filter,
and upon the load RL.
H(s) = f(Li, Cj , RL), i, j ∈ N, i, j ≤ n, i even, j odd (6.5)
Compared to ideal filters, neither the bandpass gain of LTI filters is constant
nor their stopband rejection is infinite; these deficiencies result in a certain
remaining error signal ξ(t), extending both inband and outband, as discussed
in section 2.3.2. On the other hand, due to the absence of passive components,
pure reactive LTI filters are lossless and hence all power supplied by the power
supply Pz˜(t) is delivered to the load Px˜(t) (100 % of efficiency).
Unfortunately pure inductances and pure capacitances are ideal devices.
Coils and actual capacitors are made of actual materials, whose conductiv-
ity is finite (effectively, it results in a series resistance); furthermore there are
other effects which can also be modeled as a series resistance. As a first-order
approach, each actual reactive component can be modeled as a pure reactive
component with its corresponding ESR encompassing all losses mechanisms.
There are other effects which further modify the transfer function of the
implemented LTI filters, such as the stray capacitance in soldering pads or
the wiring between devices. These inductive and capacitive effects can also be
added to the model, resulting in a more complex transfer function (yet still
corresponding to a low-pass filter in the frequency range of interest).
Lossless LTI filters are hence not implementable, although, depending on the
operating conditions, the effects due to these non-idealities are not significant
and can be neglected. The most common low-pass filters in switching regulators,
and also in switching amplifiers, are the second-order ones (one inductor and
one capacitor) with maximally flat inband response (Butterworth-kind transfer
functions). In general, the order of the low-pass filter can be higher and both
the transfer function H(s) and the cutoff frequency fc (defined as the frequency
in which the gain reduces by 3 dB) are design parameters.
6.1.3 High-Order Filter Extension in Buck-Based Con-
verters
The stopband rejection of Butterworth filters is determined by their order n.
Given that second-order filters are the most common, a feasible way to increase
the stopband rejection of these converters, whilst keeping the linear control-to-
output DC static characteristic, consists in increasing the order n of the filter
(high-order filter converter topologies).
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This high-order extension does not affect the operating performance of the
switching power converter, i.e. the control-to-output DC static characteristic of
high-order variants of the buck and the full-bridge topologies are linear as well.
The only difference is that the converter’s output signal is further filtered before
being delivered to the load, with all its inband and outband consequences upon
the output signal (as discussed in section 2.3.2).
Let us assume a buck-based topology (depicted in figure 6.1) with maximally
flat inband response HB(jω) (Butterworth filter, the most common configura-
tion in switching amplifiers) with cutoff frequency ωc; the specifications require
minimising the power of the remaining error signal Pξ(t) in the recovered signal
x˜(t). By increasing the filter’s order n, the module of the transfer function tends
to that of an ideal filter: unitary bandpass gain and infinite stopband rejection.
lim
n→+∞ |HB(jω)| →
{
1 |ω| ≤ ωc
0 |ω| > ωc (6.6)
Nevertheless, as the order n increases, the inband phase lag becomes less
rectilinear, thus resulting in a wider non-constant group delay (increased inband
error, see figure 6.2). In common applications using second-order filter converter
topologies, amplitude errors dominate over phase errors; therefore, increasing
the filter’s order may yield tracking error improvements (a reduction of the
amplitude error at the cost of increasing the inband phase error, i.e. balancing
both errors). However, the filter’s order n cannot be indefinitely increased,
since beyond a certain filter’s order, the inband phase errors dominate over
amplitude errors and therefore further increasing the filter’s order only degrades
the recovering process.
Still, high-order filtering adds another degree of freedom in the decoding
process and hence high-order converter topologies are candidates of interest to
address the efficiency-distortion trade-off of switching amplifiers, especially if
optimising the cutoff frequency (as described in section 6.1.4).
Transfer Function Analysis
The extension to high-order filter topologies unfolds a new design variable, shap-
ing the filter’s transfer functionH(s). With second-order filters it is already pos-
sible to shape the filter’s transfer function, but as the filter’s order n increases,
the difference between different transfer functions becomes more significant.
Instead of shaping the filter with the typical maximally flat inband response
(Butterworth filters), the filter can be shaped to alternative frequency responses
(e.g. Chebyshev) to increase the filter’s selectivity. The same stopband rejection
may be achieved with a higher cutoff frequency fc which, in the context of
switching amplifiers for handheld and portable applications, may involve smaller
and lighter reactive components.
A common requirement for the module of the filter’s transfer function H(s)
is to asymptotically tend to zero at high frequency, so that spikes and other
spread-frequency effects are attenuated.
lim
ω→+∞ |H(jω)| → 0 (6.7)
This constraint reduces the transfer function candidates to Butterworth fil-
ters, Chebyshev (or type I Chebyshev) filters, Elliptic filters and Bessel filters.
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displayed with a C subscript). Example showing a 2-PWM tracking a f0-bandlimited
signal at an OSwR of 10. Simulation performed using the configuration D.4.1.
The transfer function of odd-order inverse Chebyshev (or type II Chebyshev)
filters also tends to zero as frequency increases, although at a slower rate and
with non-monotonous stopband rejection.
Butterworth filters are generally used because of its maximally flat inband
response, targeting to emulate the inband behaviour of ideal filters, as the fi-
delity in the decoding process is very sensitive to inband ripples. Despite the
inband response of Bessel filters is also constant, Butterworth filters are gener-
ally preferred because of their higher selectivity.
However, if the order n is high enough, low inband ripples in Chebyshev
filters may be feasible. For instance, consider the example of figure 6.3: a
switching amplifier based on a 2-PWM tracking a f0-bandlimited signal x(t) at
an OSwR of 10 and decoding with a sixth order filter. By replacing the classical
Butterworth filter by a Chebyshev filter (0,1 dB of inband ripple1, fc = 1,63f0),
the cutoff frequency fc can be increased from fc = 1,25f0 to fc = 1,65f0 and
still achieve a similar rejection around the switching frequency fs (10f0 in this
case). Moreover the power of the remaining error signal Pξ(t) decreases by 6 %,
mostly because the better inband behaviour.
Nevertheless, the optimisation of the filter’s order and transfer function is
very specific for each application and specifications. Different filter transfer
functions are not going to be characterised in this work. In what follows, all low-
pass filters are going to be assumed Butterworth-kind unless otherwise stated.
High-Order Filter Extension in Other Converter Topologies
Any switching power converter topology can be extended to higher orders by
adding an LC ladder filter before the load. For instance, figure 6.4 shows a
fourth-order boost converter, consisting of a regular second-order boost con-
verter with an additional second-order LC ladder before the load RL.
In this case, the additional LC ladder is grounded because so is the converter
topology; in floating-output topologies, such as full-bridge, the additional LC
1This value is just an example; the full design-space exploration should consider optimising
the inband ripple as well.
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Figure 6.4: Fourth-order boost converter, consisting of a regular second-order boost
converter with an additional second-order LC ladder before the filter.
filter floats (only the differential-mode voltage is filtered). Alternatively, in
floating-output topologies, a grounded LC filter can be added at the input port
of the floating load to filter both the differential- and the common-mode voltages
(more precisely, two grounded LC filters must be added, one at each end of
the input port; a further discussion about common-mode and differential-mode
voltages and filters is included in section 7.5.5).
In non-linear converter topologies such as boost, the additional LC ladder
also further filters the output signal before being delivered to the load, thereby
yielding a high-order low-pass control-to-output transfer function (non-linear as
so is the control-to-output DC static characteristic of the converter without the
LC ladder). If properly designed, it is feasible to model the resulting high-order
transfer function.
6.1.4 Filter’s Cutoff Frequency Optimisation
Actual switching amplifiers consist of an actual modulator and a buck-based
switching converter (i.e. a LTI filter). Generally, actual modulators do not per-
form inband-error-free encoding; likewise, LTI filters suffer from inband atten-
uation and finite stopband rejection. Therefore, even if the OSwR (modulator)
and the filter’s order n are set, due to the smooth transition between bandpass
and stopband of the filter’s transfer function H(s), the filter’s cutoff frequency
fc must be tuned so that the amplifier’s performance is optimised.
Let us consider an example, an amplifier which must be optimised to min-
imise the remaining error signal’s power Pξ(t), i.e. the power of the error signal
after filtering (this example corresponds to minimising the power provided by
the linear amplifier in a linear-assisted power amplifier). The design is based
on an ideal modulator, inband-error-free tracking the reference signal x(t) at an
OSwR of 2.
In order to reject the outband spectral content of the power switching signal
Z˜(f), i.e. the modulation harmonics, the filter’s cutoff frequency fc should
be set to a low value; in this way, the outband power of the remaining error
signal Ξ(f) is reduced. However, if the filter’s cutoff frequency fc is too low,
the inband content of the power switching signal Z˜(f), i.e. the information
to track and power amplify, will be partially rejected by the filter, thereby
increasing the inband power of the remaining error signal Ξ(f). In this case,
the recovered signal x˜(t) only tracks the baseband content of the reference signal
x(t) (baseband-tracking approximation).
On the other hand, in order to preserve the original information as much as
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possible, the filter’s cutoff frequency fc should be set to a high value, to avoid
attenuating the inband content of the power switching signal Z˜(f). However, if
the filter’s cutoff frequency fc is too high, the high frequency spectral content
of the power switching signal Z˜(f) will not be rejected by the filter, thereby
increasing the outband power of the remaining error signal Ξ(f). In this case
the recovered signal x˜(t) contains modulation outband harmonics.
Therefore, there exists a trade-off in the design of the filter’s cutoff frequency
fc. The optimum solution depends upon the operating conditions, the specifica-
tions and the FoM to minimise or maximise. This trade-off can be characterised
by sweeping different filter’s cutoff frequencies fc, from very low frequencies up
to frequencies beyond the switching frequency; the optimum cutoff frequency
corresponds to an intermediate frequency.
In the conditions of this example, figure 6.5 shows the full design-space
characterisation of the filter’s cutoff frequency for filters of different order n (the
delay due to the LTI filter has been equalised by cross-correlating the reference
signal x(t) and the recovered signal x˜(t) before evaluating the power of the
remaining error signal). Both opposite trends, baseband-tracking approximation
and partially recovering the modulation outband content, become more evident
as the filter’s order n increases (the transition between trends sharpens).
Figure 6.5 also splits the inband power of the remaining error signal P iξ(t).
If the cutoff frequency fc is much lower than the reference signal’s bandwidth
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f0, the inband error power P iξ(t) dominates over the outband error power P oξ(t)
(baseband-tracking approximation).
P oξ(t)  P iξ(t) ≈ Pξ(t), fc  f0 (6.8)
On the other hand, if the filter’s cutoff frequency fc is much higher than the
modulator’s switching frequency fs = OSwRf0, the outband error power domi-
nates over the inband error power (recovering modulation outband harmonics).
P iξ(t)  P oξ(t) ≈ Pξ(t), fc  fs = OSwRf0 (6.9)
Beyond the optimum cutoff frequency, the inband error power no longer
monotonously decreases because the correlator minimises the total power of
the remaining error signal Pξ(t), which, with high cutoff frequencies, is mainly
determined by the outband power P oξ(t) (beyond the optimum cutoff frequency,
the outband power monotonously increases).
Figure 6.5 also illustrates the issues due to high-order filters (the inband per-
formance of very-high order filters do not tend to that of an ideal filter). Indeed,
as the filter’s order n increases, so does the optimum filter’s cutoff frequency fc.
This is a consequence of the increased inband error due to the non-rectilinear
the phase lag; by shifting the cutoff frequency to higher frequencies, the non-
rectilinear phase lag is partially avoided. However, whilst the (non-rectilinear)
phase lag increases proportionally to the filter’s order, the filter’s optimum cutoff
frequency asymptotically tends to the switching frequency fs, 2f0 in this exam-
ple (the filter’s cutoff frequency fc should no be increased beyond the switching
frequency fs, otherwise modulation harmonics would be recovered as well). Af-
ter a certain filter’s order n, if further increasing the filter’s order, the increased
inband error due to the non-rectilinear phase lag cannot be compensated by
shifting the filter’s cutoff frequency fc to higher frequencies and hence the re-
maining signal’s error power Pξ(t) starts increasing. Therefore, if optimising the
filter’s cutoff frequency fc for each filter’s order n, a finite optimum filter’s order
will be found.
6.1.5 Equalisation of Linear Time Invariant Filters
The inband error due to LTI filters can be equalised by pre-emphasising or pre-
equalising the amplifier’s input signal xi(t), as figure 6.6 shows. Certainly, if
the reference signal x(t) is generated as
x(t) = xi(t) ∗ h−1(t) (6.10)
where h−1(t) denotes the LTI filter’s inverted impulse response, then the recov-
ered signal x˜(t) becomes
x˜(t) = z˜(t) ∗ h(t) = Gx(t) ∗ h(t) + ξ(t) (6.11)
and hence
x˜(t) = G(xi(t) ∗ h−1(t) ∗ h(t)) + ξi(t) = Gxi(t) + ξi(t) (6.12)
where ξi(t) stands for the remaining error signal when tracking the amplifier’s
input signal xi(t).
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Figure 6.6: Block diagram of a switching amplifier with pre-equalisation. The power
path is highlighted in bold.
In the particular case of inband-error-free encoding, the inband content of
the remaining error signal Ξ(f) is zero and therefore the inband content of the
recovered signal X˜(f) tracks the amplifier’s input signal Xi(f) with no error
despite the non-constant filter’s inband response.
Nevertheless, perfect pre-emphasis of LTI filters is not possible. Certainly,
an implementable low-pass transfer function H(s) has more poles than zeros.
H(s) =
n∑
i=0
ais
i
m∑
i=0
bis
i
, n < m,m, n ∈ N (6.13)
Ideal or perfect pre-equalisation consists in inverting the transfer function
H−1(s) =
m∑
i=0
bis
i
n∑
i=0
ais
i
, n < m, m, n ∈ N (6.14)
leading to an improper transfer function (more zeroes than poles, i.e. the out-
band gain tends to infinite as the frequency increases).
This non-implementable high-pass transfer function can be approximated by
an implementable low-pass transfer function HPRE(s), by adding, at least, n−m
far-apart poles pi. Due to practical and implementation limitations, these poles
are typically one decade above the filter’s cutoff frequency fc.
HPRE(s) =
m∑
i=0
bis
i
n∑
i=0
ais
i
1
k∏
j=n−m
1 + s
pj
, n < m, k ≥ n−m, k,m, n ∈ N (6.15)
Therefore, even with pre-equalisation, the reference signal is affected by an
equivalent low-pass transfer function He(s). Note that its order is independent
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of the low-pass filter’s order n.
He(s) := HPRE(s)H(s) =
1
k∏
i=n−m
1 + s
pi
, k ∈ N (6.16)
Despite the poles pi are outband, this equivalent low-pass transfer function
results in a certain inband error, as discussed in section 2.3.2. Even assuming
that amplitude and phase errors are not significant, the recovered signal x˜(t) is
delayed with respect to the input signal xi(t).
x˜(t) = Gxi(t) ∗ hinv(t) ∗ h(t) + ξ(t) ≈ Gxi(t− σ) (6.17)
This time delay σ is smaller than the time delay of the amplifier’s output
filter τ , since the cutoff frequency of the equivalent filter He(s) is higher than
that of the amplifier’s output filter H(s). Furthermore, the order n of the
amplifier’s output filter may be high (and hence the time delay τ may be high
as well), but the order of the equivalent filter is only determined by the far-apart
poles pi.
Let us consider an example of pre-equalisation, a second-order Butterworth
filter with cutoff frequency fc = 1,25f0 (a typical filter in audio applications).
The pre-emphasis filter includes two far-apart poles p1,2, one decade beyond the
filter’s cutoff frequency. To emphasise the inband effects upon the amplifier’s
input signal xi(t), let us consider inbnad-error-free encoding or, equivalently in
terms of inband behaviour, no modulation (the amplifier’s input signal xi(t) is
pre-emphasised, yielding the reference signal x(t), and subsequently low-pass
filtered thus recovering x˜(t)). The input signal xi(t) is f0-bandlimited.
As figure 6.7 shows, the inband attenuation of the equivalent transfer func-
tion corresponding to this example is below 0,1 dB. The inband group delay is
not constant either; its variation with respect to the group delay at low frequen-
cies −d]HPRE(jw)/dω is wider than 0,6 %. Even if equalising the phase delay
(cross-correlation between the amplifier’s input signal xi(t) and the recovered
signal x˜(t)), the inband content of the remaining error signal Ξ(f) is only 40 dB
below the input signal’s level.
Actual filters are made with coils and actual capacitors, with their respective
ESR; furthermore, all components have some tolerance and not all values are
available. Therefore, the actual transfer function to equalise is not shaped to any
of these variants and is more complex than a pure LC ladder. Nonetheless, pre-
equalisation can still be used to reduce the tracking error, by experimentally
tuning the pre-emphasis filter until the error (or the corresponding FoM) is
minimised. This technique has successfully been applied to wireless transmitters
[7].
6.2 Enhanced Decoding Logic and Switching Pol-
icy
The modulator’s output signal z(t), a low-power multi-level switching signal,
must be translated into a set of switch-driving signals si(t) in order to drive
the switching power converter, one for each switch, as discussed in section 5.1;
188 Decoding Switching Signals
-0,1
-0,08
-0,06
-0,04
-0,02
0
0 0,2 0,4 0,6 0,8 1
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
Mo
du
le
 (
dB
)
Re
la
ti
ve
 v
ar
ia
ti
on
 (
%)
Frequency (f0)
|He(f)|2Norm. group delay
-1
-0,5
0
0,5
1
Am
pl
it
ud
e 
(V
G)
x~(t)
Gxi(t)
-1
-0,5
0
0,5
1
121,5 122 122,5 123 123,5 124 124,5 125 125,5
Am
pl
it
ud
e 
(V
G)
Time (T0)
102ξ(t)
Gxi(t)x~(t+σ)
Sp
ec
. 
Po
we
r 
De
ns
it
y 
(d
B/
f 0)
Frequency (f0)
|Ξ(f)|2
|X(f)|2
-140
-120
-100
-80
-60
-40
-20
0
0,01 0,1 1 10 100
Figure 6.7: Pre-equalisation of a second-order Butterworth filter (cutoff frequency
1,25f0). Showing a detail of the equivalent transfer function (the group delay is dis-
played as relative variation with respect to the group delay at very low frequencies,
upper plot), the time-domain waveforms (without equalising and equalising the filter’s
delay σ, the two middle plots respectively) and the frequency-domain waveforms of
the cross-correlated signals (lower plot). Simulation performed using the configura-
tion D.4.1.
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this translation can be constrained by a switching policy. Both the decoding
logic and the switching policy can be upgraded to achieve additional features in
switching amplifiers. Enhanced decoding logics and enhanced switching policies
are commonly used together, since usually one requires the other one to take
advantage of any them.
This section proposes an enhanced switching policy for multi-level full-bridge
switching power converters, which incorporates the voltage difference between
supply voltages (assuming voltage-input converters) in order to maximise the
number of output voltage levels Li for a given set of supply voltages and con-
nection switches.
This section also proposes an enhanced decoding logic for 3-level full-bridge
converters. This logic allows shaping the common-mode of the converter’s out-
put without adding power resources nor affecting the operation of the modulator
(i.e. the 3-level modulation and the OSwR).
6.2.1 Output Levels Maximisation
The purpose of this policy is to maximise the number of available distinct out-
put levels Li for the generation of the power switching signal z˜(t), targeting
switching amplifiers based on multi-level full-bridge converters.
Most consumer-electronic devices include a power-management unit which
provides several supply voltages Vi. It is possible to take advantage of these
voltages to generate a multi-level power switching signal z˜(t); by incorporating
this policy, it is possible to take further advantage of all the already available
power resources by generating a multi-level power switching signal z˜(t) com-
prising more levels than the number of available supply voltages. Inversely, this
policy can also be used to minimise the amount of power resources (supply volt-
ages and connection switches) required to generate a power switching signal z˜(t)
with a specified number of levels.
Conventional Switching Policy
Let us consider a multi-level full-bridge converter supplied by N + 2 supply
voltages, GND and Vi with i = 0, . . . , N and i ∈ N (see figure 6.8). The multi-
level power switching signal z˜(t) is typically generated by driving one end of the
output filter’s input port to GND and the other of the available supply voltages
Vi or GND (conventional switching policy).
Using this conventional switching policy, the multi-level power switching
signal z˜(t) comprises twice the number of available voltage levels Vi plus three.
The first power supply provides two supply voltages GND and V0, which allow
generating the levels of value ±V0 and 0; each additional power supply provides
one additional supply voltage Vi, which allows generating two additional voltage
levels of value ±Vi. Therefore, by using this conventional policy and given an
N + 2 supply voltages, the maximum number of distinct levels Nconv in the
power switching signal z˜(t) is
Nconv = 2N + 3 (6.18)
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Figure 6.8: Multi-level full-bridge converter. Example with N + 2 supply voltages (a
power supply providing GND, V0 plus N additional supply voltages Vi).
Enhanced Switching Policy
Because of the two subsets of switches, it is possible to apply any available
supply voltage GND,V0, . . . , VN at each end V +, V − of the output filter’s input
port. By driving both input ends V +, V − to an active voltage Vi, it is possible
to generate the levels corresponding to the voltage difference between supply
voltages, Vj − Vi, i = j, i, j ∈ N.
Let us consider an example, a system with four different supply voltages
(N = 2): V0, V1, V2 and GND. By driving the negative input end V − of the
output filter to GND, the positive input end V + can be supplied with GND,
V0, V1 or V2, yielding four distinct output voltage levels: L6 = GND, L7 = V0,
L10 = V1 and L12 = V2. By reversing the polarity (i.e. driving the filter’s
positive input end V + to GND and the negative input end V − to an active
voltage Vi), three additional levels are generated: L5 = −V0 and L2 = −V1 and
L0 = −V2 (these levels are generated according to the conventional switching
policy).
By employing the proposed policy it is possible to generate six additional
levels. Certainly, by driving each input end V +, V − of the output filter to
an active voltage Vi, it is possible to generate the levels L4,8 = ∓(V2 − V1),
L3,9 = ∓(V1 − V0) and L1,11 = ∓(V2 − V0) (enhanced switching policy). If
these additional levels are all distinct and if |Vi − Vj | 6= Vk with i 6= j and
i, j, k ∈ {0, 1, 2}, then the number of distinct output voltage levels in the power
switching signal z˜(t) becomes thirteen (instead of seven with the conventional
policy). Table 6.1 summarises the output voltage levels and the active switches
in this example, and figure 6.9 illustrates it with time-domain waveforms.
In general, in a multi-level full-bridge topology supplied by N + 2 supply
voltages, the maximum number of distinct output voltage levels Nenh in the
power switching signal z˜(t) is
Nenh = 1 +
(N + 2)!
N ! (6.19)
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Figure 6.9: Time waveforms comparison between a conventional switching policy (7
levels obtained from 4 supply voltages, upper plot) and an enhanced switching policy
(13 levels obtained from 4 supply voltages, middle plot). The voltages V0 and V1 are
adjusted for each policy so that the output levels Li are regularly distributed in each
case. The lower plot shows the common-mode voltage signals in both cases.
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Level Active switches Level Active switches
L0 = −V2 SG S′2 L12 = V2 S2 S′G
L1 = −(V2 − V0) S0 S′2 L11 = V2 − V0 S2 S′0
L2 = −V1 SG S′1 L10 = V1 S1 S′G
L3 = −(V1 − V0) S0 S′1 L9 = V1 − V0 S1 S′0
L4 = −(V2 − V1) S1 S′2 L8 = V2 − V1 S2 S′1
L5 = −V0 SG S′0 L7 = V0 S0 S′G
L6 = 0 SG S′G
Table 6.1: Summary of levels and switches with the enhanced switching policy; ex-
ample showing a multi-level full-bridge converter supplied from 4 supply voltages. L6
can also be generated by enabling the switches Si, S′i with i = 0, . . . , 2.
Additional
supply voltages N = 0 N = 1 N = 2
Conventional
policy
3
(1,0)
5
(0,5 1,0)
7
(0,3¯ 0,6¯ 1,0)
Proposed
policy
3
(1,0) 7
{
(0,3¯ 1,0)
(0,6¯ 1,0)
13
(0,16¯ 0,6¯ 1,0)
Table 6.2: Maximum number of distinct output voltage levels in a multi-level full-
bridge converter using different policies; between brackets, the supply voltages which
yield equally distributed output voltage levels (normalised to VN ).
Nevertheless, Nenh will only be achieved if the value of each supply voltage
and the value of each voltage difference between any two of the supply voltages
are distinct.  Vi > 0Vi 6= Vj , i 6= j|Vi − Vj | 6= Vk (6.20)
where i, j, k ∈ {0, . . . , N} ⊂ N. If the previous set of conditions is not satisfied,
the number of effective output voltage levels becomes lower.
Supply Voltages
There are some values of the supply voltages Vi which are particularly interest-
ing, those which yield equally or regularly distributed output voltage levels (the
difference between whichever two adjacent levels is the same).
Li − Li−1 = L1 − L0, i = {1, . . . , N} ⊂ N (6.21)
Equally distributed output levels allow simpler modulation schemes. How-
ever, it is not possible to satisfy (6.21) for any number of levels. Table 6.2
compares the maximum number of distinct output voltage levels that can be
generated with two supply voltages (N = 0), with three supply voltages (N = 1)
and with four supply voltages (N = 2), using a conventional policy and the pro-
posed policy (and also the supply voltages that yield equally distributed output
levels in the proposed policy).
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Drawbacks
The maximisation of the number of voltage levels is achieved at a twofold cost,
increasing switching losses and increasing the common-mode output voltage
signal z˜C(t), defined as
z˜C(t) :=
V +(t) + V −(t)
2 (6.22)
Let us consider again the example of a multi-level full-bridge converter sup-
plied by four different supply voltages N = 2. Using a conventional switching
policy (seven levels), when switching between adjacent levels (from Li to either
Li+1 or Li−1) only one input end of the output filter changes its voltage (i.e.
only two switches switch in each switching event).
If using the enhanced switching policy, when switching between certain ad-
jacent levels, e.g. between L7 = V0 and L8 = V2 − V1, both input ends of the
output filter V +, V − change its voltage. Four switches switch in those switching
events, thereby increasing switching losses.
Also related to the switching losses increase, the voltages at each input end
of the input filter V +, V − become more variable; precisely, instead of grounding
one end, both are set to an active voltage Vi.
Certainly, if using N additional supply voltages and a conventional switching
policy, the maximum common-mode voltage is
VCM_1 =
VN
2 (6.23)
If normalising to the highest supply voltage, VN , the maximum becomes 0,5.
If using the enhanced policy, the maximum becomes
VCM_2 =
VN + VN−1
2 =
1
2 +
VN−1
2VN
(6.24)
As the number of additional levels N increases, the relative distance between
supply voltages Vi decreases and hence the maximum common-mode voltage
tends to 1, double than that with a conventional policy. With one additional
supply voltage N = 1 and regularly distributed levels (table 6.2), the maximum
common-mode increases up to 0,6¯ (33 % of increase) or up to 0,83¯ (67 % of in-
crease), depending on the supply voltages; with two additional supply voltages
and regularly distributed levels (table 6.2), it increases up to 0,83¯ (67 % of in-
crease). A further discussion about common-mode and differential-mode signals
is included in section 7.5.5.
6.2.2 Common-Mode Control in 3-Level Full-Bridge Con-
verters
In multi-level full-bridge converters, more than one converter state may yield
the same output voltage level Li in the power switching signal z˜(t). By using the
proper decoding logic and switching policy, it is feasible to take advantage of this
redundancy to shape the spectral power density of the common-mode voltage
Z˜C(f). Note that this enhanced decoding process affects neither the encoding
process nor the amplifier’s tracking capabilities; the modulator generates the
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Figure 6.10: Enhanced decoding logic for full-bridge converters driven by 3-level mod-
ulations. The signal m(t) can be used to shape the common-mode voltage.
switching signal z(t) regardless of the decoding process and the time waveform
of the differential-mode output voltage, i.e. the power switching signal z˜(t),
tracks the switching signal z(t) whatsoever.
Let us consider a simple example, a 3-level full-bridge converter driven by a
3-level switching signal z(t); the levels of this low-power signal are L′0 = Zmin,
L′1 = Zm and L′2 = Zmax. After the power amplification, these levels are
respectively mapped to the voltage levels L0 = −V0, L1 = 0 and L2 = V0 in the
power switching signal z˜(t). The generation of the levels L′0,1 = ∓V0 is unique;
however, the level L1 = 0 can be generated by setting both input ends V +, V −
of the output filter to GND or to V0. In order to use this redundancy to shape
the common-mode voltage z˜C(t), the decoding logic must decode the level L′1
according to an external signal, namely m(t), which determines how this level is
generated (either from GND or from V0). Figure 6.10 shows a possible circuit to
perform this operation. In this case m(t) is a binary signal: a high level decodes
L′1 into V0 and V0, whereas a low level decodes L′1 into GND and GND.
The common-mode voltage signal z˜C(t) can be now considered an output
variable, which can be partially controlled by the binary control signal m(t).
This control signal m(t) should only change its value when the converter is gen-
erating either V0 or −V0, i.e. when the operation of m(t) is disabled. Otherwise
the converter would switch between both 0 states when generating the level L1
(this could be deliberated to further shaping the common-mode signal zC(t), at
the cost of increasing switching losses). The control circuit to drive the signal
m(t) can be designed using common control and/or modulation techniques, such
as an AΣ∆M-based loop.
In order to show indeed that common-mode shaping is feasible, let us con-
sider two representative decoding strategies: always-low (the level L1 is always
generated by driving both input ends V +, V − of the output filter to GND) and
alternate (L1 is alternatively generated from GND and from V0). Figure 6.11
shows the operation in the time domain of both strategies (the switching signal
z(t) is generated from a 3-PWM tracking a f0-bandlimited signal at an OSwR
of 10): alternate z˜C1(t) and always-low z˜C2(t).
The always-low strategy, compared to the alternate strategy, reduces the
dynamic range of the common-mode signal z˜C(t) to half; consequently, the power
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Figure 6.11: Different decoding strategies of a 3-level switching signal in a full-
bridge converter (operating at an OSwR of 5 and tracking a f0-bandlimited signal).
z˜C1(t) corresponds to the common-mode voltage with alternate decoding and z˜C2(t)
to always-low decoding. z˜(t) shows the differential-mode voltage (in both decoding
strategies is the same) and the reference signal Gx(t).
of the common-mode signal Pz˜C(t) reduces by 54 %. By analysing in more detail
the spectral power density of the common-mode signals Z˜C1(f), Z˜C2(f), not
only the power is reduced but the spectral power density is reshaped as well
(see figure 6.12). The always-low strategy shifts 95 % of the power to DC and
the main harmonic is shifted to the switching frequency fs = OSwRf0; the
DC level is −7,3 dB. However, the inband content of the common-mode signal
Z˜C2(t) is less than 20 dB below the recovered signal X˜(f), which could be an
issue if the modulator’s input Common Mode Rejection Ratio (CMRR) is low.
On the other hand, in the alternate strategy, the inband content of the
common-mode signal Z˜C1(f) is much smaller than the recovered signal X˜(f),
but the main harmonic is shifted to half the switching frequency. Furthermore,
only 60 % of the power is shifted to DC; almost the entire remaining 40 % is
shifted at half the switching frequency. In this case, the DC level increases
up to −6,0 dB. Note that driving a full-bridge converter as two independent 2-
level buck converters tracking the reference signal and its inverted version ±x(t)
(3-level audio switching amplifiers) results in the alternate decoding strategy.
Each decoding strategy has its own advantages and drawbacks; their advis-
ability depends upon the specifications. In either case, this technique based on
enhanced decoding logic and switching policy allows controlling the common-
mode voltage regardless of the modulation; furthermore, it does not require any
additional power resources and neither the efficiency nor the tracking fidelity
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Figure 6.12: Common-mode shaping in a 3-level full-bridge converter (the displayed
waveforms show the power spectrum of the time-domain signals displayed in fig-
ure 6.11). Simulation performed using the configuration D.4.1.
is affected. Similar approaches have also been reported in the literature [52],
but constrained to a specific modulator and implementation; other approaches
reported in the literature require additional power resources (described in sec-
tion 1.5.3).
Without adding power resources, the common-mode signal z˜C(t) can be
further shaped if constraining the encoding process as well, especially if more
levels are available, although this kind of strategies require an incremental mod-
ulation. Moreover, note that the power spectrum of the common-mode signal
Z˜C(f) depends upon the modulation; a spread-spectrum modulation such as
AΣ∆M, yields a spread-spectrum common-mode voltage signal Z˜C(f) (a more
detail analysis of the common-mode signal is included in section 7.5.5).
6.3 Preliminary Extension to Non-Linear Con-
verter Topologies
All analyses and characterisations presented so far are intended and for am-
plifiers based on buck-derived switching power converters, the most common
amplifiers in state-of-the-art applications and the main subject of research in
high-efficiency power amplifiers. The linear control-to-output DC static char-
acteristic of buck-based converters results in direct low-pass filtering (or band
separation) of the modulator’s output signal z(t); therefore, this kind of con-
verters are suitable to decode switching signals generated by modulators whose
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input-output DC ratio is linear (such as PWM and AΣ∆M).
If properly designed, the combination of an input-output DC linear mod-
ulator and a linear converter topology results in a power amplifier with linear
input-output DC ratio and approximately constant inband gain. Even though
switching amplifiers often include a control loop to guarantee good inband track-
ing fidelity, using this design strategy, the control loop only needs to compensate
performance deviations due non-idealities and external factors (typically supply
and load variations).
Nonetheless, the switching signal z(t) can be power amplified and decoded
with any converter topology, in particular with those in which the control-to-
output DC static characteristic is not linear (such as buck-boost). In such a
case, the modulator and/or the control loop must compensate the converter’s
non-linearity.
The control loop can compensate the non-linearity, but at the cost of a
higher OSwR. Note that now the control loop is devoted to a twofold opera-
tion: compensating external variations and the converter’s non-linearity. Whilst
non-linear converters further constraint the OSwR, additional features can be
achieved with them.
6.3.1 Motivation for Amplifiers Based on Non-Linear Con-
verter Topologies
The power requirements of switching amplifiers for battery-powered devices of-
ten make advisable (sometimes even mandatory) to deliver signals exceeding the
battery voltage VG. In such a case, since it is not possible to boost the supply
voltage with a linear converter topology, the power-amplification process must
be split in two stages: a voltage-boosting stage, which steps up the battery
voltage, and an inversion stage (a regular switching amplifier typically based
on a linear converter topology, either buck or full-bridge), which modulates the
amplifier’s output signal.
Two-stage amplifiers require two switching converters (i.e. at least two power
inductors and two power capacitors), which may compromise the size, weight
and cost of the overall system; this is especially critical in portable and handheld
devices. Furthermore, in applications which require delivering bipolar voltage
signals, the full-bridge topology is widely used in the inversion stage; whilst
this topology doubles the output dynamic range by reversing the output volt-
age polarity, the load is no longer grounded (floating output) thus resulting in
eventual common-mode radiation. This can be an issue in EMI-sensitive appli-
cations such as car-audio, in which long cables distribute the power audio signals
inside the car; a dedicated common-mode EMI-filter is generally necessary in
such cases which, again, increases the system’s size, weight and cost.
Switching amplifiers are generally based on linear converter topologies be-
cause they are simpler to design and implement. However, with more advanced
control systems and/or modulators, it should be possible to take advantage of
non-linear converters to design switching amplifiers with enhanced features (e.g.
voltage boosting and signal tracking in a single stage). Even with conventional
modulations and control techniques, it should be possible to take advantage of
non-linear converters in high-OSwR applications such as audio.
Pursuing alternative power-amplification architectures for switching ampli-
fiers, non-linear converter topologies are also candidates of interest for switching
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Figure 6.13: 5-switch converter topology with a second-order additional LC ladder
(rL and rC are the ESR of the inductor and the capacitor respectively). Displayed
currents and voltages show the polarity which is considered positive.
amplifiers. Next, a switching converter topology is presented, which can step up
and step down the supply voltage and deliver both positive and negative voltages
to a grounded load (bipolar converter topology with non-floating output).
6.3.2 Five-Switch Topology
The size, weight and cost of switching amplifiers based on two stages (a boost-
ing stage followed by an inversion stage) can be improved by performing both
voltage amplification (gain) and signal tracking in a single stage (non-linear
converter topology).
Whilst a non-inverting buck-boost can be used in unipolar applications (sup-
plied form a single voltage source VG, it can deliver voltages from GND up to
several times VG), there is no converter topology capable of both stepping up
and stepping down the magnitude of the supply voltage VG and delivering a
bipolar output signal (e.g. in audio applications, to supply a speaker with a
voltage up to ±3VG from a single supply VG).
Nonetheless, the inverting and the non-inverting buck-boost topologies can
be merged into a single converter topology (5-switch topology), consisting of five
switches, one inductor and one capacitor (additionally, as in any other converter
topology, an LC ladder filter can be added before the load), as figure 6.13 shows.
Note that by removing the switches S1 and S4 and grounding S2 (permanently
ON), the 5-switch topology simplifies to the regular inverting buck-boost topol-
ogy, whereas by removing the switch S3 the 5-switch topology simplifies to the
non-inverting buck-boost topology.
The operating principle of the 5-switch topology is the same than that of
the buck-boost topology: the converter drains power in DC constant voltage
form, stores it as current in the inductor and delivers it to the load as a voltage
supply by charging the output capacitor (or the output LC filter).
The switches S1, . . . , S4 control the inductor charging process (energy stor-
ing), whereas the switch S5 controls the inductor discharging process (energy
delivering). Like in most switching power converter topologies, not all the pos-
sible states in the 5-switch topology are allowed, since the inductor cannot be
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Figure 6.14: 5-switch topology driven in the positives ON-state. The load current is
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Figure 6.15: 5-switch topology driven in the negative ON-state. The load current is
positive or negative depending on the converter’s previous state.
in open-circuit and the capacitor cannot be short-circuited.
Allowed States for Symmetrical Output
The switches S1 and S2 must be operated as a commutator switch, thus con-
necting the inductor positive end to either VG or GND (only one of these can
be ON at a time). Likewise, the switches S3, S4 and S5 must be operated as
another commutator switch.
The main interest of this topology is for bipolar applications (mostly sym-
metrical, see section 6.3.2), therefore, despite it can also be driven as a buck or
boost converter, only the four allowed states which yield symmetrical bipolar
behaviour (inverting and non-inverting buck-boost) are analysed next.
Positive ON-State (ON+) This state is achieved by switching ON switches
S1 and S4 and OFF the remaining ones (see figure 6.14). In this state, the
inductor is subdued to a positive voltage and hence it is charged with positive
current (the converter drains power from the source). The load is supplied from
the output capacitor, which discharges through the load.
Negative ON-State (ON−) This state is achieved by switching ON switches
S2 and S3 and OFF the remaining ones (see figure 6.15). It is analogous to ON+,
the only difference concerns the inductor charging current (and voltage), which
is negative instead of positive.
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Figure 6.17: 5-switch topology driven in the HOLD-state. This state can also be
achieved by switching ON switches S1 and S3. The load current is positive or negative
depending on the converter’s previous state.
OFF-State (OFF ) This state is achieved by switching ON switches S2 and
S5 and OFF the remaining ones (see figure 6.16). In this state, the inductor dis-
charges its current (either positive or negative) to the output capacitor, which is
charged (or quickly discharged depending on the converter state). The converter
drains no energy from the source.
HOLD-State (HOLD) This state can be achieved by connecting both in-
ductor ends to the same voltage (either VG or GND), and switching OFF the
remaining switches (see figure 6.17). The inductor voltage vL is zero, thus the
inductor current remains approximately constant (the converter drains no en-
ergy from the voltage supply); the load is supplied from the output capacitor,
which discharges through the load as in the ON-states.
Topology Analysis
Despite this topology comprises four valid states, HOLD may only be necessary
under light-load conditions (as discussed in section 6.3.2); usually, in regular op-
eration, only three states are used: ON+, ON− and OFF . The converter state
is determined by the switching signal z(t). Although there is no constraint
regarding how the states are encoded within z(t), for the sake of notation sim-
plicity, it has been assumed that z = 1 maps to ON+, z = −1 maps to ON−
and z = 0 maps to OFF .
Let x be the state vector, defined as
x =
(
vC(t)
iL(t)
)
(6.25)
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The state equations during ON+ and ON− are very similar; they can be
grouped and written together using z(t)
x˙ON = A1x+ bVGsgn(z) (6.26)
where
A1 =

−1
C (RL + rC)
0
0 −rLsgn(z)
L
 b =
 01
L
 (6.27)
During OFF , the state equations become
x˙OFF =

−1
C (RL + rC)
RL
C (RL + rC)
−RL
L (RL + rC)
− (RL‖rC)− rL
L
x (6.28)
Equations (6.26) and (6.28) can be combined in a single state equation,
yielding
x˙ = x˙ON|z|+ x˙OFF(1− |z|) (6.29)
By simplifying the previous expression, the state equation (6.30) is obtained,
which characterises the converter dynamics.
x˙ =

−1
C (RL + rC)
1− |z|
C
RL
RL + rC
|z| − 1
L
RL
RL + rC
(1 + |z|)−RL(rC + rL)− rLrC
L(RL + rC)
− |z|rLsgn(z)
L
x+
+
 01
L
VGz (6.30)
Averaged Steady-State Analysis From (6.30) it is possible to derive the
averaged Steady-State (SS) expressions. In average modeling, the switching
signal z(t) or, control variable u(t) if using the usual notation of control theory,
becomes a continuous variable, whose range extends from −1 to 1; in steady-
state, the amount of energy stored within each reactive component remains
constant over a switching period, hence x˙ = 0. In the ideal case (rL = rC = 0),
this topology fulfils
xSS =
 1−1
RL(1− |z|)
VG z1− |z| (6.31)
Note that this expression simplifies to that of the inverting buck-boost topol-
ogy if z < 0 and to that of the non-inverting buck-boost topology if z > 0 (see
figure 6.18).
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Figure 6.18: Ideal (rL = rC = 0) steady-state DC transfer characteristic (output
voltage Vo to the supply voltage VG) of the proposed topology, as a function of the
averaged switching signal z(t).
Topology Characteristics
The 5-switch topology is mainly intended for bipolar signal tracking targeting
high-efficiency bipolar power amplifiers. The characteristics of this topology are
analysed considering this specific application.
The 5-switch topology can be interpreted as merging a regular buck-boost
and a non-inverting buck-boost converters [61]; indeed most of the features of
the 5-switch topology are similar to the features of the buck-boost converter,
including the non-linear static control-to-output ratio (see figure 6.18). Whilst
it is possible to operate this topology in a different way (e.g. as a boost or as a
buck converter), it is not possible to achieve symmetrical behaviour and hence
they are not analysed in this work.
One of the main features of this topology is its capability of both reversing
the output polarity and stepping up and stepping down the supply voltage
VG, even in its second-order variant. As in common buck-boost designs, the
maximum boost ratio is limited by the switches ON-resistance the the ESR of
the reactive components (mainly the inductor L). If implementing this topology
with regular reactive components, it is feasible to supply a grounded load with
bipolar signals whose magnitude extends up to several times the magnitude of
the supply voltage VG.
The other main feature of this topology is the grounded output (see fig-
ure 6.13): both the positive and the negative output voltages are applied to a
non-floating output; this feature is especially important in EMI-sensitive appli-
cations, since common-mode radiation is often an issue in these applications.
On the other hand, as in the buck-boost topology, both the input and the out-
put currents are discontinuous. Note that this is the only converter topology
capable of stepping up and stepping down the supply voltage and delivering
bipolar voltages to a grounded load (from a single supply VG); typical bipolar
converter topologies (e.g. full-bridge) and even higher-order ones (such as Ćuk)
use a floating output to achieve bipolarity [11], [57].
The HOLD-state may be useful in light-load conditions, to improve the con-
verter dynamics [82]. In the proposed topology, no additional resources are
necessary to achieve this state.
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Operating Example
Figure 6.19 shows the representative waveforms of the 5-switch topology voltage-
amplifying a single-tone sinusoid by a factor 2 (G = 2). The output voltage vC =
x˜(t) tracks the waveform of the reference signal x(t). This figure also includes
a detail of the topology delivering high power (middle plot) and changing the
polarity (from negative voltage to positive voltage in this example) of the output
signal (lower plot).
Note that since the load RL is resistive, the power consumption depends
upon the magnitude of the output voltage. When reversing the polarity, the
magnitude of the output voltage is very low, and so is the power consumption;
therefore, when the converter is in an ON state (also in HOLD), the capacitor
voltage remains approximately constant. In order to quickly charge the out-
put capacitor so that its voltage tracks the reference signal waveform x(t), the
inductor current iL discharges the capacitor. This situation is captured in the
lower plot of figure 6.19, when the output voltage is approaching to GND but
still negative and the inductor current is positive.
The performance in terms of tracking fidelity and OSwR that can be achieved
with a switching amplifier based on this topology mostly depends the modulator
and the control strategy (in this example, the control is proportional and the
modulation is 3-PWM). Figure 6.19 is only intended as proof-of-concept, to
show indeed the amplification and bipolar capabilities of the 5-switch topology.
When designing a modulator for this topology it is mandatory to include
a switching policy. This converter supplies the load during OFF ; during both
ON states, ON+ and ON−, the load is supplied from the capacitor C and
the inductor is charged with positive or negative current. An OFF period
must always follow an ON state and vice versa; otherwise, if switching between
the two ON states, the inductor would be charged with positive current and
subsequently charged with negative current (or vice versa). Current would flow
through the inductor without being released to the load, thereby dissipating
power due to the switches’ ON resistance rSi and the ESR of the inductor rL.
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Figure 6.19: Representative time waveforms in the 5-switch converter topology. Ex-
ample showing a second-order variant, providing a voltage gain of 2, using switches
with on resistance rSi = 3 · 10−3RL, rC = rL = 0.
Chapter 7
Performance of Switching
Amplifiers
The previous chapters, by in-depth analysing the power-amplification process per-
formed by switching amplifiers and splitting it into sub-processes (encoding, trans-
lating, power amplifying and decoding), have presented different techniques to im-
prove the performance of each individual sub-process. The present chapter explores
the advantages of combining these techniques in a single amplifier, targeting to
extend the relative bandwidth of switching amplifiers when tracking a general f0-
bandlimited reference signal.
7.1 Comparison Framework
The scope of this thesis is to extend the relative bandwidth of switching ampli-
fiers when tracking a general f0-bandlimited reference signal. The advantages of
this extension can be interpreted from two complementary standpoints: either
reducing the OSwR required for satisfactory tracking (i.e. reducing switching
losses thereby increasing the efficiency of the amplifier) or reducing the outband
power when operating at a certain OSwR (effectively increasing the amplifier’s
tracking bandwidth).
There exists no unique universal or optimum design of switching amplifiers
suitable for all applications; instead each design must be specifically tuned and
optimised according to the particular specifications of each application. Never-
theless, there exist three main trends in common specifications: minimising the
total error power, minimising the inband error power and reducing the upper-
bound of the outband spectral power density.
The performance of all candidates herein considered is first characterised
from these three different standpoints, aiming to encompass a wide variety of ap-
plications. Besides these characterisations based on tracking error and switching
frequency, a more implementation-oriented analysis is also included, to evaluate
the suitability of these candidates in more realistic operating conditions (mostly
robustness against non-idealities).
Depending on the specifications and the available technology and/or re-
sources, only a few among all candidates may be feasible for some applications.
Therefore, the candidates have been grouped depending on the number of levels
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N : 2-level amplifiers and multi-level amplifiers. Appendix B includes a sum-
mary of the definition of different signals in switching amplifiers, including the
definitions of the error signal e(t) and the filtered or remaining error signal ξ(t).
7.1.1 Optimisation Strategies
The most generic application or optimisation approach consists in minimising
the remaining error signal’s power Pξ(t), targeting to recover a signal x˜(t) with
minimum error. Both inband and outband contents weight the same and hence,
because of the low-pass filter, the inband and the outband power of the remain-
ing error signal ξ(t) are generally balanced P iξ(t) ≈ P oξ(t) or, at least, in the
same range. Amongst the common applications comprising a switching power
amplifier, this approach minimises the power supplied by the linear amplifier in
linear-assisted power amplifiers.
In some applications the inband performance is more important than the
outband content (e.g. in audio, wherein the outband content mostly concerns
efficiency and ElectroMagnetic Compatibility, EMC). These applications should
be optimised mainly according to the inband error power P iξ(t), similarly to the
analysis under the fundamental limit perspective described in sections 4.5.1 and
5.6 but considering the output filter as well. This kind of optimisation generally
leads to an unbounded (and hence unfeasible) solution, e.g. the higher the
filter’s cutoff frequency fc, the better the amplifier’s performance. In actual
applications, other constraints such as switching losses finally determine the
design; still, this approach can be used to compare the inband performance of
a certain candidate with the inband performance of a conventional reference
design.
A third comparison framework or optimisation strategy consists in evaluating
the upperbound of the outband spectral power density of the remaining error
signal Ξ(f), instead of evaluating the power itself. This strategy can be used
to evaluate the compliance with communication spectral masks, typically in
broadband communication systems.
7.1.2 Conventional Design
Conventional designs of switching amplifiers are based on second-order linear
converter topologies, either buck or full-bridge, driven by a 2-PWM (even in
the 3-level audio amplifier case). The filter’s cutoff frequency is generally not
optimised (a common value in that application field is used); the OSwR is high,
typically 10 and beyond.
However, in order to establish a general comparison framework, the second-
order 2-PWM amplifier is considered the conventional or reference design, re-
gardless of the OSwR and cutoff frequency fc. Low-OSwR and/or optimised
cutoff frequency fc designs are indeed not conventional, but they are the direct
candidates from state of the art.
7.1.3 Design Space
The performance characterisation of all candidates must sweep all the range
of interest of OSwR. Consistently with the scope of this work of extending
the relative bandwidth of switching amplifiers, the design space considered in
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these characterisations extends from 1 to 10 (underswitching or OSwRs below
1 is separately analysed because of its specificity). Besides the OSwR and the
modulation (a design choice), the other design parameters are the number of
levels N , the filter’s order n and the filter’s cutoff frequency fc.
Neither shaping the filter’s transfer function nor pre-emphasising the refer-
ence signal x(t) is included in these characterisations. These two techniques have
not been included because their performance improvements depend upon the im-
plementation (e.g. pre-equalisation depends upon the actual transfer function
to pre-equalise and upon the computation capacity in digital implementations);
moreover, both techniques can be applied to any candidate, regardless of the
OSwR.
The main goal is to extend the relative bandwidth of switching amplifiers
(mostly tracking error and switching frequency). Nonetheless, since any design
must be implemented to be used, the performance evaluation also comprises
other implementation-related effects, such as required power resources (decoding
logic and switching policy), variable operating conditions, robustness against
non-idealities and EMC (including crosstalk).
7.2 Two-Level Switching Amplifiers
The first set of candidates are based on 2-level modulations, for systems which
do not support multi-level power amplification. In such cases, the performance
improvements must be achieved by using alternative modulations, increasing
the filter’s order n and optimising the filter’s cutoff frequency fc.
Starting with a conventional second-order 2-PWM amplifier, alternative
modulations can be used to extend its relative bandwidth. Figure 7.1 shows the
performance characterisation (in terms of power of the remaining error signal
Pξ(t)) of second-order amplifiers based on the modulations described in chap-
ter 4: 2-PWM, 2-AΣ∆M and 2-AAΣ∆M. The filter’s cutoff frequency fc has
been optimised to minimise the power of the remaining error signal Pξ(t) for each
candidate (i.e. for each combination of modulation, OSwR and filter’s order).
At low OSwRs (between 1 and 3), the performance of AΣ∆M-based am-
plifiers is better than that of the PWM-based amplifier. Recalling the inband
characterisation of 2-level modulations (section 4.5.1), the inband error due to
improper encoding of 2-PWM is significantly lower than that of 2-AΣ∆M and
2-AAΣ∆M for OSwRs beyond 2. This opposite behaviour is due to the output
filter H(s) and the trade-off involving its cutoff frequency fc.
Certainly, because of the high power around the switching frequency fs in
2-level time encoding, the filter’s cutoff frequency fc is set to a low value to
guarantee enough rejection around the switching frequency fs. However, this
low frequency results in a significant inband error (attenuation and phase lag),
which dominates over all other inband error sources (i.e. the different inband
error due to improper encoding of the three modulations).
As discussed in chapter 4, the power of the 2-level power switching signal
Pz˜(t) is independent of the modulation, as long as the DC component is prop-
erly tracked. Therefore, provided that the filter’s optimisation leads to similar
designs in all three cases, the performance difference is mainly due to the dif-
ferent spectral distribution. AΣ∆M yields spread-spectrum error signals E(f)
whose spectral power density slowly decreases from the switching frequency fs
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Figure 7.1: Performance of optimised 2nd order 2-level amplifiers. Simulation per-
formed using the configuration D.4.4.
away (including inband, i.e. error due to improper encoding). Nevertheless, in
the characterisation of AΣ∆M-based amplifiers of figure 7.1, the inband error
due to improper encoding is masked by the error due to the output filter H(s),
even at OSwRs close to 10, which finally determines the inband power of the
remaining error signal P iξ(t) (the power of the remaining error signal is similar
in the three modulations, i.e. it is not determined by the modulation).
On the other hand, comparing PWM and AΣ∆M, the AΣ∆M error signal’s
outband power P oe(t) is lower (it has been partially shifted inband) and spread.
The combination of both contributions, similar inband error and lower outband
error in AΣ∆M, accounts for the slightly better performance in the AΣ∆M-
based amplifier than in the PWM-based amplifier at low OSwRs.
Consistently with the high inband error due to the filter, if an amplifier
would be based on inband-error-free encoding (the harmonic-matching process
described in chapter 3), its performance in terms of power of the remaining
error signal Pξ(t) would be worse than that of AΣ∆M-based amplifiers, since
the inband error due to the filter would mask the modulation’s inband-error-
free feature (similarly to the PWM-based case). Figure 7.1 includes one specific
example, inband-error-free encoding at an OSwR of 2; like in the 2-PWM case
(also at an OSwR of 2), the power of the remaining error signal Pξ(t) is higher
than in the AΣ∆M-based case. Note that the filter’s optimised cutoff frequency
fc is the same in all modulations, which corroborates again that the power of
the remaining error signal is not determined by the modulation but by the filter.
The filter is also responsible of the different performance of both AΣ∆M-based
amplifiers, as the more constant encoding dynamics of AAΣ∆M better adapts
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to the constant dynamics of the output filter H(s).
As the OSwR increases, so does the optimum cutoff frequency fc; the inband
error added by the output filter becomes less significant and hence the inband
error due to improper encoding may become visible. Although the power of
the remaining error signal Pξ(t) decreases at a faster rate in the PWM-based
amplifier than in the AΣ∆M-based amplifiers, at an OSwR of 10, the differ-
ence between these three amplifiers is below 1 dB and the performance of the
AAΣ∆M-based amplifier is still better than that of PWM-based amplifier. Still,
if the OSwR (and thus the filter’s cutoff frequency fc) would be high enough, the
best performance would be achieved with a 2-PWM amplifier. A very accurate
pre-equalisation may also aid in reducing the remaining error signal’s inband
power P iξ(t), although pre-equalisation usually limits the amplifier’s dynamic
range.
These characterisations corroborate that by only changing the modulation,
no significant performance improvements can be achieved in terms of the remain-
ing error signal’s power Pξ(t), as already pointed out at the end of chapter 4.
However, with regard to the upperbound of the outband spectral power density,
the 2-AΣ∆M amplifier significantly reduces it when compared to the 2-PWM
amplifier (operating at the same OSwR and filtering with the same filter). This
reduction is because of the spread-spectrum modulation, whose peak is typically
more than 20 dB below the peak in the 2-PWM case (as figure 4.18 showed).
Figure 7.2 illustrates this reduction, by showing the power spectrum of a 2-
PWM and a 2-AΣ∆M amplifiers, both operating at an OSwR of approximately
4 and using a filter’s cutoff frequency of fc = f0 (note that the peak reduction is
almost independent of the OSwR and the filter’s cutoff frequency fc, as long as
they are the same in both amplifiers). In this particular example, with regard
to the remaining error signal Ξ(f), the inband power is similar and the total
power reduces by 1,5 dB.
7.2.1 High-Order Filter Amplifiers
By upgrading a second-order amplifier to higher orders, it is feasible to improve
its performance targeting any of the three optimisation strategies herein consid-
ered. The higher stopband rejection allows shifting the filter’s cutoff frequency
fc to higher frequencies whilst achieving the same rejection around the switch-
ing frequency fs; consequently the inband attenuation and phase lag decreases,
thereby reducing the inband content of the remaining error signal ξ(t).
For instance, still with the example of figure 7.2, by upgrading the second-
order 2-AΣ∆M to fourth order and optimising again its cutoff frequency fc to
minimise the remaining error signal’s power Pξ(t), the inband error power by
reduces 7 dB and the total power reduces by 9 dB (compared to the second-
order 2-PWM amplifier, see figure 7.3). Furthermore, the upperbound of the
outband power spectrum is now 42 dB lower than that of the reference second-
order 2-PWM amplifier, instead of 23 dB in the second-order case. In this
case, the high-order upgrade improves the performance according to the three
optimisation strategies.
The full design-space characterisation of optimised fourth-order amplifiers
reveals that this performance-improvement trend is general, and more noticeable
at high OSwRs (see figure 7.4). Moreover, the high-order filter further heightens
the differences between amplifiers (i.e. modulations).
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Figure 7.2: Power spectra of 2-PWM and 2-AΣ∆M amplifiers (OSwR ≈ 4, fc = f0
the optimum cutoff frequency to minimise the power of the remaining error signal in
both cases). Simulation performed using the configuration D.4.1.
Certainly, the OSwR range in which the filter’s cutoff frequency is set to
an inband value fc < f0 is narrower than in the second-order case (within this
range, the performance of AΣ∆M-based amplifiers is better than that of the
PWM-based amplifier). Once the OSwR is high enough to shift the optimum
cutoff frequency outband (already at OSwRs below 3 with fourth-order filters),
the different rates of decrease (of the remaining signal’s error power Pξ(t) as
the OSwR increases) become visible; so much, so that at OSwRs beyond 4, the
performance of the PWM-based amplifier is better than that of the AΣ∆M-
based amplifiers.
Note that the optimum cutoff frequency in all fourth-order designs is higher
than that in second-order designs, operating at the same OSwR. Provided
that the filter’s inband attenuation decreases as the filter order n increases, the
inband error is mainly due to the non-rectilinear phase lag, in fourth-order filters
with cutoff frequency higher than f0.
Also note that the optimum cutoff frequency in AΣ∆M increases at a slower
rate than in the other cases. This is a consequence of the spread spectrum; the
inband error due to improper encoding is now masking the inband error due to
the filter. In the AAΣ∆M case, the cutoff frequency optimisation sets a higher
cutoff frequency fc because the outband spectral power density concentrates
within a narrower band.
With a fourth-order filter, the optimisation of a hypothetical amplifier per-
forming inband-error-free encoding (based on harmonics’ matching, as described
in chapter 3 and operating at an OSwR of 2), results in a higher cutoff frequency
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Figure 7.3: Power spectra of second-order 2-PWM and fourth-order 2-AΣ∆M ampli-
fiers (OSwR ≈ 4 in both cases, fc = f0 and fc = 1,24f0 respectively, the optimum
cutoff frequency to minimise the power of the remaining error signal in each case).
Simulation performed using the configuration D.4.1.
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Figure 7.4: Performance of optimised 4th order 2-level amplifiers. Simulation per-
formed using the configuration D.4.4.
fc than in any other 2-level fourth-order candidate, which corroborates that the
inband error due to the filter is lower than that of AΣ∆Ms and even PWM at
this OSwR (see figure 7.4).
Comparing with a second-order amplifier, upgrading to fourth order and
optimising the filter’s cutoff frequency fc may also reduce the inband power
of the remaining error signal P iξ(t), as well as the upperbound of the power
spectrum of the remaining error signal Ξ(f) with any of the three modulations.
For instance, in the example depicted in figure 7.5 (two 2-PWM-based amplifiers
operating at an OSwR of 4 with optimised second-order and fourth-order filters),
the inband power P iξ(t) reduces by 11 dB, the total power Pξ(t) by 12 dB and
the peak by 13 dB. Optimised high-order filters therefore extend the relative
bandwidth of switching amplifiers.
By further increasing the filter’s order n, e.g. to eighth order (figure 7.6),
the different trends and behaviours are further heightened. The minimum cut-
off frequency fc so that the filter is not dominant inband error source increases
(general trend for all modulations and OSwRs), because of the higher filter’s
phase lag. Note that high-order filters with low cutoff frequencies fc (yet out-
band fc > f0), result in a higher inband error due to non-rectilinear phase
lag.
Beyond this range (in this example based on eighth-order filters, beyond
OSwR 3), the performance of the overall amplifier tends to that of the mod-
ulations. The high stopband rejection plays down the importance of shaping
the outband content. Indeed, in the example of inband-error-free encoding at
an OSwR of 2, the upperbound of the outband power spectrum is higher than
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Figure 7.5: Power spectra of optimised second-order and fourth-order 2-PWM ampli-
fiers (OSwR ≈ 4 in both cases, fc = f0 and fc = 1,37f0 respectively, the optimum
cutoff frequency to minimise the power of the remaining error signal in each case).
Simulation performed using the configuration D.4.1.
that of PWM- and AΣ∆M-based amplifiers and at a lower frequency; however,
comparing with the three candidates, the filter’s cutoff frequency optimisation
sets a higher cutoff frequency fc and yet the power of the remaining error signal
Pξ(t) is lower.
7.3 Multi-Level Switching Amplifiers
If the application supports generating more than 2 levels in the power switching
signal z˜(t), multi-level power amplification becomes another feasible technique
to extend the relative bandwidth of switching amplifiers. The main advantage of
multi-level modulations is the reduction of the outband power (and also the up-
perbound of the outband content, as discussed in chapter 5), i.e. a simplification
of the decoding or recovery process.
The power switching signal z˜(t) is the power image of the switching signal
z(t). Because of multi-level time encoding, provided that the power switching
signal’s outband power P oz˜(t) is already lower than in the 2-level case, the fil-
ter’s cutoff frequency fc can be increased and still achieve the same outband
performance at the same OSwR. The inband error due to the filter accord-
ingly reduces, thereby reducing the total power of the remaining error signal
Pξ(t) without increasing the switching frequency fs (i.e. extending the switch-
ing amplifier’s relative bandwidth). This reasoning can be applied to the other
optimisation strategies, inband power and upperbound of the outband spectral
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Figure 7.6: Performance of optimised eighth order 2-level amplifiers (values below
−50 dB are masked by simulation errors). Simulation performed using the configura-
tion D.4.4.
content.
Note that inband-error-free encoding is already possible with 2 levels at an
OSwR of 1; assuming that the inband error due to improper encoding of 2-level
modulations is small (which is generally true if the OSwR is higher than 2),
the extension to multiple levels improves the amplifier’s inband performance by
reducing the inband error due to the filter.
The performance characterisation, in terms of power of the remaining error
signal Pξ(t) of 3-level and 7-level amplifiers is shown in figures 7.7 and 7.8 re-
spectively (the filter’s cutoff frequency fc has been optimised for each specific
amplifier). As discussed above, as the number of levels N increases, the out-
band power P oξ(t) reduces and, consequently, the filter’s optimisation leads to a
higher cutoff frequency fc, thereby resulting in a lower power of the remaining
error signal Pξ(t). If properly encoding (i.e. encoding at an OSwR high enough
to take advantage of all levels, without suffering from bandwidth constraints),
the higher the number of levels N , the lower the remaining error signal’s power
Pξ(t).
Like in the 2-level case, if the OSwR is high enough, the best performance is
achieved with N -PWM. Nevertheless, the intrinsic slew-rate constraint of PWM
results in a high error at low OSwRs; this range of improperly encoding widens
as the number of levels N increases, since the extra-switching condition depends
upon the number of levels (as discussed in section 5.3.3). Similarly, the control
for astable operation of N -AAΣ∆M also constraints its inband performance at
low OSwRs.
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Figure 7.7: Performance of optimised 2nd order 3-level amplifiers. Simulation per-
formed using the configuration D.4.4.
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Figure 7.8: Performance of optimised 2nd order 7-level amplifiers. Simulation per-
formed using the configuration D.4.4.
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Figure 7.9: Power spectra of optimised second-order 2-PWM and 7-AΣ∆M amplifiers
(OSwR ≈ 4 in both cases, fc = f0 and fc = 1,48f0 respectively, the optimum cutoff
frequency to minimise the power of the remaining error signal in each case). Simulation
performed using the configuration D.4.1.
If properly encoding, multi-level power amplification is also a feasible tech-
nique to extend the relative bandwidth of switching amplifiers. Figure 7.9 illus-
trates the benefits of multi-level power amplification with an example in the fre-
quency domain, showing the power spectrum of the remaining error signal Ξ(f)
in the 2-PWM and 7-AΣ∆M cases, both operating at an OSwR of 4 and with
an optimised second-order filter (cutoff frequencies of fc = f0 and fc = 1,48f0
respectively). Compared to the second-order 2-PWM case, also operating at an
OSwR of 4, the power of the remaining error signal Pξ(t) decreases by 12 dB
despite the higher cutoff frequency fc. Besides, the inband power reduces by
13 dB (mainly because of the higher cutoff frequency, since the inband perfor-
mance at OSwR = 4 of 2-PWM is about 25 dB better than that of 7-AΣ∆M,
see section 5.6) and the upperbound of the outband power spectrum reduces by
40 dB.
7.3.1 High-Order Filter Multi-Level Switching Amplifiers
The combination of multi-level power amplification and high-order filtering does
not result in a clear performance improvement, since both techniques reduce the
outband power of the remaining error signal P oξ(t) at the cost of increasing the
inband power P iξ(t) (especially if the OSwR is not very high). Figures 7.10 and
7.11 show the performance of 3-level and 7-level fourth-order amplifiers respec-
tively, whereas figures 7.12 and 7.13 show the performance of 3-level and 7-level
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Figure 7.10: Performance of optimised 4th order 3-level amplifiers. Simulation per-
formed using the configuration D.4.4.
eighth-order amplifiers respectively (the cutoff frequency fc of each candidate
has been optimised to minimise the power of the remaining error signal Pξ(t)).
In all these characterisations the trend is the same: once the OSwR is high
enough to avoid the slew-rate constraint, the best performance at low OSwRs
is achieved with a PWM-based amplifier. At lower OSwRs, the performance of
AΣ∆M-based designs is better. Comparing the performance of AΣ∆M-based
and AAΣ∆M-based amplifiers, the adaptive version is constrained by the sta-
bility control (discussed in section 5.5.2), which degrades its performance at low
OSwRs (depending on the number of levels N). The different filter’s optimum
cutoff frequencies fc also illustrate these trends.
However, the differences between each group of candidates (amplifiers using
the same number of levels N and the same filter’s order n) are not wider than in
the previous cases, i.e. 2-level high-order candidates or multi-level second-order
candidates. Furthermore, the combination of high-order filtering and multi-
level power amplification do not improve the amplifier’s performance within the
considered range of OSwRs.
Indeed, by individually comparing the performance of each kind of ampli-
fier (PWM-based, AΣ∆M-based and AAΣ∆-based, figures 7.14, 7.15 and 7.16
respectively), it turns out that, depending on the modulation, either the filter’s
order n or the number of levels N mostly determine their performance.
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Figure 7.11: Performance of optimised 4th order 7-level amplifiers. Simulation per-
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Figure 7.12: Performance of optimised eighth order 3-level amplifiers (values below
−50 dB are masked by simulation errors). Simulation performed using the configura-
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performed using the configuration D.4.4.
Performance Summary of PWM-Based Amplifiers
In PWM-based amplifiers, as long as the slew-rate constraint is avoided, the
performance is mostly determined by the filter’s order n (see figure 7.14). The
eighth-order 2-PWM and 3-PWM amplifiers clearly illustrate this issue, since
the remaining error signal’s power Pξ(t) in the 2-level amplifier is lower than
in the 3-level amplifier, even if operating beyond the OSwR range constrained
by the intrinsic slew-rate limitation. Despite the filter’s cutoff frequency fc is
set to a higher value in the 3-PWM amplifier than in the 2-PWM amplifier,
the stopband rejection of the eighth-order filter is high enough to reveal the
inband error due to improper encoding in 3-PWM. Likewise, at an OSwR of 10,
the remaining error signal’s power Pξ(t) of the second-order 7-PWM amplifier
is more than 5 dB higher than that of the fourth-order 2-PWM amplifier.
At lower OSwRs, the performance of multi-level PWM-based amplifiers is
strongly constrained by the slew-rate limit. The encoding process do not corre-
spond to PWM, and hence no conclusions can be drawn from their performance.
Performance Summary of AΣ∆M-Based Amplifiers
In AΣ∆M-based amplifiers the trend is opposite; provided that N -AΣ∆M is an
incremental multi-level modulation (i.e. no constraints regarding the number of
levels N and the OSwR), the performance is mainly determined by the number
of levels N (see figure 7.15). For instance, at an OSwR of 7, the error power
Pξ(t) in the second-order 7-AΣ∆M amplifier is lower than the error power Pξ(t)
in the eighth-order 2-AΣ∆M amplifier.
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−50 dB are masked by simulation errors). Simulation performed using the configura-
tion D.4.6.
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Figure 7.15: Performance summary of different AΣ∆M-based amplifiers. Simulation
performed using the configuration D.4.6.
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This trend becomes more visible at low OSwRs. The filter’s cutoff frequency
fc is always set to a lower value than the switching frequency fc < fs; to avoid
high inband errors due to the filter’s inband attenuation and phase lag, the ratio
of the switching frequency fs = OSwRf0 to the filter’s cutoff frequency fc is
low. Consequently, the outband spectral content is only partially rejected by
the filter. Note that, depending on the OSwR and the operating conditions,
increasing the filter’s order n may even degrade the amplifier’s performance
(despite optimising the cutoff frequency fc).
On the other hand, increasing the number of levelsN becomes a very effective
technique to reduce the remaining error signal’s outband power P oξ(t), and hence
reduce the total power of the remaining error signal Pξ(t), as it hardly degrades
the inband performance.
These issues become especially visible if comparing different high-order am-
plifiers, such as a fourth-order and an eighth-order 7-AΣ∆M amplifiers (at any
OSwR, the trend is general). Because of the spread-spectrum, when increas-
ing the filter’s cutoff frequency fc, part of the modulation’s outband spectral
content passes through the filter’s bandpass (i.e. is not rejected). The fur-
ther rejection of the remaining outband spectral content does not compensate
this error increase and hence the remaining error signal’s power Pξ(t) increases.
Whilst AΣ∆M-based amplifiers are suitable to operate at low OSwRs, their
performance at high OSwRs is significantly worse than that of PWM-based
designs; mainly because the higher inband error due to improper encoding.
Nevertheless, N -AAΣ∆M has all the advantages and benefits of multi-level
incremental modulations, like N -AΣ∆M, but it achieves better performance at
high OSwRs.
Performance Summary of AAΣ∆M-Based Amplifiers
AAΣ∆M-based amplifiers go by a similar trend than PWM-based amplifiers (see
figure 7.16). At high OSwRs, the outband power spectrum accumulates within
bands around frequencies multiples of the switching frequency. This behaviour is
suitable to be decoded by high-order filters. Nevertheless, because of the higher
inband error (compared to PWM-based amplifiers), AAΣ∆M-based amplifiers
achieve worse performance than PWM-based amplifiers.
Like in the PWM case, the best performance is achieved with an eight-order
2-AAΣ∆M design; however, similar performances are achieved using more levels
or using a fourth-order filter (and different number of levels). With a second-
order filter, the amplifier’s performance is worse and more dependent upon the
number of levels N .
At low OSwRs, because of the control for astable operation of multi-level
AAΣ∆M, the performance significantly degrades.
7.4 Robustness Against Non-Idealities
When designing a switching amplifier for an actual application, the theoretical
or ideal behaviour may not be achieved by actual amplifiers because of non-
idealities and other implementation issues. This non-ideal behaviour is gener-
ally compensated with feedback (closed-loop operation), which can be applied
regardless of the modulation.
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Figure 7.16: Performance summary of different AAΣ∆M-based amplifiers. Simulation
performed using the configuration D.4.6.
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However, AΣ∆M-based amplifiers can be implemented aiming enhanced ro-
bustness against non-idealities. Instead of sensing and feeding back the switch-
ing signal z(t), the actual power switching signal z˜(t) can be sensed, scaled by
a factor G−1 and fed back into the modulator (see figure 7.17). This alterna-
tive implementation requires a wideband adder, a wideband integrator and is
sensitive to the buffer delay tb, but it provides the modulator with enhanced
robustness against waveform distortion in the power switching signal z˜(t), i.e.
variations in the levels, slow edges, dead time, etc. Hereinafter, all AΣ∆M-
based designs sense the power switching signal z˜(t), unless otherwise stated.
7.4.1 Power Supply Rejection Ratio and Switches’ ON
Resistance
The supply voltage VG provided by an actual power supply is not constant.
Because of the non-zero output impedance ZG, the actual voltage V˜G depends
upon the supplied current iG. Furthermore, parasitic or remaining signals vG(t)
may be present in the supply voltage as well, resulting in a non-constant and
current-dependent voltage.
V˜G(t, iG) ≈ (1− ZGiG) (VG + vG(t)) (7.1)
Additionally, the ON resistance RSi of actual switches is not zero and its
OFF resistance is finite. Both non-idealities result in a similar effect, non-
constant voltage levels in the power switching signal z˜(t). The variations in
the voltage levels can be uncorrelated with the recovered signal x˜(t) –e.g. a
remaining sine-like signal added to the supply voltage– or correlated with the
recovered signal x˜(t) –switches’ ON resistance RSi and power supply’s output
impedance ZG, whose voltage drop depends upon the generator current iG which
is finally determined by the load RL–.
In an N -AΣ∆M (or N -AAΣ∆M) sensing the actual power switching signal
z˜(t), the voltage variations V˜G − VG are also fed back to the modulator thus
becoming part of the encoding process. Therefore, the modulator threats (and
rejects) them in the same way as it encodes the reference signal x(t). For
instance let a parasitic sine wave add to the supply voltage V0.
V˜0(t) = V0 +A sin(2pifAt) (7.2)
Let a modulator tracking a f0-bandlimited reference signal x(t) generate the
power switching signal z˜(t) from this supply voltage V˜0(t) during t0 ∈ [tk, tk+1].
z˜(t0) = V0 +A sin(2pifAt0) (7.3)
The integrator’s input signal −e(t) is then
− e(t0) = x(t0)− V0
G
− A
G
sin(2pifAt0) (7.4)
From the encoding process standpoint, encoding these signals is equiva-
lent to encode a different reference signal y(t) = x(t) − AG sin(2pifAt), still f0-
bandlimited assuming fA < f01, with an ideal voltage supply V0 and an ideal
1A common case, since the switching frequency of switching voltage regulators is generally
lower than the switching frequency of switching amplifiers.
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power converter.
− e(t0) = y(t0)− V0
G
(7.5)
A similar analysis can be carried out for the switches’ ON resistance RSi
and the power supply’s output impedance ZG. In all cases the encoding process
is equivalent to encoding a different (yet still f0-bandlimited) reference signal
y(t) with an ideal voltage supply V0 and an ideal power converter, as long as
the recovered signal x˜(t) does not saturate the actual supply voltages V˜i.
Therefore, the performance of AΣ∆M-based modulators should be very ro-
bust against this kind of non-idealities. To illustrate this robustness, figure 7.18
shows the representative time waveforms and the power spectrum of the power
error signal Z˜(f) − GX(f) in a 7-AΣ∆M amplifier, whose active supply volt-
ages have an added parasitic tone, as in (7.2). The amplitude A is Zpp/20 and
the frequency fA is f0. At the tone’s frequency fA, the spectral power den-
sity of the error signal Z˜(f)−GX(f) is about 30 dB below the reference signal
GX(f). This remaining harmonic is partially due to the modulator’s saturation
(the added tone eventually decreases the maximum supply voltage below the
reference signal Gx(t)). Furthermore, the rejection depends upon the ratio of
the switching frequency fs = OSwRf0 to the tone’s frequency fA; the higher
the ratio is, the higher the rejection becomes.
Figure 7.18 also includes the power spectrum corresponding to a 7-AΣ∆M
modulator operating under the same conditions, but sensing the switching sig-
nal z(t) instead of the power switching signal z˜(t), i.e. without the enhanced
robustness against non-idealities. In this case, the power spectrum not only
has a main harmonic at the tone’s frequency fA (whose amplitude exceeds the
reference signal’s level), but its inband error is very high as well.
N -PWM encodes without sensing the power part. All the differences be-
tween the actual z˜(t) and Gz(t) directly result in error in the recovered signal
x˜(t), similarly to the N -AΣ∆M case shown in figure 7.18. On the other hand,
N -PWM is not sensitive to the buffer delay tb.
N -PWM can also be improved to increase the robustness against these non-
idealities by adapting the carriers’ amplitude to the actual output voltage levels
Li (see figure 7.19). However, implementing such carriers is not feasible and
therefore these non-idealities must be compensated by an external slower control
loop (closed-loop operation).
7.4.2 Time Delays and Bandwidth Limitations
The implementation of an AΣ∆M-based modulator sensing the power switch-
ing signal z˜(t) requires a wideband adder and a wideband integrator (see fig-
ure 7.17). According to the power spectrum of N -AΣ∆M (see figure 5.17), most
of the power concentrates around the switching frequency fs = OSwRf0. There-
fore, in order to properly sense the power switching signal z˜(t), the bandwidth
of both the adder and the integrator must be wider than this value; otherwise,
the signal sensed and fed back would be a bandlimited approximation to the
power switching signal z˜(t).
The bandwidth issue of both the adder and the integrator can be merged and
modeled as an ideal adder and a bandlimited integrator Hi(s) (i.e. an integrator
with a main pole at frequency fi and a non-dominant pole at frequency fp).
Moreover, the DC gain of implementable integrators is finite, yet typical values
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Figure 7.20: Bode plot of a bandlimited integrator (example with fp ≈ 3f0 and fi ≈
2 · 10−2f0).
do not lead to a significant error (fi  f0, where fi stands for the frequency of
the main pole and f0 stands for the bandwidth of the reference signal x(t), see
figure 7.20).
Hi(s) =
A0
(pi + s)(pp + s)
(7.6)
In regular operating conditions, i.e. a N -AΣ∆M tracking a f0-bandlimited
signal at a certain OSwR, the effect of the non-dominant pole can be charac-
terised by sweeping its frequency from very high frequencies fp  fs = OSwRf0
to f0 (see figure 7.21). As the frequency of the non-dominant pole fp ap-
proaches to the switching frequency fs, the second-order transient response
becomes visible. Instead of instantaneously changing the slope whenever the
system switches, the transitions become smooth and slow; the integrator’s out-
put signal v(t) exceeds the comparator’s window ±δ during the transition (see
figure 7.22).
The effect is twofold, the quality of the encoding process is degraded and
the OSwR decreases. If the OSwR is increased (by increasing the integrator’s
gain or reducing the hysteresis width), the system would not behave as an ideal
AΣ∆M operating at the same OSwR, since overshooting limits the minimum
width of a pulse (see figure 7.21, if the OSwR reduces because of a non-ideality,
the error power increases at a faster rate than if the OSwR is reduced by widen-
ing the hysteresis width δ). The amplitude of overshooting depends upon the
integrator’s output waveform v(t).
A time delay between triggering the comparator and triggering the power
part, typically the buffer delay tb, also results in a similar effect (see figures 7.21
and 7.22). The integrator’s output signal v(t) still changes the slope instanta-
neously, but it exceeds the comparator’s window ±δ. Overshooting depends
upon the waveform of the integrator’s output signal v(t) around every switch-
ing event, since the time delay is constant tb and hence its slope v˙(t) determines
the overshooting.
Both issues result in an effective delay between triggering the comparator
and reversing the slope of the integrator’s output signal v(t); alternatively, this
effect can also be interpreted as a random-variable hysteresis width δ(t). Note
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ing an n-channel integrated amplifier, each channel suffers crosstalk from all the chan-
nels, including itself. Displayed waveforms correspond to channel 1 (upper plot) and
channel 2 (lower plot).
that, according to this latter interpretation, an N -AAΣ∆M suffering a signif-
icant delay tends to behave as an N -AΣ∆M, since the variations in the effec-
tive hysteresis-width function δ(t) mask the desired reference signal-dependent
hysteresis-width function. Still, with state-of-the-art technology, it is feasible to
design wideband integrators with moderate power consumption; besides, this is-
sue may be addressed by adapting the hysteresis width according to the slope of
the integrator’s output signal, i.e. the error signal −e(t), thereby compensating
wide overshoots with earlier switching.
7.4.3 ElectroMagnetic Interferences and Crosstalk
A multi-channel integrated switching amplifier consists of n switching ampli-
fiers, each one with its corresponding modulator and switching power converter.
Every switching event in the power part, in any channel, involves high currents,
resulting in EMI which may couple to any modulator in the integrated circuit
(i.e. to any of the n channels, see figure 7.23). The coupled EMIs may modify
the circuit conditions, thereby degrading the quality of the encoding process
(crosstalk). Similarly, EMIs can also be external (causing a similar effect), yet
they can be mitigated by shielding the chip.
EMI Modeling
Both the modulator and the power switches have been modeled as ideal devices.
The buffers are ideal as well, but with a time delay tb; therefore
z˜(t) = Gz(t− tb) (7.7)
The EMI generated by each power switching event (the power switching
signal z˜(t) changes its value) has been modeled as an instantaneous glitch (ca-
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Figure 7.24: EMI modeling for crosstalk analysis. Example with 2-PWM, % = 20 %
and a buffer delay tb. Displayed waveforms correspond to channel 1 (upper plot) and
channel 2 (lower plot).
pacitive coupling), which couples into the low-power circuitry (modulator). The
peak-to-peak amplitude of this glitch is defined as the coupling factor % and is
expressed relative to the modulator’s dynamic range.
The most EMI-sensitive nodes in the modulator’s circuitry are the com-
parators’ inputs, because of their high impedance. The glitches are added to
the input signals of the comparators, so that they may prematurely trigger the
comparators thus shifting forward the edges of the comparators’ output signals
(i.e. 2-level switching signals).
Figure 7.24 summarises the crosstalk EMI modeling with a 2-channel exam-
ple (% = 20 %); the modulation is 2-PWM in both cases. Channel 1 triggers a
switching event at t0, which triggers the power switches at t1 = t0 + tb. The
glitch resulting of this power switching event couples into both channel 1 and
channel 2; because of the latch (see below), channel 1 does not switch despite
the comparator is triggered again. On the other hand, the glitch causes channel
2 to prematurely trigger at t1, instead of at t2, thereby triggering the power
switches at t3 = t1 + tb instead of at t3 = t2 + tb. The second glitch couples
again to both channels, but none of them can switch again within this encoding
interval.
Crosstalk in Multi-Level Pulse Width Modulators
Crosstalk effects upon N -PWM depend upon its implementation. Both phase-
shifted an amplitude-shifted variants use N − 1 comparators per channel and
therefore are prone to suffer from crosstalk, although the actual effects depend
upon the specific variant. Since phase-shifted implementations of multi-level
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PWM are more common than amplitude-shifted implementations, the phase-
shifted variant is analysed.
In an n-channel integrated amplifier, each channel based on N -PWM, there
are n(N−1) comparators. Each switching event in the power part (any channel)
yields a glitch which couples to all comparators’ inputs, regardless of the channel.
Therefore, in multi-level PWM, two comparators belonging to the same channel
could crosstalk to each other (in-channel crosstalk).
All PWMs used in these simulations include a latch (one for each compara-
tor), which is reset whenever the carrier inverts its slope. Latches are very
common in PWM implementations to prevent extra switching, mainly because
of EMI.
In-Channel Crosstalk A single-channel multi-level PWM amplifier uses more
than one comparator, so it is prone to suffer from in-channel crosstalk.
Let us consider a simple example, 3-PWM. Whenever the reference signal
approaches the intermediate level, the glitch produced by one comparator may
also trigger the other comparator (the reference signal x(t) is close to both
carriers ϕ1,2(t), see figure 7.25), resulting in narrow pulses which convey no
information of the reference signal (phoney pulses).
Certainly, when the first comparator is triggered, the power part is triggered
with a delay of tb. The glitch due to the EMI generated by this power switching
event couples into the reference signal x(t) and triggers the other comparator;
after another delay of tb, the power part is triggered again. This results in a
phoney pulse, whose width is tb, independent of the reference signal x(t).
In general, when encoding with N levels, phoney pulses may appear when-
ever the reference signal approaches any intermediate level, thus there are ranges
of very low tracking fidelity or rough encoding. Assuming that tb  1/fs (fs
stands for the switching frequency), the rough encoding ranges can be iden-
tified by encoding constant signals. The width of the rough encoding ranges
corresponds to the coupling factor % (see figure 7.26).
Note that 2-PWM is free of in-channel crosstalk, as it only uses one com-
parator.
Crosstalk Between n Channels When a single integrated amplifier in-
cludes n channels, each channel may suffer its own in-channel crosstalk and
also crosstalk between the other channels. Let us assume that all channels
encode with the same scheme (the same modulation and the same number of
levels), a very common design strategy.
If at the time instant t0 the value of the reference signals of two different
channels, xi(t0) and xj(t0), are close to a carrier (not necessarily the same carrier
in the two channels), then the glitch produced by one channel may prematurely
trigger the other channel, thereby resulting in a phoney pulse. Figure 7.27
shows an example of this situation. Note that, unlike in-channel crosstalk, the
crosstalk between channels may occur at value of the reference signal.
Crosstalk in Multi-Level Asynchronous Σ∆ Modulators
There exist two main variants of N -AΣ∆M, sensing the switching signal z(t) or
the power switching signal z˜(t). Whilst the former is not sensitive to the buffer
delay tb, the latter has better tracking performance (mainly because it is able
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Figure 7.25: In-channel crosstalk in a single-channel 3-PWM amplifier (% = 20 % and
tb = 10−3T0), displaying the power switching signal z˜(t) and the scaled reference signal
Gx(t) with the glitches that cause in-channel crosstalk (upper plot), the carriers ϕi(t)
and the reference signal x(t) (with the glitches that cause crosstalk highlighted in grey,
middle plot) and a detail of in-channel crosstalk (lower plot).
7.4 Robustness Against Non-Idealities 235
Yes
No
Zmin Zm Zmax
ph
on
ey
 p
ul
se
s
DC input voltage
ρρ ρ
Figure 7.26: Rough encoding ranges in a 5-PWM (% = 2 %). Simulation performed
by setting the buffer delay to zero tb = 0 and measuring the switching frequency
(tracking and sweeping the amplitude of the DC constant-reference signal); in such a
case, crosstalk results in zero-width phoney pulses (pulse skipping).
to partially compensate variations in the supply voltages) and hence it is used
in this analysis.
In N -AΣ∆Ms, the glitches are added to the integrator’s output signal v(t),
which directly triggers the comparators (highest impedance node). The com-
parators use all the available dynamic range, i.e. from Zmin to Zmax, and there-
fore the coupling factor % is the same in both PWM and AΣ∆M (they can be
directly compared).
In-Channel Crosstalk Unlike N -PWM, N -AΣ∆M does not suffer from in-
channel crosstalk because each N -AΣ∆M only uses two comparators whose
thresholds are set to the opposite bounds of the dynamic range (they cannot
be triggered at the same time). There are no phoney pulses in the N -AΣ∆M
encoding process.
Crosstalk Between n Channels Two (or more) N -AΣ∆M channels may
crosstalk each other at any time, regardless of the value of the input signals
xi(t) (see figure 7.28). Given the asynchronous nature of this modulator, it
is difficult to beforehand foresee crosstalk, as it can happen at any time, any
channel and with any value of the reference signals.
Figure 7.28 illustrates crosstalk in two N -AΣ∆Ms (% = 20 % and tb =
10−3T0). As this figure shows, there is no direct relation between the value of
the reference signals x1(t) and x2(t) and crosstalk.
Adding more levels in the encoding process does not directly affect the
crosstalk performance, as N -AΣ∆Ms use two comparators, whose thresholds
are set to the bounds of the dynamic range, regardless of the number of levels
N .
Crosstalk in Multi-Level Adaptive Asynchronous Σ∆ Modulators
Crosstalk in N -AAΣ∆M is similar to the N -AΣ∆M case. A single-channel
N -AAΣ∆M does not suffer from in-channel crosstalk, as it only uses two com-
parators which cannot be triggered at the same time. Like in N -AΣ∆M, in a
multi-channel system, two (or more) N -AAΣ∆M channels may crosstalk each
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Figure 7.27: Crosstalk between two 5-PWM channels (ρ = 5 % and tb = 10−4T0).
Displayed waveforms show both 5-PWM signals and both reference signals, each one
with the glitches that affect its encoding process (upper plot); the detailed generation
of ζ1(t) with the glitches that affect the encoding process highlighted in grey (middle
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highlighted in grey (lower plot).
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Figure 7.28: Crosstalk between two 5-AΣ∆M channels (% = 20 % and tb = 10−3T0).
Displayed waveforms correspond to channel 1 (upper plot) and channel 2 (lower plot).
The glitches that affect the encoding process are highlighted in grey in each channel.
other at any time, regardless of the value of the input signals xi(t) (see figure
7.29).
Since the hysteresis-width function δ(t) can reduce its magnitude to very low
values, N -AAΣ∆M is more sensitive to crosstalk than N -AΣ∆M. Nevertheless,
the sensitiveness depends upon the implementation. For instance, if instead
of implementing the hysteresis-width function δ(t) as variable thresholds in the
comparators it is implemented as a variable gain in the integrator, the robustness
against crosstalk would be similar than in the N -AΣ∆M case.
Besides, crosstalk in N -AAΣ∆M results in variations in the effective com-
parison threshold (defined by the value of the integrator’s output signal v(t) at
the time instants in which the power switching signal z˜(t) switches); i.e. N -
AAΣ∆M is not ruled by the hysteresis-width function δ(t). As pointed out in
the inband performance characterisation of chapter 5 (in particular, figures 5.26
and 5.27), the adaptive-hysteresis upgrade does not significantly modifies the
inband tracking performance. In the case of crosstalk, a similar behaviour is to
be expected.
The robustness against crosstalk of 5-PWM and 5-AΣ∆M is characterised
and compared next, both operating at an OSwR of 10, with a coupling factor
of % = 10 % and a buffer delay tb of 10−3T0.
The purpose of these characterisations is to evaluate the suitability of each
family of modulators (constant switching frequency or asynchronous operation)
for multi-channel integration. These characterisations have been performed in
the representative case of 5 levels, although the results can be generalised to
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any number of levels.
As discussed above, the low-power circuitry (i.e. the modulator) uses the
same dynamic range in PWM- and AΣ∆M-based amplifiers. The coupling
factor % is hence the same for all modulations (the peak-to-peak amplitude of
the glitches).
In either modulation, crosstalk may increase the inband error due to im-
proper encoding. According to the additive model of time encoding presented
in chapter 2, crosstalk results in additional content (in principle up to the switch-
ing frequency fs, i.e. both inband and outband) in the error signal. In periodic
signals this additional content may be more visible, since the power switch-
ing signal Z˜(f) generated under crosstalk conditions may have harmonics at
frequencies which had no content otherwise (i.e. without crosstalk).
Performance Evaluation (Constant Signal)
This test is intended to determine whether multiple channels could lock each
other, i.e. generate a power switching signal z˜(t) locally independent of the
reference signal x(t); formally, small variations of the reference signal x(t) yield
the same power switching signal.
In the case of PWM, the value of the constant-reference signals (of any
channel) cannot be similar to an output voltage level. Indeed, the distance
between the reference signal and any output voltage level must be greater than
%/2 to avoid in-channel crosstalk. Furthermore, because of the same reason,
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the relative distance2 between whichever to reference signals, namely xi(t) and
xj(t), must be greater than %/2; otherwise they would crosstalk to each other.
Figure 7.30 illustrates the latter situation with an example, specifically a
dual-channel 5-PWM amplifier tracking two constant-reference signals of value
x1(t) = −0,3012 and x2(t) = 0,3996 (using the normalisation Zmax = 1 and
Zmin = −1). The output voltage levels are equally distributed, which maps to
the values ±1, ±0,5 and 0 in the normalised modulator range. These reference
signals are too close for this coupling factor. Certainly, % determines a minimum
normalised distance ∆xmin of
∆xmin =
%
2Zpp = 0,1 (7.8)
The reference signals belong to different encoding slots.
−0,5 ≤ x1(t) ≤ 0
0 ≤ x2(t) ≤ 0,5
(7.9)
Since the slots are adjacent; therefore, the projection of x2(t) to the slot
of x1(t) flips the signal (i.e. x2(t) = −0,3012 maps to the value 0,3012 in
the encoding slot of x1(t)), yielding a relative distance of ∆xPWM = 0,0984 <
0,1 = %. The glitch produced by one channel will prematurely trigger the other
channel. Note that this effect is static, i.e. it does not depend upon the switching
frequency.
In this example, 50 % of the switching events in each channel are affected
by EMI. The inband content in both channels is empty, i.e. crosstalk adds no
harmonics in this case; however the constant signal is hence not properly tracked,
since the spectral power density at DC (channel 1) is |Z˜1(0) − GX1(0)|2 ≈
−27 dB.
In the 5-AΣ∆M case, it becomes harder to beforehand know the average
switching frequency, since it depends upon the reference signal’s waveform and
amplitude (variable frequency). In the particular case of constant-reference
signal tracking, each channel oscillates at a certain switching frequency (namely
free frequency). If the free frequency of two channels are very similar, the
coupled glitches may lock both modulators; both channels will then oscillate at
the same frequency (in particular, the slowest will lock at the fastest’s) resulting
in very low tracking fidelity (a similar effect than in PWM). However, in the
AΣ∆M case, the signals can be closer than in PWM (also considering the relative
distance within encoding slots).
For instance, consider a worse case than the previous one, x1(t) = 0,35
and x2(t) = 0,3 (both reference signals already belong to the same encoding
slot, see figure 7.31). Despite the relative distance between these two signals
is ∆xAΣ∆M = 0,05 < ∆xPWM, smaller than in the PWM case, both reference
signals are properly tracked. In the worst case (channel 2 under these specific
conditions), the value of the spectral power density at DC is |Z˜2(0)−GX2(0)|2 ≈
−104 dB and approximately 8 % of the switching events are affected by EMI. The
inband content of the power switching signal Z˜2(f) has content at all frequencies;
nonetheless, the power of this content is very small, about −68 dB.
2The relative distance is measured within the encoding slot defined by the two output
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Figure 7.30: Crosstalk in dual-channel 5-PWM tracking constant-reference signals at
an OSwR of 10. Displayed waveforms show the encoding process in the time domain
(upper and middle plots, with all coupled glitches) and the power spectrum of the
error signal Z˜1(f) − GX1(f) of channel 1 (lower plot). Simulation performed using
the configuration D.4.1.
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Figure 7.31: Crosstalk in dual-channel 5-AΣ∆M tracking constant-reference signals at
an OSwR of 10. Displayed waveforms show the encoding process in the time domain
of channels 1 and 2 (upper and middle plots respectively, with the switching events
affected by EMI highlighted in grey) and the power spectrum of the error signal Z˜1(f)−
GX1(f) of channel 1 (lower plot). Simulation performed using the configuration D.4.1.
242 Performance of Switching Amplifiers
Note that, unlike in the PWM case, this effect is not static in AΣ∆M-based
amplifiers, i.e. it does not directly depend upon the value of the reference signal
x(t), but indirectly, through the integrator’s output signal v(t) which changes
its value even if the reference signal is constant. If two channels do not lock,
the robustness against crosstalk depends upon the switching frequency fs (or,
more generic, upon the OSwR).
Performance Evaluation (Single-Tone Sinusoid)
The purpose of this test is to characterise crosstalk when encoding locally (in
time) correlated signals (dual-channel test). When the correlation between both
reference signals is high, both channels may significantly suffer from crosstalk
(even locking each other); on the other hand, when the correlation between
reference signals is low, both channels may be able to properly track the corre-
sponding reference signal.
This behaviour can be simulated with two tones of similar frequencies, in
this case
x1(t) = cos(2pif0t)
x2(t) = cos(2pi0,99f0t)
(7.10)
Using these signals, both channels will periodically lock and subsequently
release, thereby resulting in a variable-frequency signal. The more sensitivity
to locking, the worse tracking fidelity. Both modulators are set to operate at an
OSwR of 10.
Figure 7.32 shows the result of this test in the frequency domain. As pointed
out by the constant-reference signal tracking test, the higher sensitivity to
crosstalk of PWM results in an increased error. Certainly, in the PWM case
approximately 23 % of the switching events are affected by EMI, leading to an
inband error of −17 dB. The outband distribution of the spectral power den-
sity (specifically, the concentration in harmonics) shows the lock-and-release
behaviour.
In the case of the AΣ∆M-based amplifier, the inband content is significantly
lower (with a main harmonic at the frequency of the reference signal of that
channel), leading to an inband error of −47 dB. Approximately 8 % of switching
events is affected by EMI, although the outband spectral power density also
shows harmonics revealing the lock-and-release behaviour.
Whilst increasing the OSwR improves the robustness against crosstalk in
both cases, the improvement is more significant in the AΣ∆M-based case, since
crosstalk effects are not static.
Performance Evaluation (Uncorrelated Signals)
The purpose of these tests is to evaluate the robustness against crosstalk when
tracking uncorrelated reference signals, i.e. crosstalk may happen at any time
(no periodic behaviour). In these set of tests (single-channel, dual-channel and
quad-channel), the OSwR is 10 in all cases. All reference signals have the same
statistics: flat-spectrum and f0-bandlimited.
voltage levels (normalised by the gain factor G) surrounding the reference signal. When
comparing signals belonging to different slots, they should be all projected to the same slot
(flipping them if necessary, as adjacent encoding slots have vertical symmetry).
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Figure 7.32: Correlated signal tracking crosstalk test. Displayed waveforms show the
reference signals of each channel (upper plot), the power error signal in the PWM case
(channel 1, middle plot) and the power error signal in the AΣ∆M case (channel 1,
lower plot). Simulation performed using the configuration D.4.1.
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Figure 7.33: Uncorrelated signal tracking crosstalk test. Displayed waveforms show
the reference signal (channel 1) and the error signal (channel 1) in the frequency
domain, for PWM-based amplifiers (upper plot) and AΣ∆M-based amplifiers (lower
plot). Simulation performed using the configuration D.4.1.
Figure 7.33 summarises the results of these tests, in the frequency domain.
Similarly to the previous tests, PWM is more sensitive to crosstalk than AΣ∆M.
In particular, by comparing with the ideal case (no crosstalk, % = 0) even
in single-channel mode the performance degradation is significant (in-channel
crosstalk). Adding more channels further degrades the tracking fidelity, al-
though the differences are very small.
In the case of AΣ∆M, this simulation corroborates the previous conjectures,
i.e. a random effective hysteresis width does not degrade the inband tracking
performance. Note that in the constant-reference signal tracking test the effec-
tive hysteresis-width function is not random but shifted, which results in biased
signal tracking. By extension, in the correlated signal test, the hysteresis-width
function alternates between random and shifted, depending on the reference
signals. This also applies to the AAΣ∆M case. A summary of switching events
affected by EMI and error power is included in table 7.1.
7.5 Other Implementation Issues
When designing a switching amplifier, besides the ideal tracking error-OSwR
performance and the robustness against non-idealities, there are other issues
which may also determine the suitability of a certain candidate for each par-
ticular application, such as the common-mode voltage or generating the supply
voltages Vi in multi-level applications. This section briefly describes how the
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Inband error power in the EMI-affected
Modulator power switching signal switching events (%)
Ideal (% = 0) 5-PWM < −70 dB∗ 0
Single-channel 5-PWM −38 dB 10
Dual-channel 5-PWM −34 dB 24
Quad-channel 5-PWM −33 dB 42
Single-channel 5-AΣ∆M −54 dB 0
Dual-channel 5-AΣ∆M −55 dB 8
Quad-channel 5-AΣ∆M −55 dB 22
Table 7.1: Summary of the error power Z˜1(f)−GX1(f) and the number of switching
events affected by EMI (channel 1) in the uncorrelated signal tracking crosstalk test.
*Note: this value is determined by simulation errors (see figure 7.33).
different candidates are affected by these issues.
7.5.1 Minimum Pulses’ Width
Both N -PWM and N -AAΣ∆M rely on narrow pulses to achieve very good
tracking fidelity, as discussed in chapters 4 and 5. However, when implementing
amplifiers based on these modulations, the actual performance may be worse
because generating accurate narrow pulses in the power switching signal z˜(t) is
challenging (mostly because of dead time and the transitions of actual power
transistors).
Therefore, not only the average switching frequency fs is significant, but
also the instantaneous switching frequency (or pulses’ width). This is especially
important in wideband applications, wherein the relative effect of these non-
idealities is higher. N -AΣ∆M does not generates narrow pulses, regardless of
the number of levels N (as analysed in chapter 5), and hence it is suitable
to track reference signals x(t) even if the available technology constraints the
maximum instantaneous switching frequency to ten times the average switching
frequency fs.
7.5.2 Quiescent Losses
Quiescent losses are defined as power consumption when the system is idle, i.e.
when the amplifier tracks the constant-reference signal x(t) = Zm in bipolar
systems and the constant-reference signal x(t) = Zmin in unipolar systems.
Quiescent losses comprise the modulator’s power consumption and switching
converter’s power consumption, although the latters are generally much higher
than the formers.
In PWM-based designs, the constant switching frequency forces the system
to switch even if it is idle (very narrow pulses). The current through the load
RL is small and hence so are the switching losses, yet they are still significant.
Similarly, in AAΣ∆M-based designs, the situation is similar, as the hysteresis
reduces to very small values whenever the reference signal x(t) approaches to
an output voltage level.
On the other hand, in AΣ∆M-based designs, the system stops switching
whenever the reference signal x(t) approaches to an output level (self-oscillating
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behaviour); particularly, if the system is idle, the power part stops switching.
This reduces quiescent losses to minimum, i.e. to the modulator’s power con-
sumption.
7.5.3 Underswitching
In the context of linear-assisted power amplifiers, the switching amplifier may
operate at OSwRs below 1 (underswitching). As discussed in chapters 4 and 5,
the modulation harmonics are shifted inband, thereby masking the amplifier’s
performance in terms of power of the remaining error signal Pξ(t), both inband
and outband. The performance must be then evaluated in the frequency domain,
by analysing the baseband tracking fidelity.
This analysis from the modulation’s standpoint also applies to switching
amplifiers. The filtering process does not modify this behaviour. Therefore,
analysing the suitability of a certain candidate for underswitching is worth
analysing whether the high-frequency content of the reference signal x(t) con-
strains the encoding process of the baseband content.
This has already been analysed in sections 4.5.2 and 5.6.4, and N -AΣ∆M is
more suitable for underswitching than N -PWM and N -AAΣ∆M, regardless of
the number of levels N .
7.5.4 Filterless Amplifiers
Multi-level power amplification makes filterless amplifiers feasible. Without the
LC reactive low-pass filter, both the inband and the outband contents are sup-
plied to the load. The receiver only interprets the inband content; the outband
content can be considered losses (power supplied to the load but not interpreted
by the receiver). Whilst the unfiltered outband power P oz˜(t) is much higher than
the filtered outband power P oξ(t) (increased losses), the absence of filter saves all
power dissipated in it (mainly due to the ESRs) and the inband error due to
the filter’s attenuation and phase lag. Furthermore, the size, weight and cost of
the LC filter is saved as well.
As the number of levels N increases, the ratio of inband power to total power
in the power switching signal increases P iz˜(t)/Pz˜(t) (as long as the OSwR is high
enough to properly use all levels). This is illustrated in figure 7.34, with an
example based on N -PWM operating at an OSwR of 20. With 2 levels almost
90 % of power would be lost because of filterless operation; however, already
with 5 levels more than 75 % of power would be interpreted by the receiver and
more than 85 % in with 7 levels (in order to properly evaluate the efficiency
degradation due to filterless, the percentage of inband power P iz˜(t)/Pz˜(t) should
be compared with the efficiency of the LTI filter).
If the reference signal is properly tracked, the power loss due to filterless
operation is independent of the modulation (only the number of levels N deter-
mine the amount of outband power). However, given a certain number of levels
N , the minimum OSwR required to achieve proper signal tracking is higher in
the PWM and AAΣ∆M cases than in the AΣ∆M case.
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Figure 7.34: Efficiency because of filterless in multi-level amplifiers. Example showing
N -PWM operating at an OSwR of 20. Simulation performed using the configuration
D.4.4.
7.5.5 Common-Mode and Differential-Mode Voltages
In floating-output converters, basically full-bridge converters, the power switch-
ing signal z˜(t) is generated as the voltage difference between two active ends,
V + and V − (differential-mode voltage). The output filter’s input port is con-
nected between these two ends; therefore, the modulator and the decoding logic
drive the power converter so that the waveform of the differential-mode voltage
signal is the power switching signal z˜(t). The common-mode voltage is usually
not considered.
Nevertheless, depending on the application, the common-mode voltage sig-
nal z˜C(t) can be an issue. For instance, in EMI-sensitive applications, the
common-mode voltage signal z˜C(t) may be radiated; in such a case, common-
mode radiation is generally addressed with a dedicated common-mode filter (the
most usual and widespread technique to address common-mode signal issues).
Indeed, the layout of the converter’s LC low-pass filter determines whether the
common-mode voltage signal z˜C(t) is filtered before being supplied to the load
RL. If the filter floats (i.e. no reactive components are grounded, see figure 7.35),
only the differential-mode voltage signal z˜(t) is filtered; the common-mode volt-
age signal z˜C(t) supplied at the filter’s input port is directly supplied by the
filter’s output port, i.e. to the load RL (e.g. if the load is an antenna, the
common-mode voltage signal z˜C(t) may be radiated). On the other hand, if the
filter is grounded (typically the capacitors, see figure 7.35), the common-mode
voltage signal z˜C(t) is filtered and therefore the common-mode voltage signal
supplied to the load RL is much smaller than the common-mode voltage signal
z˜C(t) supplied to the filter.
All bandwidth extension techniques herein presented (high-order filtering,
multi-level power amplification, etc.) are aimed to shape and/or reduce the
differential-mode voltage signal z˜(t). However, some of these techniques have
also an impact upon the common-mode voltage signal z˜C(t), which may shape,
reduce or even increase it.
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Figure 7.35: Common-mode (left) and differential-mode (right) filters. The common-
mode filter filters both common- and differential-mode voltages.
Common-Mode Voltage in Multi-Level Full-Bridge Amplifiers
The common-mode voltage signal z˜C(t) is mostly determined by the modula-
tion and the switching policy. In general, if using N levels and a conventional
switching policy (and the 0 level is always generated by driving the both ends of
the filter’s input port to GND, i.e. always-low decoding strategy), the common-
mode signal z˜C(t) tracks the rectified reference signal x(t) according to the mod-
ulation used to generate the differential-mode voltage signal z˜(t). Figure 7.36
illustrates this equivalence with an example (7-PWM operating at an OSwR of
10 and using a conventional switching policy).
The outband power spectrum of both the differential-mode and the common-
mode signals, Z˜(f) and Z˜C(f) respectively, is therefore shaped similarly, al-
though the spectrum of the common-mode signal Z˜C(f) has more harmonics
than that of the differential-mode signal Z˜(f) due to the rectification. The in-
band content is different and the common-mode signal z˜C(t) has a higher DC
component. Still regarding the example of figure 7.36, figure 7.37 shows the
power spectrum of these signals, which illustrates the harmonic increase. Note
that the outband spectral content is shaped similarly.
Therefore, like in the differential-mode voltage signals case, the upperbound
of the outband power spectrum of the common-mode voltage signal Z˜C(f) can
be reduced by using a spread-spectrum modulation such as AΣ∆M, when com-
pared to conventional PWM-based amplifiers. The harmonics at multiples of the
reference signal’s bandwidth are independent of the modulation, but the other
outband content can be reshaped (figure 7.38 shows an example, the common-
mode voltage signals of 3-PWM and 3-AΣ∆M). This feature can especially
important in EMI-sensitive applications in which the common-mode signal may
be radiated (e.g. in power audio applications in which the speakers are supplied
by long cables, the content around the switching frequency may be radiated).
Common-Mode Voltage with Other Switching Policies
This equivalency between the common-mode (tracking the rectified reference
signal) and the differential-mode voltage signals only applies with a conven-
tional switching policy. For instance, if using an enhanced switching policy to
maximise the number of distinct differential-mode output voltage levels, the
common-mode signal no longer tracks the rectified reference signal. Neverthe-
less, from the frequency-domain standpoint, the outband spectral power den-
sity is not significantly reshaped; the common-mode voltage signal Z˜C(f) still
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Figure 7.39: Common-mode signals of 7-PWM generated with an enhanced switching
policy (three supply voltages) and a conventional switching policy (four supply volt-
ages). The OSwR is 10 in both cases. Simulation performed using the configuration
D.4.1.
comprises harmonics at the same frequencies, but with different amplitude dis-
tribution (see figure 7.39).
In the example of figure 6.9 of chapter 6, by upgrading system with the
enhanced switching policy (with four supply voltages, from generating seven
distinct levels with a conventional policy to generating thirteen distinct output
levels with the enhanced policy), the power of the common-mode voltage signal
Pz˜C(t) increases by 133 %.
Note that combining an enhanced switching policy and a spread-spectrum
modulation may still reduce the upperbound of the outband power spectrum
(e.g. comparing a 7-AΣ∆M amplifier using an enhanced switching policy and
a conventional 5-PWM). Also note that it is feasible to partially shape the
common-mode voltage signal z˜C(t) by using an enhanced decoding logic (as
described in section 6.2).
7.5.6 Filters with Equivalent Series Inductance
When increasing the filter’s order n, the number of (series) inductors increases.
If the filter’s cutoff frequency fc is the same, the total series inductance increases,
even though each single inductor is smaller than in the second-order case. When
comparing inductors of similar inductance and technology, the ESR is approxi-
mately proportional to the inductance; higher series inductances lead to higher
ESRs, thereby increasing the filter’s conduction losses.
Nevertheless, taking advantage of the higher stopband rejection, the cutoff
frequency fc of high-order filter may be higher than that of second-order filters,
and still fulfil the specifications. If the cutoff frequency is high enough, the
total series inductance in high-order filters may be lower than the inductance in
a second-order filter, and therefore switching losses would be lower as well.
Table 7.2 summarises the total series inductance in different Butterworth
filters, normalised to the inductance in the second-order case (the required in-
ductance scales proportionally to the filter’s cutoff frequency fc). For instance,
if replacing a second-order filter with cutoff frequency fc = 1,5f0 by a fourth-
order filter with cutoff frequency fc = 3,0f0, the filter’s conduction losses would
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Filter’s order Norm. total inductance
2 1
4 1,848
6 2,732
8 3,586
Table 7.2: Filters with equivalent series inductance for Butterworth transfer func-
tions, with normalised load resistance RL = 1 Ω in all cases. The cutoff frequency fc
proportionally scales these values.
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Figure 7.40: Multi-level full-bridge converter (m + 2 supply voltages). The switches
Si, S
′
i have been synthesised with power MOSFETs.
be reduced3. Furthermore, still with this example, the inband error power would
reduce by 4 dB (because of the lower filter’s inband attenuation and the more rec-
tilinear phase lag); the stopband rejection in the fourth-order filter (fc = 3,0f0)
is higher than that of the second-order filter (fc = 1,5f0) from 6f0 on.
7.5.7 Switch Synthesis with Power MOSFETs
In multi-level converter topologies and in the 5-switch converter topology pre-
sented in section 6.3.2, some switches must withstand bipolar voltages. Specif-
ically, in the multi-level buck and the multi-level full-bridge topologies, all
switches connected to intermediate voltages withstand a bipolar voltage (fig-
ure 7.40 shows a multi-level full-bridge converter).
Certainly, if the converter uses m + 2 supply voltages (GND,V0, . . . , Vm)
and GND < V0 < · · · < Vm, the switches Si with i = 0 . . . ,m − 1 withstand
negative voltage when the switch Sm is ON, whereas they withstand positive
3The actual reduction depends upon the actual components; usually only commercial values
are available, especially inductors, which may constrain the implementation of these filters.
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voltage when the switch SG is ON (and analogously for the other set of switches,
see figure 7.40).
In the 5-switch topology, included again in figure 7.41, the output voltage
vo(t) is bipolar. When the switch S5 is ON, switches S3 and S4 are connected
to a bipolar voltage, whose magnitude can be higher than the supply voltage
VG.
Vo ∈ [−kVG, kVG], |k| > 1, k ∈ R (7.11)
Therefore, in the 5-switch topology, switches S34, S4 and S5 block bipolar
voltages.
When synthesising a switch which must withstand bipolar voltages with
power MOSFETs (a very common technique in integrated power applications),
the built-in body diode should never conduct. Each of these switches must be
then synthesised with two back-to-back MOSFETs to avoid body-diode conduc-
tion (see figure 7.40).
The ON resistance of a switch must not depend on how it is synthesised.
Therefore, if the ON resistance of a bipolar switch must be R, the ON resis-
tance of each back-to-back power MOSFET must be R/2, half of that of the
switch that they implement, so that the total ON resistance of the back-to-back
synthesis is R.
Assuming that the ON resistance of a power MOSFET is proportional to
their area, the area occupied by a bipolar switch (back-to-back synthesis) is
four times the area occupied by a unipolar switch (both synthesised with power
MOSFETs and with the same ON resistance).
7.5.8 Switch Dimensioning for Equalised Conduction Losses
In multi-level converter topologies, not all switches handle the same current
(also in other topologies comprising more than two switches, such as the 5-
4If the converter tracks a certain reference signal x(t) but does not power amplifies it, i.e.
|k| < 1 in (7.11), the switch S3 only withstands positive voltages. Despite the output dynamic
range is the same than in the full-bridge case, this is still a case of interest, as the load is
grounded in the 5-switch topology.
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switch topology). This feature can be used to optimise the ON resistance of each
switch, thereby minimising the occupied area in integrated implementations (or
allowing simpler devices in discrete-components implementations).
A possible, yet not the only one, design criterion to dimension the switches
is their static DC power consumption (similar DC conduction losses in all
switches). Another possible criterion consists in dimensioning the switches ac-
cording to their average usage in regular operation. To illustrate the advantages
of optimisation, each of these criteria has been applied to an example.
Design Example (Multi-Level Full-Bridge Converter)
Let us consider a multi-level full-bridge converter supplied from m + 2 supply
voltages GND,V0, . . . , Vm (see figure 7.41). Switches must be dimensioned so
that in static DC operation, the power dissipated in the is the same. For the
sake of notation simplicity, let us merge the output filter H(s) and the load RL
into a complex load ZCL(jω). Let us also assume that the ON resistance RSi
of any switch is always much lower than the complex load impedance at any
frequency (i.e. the filter’s transfer function has no gain peaks)
RSi,S′i  ZL, i = {G, 0, 1, . . . , n} (7.12)
where ZL is the complex load’s minimum impedance at any frequency
ZL ≤ |ZCL(jω)|, ∀ω ∈ R (7.13)
Statically (i.e. DC operation) the highest current flows through switches
Sm and S′G when generating the highest level Vm (analogously for the negative
case). The power loss in these switches is (example with Sm)
PSm = RSmI2Sm = RSm
(
Vm
ZL
)2
(7.14)
If using this value as design reference, the power loss in the other switches
Si should not be higher.
PSi ≤ PSm , i = {0, . . . ,m− 1} (7.15)
Let Vj be the voltage yielding the highest current through the switch Si
(static DC operation). Then the maximum power loss in Si is given by
PSi = RSiI2Si = RSi
(
Vj
ZL
)2
(7.16)
By joining the three previous expressions, it follows that
RSi ≤ RSm
(
Vm
Vj
)2
(7.17)
The switches handling the highest current (SG, S′G, Sm, S′m) must therefore
have the lowest ON resistance RSm . However, if these switches are to be syn-
thesised with power MOSFETs, because of the back-to-back synthesis, the area
occupied by the intermediate switches Si, S′i with i = 0 . . . ,m− 1 increases by
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S1 S2 S3 S4 S5
ON+ |u|/2 0 0 |u|/2 0
ON− 0 |u|/2 |u|/2 0 0
OFF 0 1− |u| 0 0 1− |u|
av. usage |u|/2 1− |u|/2 |u|/2 |u|/2 1− |u|
Table 7.3: Switch usage (%) in the 5-switch topology when supplying bipolar symmet-
rical signals (average 0).
a factor 4 (two MOSFETs in series, each of them with half the ON resistance
of the switch that they implement).
For instance, if using three supply voltages (GND, 1 V and 3 V) to generate
seven levels (0 V, ±1 V, ±2 V and ±3 V, using the enhanced switching policy),
the ON resistance of the intermediate switches S0, S′0 can be 2,25RS1 (the ON
resistance of all other switches, SG, S′G, S1, S′1, is the same). Nevertheless, be-
cause of the back-to-back synthesis, the ON resistance of each back-to-back
MOSFET must be 1,13RS1 . Considering that the size of a power MOSFET
is inversely proportional to its ON resistance, the are required by each switch
consisting of two back-to-back power MOSFETs (S0 and S′0) is 1,78 times the
area of a single power MOSFET switch (SG, S′G, S1, S′1). Note that if the ON
resistance would not be optimised, the area required by S0 and S′0 would have
been four time the area of a single power MOSFET switch.
Design Example (5-Switch Topology)
Let us consider a 5-switch converter, supplied by a voltage source VG. The
converter must be dimensioned so that the power loss in all switches is, in
average, the same when voltage amplifying a single-tone sinusoid by a factor 4.
The RMS value of the tone is 1/
√
2VG and its average value is zero. Therefore,
the RMS value of the output signal must be 4/
√
2VG ≈ 2,8VG. According to the
steady-state DC transfer characteristic of this converter (depicted in figure 6.18),
the required average duty cycle is |u| ≈ 0,74.
Provided that the average of the reference signal is 0, the average usage of
ON+ and ON− is the same. Furthermore, if the hold-state is not used, the
converter operates at OFF during 1 − |u| (%) of time and at ON+ and ON−
during |u|/2 (%) of time each. From this estimation, the average usage of each
switch can be estimated. Table 7.3 summarises the switches’ usage under these
conditions.
In the case of this example |u| ≈ 0,74, the switches S1, S3 and S4 are used
during 37 % of time, whereas the switch S2 is used during 63 % of time and the
switch S5 during 26 % of time. The switch S2 must therefore have the lowest
ON resistance.
Nonetheless, if synthesising the switches with power MOSFETs, because of
the back-to-back synthesis, the switches requiring more area are S3 and S4, in-
stead of S2. Assuming ON resistances inversely proportional to the MOSFET’s
silicon area and being AS1 the area of the smallest switch (regular unipolar
switch), the switches area are AS2 = 1,7AS1 , AS5 = 2,8AS1 and AS3,S4 = 4AS1 .
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7.5.9 Soft-Switching
A feasible technique to reduce switching losses consists in upgrading the switch-
ing power converter with soft-switching. Soft-switching techniques use addi-
tional reactive components next to the power switches to switch when the volt-
age or the current across them is very low (zero-voltage switching, zero-current
switching). Whilst these kind of techniques minimise switching losses, they are
not popular in switching amplifiers because they smooth and delay the transi-
tions, which generally degrades the inband tracking fidelity.
However, since AΣ∆M-based amplifiers sense and encode according to the
actual power switching signal z˜(t), it may be feasible to use soft-switching tech-
niques in AΣ∆M-based amplifiers. As figure 7.42 shows, the smoothing effects
upon the time edges cause similar consequences upon the integrator’s output
signal v(t) than the time delays or the bandwidth limitations of the integrator
and the adder.
Soft-switching techniques, combined with AΣ∆M-based amplifiers, are hence
candidates of interest to improve the efficiency (in particular to reduce switching
losses) of switching amplifiers without increasing the switching frequency.
7.6 Implementation-Oriented Comparison
When designing a switching amplifier for a particular application, the specifica-
tions (including the overall cost) determine how the amplifier is finally designed
and tuned. In commercial applications cost is generally the main constraint
(more precisely, the Bill of Materials, BoM); a cost increase must be compen-
sated with value added, e.g. lighter and smaller devices or better EMC.
Inband-error-free encoding is possible even if encoding with two levels at
an OSwR of 1. Therefore, the scope of all bandwidth extension techniques for
switching amplifiers is to reduce the switching modulation’s outband spectral
content (either by rejecting or by partially avoiding its generation), without
compromising the inband content; i.e. to reduce the power of the remaining
error signal ξ(t), within a specific band or globally. Note that adding a cer-
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tain outband spectral content is mandatory in all power-amplification processes
based on switching converters.
The characterisation in terms of power of the remaining error signal Pξ(t)
and OSwR, earlier presented in this chapter, has identified two opposite strate-
gies or bandwidth extension techniques: 2-level PWM encoding combined with
high-order filtering and multi-level AΣ∆M-based encoding combined low-order
decoding (typically second-order or even filterless). Depending on the applica-
tion and the specifications, one or the other may be preferred.
7.6.1 High-OSwR Applications
If the application allows high OSwRs, the best performance in terms of power
of the remaining error signal (either inband or total) is achieved with a 2-
PWM and a high-order filter. Broadly speaking, 2-PWM performs the most
accurate inband tracking (if the OSwR is higher than 3) but at the cost of
a high spectral content around the switching frequency fs; to properly reject
this content without affecting the inband content, both the filter’s order n and
the filter’s cutoff frequency fc must be high, to achieve high stopband rejection
whilst avoiding the non-rectilinear inband phase lag (the OSwR must be then
high). Compared to a conventional design, this bandwidth extension technique
is therefore based on further rejecting the outband spectral content.
In bipolar applications (full-bridge topology), the 3-PWM may be more
suitable than 2-PWM, since upgrading from 2-PWM to 3-PWM in a regular
full-bridge topology is straightforward and, what makes this upgrade more in-
teresting, the switching frequency can be doubled without increasing switching
losses (if driving a full-bridge converter as a 2-level converter four switches must
switch in every switching event, whereas if driving it as a 3-level converter only
two switches switch in every switching event). Therefore, 2-PWM may be the
most suitable design for unipolar applications (buck topology) and 3-PWM may
be the most suitable design for bipolar applications (full-bridge topology).
Amplifiers based on this design strategy, high OSwR operation combined
with 2-level or 3-level PWM and high-order filtering, are very sensitive to varia-
tions in the supply voltages, dead time, interferences and other non-idealities in
general. The performance of an actual 2-level high-order amplifier would be con-
strained and determined by these non-idealities, leading to a significantly worse
performance. Nevertheless, at high OSwRs, it may feasible to compensate the
inband effects of these non-idealities and implementation-induced effects with
feedback, i.e. an external slower loop typically based on conventional control
techniques. If the closed-loop design is not robust enough and the performance
of the actual amplifier still does not fulfil the specifications, the PWM-based de-
sign should be deprecated in favour of an AΣ∆M-based or an AAΣ∆M-based
one, less accurate in terms of signal tracking but more robust against non-
idealities (the amplifier should be then optimised according to the criteria for
low-OSwR applications, see next subsection, 7.6.2). AΣ∆M-based designs also
reduce the upperbound of the outband power spectrum, which may be necessary
in EMI-sensitive applications.
From an economical standpoint, upgrading a second-order filter to higher
orders generally results in a BoM increase. Even if the high-order filter has the
same series inductance than the second-order one (reference BoM), the total
BoM would be higher, as the cost of each coil is not proportional to its induc-
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tance. For instance, the cost of two coils of inductance L/2 is generally higher
than the cost of a single coil of inductance L, assuming the same technology
and ESR per inductance unit in all coils. Furthermore, often only commercial
values are available and hence the inband response of high-order filters may not
be maximally flat (if designing a Butterworth filter), although the higher filter’s
cutoff frequency fc may mitigate the inband consequences upon the recovered
signal.
From the ergonomics standpoint (pursuing value added to compensate an
eventual cost increase), the cost-scaling coil issue also applies to its size. Note
that increasing the filter’s order does not modify the amplifier’s efficiency (as-
suming filters with similar ESR).
7.6.2 Low-OSwR Applications
Whilst high-OSwR applications are state of the art, the main challenge is to
address low-OSwR applications. According to the characterisations, the best
performance is achieved by second-order and fourth-order (depending on the
OSwR) amplifiers based on a 7-AΣ∆M. The strategy is now the opposite than
in high-OSwR applications: instead of further rejecting the outband spectral
content, its generation is partially avoided (multi-level time encoding). Indeed,
at low OSwRs, the filter’s cutoff frequency fc is low as well; high-order filters
would then result in a high inband error due to the non-rectilinear phase lag.
Provided that increasing the number of levels N mitigates the outband dif-
ferences between modulations (regarding the error signal e(t)), in multi-level
amplifiers, the amplifier’s performance in terms of power of the remaining er-
ror signal Pξ(t) is mostly determined by the inband tracking capabilities of the
modulation with a certain number of levels N and at the specified OSwR. The
suitability of AΣ∆M for multi-level time encoding (the modulation is incremen-
tal and, given the OSwR, the inband error due to improper encoding hardly de-
pends upon the number of levels N) combined with its spread-spectrum feature,
makes it the most feasible candidate to address low-OSwR power amplification.
Based on the characterisation, a fourth-order filter may be used at OSwRs be-
yond 2; if the cost and ergonomics issues prevail, the performance achieved with
a second-order filter is less than 5 dB worse.
Nonetheless, AΣ∆M is especially interesting and suitable for low-OSwR
because of implementation issues: its intrinsic high robustness against non-
idealities and the incremental multi-level modulation feature. The classical so-
lutions to address non-idealities and implementation-induced effects in switching
amplifiers mostly rely on feedback and high OSwRs; these techniques are not
feasible in low-OSwR designs. AΣ∆M bases on alternative techniques to achieve
similar performance, at the cost of a more complex (yet feasible) implementation
compared to a regular PWM.
Robustness Against Non-Idealities
The built-in feedback loop of AΣ∆M operates at the switching frequency fs,
i.e. at the fastest frequency possible; all the information sensed and fed back
to the modulator is hence processed at the switching frequency fs. By sensing
the power switching signal z˜(t), the encompassed effects include any variation
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in the levels of the power switching signal z˜(t), typically due to stray resis-
tances, crosstalk and dead time. All these effects are partially compensated in
a frequency-dependent ratio.
Other effects such as the inband error due to the LTI filter’s non-ideal in-
band response, are not compensated. However, these uncompensated effects
are usually stationary (i.e. they are not time dependent, or they vary at a very
slow rate); therefore it is feasible to compensate them with feedback, operating
at a very slow frequency, and pre-emphasising the amplifier’s input signal xi(t)
accordingly.
Voltage Levels and Filterless Amplifiers
From the power resources standpoint, with AΣ∆M-based amplifiers it is feasible
to use any supply voltage already available in the system, since the modulation
is incremental; even non-constant voltages can be used (as long as their variation
is slower than the switching frequency fs). Furthermore, if some voltage levels
become unavailable during a certain time period, AΣ∆M is still capable of
tracking the reference signal x(t), without changing the layout of power switches
nor degrading the inband tracking performance.
The incremental multi-level modulation feature of N -AΣ∆M-based ampli-
fiers makes these kind of amplifiers compatible with any kind of supply voltages.
In particular, if the specificity of the supply voltages constrain their usage (e.g.
recharging time in charge pump-based systems), the incremental multi-level
modulation can adapt the encoding process to the instantaneously available
supply voltages and still track the reference signal.
Despite both the filter’s order n and the ratio of the switching frequency fs
to the filter’s cutoff frequency fc would be low, the upperbound of the outband
spectral content would not be very high because of the spread-spectrum fea-
ture and multi-level power amplification. Therefore, multi-level AΣ∆M-based
designs are also suitable from the standpoint of EMI.
Multi-level amplifiers also make filterless amplifiers feasible, especially if us-
ing an enhanced switching policy to maximise the number of distinct output
voltage levels (even though the power of the common-mode voltage signal may
increase because of the enhanced switching policy, the spectral power density
would spread because of AΣ∆M, thereby leading to a lower upperbound of
the common-mode signal’s outband power spectrum). The maximisation of the
number of distinct output voltage levels minimises the losses due to filterless op-
eration (i.e. the recovered signal’s outband power, power delivered to the load
but not interpreted by the receiver) at the cost of increasing switching losses
(more transistors switching in each switching event), thereby unfolding a new
trade-off. Even if this trade-off does not yield an efficiency improvement with
state-of-the-art technology, it is still a candidate of interest, especially consider-
ing the upcoming low-switching losses technologies such as silicon carbide. Note
that increasing the switching frequency does not yield efficiency improvements
in filterless amplifiers.
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Chapter 8
Experimental Verification
This chapter briefly describes an integrated circuit implementation of a 2-level
AΣ∆M / AAΣ∆M switching amplifier for low-OSwR signal tracking applications;
this amplifier has been used to experimentally validate the analyses and the results
obtained in the previous chapters.
8.1 Brief Description of the Integrated Circuit
Within the framework of this thesis, an Integrated Circuit (IC) implementing an
AΣ∆M-based switching power amplifier (buck topology) for low-OSwR signal
tracking applications was designed by Dr. Daniel Fernández [83]. The mod-
ulator implements 2-level AΣ∆M, with the possibility of adding feedforward
according to the quadratic law presented in chapter 4 (AAΣ∆M).
The performance characterisation of non-idealities (mostly the linearity and
bandwidth limitations of the integrator and the comparator) determined the
modulator’s implementation. The modulator was finally based on a pro-
grammable operational amplifier, to implement an opamp-R-C integrator, which
allows selecting three different ranges of switching frequencies: tens of kHz, hun-
dreds of kHz and MHz.
The power switches are implemented with synchronous rectifiers dimen-
sioned to balance the loss breakdown; the NMOS’ ON resistance is 119 mΩ
(W = 12 000µm) and the PMOS’ ON resistance is 205 mΩ (W = 22 000µm).
The amplifier was designed to deliver 500 mW when supplied by VG = 3, 3 V.
The technology is AMIS 0.35µm C035U 5M and the die size is 1 000µm×640µm
(excluding pads). Operating at 400 kHz and delivering 480 mW, the efficiency
of the IC is beyond 89 %. Figure 8.1 shows the IC layout.
8.2 Performance Validation
The performance of this amplifier has been used to experimentally validate the
analyses and the results obtained in the previous chapters. Figures 8.2 and 8.3
show the time waveforms corresponding to the IC operating as AΣ∆M1; in par-
1The signals are labeled as in the previous chapters, i.e. the reference signal x(t), the
recovered or filtered signal x˜(t), the power switching signal z˜(t) and the integrator’s output
signal v(t).
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Figure 8.1: Integrated circuit layout view (IC designed by Dr. Daniel Fernández).
The blocks are: decoupling capacitors (1), biasing (2), integrator capacitor (3), digi-
tally programmable resistor (4), integrator operational amplifier and comparator (5),
I/O voltage follower for debugging (6), NMOS driver (7), PMOS driver (8), deep-
trench isolation and power-transistor supply decoupling-capacitor (9), PMOS power
transistor (10) and NMOS power transistor (11).
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Figure 8.2: Experimental validation of AΣ∆M tracking a 1 kHz single-tone sinusoid.
The switching frequency is 17 kHz.
-1
0
1
2
3
4
5
-25 -20 -15 -10 -5 0 5 10 15 20 25
Am
pl
it
ud
e 
(V
)
Time (μs)
x(t) v(t) z~(t) x~(t)
Figure 8.3: Experimental validation of AΣ∆M tracking a 35 kHz single-tone sinusoid.
The switching frequency is 533 kHz and the filter’s cutoff frequency is 28 kHz.
ticular, in the former a 1 kHz single-tone sinusoid is tracked at 17 kHz (an OSwR
of 17, operating at the minimum fs programmable in this implementation) and
in the latter a 35 kHz single-tone sinusoid is tracked at 533 kHz (yielding an
OSwR of 15) and filtered with a second-order Butterworth low-pass filter with
cutoff frequency of 28 kHz.
The effect of the switches’ ON resistance and the supply voltage’s output
impedance is captured in these figures, as the two levels of the power switching
signal z˜(t) are not constant. The voltage of the low level sweeps below GND
because the filter’s coil drains current from GND during OFF . Note that in
figure 8.2, the filter’s cutoff frequency fc is higher than the switching frequency
fs and thus the filter’s input current (i.e. the current through the inductor)
widely varies, almost tracking the power switching signal. Consequently, the
variation of the levels of the power switching signal z˜(t) approximately tracks
the reference signal x(t) with no delay.
On the other hand, in figure 8.3, the filter properly rejects the outband
content of the power switching signal z˜(t); the variations of the levels of the
power switching signal z˜(t) are hence delayed with respect to the reference
signal x(t). Also note that the recovered signal x˜(t) is further delayed, since it
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Figure 8.4: Detail of the power switching signal.
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Figure 8.5: Experimental validation of AAΣ∆M tracking a single-tone sinusoid.
is determined by the filter’s output current.
Figure 8.4 shows a detail of the settling of the power switching signal z˜(t).
Because of parasitic and stray capacitances and inductances, the power switch-
ing signal suffers from ringing and overshooting. This capture shows the width
of each switching event, in the range of 40 ns in this case.
Figure 8.5 shows the amplifier operating in AAΣ∆M mode, at a switching
frequency of 25 kHz. As can be seen, the hysteresis width (defined by the peaks
of the integrator’s output signal v(t)) is reduced according to the reference
signal, which leads to an approximately constant switching frequency regardless
of the reference signal’s instantaneous value.
Figure 8.6 shows the time waveforms of AΣ∆M operating at the maximum
switching frequency, more than 7 MHz (beyond the system’s specifications),
tracking a 1 MHz single-tone sinusoid.
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Figure 8.6: Testing the IC at maximum switching frequency (more than 7 MHz).
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Chapter 9
Conclusions
This final chapter draws conclusions by summarising and recapitulating, one by one,
the contributions of this research. A quick summary of the main outcomes of this
thesis is also included, as well as a short list of topics and issues to consider in future
research.
9.1 Thesis’ Contributions
In the context of high-efficiency power processing for signal tracking (typi-
cally, switching power amplifiers for audio applications and wired and wire-
less transceivers) and motivated by the necessity of improving the efficiency of
switching amplifiers using state-of-the-art technology (to fulfil the market de-
mands of smaller, lighter and faster electronic devices), this work has researched
different techniques to extend the bandwidth of switching amplifiers without in-
creasing the switching frequency.
Due to the wide diversity of signals and systems encompassed by the different
signal tracking applications, this work has first identified the funcionalities in the
power-amplification process performed by switching amplifiers, which has led to
define performance metrics to quantify and compare their behaviour. From this
identification, the research has been focused in analysing different aspects of
switching amplifiers; specifically, in determining their fundamental bandwidth
limits, in analysing their signal processing (time encoding) and proposing al-
ternatives to conventional techniques, in analysing the power processing and
adapting it to the proposed time encoding techniques and, finally, in character-
ising and comparing their performance in different application frameworks.
More precisely, regarding the identification of funcionalities and the defini-
tion of performance metrics (chapters 1 and 2),
• The signals involved by the different applications have been characterised
in both time and frequency domains. Due to heterogeneity of these signals
– a flat-spectrum bandlimited signal has been proposed as a general
reference signal
– a parameter to measure the switching frequency, valid for both syn-
chronous and asynchronous and/or both 2-level and multi-level switch-
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ing signals and systems, has been defined (OverSwitching Ratio,
OSwR).
• Conventional switching amplifiers have been interpreted as an encoding-
reconstruction process, thereby identifying three sub-processes
– encoding the reference signal into a 2-level switching signal (low-
power signal processing, operation performed by the modulator).
– power amplifying the switching signal, thereby generating a 2-level
power switching signal (operation performed by the switches of the
switching power converter).
– low-pass filtering the power switching signal, thereby recovering a
power-amplified distorted approximation to the reference signal (power
signal processing, operation performed by the reactive components
of the switching power converter).
• This interpretation has revealed that neither the control loop nor the
assisting linear amplifier, very common in state-of-the-art switching am-
plifiers, modify the operating performance of the modulator nor the power
converter (and hence they are not included in these analyses).
• Two error signals have been defined in order to aid in evaluating the
amplifier’s performance, being
– the difference between the reference signal and the (low-power) switch-
ing signal (error signal)
– the difference between the (scaled) reference signal and the recovered
signal (remaining error signal)
• The three different sub-processes have been separately analysed (in con-
ventional switching amplifiers under regular operating conditions), tar-
geting to identify the different mechanisms which degrade the amplifier’s
tracking fidelity. Besides the error added by the modulator (encoding pro-
cess), the effects of non-idealities upon the recovered signal have also been
characterised, including
– error due to the supply voltage’s output impedance and due to the
switches’ ON resistance
– error due to dead time
– error due to LTI filters
• According to the results of these characterisations, it has been proposed to
quantify the tracking fidelity of switching amplifiers according to the power
of the different error signals; to compare low-power and power signals, a
voltage-gain scaling factor has to be applied and the time delay due to the
low-pass filter must be equalised. In order to supplement this performance
metrics, the cumulative-power frequency distribution is also quantified
(mainly to split inband and outband power).
Arising from the encoding-reconstruction interpretation of switching am-
plifiers, the fundamental bandwidth limits in 2-level time encoding have been
explored (chapter 3).
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• The concept of inband-error-free encoding in switching amplifiers has been
defined.
• A 2-level switching signal inband-error-free tracking a single tone at an
OSwR of 2 has been synthesised.
• A 2-level switching signal inband-error-free tracking a bandlimited peri-
odic signal (consisting of N tones) at an OSwR of 1 + 1/N has been
synthesised.
• Based on the previous synthesised switching signal, the minimum OSwR
required to inband-error-free track a periodic bandlimited signal has been
derived.
• The minimum OSwR required to inband-error-free track a non-periodic
bandlimited signal has been derived by generalising the previous result.
• Inband-error-free encoding has been applied to common cases in switching
amplifiers: signal tracking at non-minimum OSwR (i.e. OSwR > 1) and
underswitching (tracking signals whose bandwidth exceeds the amplifier’s
switching frequency, i.e. OSwR < 1, typically infinite-band signals).
• Starting from minimum OSwR inband-error-free encoding, the OSwR has
been increased to partially shape the outband spectral content whilst keep-
ing the inband-error-free tracking feature.
• The time waveforms of inband-error-free encoding have been analysed, tar-
geting to evaluate whether actual modulators approximate inband-error-
free encoding under some operating conditions.
Once the bandwidth limits of two-level time encoding have been determined,
different 2-level modulations have been characterised, to evaluate the room for
improvement of these modulations (in terms of switching frequency) compared
to the fundamental limit previously derived (chapter 4).
• Pulse Width Modulation (PWM), the most common modulation in switch-
ing amplifiers, has been in-depth characterised under non-conventional
operating conditions.
– The encoding algorithm of PWM tracking constant-reference signals
has been analysed, including different modulation variants (leading
and trailing sawtooth, triangle and non-linear carriers).
– Two different strategies to generalise PWM to non-constant signal
tracking, uniform sampling and natural sampling, have been consid-
ered.
– The histogram of pulses’ width of PWM tracking a non-constant
reference signal has been characterised.
– The power spectrum of the PWM error signal has been characterised,
including the analysis of the cumulative-power frequency distribu-
tion.
• Asynchronous Σ∆ Modulation (AΣ∆M), a well-known modulation yet not
widely used in switching amplifiers, has been proposed as alternative to
PWM for enhanced signal tracking in switching amplifiers.
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– The encoding algorithm of AΣ∆M and its suitability for signal track-
ing in switching amplifiers have been analysed.
– The time-domain waveforms of AΣ∆M have been characterised, in-
cluding the characterisation of the pulses’ width when tracking a
non-periodic bandlimited signal.
– The power spectrum of the error signal of AΣ∆M tracking a non-
periodic bandlimited signal has been characterised, including the
identification of harmonic bands and analysing the cumulative-power
frequency distribution.
– Encoding limitations in AΣ∆M have been identified.
• Pursuing to overcome the encoding limitations of AΣ∆M, an upgrade to
this modulator has been proposed (Adaptive Asynchronous Σ∆ Modula-
tor, AAΣ∆M).
– A feedforward quadratic law (from the reference signal to the hys-
teresis width) has been proposed.
– The conditions for astable operation of AAΣ∆M tracking constant
and non-constant reference signals has been discussed.
– The time-domain waveforms of AAΣ∆M have been characterised,
including the characterisation of the pulses’ width when tracking a
non-periodic bandlimited signal.
– The power spectrum of the error signal of AAΣ∆M tracking a non-
constant reference signal has been characterised, at different OSwRs,
analysing the cumulative-power frequency distribution.
• The feasibility of using other common modulations in switching amplifiers
has been discussed, like click modulation and minimum time.
• The inband performance (error signal’s inband power) of PWM, AΣ∆M
and AAΣ∆M has been characterised according to the fundamental limit
derived in this work.
– The inband performance of these two conventional modulations and
the proposed one has been characterised under non-conventional op-
erating conditions (OSwR from 1 to 10, consistently with the scope
of this thesis and the fundamental limit earlier derived).
– The performance of these three modulations has been characterised
when tracking reference signals wider than the switching frequency
(OSwRs below 1, underswitching), a common situation in envelope-
tracking applications.
– The encoding bandwidth limits of each modulation, more restrictive
than the fundamental modulation limit of 2-level switching signals,
have been analysed.
– Targeting to reduce the power of the remaining error signal in switch-
ing amplifiers, the outband power of the error signal has been anal-
ysed (for any modulation properly tracking the reference signal).
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According to the analysis of 2-level modulations, the outband power of the
error signal cannot be reduced by only changing the modulation. Targeting to
reduce the power of the remaining error signal in switching amplifiers, multi-
level time encoding and power amplification is proposed (chapter 5).
• In the power-amplification process performed by multi-level switching
power amplifiers, a new sub-process has been identified (translating the
switching signal into a set of switch-driving signals, operation performed
by the decoding logic).
• The concept of switching policy, applied to the modulator and to the
decoding logic, has been defined.
• The advantages and benefits of multi-level time encoding for switching
amplifiers have been discussed.
• The fundamental bandwidth limit of multi-level time encoding has been
explored.
• Multi-level PWM, the extension of 2-level PWM to multiple levels, has
been in-depth analysed.
– The PWM encoding algorithm has been generalised to N levels (am-
plitude-shifted carriers).
– The performance of different carrier alignments has been analysed.
– The histogram of pulses’ width of N -level PWM tracking a non-
constant reference signal has been characterised, for different number
of levels N .
– The encoding bandwidth limit of 2-level PWM (intrinsic slew-rate
constraint) has been generalised to the N -level case.
– The power spectrum of the error signal of N -level PWM tracking
a non-constant reference signal has been characterised, for different
number of levels N , and the cumulative-power frequency distribution
has been analysed for all of them.
– Targeting a simpler implementation, the equivalency between ampli-
tude-shifted and phase-shifted N -level PWM has been discussed.
• The extension of 2-level AΣ∆M to multiple levels has been proposed.
– An AΣ∆M modulator capable of handling multiple levels has been
proposed.
– The AΣ∆M encoding algorithm has been generalised to N levels.
– The conditions for astable operation of N -level AΣ∆M have been
derived.
– The time-domain waveforms of N -level AΣ∆M have been charac-
terised for different number of levels N , including the characterisa-
tion of the pulses’ width, when tracking a non-periodic bandlimited
signal.
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– The power spectrum of the error signal of N -level AΣ∆M tracking a
non-periodic bandlimited signal has been characterised, for different
number of levels N , including the analysis of the cumulative-power
frequency distribution.
– Encoding limitations in N -level AΣ∆M have been identified.
• The extension of 2-level AAΣ∆M to multiple levels has been proposed.
– The feedforward quadratic law of 2-level AAΣ∆M has been gener-
alised to N levels.
– The time-domain waveforms of N -level AAΣ∆M have been charac-
terised for different number of levelsN , including the characterisation
of the pulses’ width, when tracking a non-periodic bandlimited signal.
– The conditions for astable operation of N -level AAΣ∆M tracking
constant and non-constant reference signals have been analysed.
– The power spectrum of the error signal of N -level AAΣ∆M tracking
a non-periodic reference signal has been characterised, for different
number of levels N , including the analysis of the cumulative-power
frequency distribution.
• The inband performance of these three modulations, N -level PWM, N -
level AΣ∆M and N -level AAΣ∆M has been characterised in the non-
conventional framework of this research.
– The inband performance of N -level PWM, N -level AΣ∆M and N -
level AAΣ∆M has been characterised and compared from OSwRs
below 1 (underswitching) to OSwRs up to 10.
– The performance degradation due to the bandwidth limits of each
multi-level modulation has been analysed.
Once the low-power switching signal is generated, either two-level or multi-
level, it must be power-amplified and filtered by the switching power converter
in order to recover a power-amplified distorted version of the reference signal
(chapter 6).
• The switching power converter itself generates a power switching signal
and filters it out, thus recovering the baseband information conveyed by
the switching signal.
– The concept of ideal low-pass filter for switching amplifiers and loss-
less LTI low-pass filters have been reviewed.
– The high-order filter extension of switching converters has been re-
viewed.
– Different transfer functions for the low-pass filter have been consid-
ered.
– A method for optimising the filter’s cutoff frequency has been pro-
posed.
– The feasibility of pre-equalising the reference signal according to the
filter’s inband response to improve the tracking fidelity has been dis-
cussed.
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• In the context of multi-level switching amplifiers, improving the transla-
tion of the modulator’s output signal into the set of switch-driving signals
has been proposed as a method for achieving additional features.
– A switching policy to maximise the number of distinct output voltage
levels for a given number of supply voltages has been presented.
– An enhanced decoding logic to partially shape the common-mode
voltage signal in 3-level full-bridge converters has been proposed.
• A preliminary extension of switching amplifiers to non-linear converter
topologies has been presented.
– The advantages of non-linear converters and some of the additional
features that can be achieved with them are introduced.
– A grounded-output 5-switch bipolar buck-boost converter topology
for switching amplifiers has been presented.
∗ The four valid states have been described.
∗ The converter’s dynamic equations have been derived.
∗ The averaged steady-state expressions have been derived.
∗ The topology characteristics have been described.
∗ An operating example has been included.
All these individual contributions for each sub-process have been merged
into a single amplifier, to evaluate the aggregate performance improvement in
different scenarios (chapter 7).
• The comparison framework has been defined, including a description of the
three different optimisation strategies considered (regarding the remaining
error signal, minimising its power, minimising its inband power or reducing
the upperbound of the outband spectral content), the description of the
conventional design used as comparison reference and the definition of the
design space.
• 2-level, 3-level, 5-level and 7-level switching amplifiers based on PWM,
AΣ∆M and AAΣ∆M have been in-depth characterised in the OSwR
range extending from 0,1 to 10 (including underswitching and a low-OSwR
range). Each modulator has been combined with a second-order optimised
filter, a fourth-order optimised filter and an eighth-order optimised filter.
• Based on the previous characterisations, a summary of all amplifiers based
on the same kind of modulation has been provided.
• The performance degradation and the robustness against non-idealities of
these amplifiers has been analysed.
– An upgrade to improve the robustness against non-idealities for
AΣ∆M-based and AAΣ∆M-based amplifiers has been presented.
– The robustness against variations in the levels of the power switching
signal (typically due to non-idealities in the supply voltages and the
power switches) has been characterised.
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– The impact of time delays and bandwidth limitations in the modu-
lator’s components (comparators, adders and integrators) upon the
encoding process (error signal) and also its consequences upon re-
maining error signal have been characterised.
– The effects of electromagnetic interferences and crosstalk upon PWM-
based and AΣ∆M-based amplifiers have been evaluated.
∗ A capacitive-coupling model for EMI has been introduced.
∗ Crosstalk in phase-shifted multi-level PWM has been analysed
(including in-channel crosstalk and crosstalk between n chan-
nels).
∗ Crosstalk in multi-level AΣ∆M has been analysed (including in-
channel crosstalk and crosstalk between n channels).
∗ The performance degradation due to crosstalk when tracking
constant-reference signals has been evaluated for PWM-based
and AΣ∆M-based multi-level amplifiers.
∗ The performance degradation due to crosstalk when tracking sin-
gle tones of similar frequency has been evaluated for PWM-based
and AΣ∆M-based multi-level amplifiers.
∗ The performance degradation due to crosstalk when tracking
uncorrelated bandlimited signals has been evaluated for PWM-
based and AΣ∆M-based multi-level amplifiers.
• Other implementation-induced effects and issues have also been consid-
ered.
– The minimum pulses’ width required for each kind of modulator when
operating at the same OSwR has been compared.
– Switching losses when the system is idle for each kind of modulator
has been compared.
– The suitability of each kind of amplifier for underswitching has been
analysed.
– The feasibility of filterless amplifiers has been discussed.
– Common-mode and differential-mode voltage signals and filters have
been analysed.
∗ The common-mode voltage in multi-level full-bridge amplifiers
has been analysed.
∗ The consequences upon the common-mode signal’s power spec-
trum of using different modulation schemes have been charac-
terised.
∗ The consequences upon the common-mode signal’s power spec-
trum of using different switching policies have been characterised.
– Filters of different orders but with equivalent series inductance have
been described.
– The synthesis of bipolar switches with power MOSFETs has been
described.
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– An switch optimisation criterion for equalised conduction losses has
been presented and applied to two examples (multi-level full-bridge
converter and 5-switch converter topology).
– The feasibility of upgrading the amplifiers with soft-switching has
been briefly discussed.
• Based on the in-depth characterisations of ideal amplifiers (different mod-
ulations, number of levels and filters’ order), the robustness against non-
idealities and other implementation issues, the different possible amplifiers
are finally compared to select the most suitable candidates for different
scenarios (high-OSwR or low-OSwR applications).
Some of the bandwidth extension techniques for switching amplifiers herein
proposed have been applied to the design of an integrated switching amplifier
for low-OSwR applications.
• The 2-level AAΣ∆M modulator has been implemented for a buck switch-
ing power amplifier.
• The bandwidth limitations characterisations of the integrator and the
adder have been considered as design guidelines in the design of the inte-
grated switching amplifier.
• The performance of 2-level AΣ∆M and 2-level AAΣ∆M has been experi-
mentally validated.
• The effects of the switches’ ON resistance and the supply voltage’s out-
put impedance upon the power switching signal have been experimentally
validated.
9.2 Thesis’ Outcomes
According to the characterisations and the comparison between the conven-
tional and the proposed designs, if the OSwR is high enough (typically beyond
5), the most effective technique to reduce the power of the remaining error sig-
nal (both inband and outband), as well as minimising the upperbound of its
outband spectral content, is improving the decoding process; i.e. upgrading a
conventional second-order 2-level switching amplifier based on PWM to high-
order filtering and optimising the filter’s cutoff frequency. Broadly speaking,
this technique takes advantage of the very accurate inband tracking of 2-level
PWM (at high OSwRs) to reduce the inband error; the filter’s order is then in-
creased to widely reject the modulation’s outband content, mostly concentrated
around the switching frequency.
Nonetheless, there are applications wherein high OSwRs are not feasible.
As the bandwidth limits exploration of time encoding has shown, it is possible
to inband-error-free track a bandlimited signal at an OSwR of 1 (in both 2-
level and multi-level time encoding). Given that it is not possible to reject
the switching signal’s outband content without affecting its inband content, if
operating at low OSwRs and filtering with a LTI low-pass filter, the outband
content of the switching signal must be partially avoided (i.e generated with
lower power) instead of generated and subsequently rejected.
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Accordingly, the characterisations and comparisons between candidates re-
veal that, in this low-OSwR framework (typically between 1 and 5), the most
effective technique to improve the performance of a conventional amplifier is
upgrading it to multiple levels; in particular, the conventional 2-level PWM-
based amplifier should be upgraded to a 7-level AΣ∆M-based amplifier (the
modulator must be changed to an incremental multi-level modulation, such as
N -level AΣ∆M, to properly track the reference signal with multiple levels at
a low OSwR). Provided that the switching signal’s outband power is lower,
very high stopband rejection is no longer necessary and hence low-order filters
are suitable for these multi-level amplifiers; even filterless amplifiers become
feasible.
From a more implementation-oriented standpoint, AΣ∆M-based amplifiers
are more robust to non-idealities than PWM-based amplifiers. The built-in
feedback loop of AΣ∆M (either 2-level or multi-level) provides the amplifier with
enhanced robustness against variations in the levels of the power switching signal
(typically due to the power supplies’ output impedance and the switches’ ON
resistance), dead time and EMI in general (including crosstalk); furthermore,
the ratio of the maximum instantaneous switching frequency to the average
switching frequency is much lower in AΣ∆M than in PWM, especially in multi-
level amplifiers, and the upperbound of the outband spectral content is lower
in AΣ∆M (spread-spectrum modulation) than in PWM. AΣ∆M can be easily
upgraded to an incremental multi-level modulation, whereas multi-level PWM
is not incremental; consequently, N -level AΣ∆M can be used at any OSwR.
Therefore, considering all these implementation issues, upgrading from 2-
level PWM to N -level AΣ∆M may also be a feasible option to improve the
performance of switching amplifiers in high-OSwR applications. Additionally,
feedforward from the reference signal to the comparison threshold (2-level and
multi-level AAΣ∆M) can be added to achieve better tracking performance.
9.3 Future Research
This thesis has explored different techniques to extend the bandwidth of switch-
ing amplifiers. Some topics for future research, to further extend the bandwidth
of switching amplifiers and/or achieve additional features, are listed next.
The performance of all candidates has been evaluated based on a generic
bandlimited signal. The performance improvements achieved by the techniques
herein proposed should be evaluated for particular applications, i.e. when track-
ing the actual signals of each specific application.
The feedforward law of AAΣ∆M should be improved or a modulator based
on a different structure should be proposed, pursuing to better approximate
inband-error-free encoding at low OSwRs.
The preliminary extension to non-linear converters should be further ex-
plored. Related to this extension, the control loop should be included in the
analysis, to evaluate which candidates simplify the design and implementation
of the control loop. Consistently with this analysis, dynamic models of switching
amplifiers should be proposed.
Appendix A
List of Acronyms and
Abbreviations
AC Alternate Current
ADC Analog to Digital Converter
AET Average Envelope Tracking
Adaptive Asynchronous Σ∆ ModulationAAΣ∆M
Adaptive Asynchronous Σ∆ Modulator
Asynchronous Σ∆ ModulationAΣ∆M
Asynchronous Σ∆ Modulator
BER Bit Error Rate
BJT Bipolar Junction Transistor
BPSK Binary Phase Shift Keying
BoM Bill of Materials
CCFL Cold Cathode Fluorescent Lamp
CD Compact Disc
CD-DA Compact Disc Digital Audio
CDMA Code Division Multiple Access
CMOS Complementary Metal Oxide Semiconductor
CMRR Common-Mode Rejection Ratio
DC Direct Current
DFT Discrete Fourier Transform
Inverse Discrete Fourier TransformDFT−1
278 List of Acronyms and Abbreviations
DSP Digital Signal Processor
EER Envelope Elimination and Restoration
EMC ElectroMagnetic Compatibility
EMI ElectroMagnetic Interferences
EPP End of Point Prediction
ESR Equivalent Series Resistor
ET Envelope Tracking
EVM Error Vector Magnitude
FCC Federal Communications Commission
FDM Frequency Division Multiplexing
FDMA Frequency Division Multiple Access
FFT Fast Fourier Transform
FFTW Fastest Fourier Transform in the West
FoM Figure of Merit
FPGA Field Programmable Gate Array
GMSK Gaussian Minimum Shift Keying
GPRS General Packet Radio Service
GSM Global System for Mobile communications
(former Groupe Spécial Mobile)
HDVC High-Voltage Direct Current
HiFi High-Fidelity
IEEE Institute of Electrical and Electronics Engineers
LASER Light Amplification by Stimulated Emission of Radiation
LED Light Emission Diode
LTI Linear Time Invariant
MOSFET Metal Oxide Semiconductor Field-Effect Transistor
OSwR OverSwitching Ratio
PCM Pulse-Code Modulation
PID Proportional–Integral–Derivative
PFC Power Factor Correction
PFM Pulse Frequency Modulation
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PLC Power Line Communications
PSCPWM Parallel phase-Shifted Carrier Pulse Width Modulation /
Parallel phase-Shifted Carrier Pulse Width Modulator
PSK Phase Shift Keying
PSRR Power Supply Rejection Ratio
PWM Pulse Width Modulation / Pulse Width Modulator
QAM Quadrature Amplitude Modulation
QPSK Quadrature Phase Shift Keying
RMS Root Mean Square
RF Radio Frequency
RFPA Radio Frequency Power Amplifier
SEPIC Single-Ended Primary Inductor Converter
SPDT Single-Pole Double-Throw
THD Total Harmonic Distortion
THD+N Total Harmonic Distortion plus Noise
UMTS Universal Mobile Telecommunications System
VRM Voltage Regulator Module
WBET Wide-Bandwidth Envelope Tracking
WiFi Wireless Fidelity
WiMAX Worldwide Interoperability for Microwave Access
WCDMA Wideband Code Division Multiple Access
WLAN Wireless Local Area Network
xDSL Digital Subscriber Line
ZAD Zero Averaged Dynamics
ZOH Zero Order Hold
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Appendix B
Parameters and Definitions
This appendix defines the most relevant parameters and figures of merit used
throughout this work, as well as the signals’ amplitude and the power normali-
sation. Given the heterogeneous nature of the signals and systems analysed in this
work, all parameters are defined so that they can be applied to synchronous and
asynchronous signals and systems, as well as to 2-level and multi-level switching
signals and systems.
B.1 Notation
In all this document, time-domain waveforms are typeset in italics lower-case
letters and frequency-domain waveforms are typeset in italics upper-case let-
ters. To further emphasise the notation, the independent variable is expressed
between brackets (also typeset in italics). In chapter 1, upper-case letters are
also used to denote the averaged value of state variables. To avoid notation
abuse, the independent variable is not explicit in the state variables. Table B.1
includes the list of lower-case and upper-case letters used to denote time-domain
and frequency-domain waveforms respectively.
The impulse response of a Linear Time Invariant (LTI) system is denoted
with h(t) and its transfer function, defined as the Laplace transform of the
signal time domain frequency domain
error e(t) E(f)
remaining error ξ(t) Ξ(f)
input xi(t) (not used)
reference x(t) X(f)
recovered x˜(t) X˜(f)
switching z(t) Z(f)
power switching z˜(t) Z˜(f)
integrator’s output v(t) (not used)
Table B.1: Lower-case and upper-case letters used to denote signals in time and fre-
quency domains. The signals (and their respective letters) which only appear in the
introduction are not included in this table.
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impulse response, is denoted H(s).
H(s) := L[h(t)] :=
∫ +∞
−∞
h(t)e−st dt (B.1)
The Root Mean Square (RMS) value of a certain signal x(t) is denoted as
x(t)RMS, which is zero or a positive real number as well.
x(t)RMS := lim
T→+∞
√
1
2T
∫ T
−T
x2(u) du ∈ R, x(t)RMS ≥ 0 (B.2)
B.2 Summary of Signals in Switching Amplifiers
This section summarises the representative signals in switching amplifiers. Ac-
cording to figure B.1,
• Input signal xi(t): the signal to track and power amplify in amplifiers
using pre-emphasis (low-power signal).
• Reference signal x(t): pre-emphasised input signal. Pre-emphasis is con-
sidered an external operation (not part of the switching amplifier itself);
the reference signal is hence the signal to track and power amplify.
• Switching signal z(t): the modulator’s output signal, a N -level switching
signal (low-power signal).
• Error signal e(t): difference between the switching signal and the reference
signal e(t) := z(t)− x(t) (low-power signal).
• Switch-driving signals si(t): a set of binary signals to drive the switches
of the switching power converters through a chain of tapered buffers (one
signal for each switch of the switching power converter).
• Power switching signal z˜(t): the signal supplied to the filter’s input port,
generated by the switches of the switching power converter and the supply
voltages Vj (power signal).
• Recovered signal x˜(t): low-pass filtered version of the power switching
signal z˜(t); it is the switching amplifier’s output signal (power signal).
• Remaining error signal ξ(t): the content of the recovered signal x˜(t), prop-
erly compensating the filter’s delay τ , differing from the (scaled) reference
signal x(t); ξ(t) := x˜(t− τ)−Gx(t) (power signal).
• Common-mode output signal z˜C(t): the arithmetic mean of the two volt-
age signals applied to two ends of the output filter’s input port (power
signal, only valid for floating-output converter topologies).
The switching signal z(t) is a continuous-time N -level discrete-amplitude
signal bounded by Zmin and Zmax (the modulator’s output dynamic range).
Zmin ≤ z(t) ≤ Zmax, ∀t ∈ R (B.3)
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Figure B.1: Block diagram and time-domain waveforms of a switching amplifier (ex-
ample based on 7-AΣ∆M, using the enhanced policy and a second-order Butterworth
filter; only one of the six switch-driving signals is displayed). The power path is
highlighted in bold and the external elements to the amplifier are displayed in grey.
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The reference signal x(t) is a continuous-time continuous-amplitude ban-
dlimited flat-spectrum signal bounded by Xmin and Xmax (modulator’s input
dynamic range). Both the input and the output dynamic ranges of the modu-
lator are assumed to belong to the same range. Therefore
Zmin ≤ Xmin ≤ x(t) ≤ Xmax ≤ Zmax, ∀t ∈ R (B.4)
The ratio of the reference signal’s amplitude sweep (or dynamic range) to the
modulator’s input dynamic range is defined as the modulation depth c. 100 %
is modulation depth is assumed in all this work, unless otherwise stated.
c := Xmax −Xmin
Zmax − Zmin (B.5)
For the sake of notation simplicity, it is often convenient to express these
signals according to the mean value Zm and to the peak-to-peak Zpp value of
the modulator’s dynamic range, defined as
Zm :=
Zmax + Zmin
2 (B.6)
Zpp := Zmax − Zmin (B.7)
The power switching signal z˜(t) is bounded by the highest supply voltage Vn
and GND or −Vn (in full-bridge converters). The recovered signal x˜(t) is also
bounded by these values, as the filter do not provide voltage gain. In order to
compare power signals and low-power signals, it is necessary to scale them by
the level-shifting factor G defined as
G := Vn
Zpp
(B.8)
assuming a buck-based amplifier (in full-bridge-based amplifiers G := 2Vo/Zpp).
B.3 Switching Frequency
This work deals with synchronous and asynchronous systems, as well as with
2-level and multi-level switching signals and systems. In order to compare the
performance of signals and systems of such heterogeneous natures, it is necessary
to define a unified switching frequency. In the literature, when dealing with
multi-level systems and signals, different definitions of switching frequency have
been used.
Since both synchronous and asynchronous systems are to be compared, the
switching frequency of a switching signal z(t) must be evaluated on average.
The average switching frequency f¯s is then defined as
f¯s := lim
T→+∞
Nsw
2T (B.9)
where Nsw is the number of time that the switching signal z(t) changes its value
within the observation time T .
If the reference signal is stationary, which is generally the case in the context
of switching amplifiers, the average switching frequency f¯s can be approximated
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Figure B.2: Average switching frequency in a multi-level switching signal, showing the
time waveform (upper plot) and the power spectrum (lower plot). The definition of
switching frequency (10f0, 40 edges within 2T0) is consistent with the power spectrum.
by evaluating it within a time interval1 ∆t. The average switching frequency f¯s
can be then obtained as
f¯s ≈ Nsw2∆t (B.10)
Note that this definition can also be applied to synchronous systems, as
it leads to the switching frequency fs. For the sake of notation simplicity and
given that the average definition is valid for both synchronous and asynchronous
systems, the average switching frequency is denoted by fs in this work.
Also note that this definition is consistent with the power spectra of multi-
level switching signals. For instance, consider the 5-level example shown in
figure B.2. According to (B.10), the switching frequency of this signal is 10f0,
regardless of how it was generated2. The Fourier transform corroborates this
definition, since more than 60 % of the error signal’s power concentrates around
10f0.
1 This time interval must be long enough so that the difference between evaluating the
average switching frequency within different time intervals is not significant.
2In the literature different definitions of the switching frequency of switching signals have
been used, especially in the context of multi-level PSCPWM. These other definitions were
discarded because they are not consistent with the power spectrum.
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B.4 OverSwitching Ratio
In the context of switching amplifiers, is often necessary to compare the switch-
ing frequency fs of a switching signal z(t) with the bandwidth of the baseband
reference signal x(t) that it is tracking (i.e. the frequency of the highest non-zero
spectral content of X(f)).
Aiming to aid in this comparison, as well as to provide a unified general
comparison framework, all frequencies (times) are expressed relative to f0 =
1/T0, an arbitrary frequency (time). f0 is only intended to set a reference
frequency and has no physical interpretation, although, usually, the reference
signal x(t) is normalised so that its bandwidth is f0; similarly, regarding the
modulator, the switching frequency fs is set so that its tracking bandwidth is
f0 as well (note that, because of encoding limitations, fs > f0).
The ratio between the average switching frequency fs to f0 is defined as the
OverSwitching Ratio (OSwR)
OSwR := fs
f0
= Nsw2∆tf0
= Nsw2NT0
(B.11)
where NT0 denotes the number of T0 periods within ∆t.
This parameter expresses how fast the switching signal is, relative or com-
pared to the reference frequency f0 (how many switching events occur, in aver-
age, within one T0-cycle).
Note that the OSwR can also be used to quantify the relative bandwidth
of switching amplifiers, i.e. the ratio of the amplifier’s switching frequency
fs to the amplifier’s tracking bandwidth, as long as the amplifier’s tracking
bandwidth is f0 (the switching frequency of the switching signal z(t) determines
the amplifier’s switching frequency).
B.5 Power Normalisation
Given an arbitrary time-dependent finite-power signal x(t), its average power
or simply power Px(t)3 is given by
Px(t) := lim
T→+∞
1
2T
∫ T
−T
x2(u)
RL
du, RL ∈ R+ (B.12)
where RL is a normalisation factor. The physical interpretation of this factor
depends on the nature of the magnitude of the signal x(t). In voltage signals,
RL can be interpreted as the impedance of the load supplied by the signal
x(t), whereas in current signals this parameter should be interpreted as the
admittance of the load. Since voltage signals are more common and the loads
are mainly resistive, this parameter is denoted as RL, which expresses a resistor.
Therefore, the power conveyed by an arbitrary signal Xmin ≤ x(t) ≤ Xmax,
∀t ∈ R, Xmin, Xmax ∈ R depends upon its dynamic range (Xmin and Xmax), the
load RL and the time waveform itself. Note that, depending on the time wave-
form, the power of the switching signal may be infinite (finite-energy signals, in
contrast to finite-power signals).
3Power is expressed with a number, not a function; the time-dependency in the subscript
refers to the signal and not to the power itself.
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Despite power is generally expressed in relative scales throughout this work,
all signals have been normalised to Xmin = −1 and Xmax = 1 before evaluating
their power, both low-power and power signals, and the normalisation factor has
been set to RL = 1. This normalisation only involves a multiplicative factor; the
relative differences between signals are not affected by the power normalisation.
If the reference signal x(t) is stationary, the power can be approximated
with small error by evaluating it within an appropriate time interval (i.e. the
time interval ∆t). In the context of switching amplifiers, signals are usually
stationary and their power is finite.
Px(t) ≈ 1∆t
∫
∆t
x2(u)
RL
du (B.13)
B.6 Signal Representation in the Frequency Do-
main
A time-dependent signal x(t), i.e. a real function, can be represented in the
frequency domain X(f) by computing its Fourier transform, defined as
X(f) := F [x(t)] :=
∫ +∞
−∞
x(t)e−j2pift dt (B.14)
where j is the complex variable.
The frequency-domain representationX(f) of a real signal x(t) is, in general,
a complex function X(f) ∈ C. Two dependent variables are therefore associated
to the frequency-domain representation, the module |X(f)|, measured in the
same units than the time-domain signal x(t) per frequency unit (typically V/Hz,
since it is a spectral power density), and the phase ]X(f). The module is used
to analyse the frequency distribution of the energy conveyed by a signal.
The spectral amplitude density |X(f)| can be represented as spectral power
density by squaring the magnitude |X(f)|2 and applying the proper normalisa-
tion factor RL4. The spectral power density is hence measured in power units
per frequency (typically W/Hz).
The dynamic range of the spectral power density of common signals in
switching amplifiers is wide. To prevent the high-power content masking the
low-power content, the spectral power density is generally expressed in logarith-
mic scale (decibels). Because of the power normalisation, the spectral power
density is all this work is expressed in relative units dB/Hz (note that, in log-
arithmic scale, the power normalisation involves a power shift). Anyway the
spectral power density is only used to quantify relative values (e.g. differences
between two normalised signals), not to quantify absolute values.
For the sake of readability, the term “Normalised Spectral Power Density
(dB/Hz)” has been abbreviated as “Spec. Power Density (dB/Hz)” in all
frequency-domain plots.
4In the literature of signal processing, the spectral power density of a finite-average power
signal x(t) is denoted by Sx(f) and defined as the Fourier transform of the signal’s autocor-
relation Sx(f) := F [Rx(τ)] = F [x(τ) ∗ x(−τ)] = |X(f)|2, where ∗ denotes the convolution
integral, without normalisation factor. In this work, the term spectral power density refers
to power per frequency unit, including the normalisation factor, so that power is obtained by
directly integrating the spectral power density.
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In the context of switching amplifiers, it is often convenient to split the
spectral power density in bands, to separately analyse the inband and the out-
band contents. If the threshold between inband and outband is set by f0, then
“inband”, denoted by an “i” superscript, refers to the frequency range below
f0, |f | ≤ f0, whereas “outband”, denoted by an “o” superscript, refers to the
frequency range beyond f0, |f | > f0.
P ix(t) :=
∫ f0
−f0
X2(u)
RL
du, RL ∈ R+ (B.15)
P ox(t) := Px(t) − P ix(t) (B.16)
Appendix C
Fourier Series of a
Two-Level Switching Signal
This appendix derives the expression of the Fourier series decomposition of a generic
two-level switching signal, as well as it discusses the frequency normalisation herein
used and in chapter 3.
C.1 Frequency Normalisation
In signal processing, the Fourier series decomposition of a periodic signal is
generally expressed according to the frequency of its slowest harmonic. Never-
theless, for the sake of notation simplicity, the Fourier series decomposition of
periodic signals is expressed according to the frequency of their fastest harmonic
in this work.
For instance, let us consider a TL-periodic signal x(t) consisting of N har-
monics
x(t) = x(t+ TL) ∀t ∈ R (C.1)
According to the common frequency normalisation, the harmonics’ frequen-
cies are kfL, with 0 ≤ k ≤ N , k ∈ N and fL = 1/TL. The signal is therefore
expressed as
x(t) = a02 +
N∑
k=1
ak cos
(
2pikt
TL
)
+ bk sin
(
2pikt
TL
)
(C.2)
Using this frequency normalisation, the period is independent of the signal’s
complexity (i.e. the number of harmonics N), although its bandwidth does
depend upon the signal’s complexity N (DC to NfL).
In this work, the signal is expressed according to the frequency of the fastest
harmonic (normalised to f0), hence
f0 = NfL (C.3)
The harmonics’ frequencies become kf0/N , using the same k. Consistently,
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Figure C.1: 50-tone reference signal displayed with two different frequency normalisa-
tions: according to the frequency of the slowest harmonic fL (common normalisation)
and according to the frequency of the fastest harmonic f0 (normalisation used in this
work).
the signal can be expressed as
x(t) = a02 +
N∑
k=1
ak cos
(
2pikt
NT0
)
+ bk sin
(
2pikt
NT0
)
(C.4)
Signal’s period becomes NT0, with T0 = 1/f0, hence it depends upon the
signal’s complexity N .
x(t) = x(t+NT0) ∀t ∈ R (C.5)
On the other hand, its bandwidth is f0, independent of N . With the ap-
proach used in this work, based on bandlimited signals, it is more convenient
dealing with f0-bandlimited signals. Indeed, as N tends to infinite, the fL
normalisation leads to an infinite-band non-periodic signal, whereas the f0 nor-
malisation leads to a f0-low-pass non-periodic signal (the distance between har-
monics tends to zero). As a representative example, figure C.1 shows a 50-tone
reference signal using both normalisations, fL and f0.
C.2 Fourier Series Derivation
A generic periodic two-level switching signal z(t) is a continuous-time discrete-
amplitude NT0-periodic signal (with N ∈ N and T0 ∈ R+) whose instantaneous
value can only be either Zmax or Zmin. Within one NT0 period, the switching
signal changes its value 2M times (with M ∈ N), i.e. there are 2M switching
events per NT0 period (defined in this way, the OSwR of this signal is M/N).
Let us label, in order, the switching events using the normalised coefficients
ti, i = 1, . . . , 2M , as Figure C.2 shows. The switching events therefore occur at
the time instants NT0ti. For the sake of notation simplicity, let us define two
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additional normalised time instants, the beginning t0 and the end t2M+1 of the
NT0 time interval.
0 =: t0 < t1 < t2 < . . . < t2M < t2M+1 := 1 (C.6)
Using these normalised time instants, the two-level switching signal z(t) can
be expressed as
z(t) = Zm + (−1)s+1Zpp2
(
1 +
2M∑
i=1
(−1)iu(t− T0ti)
)
(C.7)
where u(t) denotes the Heaviside function, 0 < ti < 1 with i = 1, . . . , 2M and
s is either 1 or 0 depending on the switching signal initial value (high or low
respectively).
According to the Fourier Series decomposition, this switching signal can also
be expressed as
z(t) = a
∗
0
2 +
+∞∑
k=1
a∗k cos
(
2pikt
NT0
)
+ b∗k sin
(
2pikt
NT0
)
(C.8)
The a∗0 coefficient is given by
a∗0(t1, . . . , t2M ) =
2
NT0
∫ NT0
0
z(t) dt (C.9)
Since the switching signal can only be either Zmax or Zmin, it is possible to
simplify the integral into a compact expression by using the normalised times,
the mean Zm and the peak-to-peak Zpp values, namely
a∗0(t1, . . . , t2M ) = 2
2M∑
i=0
(
Zm − (−1)s+iZpp2
)
(ti+1 − ti) (C.10)
where s is either 1 or 0 depending on the switching signal initial value (high or
low respectively). This expression can be rewritten with only one summation
a∗0(t1, . . . , t2M ) = 2Zm − (−1)sZpp
(
1− 2
2M∑
i=1
(−1)iti
)
(C.11)
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This expression, as expected, does not depend upon the switching signal’s
period NT0, since this coefficient expresses the DC component.
The other a∗k coefficients are given by
a∗k(t1, . . . , t2M ) =
2
NT0
∫ NT0
0
z(t) cos
(
ω0kt
N
)
dt =
= 2
NT0
2M∑
i=0
(
Zm − (−1)s+iZpp2
)∫ ti+1NT0
tiNT0
cos
(
ω0kt
N
)
dt (C.12)
This expression can be written as
a∗k(t1, . . . , t2M ) = (−1)s
Zpp
kpi
2M∑
i=1
(−1)i sin(2kpiti) (C.13)
Similarly, the analysis for the b∗k yields
b∗k(t1, . . . , t2M ) =
2
NT0
∫ NT0
0
z(t) sin
(
ω0kt
N
)
dt =
= (−1)s+1Zpp
kpi
2M∑
i=1
(−1)i cos(2kpiti) (C.14)
Note that the value of all Fourier coefficients, including a∗k and b∗k, only
depend upon the normalised coefficients ti, with i = 1, . . . , 2M . The levels Zm
and Zpp are set by the application and are not design parameters; similarly the
harmonics frequency is set by NT0, the switching signal’s period.
Therefore, in a two-level switching signal z(t) comprising 2M switching
events within one period (NT0), there are 2M variables or degrees of freedom
to set the value of all Fourier coefficients. Each pair of additional switching
events add two additional variables or degrees of freedom. Note that, despite
the Fourier coefficients only depend upon 2M variables, the Fourier series of the
switching signal z(t) has infinite harmonics (C.8).
C.2.1 Odd Number of Time Edges
The number of switching events within a NT0 period has been constrained to
be even, otherwise the switching signal would not be NT0-periodic. Certainly,
with an odd number 2M − 1 of switching events within NT0
t(kNT+0 ) 6= t(kNT−0 ) ∀k, k ∈ Z (C.15)
At time instants kNT0, the Fourier series of the switching signal z(t) based on
NT0 harmonics would converge to Zm (the half-sum of the left- and right-limit
of z(t) at t = kNT0); effectively, this is equivalent to adding a switching event
(i.e. 2M switching events within NT0). Note that this case is also considered in
the general case depicted in Figure C.2, since t1 can tend to 0 or t2M can tend
to 1.
Appendix D
Numerical Simulations
This appendix briefly describes the hardware and the programs used to compute the
simulations presented in this work, as well as it provides specific information about
the parameters used in each simulation (simulated data, points per cycle, etc.).
D.1 Hardware
All simulations have run on a desktop computer, powered by an AMD AthlonTM
64 X2 Dual Core Processor 6000+ (maximum clock frequency of 2 GHz). The
computer has 4 GB of memory (RAM), specifically four DIMMs of 1 024 kB
DDR2 at 800 MHz, plus 40 GB of swap partition. The swap partition has a
dedicated hard-drive and bus, so that it is possible to write the swap partition
and the main hard-drive at the same time.
Using this hardware, each individual simulation (including time-domain pro-
cessing and power spectrum computation) needs CPU time in the region of
minutes.
D.2 Simulation Software
The simulations shown in this work have been computed using custom C pro-
grams, Maxima version 5.22.1 and GNU Octave version 3.2.4. The C programs
have bee compiled with the GNU Compiler Collection (GCC) version 4.4.5 and
linked against the GNU C Library version 2.12.1 and the GNU Scientific Li-
brary (GSL) version 1.14. The Fourier transforms have been computed using
the Fastest Fourier transform in the West (FFTW) library, version 3.2.2.
All these programs, including the non-custom ones, have been optimised for
the specific architecture by compiling them with the options -march=native
-O2. The native option selects the 64-bit architecture k8-sse3, which enables
the SSE3 instruction set support.
BothMaxima and GNU Octave have been used to perform beforehand calcu-
lations (e.g. computing the coefficients of a Butterworth filter); the simulations
themselves have been computed by the custom C programs. This custom envi-
ronment has been chosen to get the most of the available computation hardware
and to have full control of all simulation parameters, to guarantee that simula-
tion errors are not significant.
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D.2.1 Precision and Simulation Accuracy
All programs used in this work employ double precision variables: double (64
bits) or complex (2×64 bits)1. In double precision variables, the total precision
is 53 bits, approximately 16 decimal digits log10 253 ≈ 15,95. This quantisation
error results in a noise level of −300 dB in Fourier transforms (with respect to
the maximum displayed); furthermore, the precision in time simulations is also
limited (e.g. 1 s of simulated data can be represented with a precision up to
10 fs).
In most simulations, the quantisation error due to double precision variables
is not significant, as the simulation accuracy is generally limited by other param-
eters such as the sampling frequency NPPC or the window function’s dynamic
range. Note that with single precision variables (float, 32 bits, total precision of
24 bits) the dynamic range in Fourier transforms is limited to about −140 dB,
therefore the quantisation error noise would partially mask the power spectra
shown in some figures (e.g. figures 1.5 and 1.6).
Since most simulations involve switching systems, variable step size has been
used in time-domain simulations. When a switching event is detected at a
certain time instant, the last simulated point is discarded and the step size is
reduced. This process is repeated until the step size cannot be further reduced
(minimum step size); the system then switches and the step size is increased
to the maximum. In this way, all switching events are simulated using the
minimum step size (high precision in all switching events).
Analogue Signals and Discrete Sequences
All simulations have been performed in the discrete domain, using discrete se-
quences x[n]. The values of a sequence x[n] are sampled values of a continuous-
time signal x(t), i.e. x[n] = x(ti).
When reducing the step size, interpolations between samples may be per-
formed. Because of computation time, these interpolations are linear. The sam-
pling frequency NPPC (i.e. the number of points per cycle) must be adjusted
so that the error due to the linear interpolation is not significant, generally well
beyond Nyquist’s sampling criterion.
For instance, let x[n+ 1] = x(tn+1), x[n] = x(tn); if the sampling frequency
is high enough
x(ti) ≈ x[n+ 1]− x[n]
tn+1 − tn (ti − tn) + x[n], tn < ti < tn+1 (D.1)
Despite discrete sequences have been simulated, in all this work (including
this appendix), the simulated data is referred as continuous signals x(t), unless
otherwise stated to emphasise the difference.
D.2.2 Generation of Bandlimited Flat-Spectrum Signals
The process of generating a f0-bandlimited signal consists in filtering an impulse
train with an ideal low-pass filter (often referred as “brickwall” in the literature).
1The complex variable type defines an array of two double variables to store the real and
the imaginary part of a complex number. The precision of complex variables is therefore the
same than double’s.
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Figure D.1: Generating a bandlimited flat-spectrum signal. In this example, the signal
has been generated up to 5,25 (normalised time).
In the time domain, this process can be performed by convolutioning the im-
pulse train with the impulse response of an ideal low-pass filter hiLPF(t) (see
figure D.1)
hiLPF(t) =
sin
(
pit
Tw
)
pit
Tw
=: sinc
(
t
Tw
)
, ∀t ∈ R (D.2)
where fw = 1/Tw is the filter’s cutoff frequency (Tw also expresses half the width
of the sinc function). Note that this impulse response is infinite.
When generating a f0-bandlimited signal x[n] with a simulation program
(discrete time), a finite impulse response filter h1[n] must be convoluted with
an impulse train s[n]. Let NPPC be the number of points per T0 cycle, i.e. the
sampling frequency.
The finite impulse response window h1[n] can be generated by simply win-
dowing the ideal filter’s impulse response (infinite sinc) with a window function
hw[n]. Therefore
h1[n] =
 sinc
[
1
T0
(
n− A2
)]
hw[n,A], n ∈ [0, A]
0, n /∈ [0, A]
(D.3)
where the parameter A expresses the window function’s length and n ∈ Z.
In the custom C programs, the sinc function has been windowed with the
Nuttall’s 4-Term with Continuous First Derivative window function [84], yield-
ing a finite impulse response window h1[n] comprising M = 250 sinc lobes per
side. The width of the sinc function (measured, in samples, as the distance
between the two nulls of the main lobe) is A = NPPCM + 1.
The (finite) impulse train s[n] can be generated by padding with zeros a set
of random values ri, where i = 0, . . . , N − 1, i ∈ N. The total length of s[n],
including the padding zeros, determines the final length of the signal generated
x[n].
In the custom C programs, the random values ri have been computed using
the random function, which uses a nonlinear additive feedback random number
generator to return successive pseudo-random numbers in the range from 0
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to RAND_MAX (2 147 483 647). The period of this random number generator is
approximately 16(231 − 1).
In the impulse train s[n], each value ri has been padded with NPPCL zeros,
with L = 2 (i.e. two sinc lobes fit within two non-zero samples of the impulse
train s[n]).
The distribution of the random values ri determines the distribution of the
bandlimited signal (e.g. ri values generated with a uniform probability distri-
bution yield a bandlimited flat-spectrum signal). The parameter L modifies the
generated signal’s parameters, such as peak-to-average or RMS. Note that L
does not need to be an integer.
Generation of Other Signals
Besides bandlimited flat-spectrum signals, other signals have also been gener-
ated and used in this work. Some signals are simple to generate, such as constant
signals, single tones or multi-tone signals.
The signals generated by multibit modulations (such as QPSK or 8-PSK) can
also be easily generated with C programs as well, since the IQ scheme (see fig-
ure 1.3) involve no special operations but convolution (to apply pulse-shaping),
which is not challenging to implement either. The afterwards processing to split
the signals into envelope and phase is simple as well.
D.3 Computation of Power Spectra
The results obtained with time-domain simulations are often analysed in the
frequency domain. During the time-frequency transformation (Fourier trans-
form), some information conveyed by the time-domain signals may be lost or
may appear masked in the frequency-domain signals. It is therefore necessary
to properly set the computation parameters of Fourier transforms, to preserve
the time-domain information.
D.3.1 Window Function
In all Fourier transforms, the time-domain signals have been windowed using the
Nuttall’s 4-Term with Continuous First Derivative window [84]. This window
function has the highest dynamic range (the sidelobe peak is about −93,28 dB
and asymptotic decay is 20 dB/dec), although the frequency resolution is low
(wide main lobe). The resolution issue can be addressed by transforming more
data, which, in off-line simulations like these ones, is only limited by hardware
capacity and simulation time. Note that the dynamic range cannot be addressed
otherwise.
More than 90 dB of dynamic range is generally enough to display the Fourier
transforms; the sidelobes are either not visible because they are masked by the
signal itself (as in figure 1.21) or because their amplitude is much lower than that
of the signal (as in figure 2.7). Nevertheless, the accuracy of Fourier transforms
is also constrained by the sampling frequency, especially in switching signals.
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D.3.2 Fourier Transforms of Switching Signals
The Fast Fourier Transform (FFT) algorithm can only be applied to transform
signals sampled at constant frequency, hence all time-domain signals must be
resampled at a constant frequency f1 = 1/T1 before being transformed. As
a result, regardless of the high accuracy achieved in time-domain simulations
by variable step size, the accuracy achieved in the frequency domain is finally
limited by f1.
This issue is especially visible when transforming switching signals, since
time edges convey a significant amount of information. Indeed the accuracy
degradation due to the resampling process is twofold: the edges are smoothed
and they are shifted with a variable delay (see figure D.2). This latter effect can
be modeled as jitter in the time domain, which results in noise in the frequency
domain. The actual effect is rounding.
The resampling issue and its consequences in the frequency domain are il-
lustrated in figure D.2. This figure shows the waveforms resulting of encoding a
constant signal (normalised amplitude 0,8) with a triangle PWM operating at
fs ≈ 10,02 (normalised frequency) and subsequently filtering it with a second-
order Butterworth filter (normalised cutoff frequency 1). Ideally, the discrete-
amplitude signal should be a two-level signal (with constant switching frequency
fs and constant duty cycle) and its power spectrum should only contain har-
monics at frequencies kfs, k ∈ N.
The time-domain simulation comprises 103 cycles (normalised time), the
sampling frequency is 103 (samples per cycle) and the step size can be reduced
five orders of magnitude. The power spectra have been computed resampling
at 103 points per cycle. Since the sampling frequency is not a multiple of the
switching frequency, neither the frequency nor the duty cycle of the switching
signal z(t) are constant (there may be a deviation of one sample). This jitter
results in a noise level whose peaks are only 28 dB below the main harmonic of
the PWM signal.
On the other hand, the filtering process in time domain does take advantage
of the variable step size, thus the recovered signal x˜(t) preserves the high accu-
racy. Since the recovered signal x˜(t) is continuous, the error due to resampling
is much lower (see middle plot of figure D.2). The noise level is set by the
variable step size (in this simulation it is about five orders of magnitude lower),
yielding a noise level whose power is approximately 20 log10(10−5) = −100 dB
lower than before (compare the amplitudes of the peaks at normalised frequency
2,1 in figure D.2).
Note that the noise level is independent of the simulated circuit, i.e. it is
not affected or attenuated by the filtering process. Therefore in figure D.2, the
high-frequency harmonics of the recovered signal x˜(t) are attenuated because
of filtering (the attenuation obeys the 40 dB/dec decay of a second-order filter),
whereas the noise level is reduced because of the higher accuracy.
Even though the jitter could be avoided by simply using a sampling fre-
quency multiple of the switching frequency, when simulating non-periodic sig-
nals the switching signal would not be periodic. The noise level would appear
whatsoever.
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Figure D.2: Effects of constant-frequency resampling in the computation of Fourier
transforms. The upper plot shows the time-domain waveforms, the middle plot shows
a detail of the recovered signals x˜(t) and the lower plot shows the power spectra.
The simulation parameters are described in the text. ß shows the jitter error due to
resampling.
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Figure D.3: Sinc interpolation. Example showing the Fourier transform of a single
tone of normalised frequency 1 and normalised amplitude 1.
D.3.3 Sinc Interpolation and Decimation
The Discrete Fourier Transform (DFT), including the FFT variant, of a time
signal x[n] retrieves data sampled at constant frequency X[k]. Let (the complex
function of continuous variable ω) X
(
ejω
)
be the Fourier transform of the signal
x[n]. If x[n] = 0 for n < 0 and for n > N − 1 (i.e. x[n] is windowed) then
X[k] :=
N−1∑
n=0
x[n]e−j
2pi
N kn = X
(
ejω
) ∣∣∣∣∣
ω = 2piN k
, k = 0, . . . , N − 1 (D.4)
If transforming a sufficiently large amount of data (N big), X(ejω) can be
approximated with small error by linearly interpolating the samples of X[k].
Nonetheless, in some cases it is necessary to interpolate with more precision,
e.g. when evaluating the amplitude at a specific frequency (see figure D.3) or
when displaying very low frequency components (as in figure 1.22).
Ideal interpolation can be achieved with sinc interpolation, similarly as the
as in the generation of a f0-bandlimited signal (also with an infinite-bandwidth
impulse response). The sinc interpolation performed in this simulation programs
has been approximated by convolutioning the transformed data X[h] with a
windowed sinc function h2
h2[n] = sinc
[
n
Tw
]
cos
[
B
pin
Tw
(
1−
(
2Bn
Tw
)2)]
(D.5)
where Tw is 2pi/N and B = 0,22. The windowed function h2[n] comprise 240
zero-crossings (lobes) per side.
Whilst this interpolation is still not perfect, the interpolation error is sig-
nificantly reduced. In the example of figure D.3, the Fourier transform of a
single tone of normalised frequency 1 and normalised amplitude 1, the sinc-
interpolated peak is 0,497 (amplitude error of 2,77 · 10−3, lower than 0,6 %)
whereas the linear-interpolated peak is 0,453 (amplitude error of 47·10−3, higher
than 9 %). The theoretical analogue value is 0,5.
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dx  [k] x  [k+1]d
...x[n+2]x[n+1]x[n] x[n+m]
t
x[n+m+1]
Figure D.4: Peak decimation. x[n] stands for the source samples and xd[n] stands for
the peak-decimated data. The decimation factor does not need to be an integer (as
this example shows).
D.3.4 Peak Decimation
All Fourier transforms have been computed using millions of points, to achieve
high spectral resolution and to ensure that simulation errors are not significant.
However, when displaying the Fourier transforms, not all simulated data points
should be included in the plots, since this would significantly increase the file
size of this document and, more important, rendering each figure would require
high computational effort, which is very uncomfortable. Furthermore, there
is no clear benefit in including figures with more data points than a regular
computer screen or printer are able to display.
Because of these reasons all power spectra have been decimated. Fourier
transforms often have peaks at high frequency (as in figure 2.7); to avoid loosing
this information in the decimation process, a peak-detection algorithm has been
used.
According to this algorithm, the value of a decimated sample xd[k] is the
maximum value of the source samples x[n] comprised from the previous dec-
imated sample xd[k − 1] to the decimated sample itself xd[k]. Referring to
figure D.4, the decimated sample xd[k + 1] is obtained as
xd[k + 1] = max (x[n+ 1], x[n+ 2], . . . , x[n+m]) (D.6)
The data retrieved by DFTs is sampled at constant frequency (regularly
separated samples). Nevertheless, the decimation process can be either linear
(constant decimation factor) or logarithmic (variable decimation factor), de-
pending on the plot scale. Figure D.5 shows an example of logarithmic peak
decimation, corresponding to the power spectrum shown in figure 1.21.
D.3.5 Approximating an Ideal Low-Pass Filter
The Fourier transform X[k] of a certain sequence x[n], being x[n] = 0 if n < 0
or n > N − 1, can be inverted through the Inverse Discrete Fourier Transform
(DFT−1), defined as
x˜[n] := 1
N
N−1∑
k=0
X[k]e−j
2pi
N kn, n = 0, . . . , N − 1 (D.7)
The retrieved samples x˜[n] fulfil
x˜[n] =
∞∑
r=−∞
x[n+ rN ] (D.8)
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Figure D.5: Example of peak decimation. The interpolated data correspond to the
industrial metal power spectrum shown in figure 1.21. The FFT raw data has a
frequency resolution of 30,3 mHz, and the peak interpolation yields an approximated
frequency resolution of 2 Hz at these frequencies (1 211 points per decade).
hence x˜[n] = x[n] for n = 0, . . . , N − 1.
Therefore, the sequence x[n] can be transformed to the frequency domain
X[n], operated in that domain X˜[n] and transformed back to the time domain
x˜[n]. In particular, it is possible to apply an ideal filter in the frequency domain
by properly modifying the samples X[n]
X˜[n] = X[n]H[n] (D.9)
where H[n] is the discrete transfer function of the desired ideal filter.
Nevertheless, due to the windowing effect of DFT, applying an ideal filter in
the frequency domain is not straightforward. For instance, let the sequence x[n]
be a f0-bandlimited signal, generated as described in section D.2.2. Its DFT is
a sequence X[k] whose outband samples are not 0 (their value depend upon the
window function used, but they are not zero, see figure D.6).
Similarly, the frequency-domain operation of an ideal filter does not set the
rejected samples to 0 (i.e. the samples of the sequence X[k] belonging to the
filter’s stopband); instead it sets them to a (very low) value according to the
window function.
The operation of an ideal filter can be approximated in the frequency do-
main by setting the rejected samples to 0. Around the bandpass-stopband and
stopband-bandpass transitions the error will be high, although the power of
this error and its frequency range depend upon the simulation parameters (win-
dow function, sampling frequency and simulated time). Ideal filters can also be
approximated in the time domain, by convolutioning the sequence x[n] with a
windowed impulse response. However, the frequency-domain operation provides
more flexibility to implement band-pass and band-stop filters.
Figure D.6 shows the error due to the approximation of an ideal f0-low-
pass filter in the frequency domain (the x axes have been scaled to time and
frequency, for better readability). The sequence x[n], a f0-bandlimited signal,
is filtered with an (approximately) ideal f0-low-pass filter. Ideally, the sequence
x[n] should not be altered by this filter but, because of the approximation, the
retrieved sequence x˜[n] has some error ξ[n].
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Figure D.6: Approximating an ideal f0-low-pass filter. A f0-bandlimited signal is
filtered with an ideal f0-low-pass filter. The filtered signal is defined as x˜(t) := x(t) +
ξ(t), where ξ(t) is the error signal due to the frequency-domain approximation.
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The power spectrum shows an error peak around the filter’s cutoff frequency
f0; consistently, the time-domain waveform of the error signal ξ[n] shows a sine-
like waveform, whose frequency is f0 and whose normalised amplitude is 6·10−3.
Quantifying, the ratio of the inband error power P iξ[n] to the reference sequence
power Px[n] is −47 dB (lower than 21 ppm) and the ratio of the error power Pξ[n]
to the reference sequence power Px[n] is −37 dB (lower than 0,2h).
D.4 Simulation Parameters
This section summarises the different configurations used to perform all simula-
tions. The simulation parameters of each configuration are summarised in table
D.1 and a brief summary of hardware usage is included in table D.2.
In all configurations, the time-domain simulations use variable step size.
The minimum step size is adjusted for each configuration, so that the 53 bits of
precision are used. When computing the Fourier transforms, the time-domain
signals have been resampled. All signals have been resampled at the sampling
frequencyNPPC (the value Points per T0 cycle shown in table D.1) but switching
signals (not necessarily discrete-amplitude ones, such as the error signal e(t)),
which have been resampled at higher frequency (the value between brackets in
the column Points per T0 cycle in table D.1).
D.4.1 Averaged Power Spectra
This configuration is intended for noise minimisation when displaying power
spectra with high frequency-resolution. Even in (locally) flat-spectrum signals,
the data retrieved by the Fourier transform may not be constant (flat), as the
number of input samples is finite. Similarly, each realisation (i.e. simulation)
results in a different amplitude at each frequency sample.
Therefore, it is feasible to reduce the noise in the Fourier transforms by
averaging several different realisations (it requires stationary reference signals).
The averaged power spectrum is subsequently interpolated and decimated to
reduce the amount of data to be stored and displayed. In this configuration,
ten different realisations have been averaged.
Figure D.7 illustrates the averaging effects; it shows the power spectra of a f0-
bandlimited reference signal computed using a single realisation and averaging
ten different realisation. The noise in the frequency domain reduces from more
than 20 dB in the single realisation to 5 dB in the averaged realisations. The
averaged spectrum tracks the upper content of the single-realisation spectrum
because of the peak decimation.
The signals have been resampled 105 points per T0 cycle before transforming,
to reduce the noise level in the transformed signal. This is especially important
when transforming switching signals, not necessarily discrete-amplitudes ones,
as discussed in section D.3.2.
D.4.2 Power Spectra of Audio Signals
The computation of power spectra of audio signals is determined by the audio
samples (external data files). The available audio samples are encoded using
the CD-DA standard (see section 1.4.1), thus the sampling frequency has been
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Simulated Points per
Configuration time (T0) T0 cycle Decimation
averaged 600 104 (105) sinc,peak (1 211)
audio signals variable 44 100 peak (1 211)
high accuracy 600 2 · 105 no
inband error 600 104 (105) no
parameters sweep 1 000 1 000 no
Table D.1: Summary of simulation parameters. In the Points per T0 cycle, the value
between brackets expresses the resampling frequency when computing the DFT of
discrete-amplitude signals; in the Decimation column, the number between brackets
expresses the decimation in output samples per decade.
set to 44 100 points per T0 cycle. The whole audio sample has been transformed
(the number of transformed T0 cycles is set by the audio sample); the power
spectrum is subsequently decimated using the peak algorithm.
D.4.3 High-Accuracy Power Spectra
This configuration is intended to display the power spectrum of switching signals
with very high accuracy. Each simulation has been computed using 1,2 · 108
points (600 T0 cycles, with 2 · 105 points per T0 cycle), with variable step size
(the minimum step size is approximately 10−12T0).
The high sampling frequency ensures that constant-frequency resampling
errors (jitter-kind) do not compromise the actual plot. This configuration is
mostly used in chapter 3, to illustrate inband-error-free encoding (e.g. in fig-
ure 3.4). The inband content is not 0 (−∞dB) because of errors due to constant-
frequency resampling; nevertheless the accuracy is high enough to illustrate
inband-error-free encoding.
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Configuration Real time Maximum virtual memory (MB)
averaged 2 min 56,467 s 2 781
audio signals 8,327 s 121
high accuracy 5 min 42,691 s 2 853
Table D.2: Summary of hardware usage in the computation Fourier transforms (data
corresponding to a single realisation); the computer was performing no other opera-
tions but computing the Fourier transforms (the computer was idle). Real time shows
the elapsed real time between the invocation and the termination of the program and
Maximum virtual memory shows the maximum total amount of memory used by the
program (it includes all code, data and shared libraries plus pages that have been
swapped out).
D.4.4 Inband Error Characterisation
This configuration is intended to split the power of switching signals (not neces-
sarily discrete-amplitude ones) into inband and outband. Simulation parameters
are the same than in D.4.1 (averaged configuration), to keep the error due to
constant-frequency resampling low (see section D.3.2). Since these power spec-
tra are not to be displayed, no decimation is applied.
D.4.5 Histograms and Percentile of Pulses’ Width
This configuration is intended to evaluate the histograms and percentile of
pulses’ width. Each simulation has been computed using 104 points per T0
cycle, and 2 · 103 T0 cycles have been simulated. Since no Fourier transform
needs to be performed, this configuration takes advantage of the variable step
size (the minimum step size is 10−10T0).
D.4.6 Recovered Signal Characterisation
This configuration is intended to quantify the power of the remaining error
signal. The computation of the recovered signal x˜(t) takes advantage of vari-
able step size; the simulation accuracy of the recovered signal x˜(t) is therefore
determined by the minimum step size.
The time delay due to the filter must be equalised to compute the remaining
error signal ξ(t); this equalisation is performed in the time domain, by cross-
correlating the reference signal x(t) and the recovered signal x˜(t) until the RMS
value (i.e. power) of the resulting remaining error signal ξ(t) is minimised. In
order to guarantee high accuracy in the cross-correlation process, 104 points
per T0 cycle are used in this configuration (600 T0 cycles are simulated in this
configuration).
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