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Introdution
Le Laser Mégajoule (LMJ) en onstrution au CEA-Cesta de Bordeaux
onstitue un élément lé du programme simulation de la Diretion des Applia-
tions Militaires.
Le dispositif expérimental de Fusion ontrlée par Connement Inertiel vise
à omprimer fortement un mélange fusible de deutérium et tritium ontenu
dans une petite apsule appelée miro-ballon. Expérimenté depuis les années
60, e shéma de fusion est devenu réaliste depuis le développement de lasers de
puissane tel que le LMJ.
Fig. 1  Lieux des prinipaux phénomènes physiques de la FCI
Le CEA-DAM a hoisi la voie de l'attaque indirete. Dans e shéma, le
miro-ballon est disposé au milieu d'une avité ylindrique aux parois d'or que
les faiseaux lasers élairent. Sous l'impat des faiseaux lasers, les parois de
la avité explosent (D) et emmettent des rayons X (A). Cei rée un plasma
qui se détend fortement et vient impater le miro-ballon dégradant ainsi son
implosion. Pour pallier es inonvénients, la avité est remplie d'un gaz qui sert
à ontenir l'expansion des parois. Il faut don fermer les trous d'entrée (C)
ave un matériau transparent au rayonnement laser. Ce gaz étant très rapide-
ment haué par les faiseaux lasers, un plasma se rée sur leurs trajetoires. Le
ontrle de la propagation des faiseaux (E) lasers dans des plasmas de plusieurs
entimètres est très diile, et les phénomènes mis en jeu (auto-foalisation, -
xi
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lamentation, déviation, instabilités paramétriques, rétro-diusion, et.) sont très
omplexes. Le DT est ainsi porté à des onditions de température et de pres-
sion telles que la ombustion thermonuléaire (B) devient signiative et arrive
à s'auto-entretenir : 'est l'ignition. Le temps de onnement est très bref, de
l'ordre d'une entaine de pioseonde, et le dégagement de l'énergie est impul-
sionnel.
C'est dans le adre de la propagation des faiseaux laser que s'insrit e
travail. On s'intéresse ii à la simulation de la propagation de faiseaux lasers
dans des plasmas. En partiulier, la modélisation du faiseau laser grâe aux
équations de Maxwell est impossible à réaliser numériquement sur des éhelles
marosopiques raisonnables en raison des éhelles aratéristiques du problème.
De plus, les phénomènes de l'interation se développent sur des temps beauoup
plus longs que la durée de traversée de la ible à la vitesse de la lumière.
Dans la littérature, il est d'usage d'approher les équations de Maxwell par
une équation de Shrödinger paraxiale [1℄, [2℄, [3℄, [4℄, [5℄, [6℄, [7℄ ou [8℄. Elle est
obtenue par une méthode de déomposition paraxiale (de type optique géomé-
trique). Pourtant, on sait que la méthode paraxiale n'est valide que pour une
propagation du faiseau laser dans une diretion privilégiée et à ondition que
la densité életronique adimensionnée par la densité ritique ne soit pas trop
grande et ne varie pas trop. Dès que ette densité devient grande, il peut y avoir
élatement et réfration à l'éhelle marosopique, e qui peut onduire à un
hangement omplet de la diretion de propagation (dans la zone de la aus-
tique) du faiseau laser. Cela nous pousse alors à onsidérer un ouplage spatial
entre deux modèles : d'une part un modèle paraxial, valide loin de la austique
et peu oûteux ; d'autre part, près de la austique, on utilise un modèle basé sur
les équations de Maxwell fréquentielles pour un hamp életrique salaire (i.e.
polarisation linéaire). On appellera également e dernier modèle Helmholtz par
abus de langage. Notre objetif est de mettre au point un solveur rapide
pour les équations de Maxwell fréquentielles et d'opérer le ouplage
ave la zone paraxiale. Par ailleurs, es deux modèles sont aussi ouplés aux
équations de l'hydrodynamique par l'introdution d'une fore supplémentaire
dûe au gradient de l'intensité laser (bien sûr résolue dans tout le domaine).
Préisons qu'on ne peut pas omparer nos résultats ave eux de la littéra-
ture. En eet, la plupart des résultats disponibles sont obtenus ave des odes
basés sur le modèle paraxial don ne pouvant traiter des faiseaux ourbes. Il
existe toutefois des odes de résolution du modèle Helmholtz érits par des phy-
siiens utilisant une transformée de Fourier dans une des diretions e qui permet
des variations de densité jusqu'à la densité ritique mais qui oblige à mettre de
très larges zones d'absorption des ondes près des frontières perpendiulaires à
ette diretion. Toutefois, es odes traitent généralement des faiseaux droits
sur des domaines de petites tailles. Voir par exemple [9℄, [10℄ et [11℄. On peut
aussi noter l'artile [12℄ mentionnant uniquement des résultats mais qui renvoie
pour la desription de la méthode numérique à un paragraphe de [13℄.
Cette thèse est omposée de 7 hapitres. Elle est struturée omme suit :
• Dans le premier hapitre, les diérents modèles des phénomènes phy-
siques de l'interation laser-plasma utilisés seront présentés. En partiulier, pour
la modélisation du plasma, la densité életronique adimensionnée N(x, y) sera
xii
obtenue à partir d'un modèle hydrodynamique type Euler simplié. On pourra
alors eetuer la déomposition de la densité életronique N selon ses éhelles
de variation
N(x, y) = N0(x) + δN(x, y)
où N0 est la densité homogénéisée dite moyenne, onstante ou variable, et δN
une perturbation ou utuation. Pour la modélisation de la propagation des
ondes, on s'intéressera dans un premier temps à l'obtention du modèle Maxwell
fréquentiel (qui est une équation de Shrödinger) vérié par le hamp laser ψ[
2i
ǫ
c
∂
∂t
+ ǫ2∆+ iν + (1−N(x, y))
]
ψ(x, y, t) = 0
où ǫ est l'inverse du nombre d'onde dans le vide, c la vitesse de la lumière, ν un
oeient d'absorption.
Dans un seond temps, en notant l'enveloppe laser u vériant l'approxima-
tion
ψ(x, y, t) ≃ u(x, y) ei ~K.~xǫ ,
on dénira le modèle paraxial suivant
2i
c
∂u
∂t
+ ǫ∆⊥u+ iu∇ · ~K + 2i ~K · ∇u+ 2iν0u− ǫ−1 (δN) u = 0
où
~K est le veteur de propagation de l'onde et ∆⊥ le Laplaien dans la diretion
orthogonale à
~K.
Notre but est d'eetuer une résolution sur un domaine d'une taille réa-
liste de plusieurs milliers de longueurs d'onde dans haque diretion. C'est un
véritable hallenge numérique néessitant une stratégie adaptée. Les modèles hy-
drodynamique et paraxial étaient déjà implantés dans le ode HERA. Les eorts
de résolution sont don entrés sur l'équation de Maxwell fréquentiel. Celle-i se
fait de façon totalement impliite en temps ; on est alors onduit à la résolution
d'une équation de type Helmholtz. Or, on sait qu'une disrétisation préise né-
essite au moins dix points par longueur d'onde entraînant la prise en ompte de
maillages de l'ordre de plusieurs dizaines à entaines de millions d'inonnues. A
titre de omparaison, le maillage pour les modèles hydrodynamique et paraxial
peut être dix fois plus grossier dans haque diretion. On omptera don utili-
ser un solveur rapide ave la forte ontrainte que l'équation d'Helmholtz est à
oeient variable. Les utuations de densité faisant perdre la séparabilité du
problème, il onviendra d'utiliser une méthode itérative. Enn, les onditions
sortantes sont un aspet très important des problèmes de propagation d'ondes.
La référene en la matière sont les ouhes absorbantes PML (Perfetly Mathed
Layer) [21℄. Leur prise en ompte aentuera enore les diultés ave la perte
loale de propriétés algébriques néessaires à l'utilisation d'un solveur rapide de
type Rédution Cylique. Tout ei nous poussera alors à utiliser une stratégie
de déomposition de domaine type Shwarz assoiée à une méthode itérative de
Krylov pour d'une part isoler les perturbations liées aux ouhes PML et d'autre
part traiter les utuations de densité. La diulté de ette thèse est de faire
ohabiter toutes es méthodes performantes et réentes.
xiii
Introdution
• Après avoir introduit les diérentes équations et motivations du problème,
la disrétisation de es équations sera présentée dans le seond hapitre. Les
éhelles aratéristiques des grandeurs sont très diérentes suivant les modèles.
Typiquement, un pas de maillage de l'ordre de la longueur d'onde sera su-
sant pour les modèles hydrodynamique et paraxial tandis que pour le modèle
Helmholtz, il faudra onsidérer une petite fration de la longueur d'onde. Cei
amènera alors à onsidérer deux maillages distints se reouvrant ; un premier
dit grossier pour les grandeurs uide et du modèle paraxial et un seond dit n
pour le modèle Helmholtz. Pour l'hydrodynamique, on utilise un shéma expli-
ite de type Lagrange plus transport. Pour le modèle paraxial, on utilise une
méthode à pas frationnaires proposée par R. Sentis [3℄ onsistant à onsidérer
une étape d'advetion puis une étape de diration. Pour le modèle Helmholtz,
on utilisera une disrétisation diérenes nies lassique. En partiulier, on verra
qu'ave les ouhes PML, l'opérateur Laplaien se disrétise omme
ψni+1,j − 2ψni,j + ψni−1,j
δx2
+ aj
aj+1/2(ψ
n
i,j+1 − ψni,j)− aj−1/2(ψni,j − ψni,j−1)
δy2
où aj+1/2 =
aj+1+aj
2 ave aj =
i
√
1−Nj
i
√
1−Nj+σj
. L'impat des PML se traduit par
la perte loale de la symétrie de l'opérateur. En posant δN = 0, la matrie de
disrétisation assoié au shéma s'érira alors
Bb −T
−T A −T
.
.
.
.
.
.
.
.
.
−T A −T
−T Bh

où les matries Bh et Bb ontiennent les ouhes PML et ne sont pas symétri-
ques. Notons nx et ny le nombre de points en x et y. Sans tenir ompte des
ouhes PML, on obtient une matrie arré symétrique (non hermitienne) de
dimension nx × ny. La matrie T ∈ Rnx×nx est une onstante fois l'identité
et A ∈ Cnx×nx est tridiagonale. Dans le as sous-ritique (N < 1 en sortie de
boîte, à droite), il est intéressant d'améliorer la qualité de la ondition lassiques
d'onde sortante (
ǫ
∂
∂n
− i
√
1−N
)
ψ = g.
On présentera tout d'abord omment es onditions s'obtiennent et omment
être plus préis au niveau ontinu en utilisant la théorie des onditions absor-
bantes [18℄. Au niveau disret, on étudiera en partiulier une montée en ordre
de la disrétisation de la dérivée normale. Une étude numérique sera eetuée
pour omparer les diérentes approhes entreprises. Le gain de préision pos-
sible est remarquable. Enn, on s'intéressera au traitement de la ondition sur
le bord entrant du domaine permettant le ouplage entre les modèles paraxial
et Helmholtz.
• Le troisième hapitre traite de la stratégie de déomposition de domaine
utilisée et des manipulations algébriques engendrées. L'idée de la déomposition
de domaine est ii d'isoler les ouhes PML.
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Dans haun des sous-domaines Ωb, Ωg et Ωh, on résout respetivement
(
ǫ2∆˜ + (1−N0) + iν
)
ψP1 = 0 dans Ωb(
ǫ2∆+ (1−N0) + iν
)
ψG = δNψG dans Ωg(
ǫ2∆˜ + (1−N0) + iν
)
ψP2 = 0 dans Ωh
où on a noté l'opérateur
∆˜ = µ(y)
∂
∂y
µ(y)
∂
∂y
+
∂2
∂x2
ave µ(y) traduisant l'impat des ouhes PML.
Pour ψP1, une ondition de raord sur Γ˜P1 doit être érite, elle est du type
µ(y)
∂ψP1
∂y
+ α ψP1 =
∂ψG
∂y
+ α ψG sur Γ˜P1
où α est un oeient omplexe à déterminer et de même pour les autres ondi-
tions sur ψG et ψP2.
L'ériture matriielle d'une telle déomposition sans et ave reouvrement
ainsi que sa résolution par une stratégie de préonditionnement sera la mo-
tivation de e hapitre. Dans une première partie, on montrera formellement
l'équivalene entre la solution du problème initial et la solution du problème
déomposé au niveau algébrique. Après un rappel sur les tehniques itératives
de Krylov, on dérira la méthode itérative assoiée à la résolution du système
linéaire de la déomposition de domaine. En partiulier, il sera possible d'avoir
une approhe de préonditionnement partiulièrement adaptée. Ainsi, on aura
la struture par blo suivante
AD =
 AH 0 00 AI 0
0 0 AB

et AE =
 0 C1 0C2 0 C3
0 C4 0

où AD est la matrie omposée des disrétisations de haque domaine et AE
les onnetions entre sous-domaines. Notons δN la matrie diagonale assoiée à
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δN . On résoudra alors le système linéaire
(AD −AE + δN )X = b.
Don en utilisant A−1D omme matrie de préonditionnement, ela revient à
(I −A−1D (AE − δN ))X = A−1D b.
Le blo AI sera inversé par un solveur rapide. La méthode de déomposition de
domaine utilisera les méthodes de Krylov dont GMRES.
• Dans le quatrième hapitre, on présentera le solveur rapide utilisé, la
Rédution Cylique dont une multitude de variantes existe. On peut iter par
exemple la méthode très onnue FACR [34℄. Toutefois, l'utilisation de méthodes
rapides type transformée de Fourier ne sera pas appliable à notre problème,
exluant ainsi e type de méthode. La disrétisation de notre problème amène à
onsidérer un système linéaire tridiagonal par blo d'une struture très simple.
B −T
−T A −T
.
.
.
.
.
.
.
.
.
−T A −T
−T B

La Rédution Cylique onsistera à éliminer les inonnues par ombinaison li-
néaire de manière réursive. On se restreindra dans ette partie à deux grandes
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approhes a priori adaptées ; une première dite standard basée sur une analyse
spetrale et une seonde appelée PSCR [22℄ basée sur une tehnique de solu-
tions partielles [26℄. L'idée sera de omparer les méthodes et surtout de justier
le hoix d'utiliser la méthode standard et non la méthode PSCR réente et très
utilisée pour les problèmes d'Helmholtz à oeient onstant. En partiulier,
l'avantage indéniable de la méthode standard sur la méthode PSCR sera sa
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simpliité algorithmique et de mise en oeuvre. En eet, la méthode s'érit sim-
plement et le noeud de la méthode sera une séquene de produit d'une matrie
dense par un ensemble de veteur. Notons que d'un point de vue historique,
la Rédution Cylique fut éprouvée sur des problèmes elliptiques simples. Un
point ruial de ette méthode sera la apaité à aluler très préisément et
rapidement le spetre omplet de la matrie A tridiagonale symétrique (non
hermitiennne).
• Basé sur des séquenes d'opérations algébriques sur les valeurs et veteurs
propres, la performane du solveur rapide dépendra diretement de la préision
de la déomposition spetrale. Le inquième hapitre présente une méthode
ultra rapide et performante pour obtenir les valeurs et veteurs propres d'une
matrie notée A tridiagonale omplexe symétrique non-hermitienne. Autrement
dit, on herhera les matries Λ et Q vériant
A = QΛQT .
Il existe de nombreuses méthodes permettant d'obtenir les valeurs propres dont
le fameux algorithme QR. Par ontre, auune de es méthodes ne tient ompte
du aratère tridiagonal de la matrie. On s'intéressera à l'algorithme LR ré-
emment revu par B. Parlett [14℄. D'un point de vue historique, ette méthode
préède l'algorithme QR et est basée sur le même proédé itératif de multiplia-
tion de matries issues ii de déompositions LU. De plus, les mêmes tehniques
d'aélération de la méthode par déalage seront utilisées. Bien qu'appliable
en théorie dans le as de matrie générale, ette méthode est sans doute la plus
performante pour le as des matries tridiagonales. En eet, elle repose sur des
déompositions LU, très bien adaptées pour e type de matrie.
A1 = A,
pour k = 1, 2, . . . :∣∣∣∣ Ak = LUAk+1 = UL
n
Pour les veteurs propres, on herhera à déterminer le noyau des appliations
A− λiI où λi ∈ C. Cela exigera don de résoudre les systèmes suivants :
a1,1 − λi a1,2
a1,2 a2,2 − λi . . .
.
.
.
.
.
. an−1,n
an−1,n an,n − λi


v1i
v2i
.
.
.
vni
 = 0.
Une manière naturelle pour trouver vi est de hoisir un indie pivot k et de
poser vki = 1. S.I. Dhillon [15℄ a réemment développé une méthode très perfor-
mante donnant des veteurs propres diretement orthogonaux évitant ainsi les
réorthogonalisations des veteurs propres. Elle est basée sur un hoix astuieux
du pivot pour haque veteur propre dépendant de la fatorisation partiulière
de la matrie du noyau. Une tehnique de ranage des valeurs propres sera
également employée. Initialement prévue pour les as réels, on intéressera ii à
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l'implémentation dans le as omplexe e qui est nouveau à notre onnaissane.
La omparaison ave la méthode lassique QR dans la bibliothèque LAPACK
montrera des gains d'un fateur au minimum 40 en temps alul et une exellente
préision.
• La parallélisation de toutes es tehniques sera alors abordée dans un
sixième hapitre. On intégrera un module dans le ode parallèle HERA alu-
lant l'hydrodynamique et le paraxial. Notre but sera de paralléliser et d'optimi-
ser nos méthodes an d'eetuer un alul massivement parallèle sur un domaine
réaliste ave ouplage entre les modèles paraxial, Helmholtz et hydrodynamique.
Pour obtenir de bonnes performanes, l'aspet informatique sientique aura une
plae ruiale. En eet, on herhera à exploiter au mieux l'arhiteture des ma-
hines disponibles. La déomposition de domaine, la répartition des harges ainsi
que les protooles de ommuniation seront les points fondamentaux de notre
étude. La distribution des données sera ditée par elle eetuée dans le ode
HERA. Le maillage grossier uide sera ainsi distribué en bandes horizontales de
manière équilibrée entre haque proesseur. On hoisira d'utiliser une approhe
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basée sur MPI pour les ommuniations internoeuds et sur le multithreading
pour gérer au mieux les données et éviter les redondanes de données. Les opé-
rations oûteuses de la résolution sont les produits matries pleines Q et QT par
la matrie issue du seond membre dans le solveur rapide. Le seond membre
sera distribué naturellement suivant le maillage. D'un point de vue stratégique,
il sera primordial que haque proessus dispose de la matrie Q. Les séquenes
de produit matrie-matrie n'auront alors pas besoin de synhronisation. C'est
dans e ontexte que la stratégie hybride MPI-multithreading prendra toute son
importane. Dans la mesure où l'on souhaite plutt bénéier de la loalité des
données, on se devra alors d'avoir une grande eaité dans la parallélisation
des opérations algébriques. Une bonne gestion du ahe devient alors primor-
diale mais diilement ontrlable. En partiulier, le aratère très mobile des
threads sur les proesseurs du noeud ne permet souvent pas une optimisation de
gestion du ahe. Pour pallier es eets et eux des temps de gestion des threads
par le système, il faudra avoir des tâhes partiulièrment onséquentes à paral-
léliser. Dès lors, le multithreading ne s'appliquera pas dans toutes les opérations,
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notamment elles de petites tailles. L'opération du produit matrie-matrie sera
susamment oûteuse pour que la programmation par multithreading donne de
très bons résultats. Au ours de la Rédution Cylique, les proessus éliminent
au fur et à mesure les inonnues qu'ils ontiennent jusqu'à e qu'il ne reste plus
qu'un seul proessus ontenant le problème réduit. On voit ii le paradoxe de la
parallélisation de méthodes de rédution. Dès lors, on jouera sur deux tableaux
en parallélisant à la fois les étapes de la méthode de Rédution Cylique et les
opérations eetuées durant es étapes. La très grande taille du domaine asso-
iée au fait d'utiliser une méthode itérative où l'on doit stoker les diretions
de desente seront des ontraintes très fortes à gérer simultanément. Du fait
de la répartition en bande des données, augmenter le nombre de proesseurs
reviendra à diminuer le nombre de veteurs à multiplier par base des veteurs
propres. Il est don naturel que le temps alul soit divisé par deux si on mul-
tiplie par deux le nombre de proesseurs. On onstatera des très bons résultats
de salabilté pour un problème xe bien qu'au ours de la Rédution Cylique,
le nombre de proesseurs alulant diminue du fait préisement de la rédution.
• Le dernier hapitre présente les résultats obtenus ave le ode HERA
(et le module Helmholtz) par des simulations parallèles de as réalistes de pro-
pagation d'un faiseau laser. Le faiseau laser va se propager et réer de fortes
perturbations en reusant au l du temps le plasma. L'interation du plasma
sur le faiseau va induire des phénomènes tels que la foalisation ou la la-
mentation du laser. Le omportement de la méthode itérative sera diretement
lié aux utuations de densité. On présentera tout d'abord un as de valida-
tion d'une propagation sans inidene dans un plasma sous-ritique. L'idée ii
sera de omparer une simulation par le modèle paraxial à une simulation par le
modèle Helmholtz. On onstatera alors la ohérene et la qualité des résultats
obtenus par le modèle Helmholtz. On présentera ensuite pour le même as une
simulation ave ouplage entre les modèles paraxial et Helmholtz. Notons que
e problème de ouplage entre deux modèles diérents dans le adre général
d'un ouplage ave un modèle hydrodynamique semble nouveau. Nous avons
exhibé une méthode robuste et préise pour la résolution du problème ouplé.
Les simulations suivantes eetuées permettront l'étude de la propagation de
faiseaux omposés d'un à plusieurs points hauds (spekle) dans un plasma où
la densité variera jusqu'à la densité ritique. On observera alors une forte varia-
tion de la diretion de propagation du faiseau en plus des autres phénomènes
du as sous-ritique. On validera le ouplage des modèles paraxial et Helmholtz
en présentant une omparaison ave le modèle Helmholtz seul. Préisons que
les problèmes réalistes traités sont résolus typiquement sur des maillages de 80
millions et néessitent 128 proesseurs. On présente également un as d'étude de
deetion du laser de 200 millions de points résolus sur 256 et 512 proesseurs.
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1.1 Notations générales
Pour une présentation physique des phénomènes, voir [4℄. Pour une approhe
plus mathématique, voir [3℄ par exemple.
On s'intéresse à l'interation d'un laser de forte intensité et d'un plasma
homogène à l'éhelle mésosopique (de l'ordre du miron). On pose le problème
sur un domaine D de R2, typiquement un retangle d'une longueur et d'une
largeur de plusieurs milliers de longueurs d'onde. On note ∂D son bord. On
introduit les notations suivantes
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• qe, me, la harge et la masse des életrons ;
• λ0, la longueur d'onde du laser ;
• c, la vitesse de la lumière ;
• k0 = 2πλ0 , le nombre d'onde du laser ;• ω0 = k0 c, la pulsation du laser ;
• ε0, la perméabilité du milieu ;
• Ne, la densité életronique ;
• Ni, la densité ionique ;
• Z, me, le niveau de ionisation et la masse ionique ;
• Nc, la densité ritique dénie par ω20 = Ncq2e(ǫ0me)−1 ;
• νei, la fréquene de ollision életron-ion.
Remarque la fréquene νei est proportionnelle à la densité ionique et dépend
de la température des életrons. On la onsidère généralement égale à la densité
ionique multipliée par une onstante (ou une fontion qui est onstante dans le
domaine de simulation que nous onsidérons).
Nous nous limitons dans ette étude au as où le laser est monohromatique,
'est-à-dire à λ0 xé.
1.1.1 Des équations de Maxwell à l'équation d'Helmholtz
Le faiseau laser est aratérisé par les hamps életromagnétiques que l'on
note E et B. On note également le ourant életrique J . Ces hamps peuvent être
déomposés en un hamp életrostatique et une omposante osillante rapide.
Les hamps életromagnétiques rapidement osillants satisfont les équations de
Maxwell
i)
∂
∂t
E − c2rotB + ε−10 J = 0, ii)
∂
∂t
B + rotE = 0,
iii) divE = qe
ε0
(Ni −Ne), iv) divB = 0.
Alors, en utilisant la dérivée temporelle des deux premières équations, on obtient
l'équation des ondes lassique
∂2
∂t2
E − c2∆E = −ε−10
∂
∂t
J . (1.1)
On doit oupler ela à une équation de relation de fermeture sur le ourant J
∂
∂t
J + νeiJ = q
2
e
me
NeE . (1.2)
Si νei est nul, on aurait une expression simple pour le seond membre. Si il est
non nul, on doit trouver une relation de fermeture pour le terme
∂J
∂t . Pour ela,
on remarque que νei << ω0 et que le hamp E est rapidement osillant pour la
pulsation ω0. En utilisant (1.2), une approximation grossière de J est
J ≃ − 1
ω20
∂2
∂t2
J ≃ − 1
ω20
q2e
me
Ne
∂
∂t
E .
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Don,
∂
∂t
J ≃ q
2
e
me
Ne
(
E + νei
ω20
∂
∂t
E
)
(1.3)
et l'equation des ondes (1.1) devient
∂2
∂t2
E − c2∆E + q
2
e
ε0me
NeE + q
2
e
ε0me
Ne
νei
ω20
∂
∂t
E = 0
ou enore
∂2
∂t2
E − c2∆E + ω20
Ne
Nc
E + c ν0 ∂
∂t
E = 0 avec ν0 = νei Ne
cNc
. (1.4)
Cette équation est habituellement appelée équation de Klein-Gordon amortie.
On introduit maintenant l'enveloppe temporelle des quantités osillant ra-
pidement. En notant c.c. le omplexe onjugué d'une quantité, on peut érire
E = iψe−iω0t + c.c. (1.5)
où ψ est lentement variable en temps.
En utilisant la fermeture préédente (1.3), on a
J = −
(
1− iνei
ω20
)
q2e
ω0me
Neψe
−iω0t + c.c.
De l'expression (1.5), on déduit les formules de dérivation en temps suivantes :
∂
∂t
E(t, x, y) =
(
∂
∂t
− iω0
)
ψ(t, x, y)e−iω0t,
∂2
∂t2
E(t, x, y) =
(
∂2
∂t2
− ω20 − 2iω0
∂
∂t
)
ψ(t, x, y)e−iω0t.
En insérant es développements dans (1.4), on obtient(
1
c2
∂2
∂t2
− k20 − 2i
k0
c
∂
∂t
)
ψ −∆ψ + k20
Ne
Nc
ψ + ν0
(
1
c
∂
∂t
− ik0
)
ψ = 0.
Maintenant, omme ψ est lentement variable en temps, on peut négliger ∂
2
∂t2
ψ
par rapport à
∂
∂tψ. De plus, le terme
1
c
∂
∂tψ est également négligeable omparé à
ik0ψ. A partir de (1.4), on retrouve alors l'équation de Shrödinger linéaire[
2i
k0
c
∂
∂t
+∆+ ik0ν0 + k
2
0(1−N)
]
ψ(x, y, t) = 0. (1.6)
où on a posé N = NeNc .
Remarque Si ψ est indépendante du temps, on retrouve l'équation des ondes
fréquentielle (ou Helmholtz) dont l'enveloppe ψ est solution :[
∆+ ik0ν0 + k
2
0(1−N)
]
ψ(x, y) = 0. (1.7)
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Remarque Dans le as où ψ est lentement variable en temps, on doit garder la
dérivée temporelle
∂ψ
∂t . D'un point de vue numérique, on est alors onduit après
une disrétisation impliite en temps à résoudre à haque pas de temps δt
[
∆+ 2ik0ν0 + k
2
0(1−N)
]
ψ +
2ik0
cδt
ψ =
2ik0
cδt
ψini (1.8)
où ψini est la solution au pas de temps préédent. Par rapport à (1.7), un seond
membre est ajouté à l'équation.
Dans toute la suite, on fera référene pour (1.8) au modèle Shrödinger-Helmh-
oltz (ou par abus d'ériture Helmholtz).
1.1.2 Conditions limites
Pour les équations (1.6) et (1.7), en notant eb le veteur unitaire araté-
risant la diretion de propagation du faiseau laser, on doit dans un premier
temps onsidérer la partie élairée du bord Γin déni par
Γin = {x ∈ ∂D, tel que eb.n < 0}, n, la normale sortante.
On suppose l'onde inidente ψin de la forme αineik0
√
1−Neb.x
, sahant que αin =
αin(x) est la restrition sur Γin d'une fontion régulière. La ondition entrante
sur le bord Γin est (
n.∇+ ik0
√
1−Neb.n
) (
ψ − ψin) = 0. (1.9)
Dans un seond temps, si on note la frontière Γout = ∂D−{Γin} (où eb.n ≥
0), la ondition limite sur le bord Γout s'érit(
n.∇− ik0
√
1−N
)
ψ = 0. (1.10)
Remarque Dans la suite, on onsidère aussi sur Γout des ouhes PML (per-
fetly mathed layers) du type dérit dans [21℄. Ces onditions s'insrivent dans
le adre des ouhes absorbantes.
1.1.3 Problématique
Préisons que les éhelles aratéristiques pour l'équation (1.4) sont de l'or-
dre de ω−10 'est-à-dire d'environ 10
−16
seondes et de quelques 10−5 entimètres
pour la longueur d'onde du laser.
En onsidérant les éhelles aratéristiques, on onstate que la disrétisation
de l'équation des ondes (1.4) à l'éhelle mésosopique est numériquement trop
ontraignante pour envisager la prise en ompte de grands domaines tel que D
(ou un passage en trois dimensions). Or, une disrétisation donnant des résultats
préis pour nos équations néessite au moins dix mailles par longueur d'onde.
Typiquement, pour un domaine 2D réaliste de dimensions [5000λ0 × 3000λ0],
le maillage onsidéré est omposé d'environ 1,5 milliards d'inonnus. Il n'est
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don pas raisonnable d'envisager un tel maillage. Pour s'aranhir (du moins
partiellement) de es problèmes, il est ourant dans les études d'interation la-
ser plasma d'utiliser une approhe paraxiale (ou type W.K.B.) où l'on suppose
onnue la diretion prinipale du laser. Par ontre, on montre que ette approxi-
mation n'est valide que sous des hypothèses très restritives, notamment pour
des densités ne dépassant pas 25% de la densité ritique. Notre but est de faire
ohabiter le modèle paraxial là où il est valide ave le modèle déni par l'équa-
tion (1.8) ailleurs. La situation standard est la suivante : le modèle paraxial
est valide sur environ 80% du domaine. Ailleurs, la densité életronique varie
fortement induisant ainsi le hangement de diretion de propagation du laser.
On ne résout l'équation d'Helmholtz (1.7) que dans ette zone.
Fig. 1.1  Domaine global
Rappelons que la densité ritique est la densité à partir de laquelle auune
onde életromagnétique ne peut se propager. Il est intéressant de noter que pour
les équations (1.6) et (1.8) si on a Ne ≥ Nc (ou N ≥ 1), alors es équations
ne traduisent plus un phénomène propagatif mais un phénomène d'absorption
(l'équation des ondes devient une équation elliptique). D'un point de vue phy-
sique, auune onde ne se propage. D'un point de vue numérique, on doit vérier
que si la densité est supérieure à la densité ritique, l'intensité laser devient
quasiment nulle.
On s'intéresse maintenant à l'obtention du modèle paraxial.
1.2 Approximation optique géométrique
On donne ii quelques résultats de l'optique géométrique an de bien om-
prendre la méthode paraxiale qu'on va mettre en ÷uvre. On se plae maintenant
dans la zone où il n'y a pas de forte variation de densité életronique.
L'approximation W.K.B. onsiste à érire pour l'équation (1.7)
ψ(t, x, y) ≃ u(x, y) ei k0φ(x,y) (1.11)
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et à identier, pour k0 tendant vers +∞, les fontions u et φ supposées être
lentement variables par rapport à l'espae. On vérie que :{ ∇ψ = [∇u+ ik0u∇φ] eik0φ
∆ψ =
[
∆u+ 2ik0∇φ · ∇u+ ik0u (∇ · ∇φ)− uk20 |∇φ|2
]
eik0φ
et en développant dans (1.7), on obtient alors :
∆u+ ik0 [ 2∇φ · ∇u+ u (∇ · ∇φ) + 2ν0u ]− k20u
[
|∇φ|2 − (1−N)
]
= 0.
Cette expression est un polynme en k0 à identier ave le polynme nul. Ses
diérents oeients sont don néessairement nuls. On voit ainsi que la phase
φ est solution de l'eikonale |∇φ|2 = 1 − N . On impose sur Γin la diretion de
propagation ∇φ (qui est alors elle du laser inident). D'autre part, en érivant
~K = ∇φ, u vérie l'équation d'advetion
~K∇u+ u
2
∇ · ~K + ν0u = 0
ave u = uin omme ondition sur le bord Γin représentant l'intensité du laser.
On remarque que l'énergie |u|2 satisfait
2ν0 |u|2 +∇ ·
(
~K |u|2
)
= 0.
Par ette méthode d'optique géométrique, on modélise don les phénomènes
de réfration et d'absorption mais pas la diration. Dans toute la littérature
traitant de l'interation laser plasma, les eets de diration étant prinipa-
lement transverses au laser ([1℄, [2℄, [3℄, [4℄, [5℄, [6℄, [7℄ ou [8℄), on utilise une
modélisation de es phénomènes grâe à un laplaien transverse en supposant
que la diretion de propagation du faiseau est xée. C'est e qu'on appelle l'ap-
proximation paraxiale dans laquelle on déompose la densité N en une densité
moyenne et une perturbation.
1.3 Modèle paraxial
1.3.1 Déomposition de la densité
On suppose la densité du plasma N onnue. Dans notre as, on a déni N
omme étant le rapport entre la densité életronique Ne et la densité de oupure
Nc du plasma. En pratique, la densité Ne est obtenue par la résolution de l'hy-
drodynamique du plasma dans le domaine D. La densité de oupure, quant à
elle, ne dépend que de la fréquene laser ω0. Le laser traverse une grande partie
du domaine de densité presque onstante puis entre dans la zone du plasma
où la densité varie fortement pour approher la densité de oupure Nc. On ob-
serve alors un hangement de diretion du laser due à une austique de type
pli. Dans un premier temps, remarquons que ette austique est induite par les
variations de la densité Ne traduisant les hangements de pression et densité
dans le plasma sur le domaine. Il est ensuite utile de préiser que Ne est presque
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onstante "loin" à l'entrée du domaine mais peut varier à l'intérieur d'une part
du fait de utuations dues à l'interation laser-plasma et d'autre part à l'éhelle
marosopique (à ause de l'évolution du plasma à l'éhelle hydrodynamique).
En utilisant es remarques, on déompose alors N en fontion de ses varia-
tions par la prise en ompte d'un développement asymptotique lassique. Pour
l'instant, on érit simplement :
N(x, y) = N0(x) + δN(x, y) (1.12)
où N0 est la densité homogénéisée dite moyenne, onstante ou presque, et δN
une perturbation ou utuation. On fait bien sûr l'hypothèse que la densité
moyenne est inférieure à la densité de oupure : N0 < 1.
Par la suite, on étudiera l'approximation paraxiale pour deux omportements
distints de la densité moyenne : le as où N0 est onstante puis elui lentement
variable. Notons que dans e as l'approximation paraxiale fait intervenir entre
autres un gradient transverse à l'onde dont la dénition s'avère déliate lorsque
la diretion du veteur de propagation de l'onde varie.
On se plae maintenant dans le as partiulier où la densité N0 est onstante.
1.3.2 Equation paraxiale
On appelle
~K le veteur de propagation de l'onde dans le domaine D. L'équa-
tion eikonale de l'optique géométrique se résume alors à∣∣∣ ~K∣∣∣2 = 1−N0
où on a noté
~K = ∇φ ave φ = √1−N0 ~αin . ~x où ~αin est le veteur unitaire
de propagation de l'onde laser.
On a alors
~K =
√
1−N0 ~αin.
On utilise alors la déomposition (1.12) dans l'équation d'Helmholtz (1.6) et
on obtient
2i
k0
c
∂ψ
∂t
+∆ψ + 2ik0ν0ψ + k
2
0(1−N0 − δN)ψ = 0.
On dénit alors ǫ = k−10 qui est petit par rapport aux dimensions de variation
de la densité életronique et par rapport à la taille des spekles (granularités
lumineuses d'une taille de l'ordre de 8 λ0). En multipliant par ǫ, on obtient
alors l'équation
2i
c
∂ψ
∂t
+ ǫ∆ψ + 2iν0 ψ + ǫ
−1 (1−N0 − δN)ψ = 0. (1.13)
à laquelle on assoie la ondition limite issue de (1.9) sur le bord Γin :
(ǫ
∂
∂n
+ i ~K · n)(ψ − ψin) = 0. (1.14)
Reonsidérons l'approximation W.K.B. (1.11) :
ψ(t, x, y) ≃ u(x, y) ei k0φ(x,y).
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On rappelle les formules de dérivation :
∂ψ
∂x
=
[
∂u
∂x
+ ik0u
∂φ
∂x
]
eik0φ,
∂2ψ
∂x2
=
[
∂2u
∂x2
+ 2ik0
∂φ
∂x
∂u
∂x
+ ik0u
∂2φ
∂x2
− uk20
(
∂φ
∂x
)2]
eik0φ.
On peut ainsi érire en tenant ompte de l'équation eikonale :
∆ψ =
[
∆u+ 2ik0 ~K · ∇u+ ik0u∇ · ~K − uk20(1−N0)
]
eik0φ
ou enore
∆ψ =
[
∆u+
2i ~K
ǫ
∇u+ iu
ǫ
∇ · ~K − u
ǫ2
(1−N0)
]
e
i
φ
ǫ .
En reportant ette formule dans l'équation (1.7), on obtient :
2i
c
∂u
∂t
+ ǫ∆u+ iu∇ · ~K + 2i ~K · ∇u+ 2iν0u+ ǫ−1δNu = 0.
1.3.3 Cas N0 onstant
Le veteur
~K est onstant et tel que | ~K|2 = 1−N0. On peut don érire :
2i
c
∂u
∂t
+ ǫ∆u+ 2i ~K · ∇u+ 2iν0u− ǫ−1δNu = 0. (1.15)
On modélise les eets de diration par la prise en ompte d'un laplaien
transverse. En eet, le laplaien (terme de diusion) de l'équation (1.15) est en
fateur du petit paramètre ǫ. Comme dans le as d'une équation de transport
diusion-onvetion lassique, la onvetion est don dominante dans le sens
de l'éoulement. Ii, l'éoulement est la propagation du laser dans la diretion
~K. Ce qui signie que l'on peut négliger la diusion dans la diretion ~K. En
d'autres termes,
~K · ∇u = 0. En érivant le gradient transverse :
∇⊥ = ∇−
~K( ~K · ∇)
| ~K|2
et en le omplétant par le gradient lassique, on obtient l'équation suivante :
2i
c
∂u
∂t
+ ǫ∆⊥u+ 2i ~K · ∇u+ 2iνu0 − ǫ−1δNu = 0. (1.16)
Pour la ompatibilité du modèle, on hoisit l'onde inidente de la forme
ψin = uin e
i
~K · ~x
ǫ
où uin est l'intensité du laser dénie sur le bord.
En insérant le développement (1.11) dans la ondition (1.9) et en négligeant
~K( ~K·∇)
| ~K|2 , on obtient la ondition limite pour l'équation (1.16) :
(ǫ~n · ∇⊥ + 2i ~K · n)(u− uin) = 0. (1.17)
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Remarque Dans les modèles paraxiaux (1.16) et (1.18), l'onde ne se propage
que dans la diretion du veteur
~K. Le ouplage ave le modèle plus général
(1.13) ne se fait don que par la prise en ompte de la ondition limite (1.9)
dans e dernier ave
ψin = uin ei
~K·~x
ǫ
où uin est la restrition de la solution u sur le bord entrant.
1.3.4 Cas général
On s'intéresse maintenant au as où la densité moyenne N0 est lentement
variable. De même que préédemment , on peut négliger
~K( ~K·∇)
| ~K|2 devant ∇⊥ et
on peut alors érire :
2i
c
∂u
∂t
+ ǫ∆⊥u+ iu∇ · ~K + 2i ~K · ∇u+ 2iν0u− ǫ−1δNu = 0. (1.18)
On assoie à l'équation (1.18) la ondition aux limites (1.17). On rappelle
que la diretion de propagation du laser est supposée onnue. Ainsi, l'appliation
de la méthode d'approximation paraxiale néessite la résolution de l'équation
eikonale an d'obtenir l'expression du veteur
~K. Si on ne faisait pas d'hy-
pothèse, 'est un problème diile. Dans notre as, on peut faire deux types
d'hypothèses pour le omportement de la densité. Premièrement, on suppose
que ~αin est parallèle à x et que N0 est seulement fontion de la variable x qui
est une diretion du parallélépipède. On hoisit alors N0 omme la moyenne de
Ne dans la diretion transverse à la propagation :
N0(z) =
∫
Ne(x, x⊥)
L
dz⊥
où L est la longueur du laser sur laquelle on fait l'approximation.
Dès lors, l'équation (1.18) se formalise omme suit :
2i
c
∂u
∂t
+ ǫ∆⊥u+ iu
∂K
∂x
+ 2iK
∂u
∂x
+ 2iν0u− ǫ−1δNu = 0.
C'est l'équation lassique (voir Berger (1998)).
Un autre as partiulier onsiste à onsidérer seulement que N0 ne varie que
suivant une diretion, par exemple x. On montre que la solution de l'équation
eikonale est : {
K1(~x) = (1−N0(~x)− |Kin2 |2)1/2,
K2(~x) = K
in
2 .
où on a noté le veteur
~Kin = k0
√
1−Neb. Comme ∇φ = (1−N0)~αin sur ∂D,
on a don Kin2 = (1−N0)~αin2 . C'est l'équation dite paraxiale oblique [37℄.
1.4 Couplage ave le modèle Hydrodynamique
Dans tout e qui suit, on suppose être dans un plasma quasi-neutre, e qui
se traduit par l'approximation suivante
Ne = ZNI .
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On redénit ainsi la densité életronique adimensionnée
N =
Z
Ne
NI .
On peut obtenir diérents modèles en ouplant les équations (1.7), (1.6), (1.16)
ou enore (1.18) ave un système Euler lassique suivant le domaine de validité
des équations. Les inonnues sont alors : le hamp laser ψ ou u, la densité N et
la vitesse ionique U . Ces inonnues satisfont
∂
∂t
N +∇(NU) = 0, (1.19)
∂
∂t
(NU) +∇(NUU) + c2s∇N = Fp (1.20)
où on a noté Fp la fore de ouplage dite pondéromotrie. On prend pour notre
modèle
Fp = −Nγp∇|ψ|2
où le oeient γp =
Zq2e
4memiω20
est onstant et la vitesse du son cs est également
onstante ou fontion de N .
1.5 Remarque préliminaire sur la taille mémoire
On s'intéresse à une modélisation en 2D. Notre domaine d'étude réaliste est
une boîte d'une longueur de 1500µm pour une hauteur de 1000µm ave un prol
de densité omprenant un plateau où N est pratiquement onstant puis N roît
jusqu'à la valeur égale à un près du bord de sortie. On met ii en évidene les
ontraintes numériques d'une résolution sur un tel domaine.
1.5.1 Zone paraxiale
Le domaine est restreint à un retangle d'une hauteur de 1000 µm pour
une largeur de 1200 µm. Le plasma est sous-dense dans e domaine. On résout
sur e domaine l'équation Shrödinger paraxiale. On hoisit d'appliquer une
propagation oblique de l'onde en entrée du domaine ave un angle de faible
inidene. On hoisit alors un pas régulier de disrétisation h = λ0. A titre
indiatif, on obtient ainsi un maillage d'environ dix millions de noeuds. En
onsidérant un odage numérique sur huit otets, le veteur solution obtenu sur
e maillage ouperait environ 160 Mo.
1.5.2 Zone Helmholtz
Le domaine onsidéré est un retangle d'une hauteur de 1000 µm pour une
largeur de 300 µm ontenant la austique. L'équation paraxiale n'est plus va-
lide. En eet, la densité du plasma varie fortement induisant des hangements
de diretion du faiseau laser. On résout alors l'équation d'Helmholtz. D'une
manière lassique, on hoisit un pas de disrétisation de 10 noeuds par longueur
d'onde. On obtient don un maillage omposé d'environ 250 millions de noeuds.
Cela représente un enombrement mémoire d'environ 4 Go.
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1.6 Stratégie de résolution
Nous entrons par la suite notre travail sur la résolution de l'équation d'Helmh-
oltz (1.7). En eet, les eorts néessaires à la résolution de e problème sont
énormes en omparaison de eux requis pour la partie sous-dense. On envisage
don l'utilisation d'un solveur rapide type Rédution Cylique pour la partie
Helmholtz. Evidemment, la rapidité d'un tel solveur néessite de fortes pro-
priétés algébriques. Ii, la propriété à obtenir est la symétrie de l'opérateur. Les
autres propriétés fondamentales sont garanties par le shéma de disrétisation.
On présente ii les diérents problèmes et la manière de s'adapter.
1.6.1 Couhes absorbantes
L'idée générale d'utilisation des ouhes absorbantes lassiques est d'aoler
au domaine de propagation une ne ouhe dans laquelle on génère un mé-
anisme d'absorption. De manière naturelle, il est possible que e méanisme
respete la physique du problème. Par exemple, on rajoute un domaine absor-
bant par la prise en ompte d'un oeient d'absorption dans le problème étant
nul dans le domaine et de prol exponentiel dans les ouhes d'absorption. L'idée
introduite par Berenger [21℄ pour les ouhes PML est de générer de l'absorption
par un phénomène non physique.
Le modèle PML peut être obtenu à partir du modèle général
−∆u− ω2u = f (1.21)
en faisant le hangement de variable
y → y + 1
iω
∫ y
0
σ(ξ) d'où
∂
∂y
→
(
1 +
σ
iω
)−1 ∂
∂y
où σ est une fontion d'amortissement à prol exponentiel traduisant l'eet des
ouhes PML. Cei entraîne le hangement dans l'opérateur Laplaien
∆→
(
1 +
σ
iω
)−1 ∂
∂y
(
1 +
σ
iω
)−1 ∂
∂y
+
∂2
∂x2
.
Préisons que σ est nulle hors des ouhes PML. On résout don le problème
modèle hors des ouhes PML et un problème modié dans les ouhes PML.
Les avantages de ette méthode sont la simpliité d'implémentation et l'ab-
sene de réexion aux interfaes. Toutefois, la perte de propriétés de l'opérateur
diérentiel empêhe l'utilisation de solveur rapide. En eet, en diérenes nies,
les ouhes PML font perdre la séparabilité du problème ou sa symétrie. La dé-
omposition de domaine est don une alternative pour isoler les perturbations
dues aux ouhes PML et pour utiliser en même temps un solveur rapide sur
la très grande partie du domaine. Notons Ω ⊂ D le domaine retangulaire dans
lequel l'approximation paraxiale n'est plus valide. Dans notre as, le faiseau se
propage jusqu'à la zone de austique. Dès lors, le faiseau dévie de sa trajetoire
et ressort par le haut ou le bas du domaine. Un fort dépt d'énergie se fait dans
la ourbure de la trajetoire. Dans es onditions, on plae les ouhes PML
en haut et en bas du domaine. Pour onner les problèmes engendrés par les
ouhes, une déomposition de domaine est l'outil idéal.
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Ω
PML
PML
Fig. 1.2  Domaine global
1.6.2 Solveur Rapide
Il est ruial de remarquer que la déomposition
N(x, y) = N0(x) + δN(x, y)
permet d'isoler le traitement du système linéaire assoié à la disrétisation du
problème
[
2ik0
c∆t
+∆+ 2ik0ν0 + k
2
0(1−N0)]ψ = f dans Ω. (1.22)
Or, la matrie assoiée à e problème est séparable, 'est-à-dire que l'on peut
l'érire sous la forme
A =

B I
I B I
I B
.
.
.
.
.
.
.
.
.
 .
La matrie B de taille (nx × nx) est à un oeient additif près assoiée à la
disrétisation de
∂
∂x2
+ 2ik0ν0 + k
2
0(1−N0).
La résolution du système linéaire peut se faire grâe à une tehnique de rédu-
tion ylique. Notons que l'on ne peut pas intégrer les ouhes PML ni le terme
δN ar ela détruirait le aratère séparable du problème. On va utiliser une
tehnique de déomposition de domaine de type Shwarz (ii ave reouvrement)
pour résoudre le problème global et au ours de la méthode itérative, on imbrique
le traitement du δN . Shématiquement, sans tenir ompte des problèmes liés
au reouvrement, en notant AH et AB les matries de disrétisation dans les
14
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ouhes PML ; AI la matrie de disrétisation de la zone interne ; C1, C2, C3
et C4 les matries de ouplage entre les ouhes PML et la zone interne ; δ la
matrie diagonale orrespondant au terme δN , on doit résoudre le système du
type suivant  AH C1 0C2 AI + δ C3
0 C4 AB
 .
La méthode itérative hoisie sera une méthode de Krylov type GMRES. En
eet, es méthodes sont très bien adaptés au proédé de déomposition de do-
maine. On obtient notamment de bien meilleurs résultats qu'ave des méthodes
lassiques type Gauss-Seidel. Ces méthodes sont fortement onditionnées par
le spetre de la matrie à inverser. L'expériene montre leur eaité ave une
stratégie de préonditionnement, qui pour nous sera assoiée à AH AI
AB
 .
1.7 Résumé
Pour résumer, le problème d'interation laser-plasma revient à faire ohabiter
un modèle hydrodynamique ave un ou plusieurs modèles de propagation. Dans
un premier temps, on reherhe la densité N et la vitesse ionique U en résolvant
le système (1.19), (1.20) déni par
∂
∂t
N +∇(NU) = 0
et
∂
∂t
(NU) +∇(NUU) + c2s∇N = Fp.
On déompose la densité en posant (1.12)
N(x, y) = N0(x, y) + δN(x, y).
On peut ensuite oupler plusieurs modèles de propagation laser en fontion de
leur domaine de validité. Dans le adre général, on utilise le modèle (1.13) basé
sur l'équation de Shrödinger
2i
c
∂ψ
∂t
+ ǫ∆ψ + 2iν0 ψ + ǫ
−1 (1−N0 − δN)ψ = 0.
On y assoie la ondition limite entrante (1.9)(
n.∇+ ik0
√
1−Neb.n
) (
ψ − ψin) = 0.
En sortie de boîte (à droite), on distingue deux as. Premièrement, si N < 1
(as sous-ritique), on assoie la ondition sortante (1.10)(
n.∇− ik0
√
1−N
)
ψ = 0.
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Deuxièment, si N ≥ 1 (as sur-ritique), l'équation devient loalement elliptique
et une ondition de Neuman
∂ψ
∂n = 0 est susante.
Dans le adre d'une propagation paraxiale, on utilise l'approximation (1.11)
ψ(~x) ≃ u(~x) ei ~K·~xǫ .
On impose la diretion de propagation suivant le veteur
~K. Dans e as, la
densité doit être onstante ou quasi-onstante. Dans le as N0 onstant, on
alule l'enveloppe laser u en utilisant le modèle (1.16)
2i
c
∂u
∂t
+ ǫ∆⊥u+ 2i ~K · ∇u+ 2iνu0 − ǫ−1δNu = 0.
Dans le as N0 quasi-onstant, on utilise le modèle paraxial (1.18)
2i
c
∂u
∂t
+ ǫ∆⊥u+ iu∇ · ~K + 2i ~K · ∇u+ 2iν0u− ǫ−1δNu = 0.
On y assoie la ondition limite (1.17)
(ǫ~n · ∇⊥ + 2i ~K · n)(u− uin) = 0
en entrée de boîte (à gauhe).
En haut et en bas du domaine, on mettra des ouhes absorbantes PML
pour le modèle paraxial [20℄, [8℄ et le modèle Helmholtz [21℄.
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On s'intéresse dans ette partie à la disrétisation des diérents modèles de
propagation et hydrodynamique. A haque pas de temps [tn, tn + δt], on doit
résoudre suessivement le système hydrodynamique (1.19), (1.20), l'équation
paraxiale (1.16) ou (1.18) puis l'équation Shrödinger linéaire (ou Helmholtz)
(1.13).
Les éhelles aratéristiques sont très diérentes suivant les modèles. Cei
nous amènera alors à onsidérer dans une première partie une omposition de
maillages de pas de disrétisation diérents adaptés aux grandeurs. Les shémas
utilisés dans le ode HERA [19℄ seront ensuite présentés. Dans une dernière par-
tie, la disrétisation des onditions limites pour l'équation (1.13) sera abordée.
En partiulier, nous mettrons en évidene la néessité d'une grande préision
dans es onditions an d'éviter la réexion des ondes sortantes aux bords. Une
étude de la ondition de ouplage Paraxial-Helmholtz sera également eetuée.
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Enn, nous étudierons d'un point de vue algébrique une ondition d'interfae
type Robin dans le adre d'une déomposition de domaine.
2.1 Maillages et interpolation
Les longueurs aratéristiques des grandeurs onsidérées sont très diérentes
suivant les modèles. Typiquement, un pas de disrétisation susant du domaine
D pour le modèle paraxial (1.16) ou (1.18) est de l'ordre de la longueur d'onde
ar on ne onsidère que l'enveloppe laser. Par ontre, pour le modèle (1.13), on
modélise la solution osillante du phénomène de propagation dans le domaine
Ω ⊂ D. Un pas de disrétisation satisfaisant est alors une petite fration lon-
gueur d'onde. On onsidère ainsi deux maillages artésiens de type diérenes
nies pour les diérents modèles. Le premier dit grossier d'un pas d'espae ty-
piquement de l'ordre de la longueur d'onde pour les modèles hydrodynamique
et paraxial et un seond dit n d'un pas de l'ordre du dixième de la longueur
d'onde pour le modèle Shrödinger linéaire.
Laser
Maillage fluide grossier
Maillage Helmholtz fin
Fig. 2.1  Maillages n et grossier
La densité et le hamp laser sont dénis sur le maillage grossier au entre des
mailles. En partiulier, la fore pondéromotrie du système (1.19) est dénie au
entre des mailles. Le hamp laser sur le maillage n est déni quant à lui aux
n÷uds sur le maillage n. On passe le hamp laser du maillage n au maillage
grossier en moyennant. On passe la densité du maillage grossier au maillage n
par interpolation linéaire lassique.
Fig. 2.2  Maillage n Helmholtz vers maillage grossier uide
18
2.2. Modèle hydrodynamique
Fig. 2.3  Maillage grossier uide vers maillage n Helmholtz
D'un point de vue pratique, la densité dénie sur D est obtenu par le mo-
dèle hydrodynamique sur le maillage grossier. Le hamp laser est obtenu par le
modèle paraxial sur le domaine D\Ω et le modèle Shrödinger-Helmholtz sur le
domaine Ω. Pour e dernier point, il faut passer la densité du maillage grossier
au maillage n. Après le alul, le hamp laser doit être passé sur le maillage
grossier uide pour permettre le alul de la fore pondéromotrie.
Par la suite, on note ∆x le pas de disrétisation dans la diretion x du
maillage grossier et δx la pas du maillage n. Ces pas sont hoisis omme une
fration de la longueur d'onde et au niveau de l'interfae, on les fait oïnider.
C'est un ritère arbitraire qui rend le ode plus souple.
2.2 Modèle hydrodynamique
Pour le système hydrodynamique, un shéma expliite de type Euler-Lagr-
ange peut par exemple être utilisé. Dans l'étape Lagrange, on peut utiliser un
shéma lassique de Godunov pour évaluer les valeurs intermédiaires de la den-
sité et la vitesse. La fore pondéromotrie est prise en ompte par une disré-
tisation entrée standard. Après ela, une tehnique de projetion du seond
ordre ave limiteur de VanLeer pour la partie advetive (voir [19℄).
2.3 Modèle paraxial
On s'intéresse maintenant à la résolution de l'équation paraxiale (1.18). On
hoisit y la diretion transverse et on note uni,j l'évolution de u au temps t
n = nδt
et aux positions xi = i∆x et yj = j∆x. On s'intéresse à une méthode de pas
frationnaires proposée par R. Sentis [3℄. S'il y avait uniquement un phénomène
propagatif, 'est-à-dire si on avait simplement à traiter l'opérateur d'advetion
(1c
∂
∂t +K
∂
∂x + ν0), on utiliserait un shéma en temps impliite et on aurait les
valeurs uni,j au temps t
n
pas à pas à partir de l'origine x = 0. Ii, on eetue
un splitting de l'équation (1.18) en fontion de la variable x. On passe de uni,j à
un+1i,j en passant par l'intermédiaire u˜
n
i,j.
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Première étape : l'advetion
On traite dans ette étape les termes d'advetion, de modiation du ve-
teur de propagation, ainsi que eux représentant l'absorption du faiseau par le
plasma. On suppose onnaître les valeurs uni,j et on a à résoudre entre xi et xi+1
l'équation d'advetion
1
c
∂u
∂t
+ ~K · ∇u+
(
1
2
∇ · ~K + ν0
)
u = 0.
Notons µi+1/2 =
1
2(ν0,i + ν0,i+1) + (Ki+1 +Ki)/2∆x. On peut aluler u˜
n
i,j par
un shéma lassique upwind en la variable x
1
c
uni,j − un−1i,j
δt
+ ~Ki
u˜ni+1,j − uni,j
∆x
+
µi+1/2
4
(uni,j + u˜
n
i+1,j) = 0.
Toutefois, l'expériene numérique montre que ette méthode entraîne une perte
d'énergie laser. On s'intéresse alors à une méthode indirete posée sur le module
et l'argument de u. On pose u = |u|.Z ave Z = eiθ. On peut alors érire
Z
[
1
c
∂|u|
∂t
+ ~K · ∇|u|+
(
1
2
∇ · ~K + ν0
)
|u|
]
+ |u|
[
∂Z
∂t
+ ~K · ∇Z
]
= 0.
Puis, on sinde en deux l'équation
1
c
∂|u|
∂t
+ ~K · ∇|u|+
(
1
2
∇ · ~K + ν0
)
|u| = 0,
∂Z
∂t
+ ~K · ∇Z = 0.
Cei peut aussi se mettre sous la forme
1
c
∂|u|2
∂t
+ ~K · ∇|u|2 +
(
∇ · ~K + 2ν0
)
|u|2 = 0,
∂Z
∂t
+ ~K · ∇Z = 0.
Pour la résolution de e système, on utilise un shéma upwind par rapport à la
variable x. On obtient alors{
η(|uni,j |2 − |un−1i,j |2) + (|u˜ni+1,j |2 − |uni,j |2) +
µi+1/2
2Ki+1/2
(|u˜ni+1,j |2 − |uni,j |2) = 0
η(Zni,j − Zn−1i,j ) + (Z˜ni+1,j − Zni,j) = 0
ave η = ∆xcKδt et µi =
1
2∇ ·Ki + ν0. Finalement, on obtient
|u˜ni+1,j |2 =
(
|uni,j |2(1− η −
µi+1/2∆x
2Ki
+ η|un−1i,j |2
)(
1 +
µi+1/2∆x
2Ki
)−1
et pour la partie sur l'argument
Z˜ni+1,j = (1− η)Zn+1i,j + ηZni,j .
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Deuxième étape : la diration (Cas de l'inidene normale)
On traite ensuite le phénomène de diration via l'opérateur Laplaien trans-
verse et le terme de réfration non-linéaire permettant la prise en ompte de
l'évolution de la densité. Maintenant que u˜ni+1,∗ est obtenue, il y deux manières
d'obtenir uni+1,∗ en résolvant
ǫ∆⊥u+ 2i ~K · ∇u+ 2iν0u− ǫ−1δNu = 0.
Une première possibilité est la disrétisation de l'opérateur Laplaien trans-
verse par une tehnique de Crank-Niholson
K
uni+1,j−u˜ni+1,j
∆x =
iǫ
4
(
(∆⊥u˜ni+1)j + (∆⊥u
n
i+1)j
)
− c iǫ−14 (δN)i+1/2
(
u˜ni+1,j + u
n
i+1,j
)
,
où (∆⊥uni+1)j est ii la disrétisation de l'opérateur Laplaien transverse
unj+1 − 2unj + unj−1
∆y2
.
On peut d'ailleurs utiliser des approhes type ouhes PML sur les bords trans-
verses (voir [20℄).
Une deuxième approhe onsiste à utiliser une formulation analytique pour
traiter le terme
i
2ǫδN et une méthode spetrale pour l'opérateur Laplaien trans-
verse. Plus préisément, si on note TF (ui)(ξ) la transformée de Fourier dans la
diretion transverse de la fontion ui(y) et ξ la variable de Fourier orrespon-
dant, on pose simplement
uˆ(ξ) = exp
(
−i ξ
2ǫ
2K
∆xTF (u˜ni+1)
)
(ξ)
et
uni+1 = exp
(
−iǫ
−1
2K
(δN + 2iν0)i+1/2∆x
)
T −1F (uˆ).
D'un point de vue numérique, on utilise la transformée de Fourier rapide (FFT)
et inverse pour TF etT −1F .
Remarque Dans le as de l'inidene oblique, e traitement en Fourier se gé-
néralise [36℄.
2.4 Modèle Helmholtz
On présente maintenant le shéma numérique utilisé pour la résolution de
l'équation (1.13). Comme préédemment, l'évolution de ψ au temps tn = nδt
et aux positions xi = iδx est notée ψ
n
i,j pour 1 ≤ i ≤ nx et yj = jδx pour
1 ≤ j ≤ ny. En utilisant le shéma lassique à inq points, l'équation (1.13) se
disrétise omme
2i
c
ψni,j
δt
+ ǫ
[
ψni+1,j − 2ψni,j + ψni−1,j
δx2
+
ψni,j+1 − 2ψni,j + ψni,j−1
δy2
]
+ 2iν0 ψ
n
i,j + ǫ
−1 (1−N0 − δN)ψni,j
= 2ic
ψn−1i,j
δt
.
(2.1)
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On onnaît l'importane des onditions de sortie dans les problèmes de propa-
gation d'ondes. En eet, les problèmes de réexion d'ondes en sortie de domaine
peuvent dégrader la solution sur tout le domaine. A l'heure atuelle, la référene
en la matière est la tehnique des ouhes absorbantes PML [21℄. En pratique, on
plae es ouhes d'une épaisseur de quelques longueurs d'onde dans la traje-
toire du faiseau laser pour borner artiiellement le domaine. Dans les ouhes
PML, l'opérateur Laplaien se disrétise omme
ψni+1,j − 2ψni,j + ψni−1,j
δx2
+ aj
aj+1/2(ψ
n
i,j+1 − ψni,j)− aj−1/2(ψni,j − ψni,j−1)
δy2
où aj+1/2 =
aj+1+aj
2 ave aj =
iω
iω+σj
.
L'impat des ouhes se traduit par la perte loale de la symétrie de l'opéra-
teur. Dans notre as, les variations des utuations δN font également perdre
la séparabilité du problème.
Dans le as sous-ritique (N < 1 en sortie de boîte, à droite), il est intéres-
sant d'améliorer la qualité de la ondition lassiques d'onde sortante (1.10)(
ǫ
∂
∂n
− i√1−N
)
ψ = 0.
On montrera également l'intérêt d'améliorer la ondition entrante (1.9)(
ǫ
∂
∂n
+ i
√
1−Neb.n
)(
ψ − ψin) = 0.
On présentera tout d'abord omment es onditions s'obtiennent et omment
être plus préis au niveau ontinu en utilisant la théorie des onditions absor-
bantes [18℄. Au niveau disret, on étudiera en partiulier une montée en ordre
de la disrétisation de la dérivée normale. Une étude numérique sera eetuée
pour omparer les diérentes approhes entreprises.
Remarque On parle de ondition de sortie pour les onditions limites en sortie
de boîte à droite. De plus, on plae des onditions absorbantes PML en sortie
de boîte en haut et en bas.
2.4.1 Préliminaires algébriques
On onsidère le maillage n Helmholtz régulier du domaine Ω. On numérote
les points de disrétisation de manière naturelle qui onsiste à numéroter de
gauhe à droite et de haut en bas.
En posant δN = 0, la matrie de disrétisation assoié au shéma (2.1)
s'érit alors 
Bb −T
−T A −T
.
.
.
.
.
.
.
.
.
−T A −T
−T Bh
 (2.2)
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Ω
PML
PML
Fig. 2.4  Domaine
où les matries Bh et Bb ontiennent les ouhes PML et ne sont pas symétri-
ques.
Sans tenir ompte des ouhes PML, on obtient une matrie arré symétrique
(non hermitienne) de dimension nx × ny. La matrie T ∈ Rnx×nx est diagonale
et A ∈ Cnx×nx est tridiagonale et s'érit
A = −ǫ2(M∆ +MCL)−M1−N
où en notant h = δxδy
M∆ =
1
δx2

−1− 2h2 1
1 −2(1 + h2) 1
.
.
.
.
.
.
.
.
.
1 −2(1 + h2) 1
1 −1− 2h2

et
M1−N =

1−N1
1−N2
.
.
.
1−Nnx
 .
On a noté MCL la matrie des onditions limites que l'on expliitera par la suite
ainsi que la matrie T .
2.4.2 Cas test : la fontion d'Airy
Le as test fondamental est d'obtenir la fontion onnue d'Airy dans le as
où la densité varie linéairement jusqu'à la densité ritique. En eet, ette fon-
tion est solution du problème d'Helmholtz en une dimension omplétée par une
ondition d'onde entrante. Dans e as, sur la frontière du oté où la densité N
est supérieure à 1, on peut prendre la ondition au bord
∂ψ
∂n = 0.
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Pour mémoire, la fontion d'Airy au arré est
Fig. 2.5  Fontion d'Airy au arré
L'onde se propage jusqu'à la austique. A partir de ette frontière, auune
onde életromagnétique ne peut se propager. L'onde se rééhit don et se pro-
page dans le sens inverse en déphasée. Une forte énergie apparaît sur la aus-
tique. Une omparaison est eetuée ii entre un as 1D et une oupe d'un as
2D. Pour ela, on résout l'équation (1.13) ave la ondition entrante (1.9) pour
un laser d'une longueur d'onde λ0 = 0.351µm sur un domaine d'une dizaine de
longueurs d'onde dans haque diretion ave un ritère de disrétisation de 20
points par longueur d'onde.
Nos résultats numériques sont les suivants
Fig. 2.6  Coupe d'un as 2D omparée à la solution 1D
Fig. 2.7  Cas test 2D
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2.5 Condition limite absorbante
On se replae dans le as où la densité N est toujours stritement inférieure
à la densité ritique. Un bref rappel est fait sur la théorie des onditions absor-
bantes [18℄. On se plae dans le adre théorique d'étude de la propagation d'une
onde dans un domaine qui est tronqué à partir d'une frontière vertiale Γ xée
en x = 0. On veut alors trouver l'expression d'une ondition limite sur Γ qui
soit la plus transparente possible pour l'onde traversant la frontière.
Fig. 2.8  Limite transparente
On onsidère l'opérateur d'Helmholtz L général dans le as stationnaire et
sans absorption déni par
L(u) := (−ǫ2∆− (1−N)) (u) = f dans Ω. (2.3)
On s'intéresse au as L(u) = f où le support de f est inlus dans le demi plan
{x < 0}.
On herhe à érire l'opérateur L omme une omposition d'opérateurs pro-
pageant les ondes dans des sens opposés. On érit alors
L = −
(
ǫ
∂
∂x
+ Λ
)(
ǫ
∂
∂x
− Λ
)
= −ǫ2 ∂
2
∂x2
+ Λ2
e qui implique que
Λ2 = −ǫ2 ∂
2
∂y2
− (1−N).
En appliquant une transformée de Fourier en y de variable ξ, on a
TF (Λ2) = Λˆ2 = −(1−N) + (ǫξ)2
et don
Λˆ = ±
√
−(1−N) + (ǫξ)2 = ±i√1−N
√
1− (ǫξ)
2
(1−N) .
On hoisit
Λˆ = i
√
1−N
√
1− (ǫξ)
2
(1−N) .
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Préisons que ǫ ∂∂x − Λ (resp. ǫ ∂∂x + Λ) est l'opérateur de propagation vers la
gauhe (resp. droite). Ainsi, on résout
−
(
ǫ
∂
∂x
− T −1F
(
Λˆ
))(
ǫ
∂
∂x
+ T −1F
(
Λˆ
))
u = 0 dans {x ≥ 0}.
Si on s'intéresse à la partie {x ≥ 0}, auune onde ne provient de l'inni. Soit
w =
(
ǫ
∂
∂x
+ T −1F
(
Λˆ
))
u
on vérie don 
(
ǫ
∂
∂x
− T −1F
(
Λˆ
))
w = 0 dans {x ≥ 0}
w = 0 en +∞
e qui donne w = 0.
La ondition limite adaptée est donǫ ∂
∂x
+ T −1F

i
√
1−N
√
1− (ǫξ)
2
(1−N)
u = 0 sur Γ.
On l'appelle ondition limite absorbante exate.
Par ontre, on remarque que Λˆ n'est pas un polynme en ξ à ause de
la raine arré. Ce n'est don pas le symbole d'un opérateur diérentiel loal
dans le domaine réel. On onstruit alors diérentes approximations du terme√
1− (ǫξ)2/(1 −N). En eetuant un développement à l'ordre zéro, on a√
1− (ǫξ)
2
(1−N) ≃ 1.
On trouve alors la ondition limite lassique suivante(
ǫ
∂
∂x
+ i
√
1−N
)
u = 0 sur Γ. (2.4)
Ave un développement d'ordre deux, on obtient√
1− (ǫξ)
2
(1−N) ≃ 1−
(ǫξ)2
2(1 −N) .
On obtient alors une deuxième ondition limite plus préise en ontinu(
ǫ
∂
∂x
+ i
√
1−N − iǫ
2
2
√
1−N
∂2
∂y2
)
u = 0. sur Γ (2.5)
On dispose maintenant de deux sortes de onditions limites à omparer. Préis-
ons que es onditions sont adaptées aux ondes planes traversant suivant la
normale.
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2.6 Disrétisation de la ondition limite lassique
On s'intéresse ii et dans la suite à la disrétisation de la ondition suivante.
Que ela soit pour la ondition entrante dansle as où g 6= 0 ou sortante dans
le as où g = 0 (ondition (2.4))(
ǫ
∂
∂x
+ i
√
1−N
)
ψ = g
sur une frontière vertiale. On se propose ii d'augmenter l'ordre de disrétisa-
tion de la dérivée normale pour obtenir un gain de préision. On souhaite ainsi
limiter la réexion des ondes aux bords, y ompris pour les ondes arrivant ave
un angle d'inidene. Cei s'applique aux bords sortant mais aussi entrant.
M
ailles Fantom
es
j+1
j
j−1
i−1 i i+1
Γ
Ω
^
Fig. 2.9  Bord
On indie par i+ 1 les mailles fantmes du domaine. On rappelle l'ériture
du shéma (2.1)
−ǫ2
[
ψi+1,j − 2ψi,j + ψi−1,j
δx2
+
ψi,j+1 − 2ψi,j + ψi,j−1
δy2
]
− (1−Ni)ψi,j = fi,j.
2.6.1 Résultats numériques 1D préliminaires
On présente dans un premier temps un as 1D très simple permettant de se
donner une idée laire du gain engendré par une montée en ordre sur la dérivée
normale. Le as onsidéré est la propagation d'un faiseau d'un longueur d'onde
λ0 = 0.351µm dans un plasma sous-dense de densité onstante N = 0.1 ave
ondition de reexion en x = xf .
ǫ2
∂2ψ
∂x2
+ (1−N)ψ = 0 sur [0, xf ],
ǫ
∂ψ
∂x
+ i
√
1−Nψ = g en x = 0,
∂ψ
∂x
= 0 en x = xf ,
(2.6)
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où xf = 10λ0. On a noté le seond membre g = ǫ
∂ψin
∆x + i
√
1−Nψin où la
donnée au bord ψin = ainei
√
1−Nx/ǫ
et ain = 1.
La solution attendue est un faiseau dont l'intensité (qui est le arré de la
norme de la solution) est onstante et égale à la valeur 1. On présente dans
les setions suivantes les résultats obtenus pour un as ave la dérivée normale
disrétisée à l'ordre un et un as ave l'ordre deux. On eetue une première
omparaison à dix points par longueur d'onde puis à inquante points par lon-
gueur d'onde.
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Fig. 2.10  Ordre un, λ0/10
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Fig. 2.11  Ordre un, λ0/50
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Fig. 2.12  Ordre deux, λ0/10
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Fig. 2.13  Ordre deux, λ0/50
Toutes les solutions obtenues sont osillantes. Cela est dû d'une part au
aratère osillant intrinsèque à l'onde et d'autre part à la réexion de l'onde
sur le bord sortant. Plus le nombre de point par longueur d'onde est impor-
tant, meilleure est l'approximation de l'osillation mais aussi la qualité de la
disrétisation de la dérivée normale.
Le gain de la montée en ordre est agrant. Ave une disrétisation de la
dérivée normale à l'ordre deux et à dix points par longueur d'onde, la préision
est meilleure qu'ave une disrétisation à l'ordre un et inquante point par lon-
gueur d'onde. Un résultat intéressant est la rédution signiative de l'intensité
maximale pour haun des diérents as en fontion du nombre de points par
longueur d'onde et de la montée en ordre.
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Fig. 2.14  Amplitude en fontion de la disrétisation
2.6.2 Dérivée normale à l'ordre un
En utilisant l'approximation à l'ordre un (A.5), on disrétise la ondition
(2.4) omme suit
ǫ
[
ψi+1,j − ψi,j
δx
]
+ i
√
1−Niψi,j = gi,j .
On isole alors les points fantmes du maillage
ψi+1,j = ψi,j +
δx
ǫ
[
gi,j − i
√
1−Niψi,j
]
an de les éliminer dans le shéma (2.1) posé à la frontière, e qui donne
− ǫ2
[
ψi−1,j − ψi,j
δx2
+
ψi,j+1 − 2ψi,j + ψi,j−1
δy2
]
− (1−Ni)ψi,j + iǫ
δx
√
1−Niψi,j = fi,j + ǫ
δx
gi,j
(2.7)
pour 1 ≤ j ≤ ny.
Cette ondition, lassique pour la résolution de l'équation d'Helmholtz, peut
être utilisée en entrée et sortie du domaine. Dans e as, on a
MCL = − i
ǫδx
(√
1−N1δ1 +
√
1−Nnxδnx
)
où on a noté δi la matrie de taille nx×nx dont le ième oeient de la diagonale
vaut un et zéro partout ailleurs. On a également
T = − ǫ
2
δy2
I
où I est la matrie identité de taille nx × nx.
2.6.3 Dérivée normale à l'ordre deux
On utilise ii la disrétisation de la dérivée normale à l'ordre supérieur (A.8).
La ondition limite (2.4) s'érit
ǫ
[
ψi+1,j − ψi,j
δx
+
δx
2
(
fi,j +
∂2ψ
∂y2
∣∣∣∣
i,j
+
(1−Ni)
ǫ2
)]
+ i
√
1−Niψi,j = gi,j
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et don
ψi+1,j = ψi,j − δx
2
2
(
fi,j +
∂2ψ
∂y2
∣∣∣∣
i,j
+
(1−Ni)
ǫ2
)
+
δx
ǫ
[
gi,j − i
√
1−Niψi,j
]
.
Après insertion dans (2.1), on a
− ǫ2
[
ψi−1,j − ψi,j
δx2
+
1
2
ψi,j+1 − 2ψi,j + ψi,j−1
δy2
]
− (1−Ni)
2
ψi,j +
iǫ
δx
√
(1−Ni)ψi,j = fi,j
2
+
ǫ
δx
gi,j .
(2.8)
Remarquons que si on disrétise la ondition limite au bord sans l'insérer
dans le shéma (2.1), on a alors
∂ψ
∂x
∣∣∣∣
i,j
=
ψi,j − ψi−1,j
δx
− δx
2
(
fi,j +
∂2ψ
∂y2
∣∣∣∣
i,j
+
(1−Ni)
ǫ2
)
et la ondition limite se disrétise omme
ǫ
ψi,j − ψi−1,j
δx
− ǫδx
2
[
fi,j +
ψi,j+1 − 2ψi,j + ψi,j−1
δy2
+
(1−Ni)
ǫ2
ψi,j
]
+
iǫ
δx
√
1−Niψi,j = gi,j .
En multipliant par
ǫ
δx , on retrouve (2.8). En eet, la ondition limite est d'ordre
deux (omme le shéma) et tient ompte de la dérivée transverse.
Si on utilise ette ondition limite en entrée et en sortie, on a alors
MCL = − i
ǫδx
(√
1−N1δ1 +
√
1−Nnxδnx
)
+
1
δy2
(δ1 + δnx)−
1
2ǫ2
M1−N
et
T =
ǫ2
δy2
(
I − δ1
2
− δnx
2
)
.
2.7 Condition limite grand angle (G.A.)
Au niveau ontinu, on a vu que la ondition limite (2.5) est plus préise que
la ondition (2.4). En introduisant un seond membre, elle s'érit(
ǫ2
∂2
∂y2
− 2(1 −N) + 2iǫ√1−N ∂
∂x
)
ψ = 2i
√
1−Ng. (2.9)
2.7.1 Condition G.A. ave dérivée normale à l'ordre un
Le prinipe est le même que pour la partie préédente. On disrétise la
ondition (2.9) en utilisant (A.5).
ǫ2
∂2ψ
∂y2
∣∣∣∣
i,j
− 2(1−Ni)ψi,j + 2iǫ
√
1−Niψi+1,j − ψi,j
δx
= 2i
√
1−Ngi,j
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e qui permet d'érire
ψi+1,j = ψi,j +
δx
ǫ
[
gi,j − i
√
1−Niψi,j
]
− iǫδx
2
√
1−Ni
∂2ψ
∂y2
∣∣∣∣
i,j
.
On remarque que 'est équivalent à la ondition (2.4) plus un terme de orretion
en la dérivée seonde de la diretion transverse. En insérant ei dans (2.1), on
trouve
− ǫ2
[
ψi−1,j − ψi,j
δx2
+
(
1− iǫ
2δx
√
1−Ni
)
ψi,j+1 − 2ψi,j + ψi,j−1
δy2
]
− (1−Ni)ψi,j + iǫ
δx
√
1−Niψi,j = fi,j + ǫ
δx
gi,j.
(2.10)
Si on utilise ette ondition limite en entrée et en sortie, on a alors
MCL = − i
ǫδx
(√
1−N1δ1 +
√
1−Nnxδnx
)
− i
2δxδy2ǫ
(
δ1√
1−N1
+
δnx√
1−Nnx
)
et
T = − ǫ
2
δy2
(
I − iǫ
2δx
√
1−N1
δ1 − iǫ
2δx
√
1−Nnx
δnx
)
.
2.7.2 Condition G.A. ave dérivée normale à l'ordre deux
On disrétise maintenant la ondition (2.9) en utilisant (A.8).
ǫ2
∂2ψ
∂y2
∣∣∣∣
i,j
− 2(1−Ni)ψi,j
+ 2iǫ
√
1−Ni
(
ψi+1,j − ψi,j
δx
+
δx
2
(
∂2ψ
∂y2
∣∣∣∣
i,j
+
(1−Ni)
ǫ2
))
= 0
e qui permet d'érire
ψi+1,j = ψi,j − δx
2
2
(
∂2ψ
∂y2
∣∣∣∣
i,j
+
(1−Ni)
ǫ2
)
− δx
ǫ
i
√
1−Niψi,j
− iǫδx
2
√
1−Ni
∂2ψ
∂y2
∣∣∣∣
i,j
.
On remarque que 'est enore équivalent à la ondition (2.4) à l'ordre supérieur
plus un terme de orretion en la dérivée seonde de la diretion transverse. En
insérant ei dans (2.1), on trouve
ǫ2
[
ψi−1,j − ψi,j
δx2
+
(
1
2
− iǫ
2δx
√
1−Ni
)
ψi,j+1 − 2ψi,j + ψi,j−1
δy2
]
+
(1−Ni)
2
ψi,j − iǫ
δx
√
1−Niψi,j = 0.
(2.11)
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Remarquons qu'en ne disrétisant que la ondition limite sans insérer dans
le shéma (2.1), on retrouve l'expression (2.11).
Si on utilise ette ondition limite en entrée et en sortie, on a alors
MCL = − i
ǫδx
(√
1−N1δ1 +
√
1−Nnxδnx
)
− i
2δxδy2ǫ
(
δ1√
1−N1
+
δnx√
1−Nnx
)
+
1
δy2
(δ1 + δnx)
et
T = − ǫ
2
δy2
(
I −
(
1
2
+
iǫ
2δx
√
1−N1
)
δ1 −
(
1
2
+
iǫ
2δx
√
1−Nnx
)
δnx
)
.
2.8 Résultats numériques
Une omparaison des diérentes disrétisations est ii présentée. On s'inté-
resse à un as de propagation dans un domaine retangulaire [0, 10λ0]× [0, 20λ0]
pour un laser de longueur d'onde λ0 = 0.351µm ave le ritère de disrétisation
de 20 points par longueur d'onde. On se plae dans le as sous-ritique et la
densité N est hoisie onstante et égale à 10% de la densité ritique. On résout
l'équation (1.6) ave les onditions limites lassique (2.4) et grand angle (2.5).
Dans un premier temps, on s'intéresse à un as où la diretion de propagation
est suivant l'axe x. Dans e as, la montée en ordre sur la dérivée normale s'avère
être la manipulation permettant un gain agrant de préision. En eet, on sait
que ette ondition est transparente pour les ondes se propageant suivant la
normale. On s'aperçoit également qu'il n'y a pas de diérene notable entre la
ondition limite lassique et la ondition limite grand angle.
Fig. 2.15  Condition de sortie
lassique ave
∂
∂n
à l'ordre 1
Fig. 2.16  Condition de sortie
lassique ave
∂
∂n
à l'ordre 2
32
2.8. Résultats numériques
Fig. 2.17  Condition de sortie
grand angle ave
∂
∂n
à l'ordre 1
Fig. 2.18  Condition de sortie
grand angle ave
∂
∂n
à l'ordre 2
Dans un seond temps, on s'intéresse à un as de propagation ave un angle
d'inidene de 30 degrés.
Fig. 2.19  Condition de sortie
lassique ave
∂
∂n
à l'ordre 1
Fig. 2.20  Condition de sortie
lassique ave
∂
∂n
à l'ordre 2
Fig. 2.21  Condition de sortie
grand angle ave
∂
∂n
à l'ordre 1
Fig. 2.22  Condition de sortie
grand angle ave
∂
∂n
à l'ordre 2
La ondition lassique s'avère alors non susante et génère beauoup de
réexions au bord. La diérene entre la ondition limite lassique et la ondition
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grand angle est par ontre signiative. Cela est lairement dû à la préision
ontinue supérieure de la ondition grand angle engendrée par le terme orretif
dans la diretion y. Notons également la préision obtenue pour la ondition
sortante par l'augmentation du nombre de points de disrétisation par longueur
d'onde.
2.9 Couplage Paraxial / Helmholtz
On onsidère la ondition entrante (1.9) sur le bord Γin(
ǫ
∂
∂n
+ i
√
1−N
)(
ψ − ψin) = 0
où n est la normale sortante. Il est intéressant de noter que la ondition (1.9) est
une ondition sortante du même type que (1.10), à ei près que l'onde sortante
est ψ−ψin. Dès lors, ψin devient une onde entrante. Nous venons de voir que es
onditions néessitent une disrétisation partiulièrement ne pour être préise
et ne pas engendrer de réexion aux bords. On note
ψin = uine
i
~k · ~x
ǫ
où on a noté
~k =
√
1−N(osα, sinα)T et ~x = (x, y)T . De plus, uin est donnée
par le modèle paraxial au bord Γin. On s'intéresse à la manière de disrétiser le
seond membre
(
ǫ ∂∂n + i
√
1−N)ψin et notamment la dérivée normale de ψin.
Une première idée est d'utiliser l'ériture analytique de ψin, e qui donne(
ǫ
∂
∂n
+ i
√
1−N
)
ψin = (1 + osα)i
√
1−Nψin.
Une seonde approhe onsiste à disrétiser la dérivée normale de ψin par un
shéma déentré lassique au bord(
ǫ
∂
∂n
+ i
√
1−N
)
ψin =
[
ξ|0 + i
√
1−N
]
ψin
où on a noté
ξ|0 =
e
i
√
1−N
δx
ǫ − 1
δx
.
Dans le as test 1D (2.6), la solution attendue est la valeur 1. Une omparaison
signiative des deux types de onditions entrantes est de aluler la valeur
absolue de la moyenne en fontion du nombre de points par longueur d'onde,
'est-à-dire que l'on évalue
a =
1
xf
∫
[0,xf ]
|ψ(x)|2dx− 1.
On se plae dans le as où on utilise des disrétisations d'ordre deux pour les
onditions aux bords.
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Fig. 2.23  Moyenne en fontion de la disrétisation
On voit immédiatement le gain apporté par l'utilisation d'une disrétisation
pour la dérivée normale de la donnée initiale. Le fait de disrétiser plutt que
d'utiliser la fontion analytique permet une ertaine ohérene non intuitive
dans le shéma.
2.10 Remarque sur une ondition d'interfae pour les
PML
Dans le adre d'une déomposition de domaine, les onditions d'interfae de
Robin sont issues de la théorie des onditions absorbantes. On onsidère une
déomposition en deux sous-domaines. L'idée d'une ondition d'interfae pour
les problèmes d'onde est d'être transparente au bord par rapport à la solution
du domaine voisin. Une telle ondition s'érit sur l'interfae
(
∂
∂n
+ α)(ψ1) = (− ∂
∂n
+ α)(ψ2)
ave α le paramètre de Robin que l'on peut hoisir de diérentes manières (par
exemple à diérents ordres omme dans les setions préédentes).
On reherhe ii une ériture de la disrétisation de la ondition d'interfae
ompatible ave le shéma utilisé. Or, le shéma (2.1) est d'ordre deux en pas
d'espae. Il semble don naturel d'utiliser une disrétisation également d'ordre
deux pour la dérivée normale dans les onditions de Robin. On a d'ailleurs vu le
gain de préision engendré par une telle disrétisation. On sait que les onditions
de Robin garantissent l'égalité des solutions et des ux à l'interfae. On s'in-
téresse à une disrétisation des dérivées normales des onditions aux interfaes
ompatible ave le shéma (2.1) notamment pour ψ1 = ψ2 sur l'interfae.
On suppose dans ette partie que la ligne i représente une interfae entre
deux sous-domaines. On note les solutions ψ1 et ψ2 sur les sous-domaines res-
petifs. On note également n1 et n2 les normales à la frontière.
Notons que pour e as partiulier,
∂
∂n1
= − ∂
∂n2
=
∂
∂x
.
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j−1
n
Γ
j
j+1
i−1 i i+1
2n1
Fig. 2.24  Shéma et interfae
On obtient les approximations suivantes
∂u
∂n1
∣∣∣∣
i,j
=
∂u
∂x
∣∣∣∣
i,j
≃ ui,j − ui−1,j
δy
+
δx
2
D(u)|i,j (2.12)
∂u
∂n2
∣∣∣∣
i,j
= −∂u
∂x
∣∣∣∣
i,j
≃ −ui+1,j − ui,j
δx
+
δx
2
D(u)|i,j (2.13)
où on a posé
D(u)|i,j =
ui,j+1 − 2ui,j + ui,j−1
δy2
+ (1−Ni)ui,j + fi,j.
Dès lors, la ondition d'interfae
(
∂
∂n1
+ α)ψ1 = (− ∂
∂n2
+ α)ψ2 (2.14)
s'érit
ψ1i,j − ψ1i−1,j
δy
+
δx
2
D(ψ1)
∣∣
i,j
+ αψ1i,j =
ψ2i+1,j − ψ2i,j
δy
+
δx
2
D(ψ2)
∣∣
i,j
+ αψ2i,j .
Enn, pour ψ1
∣∣
i,j
= ψ2
∣∣
i,j
= ψ|i,j pour tout i, on a
−ψi,j+1 − 2ψi,j + ψi,j−1
δy2
− ψ
2
i+1,j − 2ψi,j + ψ1i−1,j
δx2
− (1−Ni)ψi,j = fi,j,
e qui oïnide bien ave le shéma (2.1). On a don une disrétisation de la
ondition d'interfae qui est ompatible ave le shéma. Préisons que e n'est
pas la seule. En partiulier, en disrétisant la dérivée normale aux ordres su-
périeurs, on obtient aussi le shéma (2.1) plus un petit terme de orretion dû
à ette montée en ordre. Par ontre, disrétiser la dérivée normale en utilisant
un shéma d'ordre un n'amène pas à une bonne ompatibilité. Nous n'avons
d'ailleurs même pas l'assurane de apter la bonne solution à l'interfae.
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Par la suite, on onsidère la déomposition du domaine Ω en trois sous-
domaines se reouvrant an d'isoler les ouhes absorbantes PML.
Centre
Ω
PML
Ωh
Γ
ΓP1
P1
~
PML
bΩ
ΓP
~
2
ΓP 2
Fig. 2.25  Déomposition de domaine
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Résolution des systèmes
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Par souis de performane, nous avons hoisi d'utiliser en sortie de domaine
les ouhes absorbantes PML. Toutefois, la perte de propriétés intéressantes de
l'opérateur loalement nous onduit à utiliser une déomposition de domaine.
On onne alors les perturbations sur les quelques lignes de maillage des ouhes
PML. On rappelle que la déviation marosopique du laser entraîne le plaement
de es ouhes en haut et en bas du domaine Ω ⊂ D prohe de la austique.
On étudie le problème (2.3) où l'on a déoupé Ω en trois bandes horizontales
Ωb, Ωg et Ωh. Les domaines Ωb et Ωh ontiennent les ouhes PML, e qui repré-
sente quelques lignes de maillage. Le domaine Ωg ontient le reste du domaine
qui est de très grande taille. On note ΓP1 et Γ˜P1 (resp. ΓP2 et Γ˜P2) les interfaes
de la zone de reouvrement pour la ouhe PML ontenue dans Ωh (resp. Ωb).
On note ψG, ψP1 et ψP2 les solutions dans haun des 3 sous-domaines ΩG, Ωb
et Ωh respetifs.
On impose sur les interfaes une ondition de Robin dont l'opérateur est
déni omme
B(ψ) = ∂ψ∂n + αψ, α ∈ C. (3.1)
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On résout alors
8>>>><
>>>>:
“
ǫ
2
∆˜ + (1 −N0) + iν
”
ψP1 = 0 dans Ωb,
ǫ
∂ψP1
∂n
+ i
p
1− N0ψP1 = 0 sur Γ
in ∩ ∂Ωb,
∂ψP1
∂n
= 0 sur (∂Ω ∩ ∂Ωb) \ Γ
in,
µ(y)
∂ψP1
∂y
+ α ψP1 =
∂ψG
∂y
+ α ψG sur Γ˜P1,
8>>>>>>><
>>>>>>>:
“
ǫ
2
∆+ (1 −N0) + iν
”
ψG = δNψG dans Ωg ,
ǫ
∂ψG
∂n
+ i
p
1− N0ψG = g sur Γ
in ∩ ∂Ωg ,
∂ψG
∂n
= 0 sur (∂Ω ∩ ∂Ωg) \ Γ
in,
∂ψG
∂y
+ α ψG = µ(y)
∂ψP1
∂y
+ α ψP1 sur ΓP1,
∂ψG
∂y
+ α ψG = µ(y)
∂ψP2
∂y
+ α ψP2 sur ΓP2,
8>>>><
>>>>:
“
ǫ
2
∆˜ + (1 −N0) + iν
”
ψP2 = 0 dans Ωh,
ǫ
∂ψP2
∂n
+ i
p
1− N0ψP2 = 0 sur Γ
in ∩ ∂Ωh,
∂ψP2
∂n
= 0 sur (∂Ω ∩ ∂Ωh) \ Γ
in,
µ(y)
∂ψP2
∂y
+ α ψP2 =
∂ψG
∂y
+ α ψG sur Γ˜P2,
(3.2)
où la fontion µ(y) traduit l'impat des ouhes PML dans l'opérateur
∆˜ = µ(y)
∂
∂y
µ(y)
∂
∂y
+
∂2
∂x2
.
On a noté α le paramètre de Robin de la ondition d'interfae et
g =
(
ǫ
∂
∂n
+ i
√
1−N0
)
ψin sur Γ
in ∩ ∂Ωg.
Remarque B. Després a montré que hoisir α omme le paramètre iω de l'équa-
tion d'Helmholtz amène à de bons résultats de onvergene [38℄. Pour plus de
performanes, on peut aussi optimiser α à des ordres élevés [39℄. Par ontre, un
mauvais hoix de paramètre, par exemple pour α = 0 dans le as sans reou-
vrement, entraîne la divergene de la méthode de déomposition. Le hoix du
paramètre de Robin s'avère don être un élément important pour la onvergene
de la méthode. On rappelle que dans notre as, ω =
√
1−N0 varie suivant la
variable x.
Préisons aussi que la prise en ompte d'un reouvrement dans la déom-
positon de domaine limite largement la perte qualitative engendrée par l'utilisa-
tion du paramètre α non optimal. De plus, la ondition de Robin aux interfaes
est une ondition de transmission. Dans notre as, on peut voir ela omme une
ondition sortante pour l'onde arrivant en bord du domaine an d'entrer dans
une ouhe PML. Intuitivement, il paraît raisonnable de hoisir α onstant égal
à la valeur de iω à l'endroit de sortie du laser sur l'interfae. Si N0 est presque
onstant, on prend α = i
√
1−Nmoy, sinon on prend α = i
√
1−N⋆ où N⋆ est
la densité près de la zone où le laser tourne.
Enn, rappelons que la déomposition de domaine est un préonditionne-
ment in ne.
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Cette déomposition de domaine ave reouvrement s'érit de manière géné-
rale {
L(ψ1) = f1 dans Ωb,
( ∂∂n1 + α)(ψ
1) = (− ∂∂ng + α)(ψg) sur Γ˜P1,
L(ψg) = fg dans Ωg,
( ∂∂ng + α)(ψ
g) = (− ∂∂n1 + α)(ψ1) sur ΓP1,
( ∂∂ng + α)(ψ
g) = (− ∂∂n2 + α)(ψ2) sur ΓP2,{
L(ψ2) = f2 dans Ωh,
( ∂∂n2 + α)(ψ
2) = (− ∂∂ng + α)(ψg) sur Γ˜P2,
(3.3)
où on a noté f• = f |Ω• .
L'ériture matriielle d'une telle déomposition sans et ave reouvrement
ainsi que sa résolution par une stratégie de préonditionnement est la motivation
de e hapitre. Dans une première partie, on montrera formellement l'équivalene
entre la solution du problème initial et la solution du problème déomposé. Après
un rappel sur les tehniques itératives de Krylov, on dérira la méthode itérative
assoiée à la résolution du système linéaire de la déomposition de domaine. En
partiulier, il est possible d'avoir une approhe de préonditionnement. Enn,
on présentera une appliation direte au as de propagation de faiseau ave
ouplage à l'hydrodynamique.
Remarque On onsidèrera dans e qui suit un problème général stationnaire.
L'extension au as instationnaire est très simple : il sut de rajouter un terme
au seond membre du système linéaire à résoudre.
3.1 Eriture matriielle
On regarde maintenant le problème sous son aspet matriiel. En numérotant
les inonnues de gauhe à droite et de bas en haut, la matrie sous-jaente à la
disrétisation du problème (3.3) en diérenes nies est symétrique tridiagonale
par blos. On montre ii que la ompatibilité de la ondition d'interfae a aussi
un impat matriiel permettant un formalisme très naturel.
3.1.1 Cas sans reouvrement
On note APi et AG les matries de disrétisation des sous-domaines respetifs
Ωpi et ΩG. Les matries des interfaes sont notées AΓi. Enn, les matries issues
de la onnexion entre les sous-domaines et interfaes sont notées CΓi et CiΓ.
Le problème général peut être alors formalisé de la manière suivante :
AP1 C1Γ 0 0 0
CΓ1 AΓ1 CΓ2 0 0
0 C2Γ AG C3Γ 0
0 0 CΓ3 AΓ2 CΓ4
0 0 0 C4Γ AP2


UP1
UΓ1
UG
UΓ2
UP2
 =

FP1
FΓ1
FG
FΓ2
FP2
 . (3.4)
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Le prinipe matriiel de la déomposition de domaine repose sur le fait de
dupliquer les inonnues aux interfaes. On déompose ainsi le veteur inonnu
UΓi en U
1
Γi et U
2
Γi pour i = 1, 2. Pour érire le système linéaire, on doit également
"splitter" les matries AΓi omme la somme de deux matries notées A
1
Γi et
A2Γi. On a vu i-dessus que l'on peut érire AΓi = A
1
Γi +A
2
Γi et que la ondition
d'interfae (2.14) peut s'érire (A1Γ1 + α)U
1 = (−A2Γ1 + α)U2.
Une forme équivalente à (3.4) s'érit don :
AP1 C1Γ 0 0 0 0 0
CΓ1 A
1
Γ1 A
2
Γ1 CΓ2 0 0 0
0 0 C2Γ CG C3Γ 0 0
0 0 0 CΓ3 A
1
Γ2 A
2
Γ2 CΓ4
0 0 0 0 0 C4Γ AP2
0 −I I 0 0 0 0
0 0 0 0 −I I 0


UP1
U1Γ1
U2Γ1
UG
U1Γ2
U2Γ2
UP2

=

FP1
FΓ1
FG
FΓ2
FP2
0
0

.
L'étape suivante onsiste à remplaer la relation de ontinuité [UΓi] = 0,
i = 1, 2 au travers des interfaes par la relation α[UΓi] = 0 pour la prise en
ompte de la ondition de Robin. Dès lors, on érit :
AP1 C1Γ 0 0 0 0 0
CΓ1 A
1
Γ1 A
2
Γ1 CΓ2 0 0 0
0 0 C2Γ AG C3Γ 0 0
0 0 0 CΓ3 A
1
Γ2 A
2
Γ2 CΓ4
0 0 0 0 0 C4Γ AP2
0 −α α 0 0 0 0
0 0 0 0 −α α 0


UP1
U1Γ1
U2Γ1
UG
U1Γ2
U2Γ2
UP2

=

FP1
FΓ1
FG
FΓ2
FP2
0
0

.
La dernière étape onsiste à faire des ombinaisons linéaires pour faire ap-
paraître expliitement la ondition de Robin aux interfaes. On additionne la
deuxième ligne à la sixième et on soustrait la sixième ligne à la deuxième. De
même, on additionne la quatrième ligne à la septième puis on soustraie la qua-
trième ligne à la septième. On réordonne ensuite pour plus de larté. On résout
alors le système linéaire A′X ′ = b′ où :
A′ =

AP1 C1Γ 0 0 0 0 0
CΓ1 A
1
Γ1 + α A
2
Γ1 − α CΓ2 0 0 0
CΓ1 A
1
Γ1 − α A2Γ1 + α CΓ2 0 0 0
0 0 C2Γ AG C3Γ 0 0
0 0 0 CΓ3 A
1
Γ2 + α A
2
Γ2 − α CΓ4
0 0 0 CΓ3 A
1
Γ2 − α A2Γ2 + α CΓ4
0 0 0 0 0 C4Γ AP2

X ′ =
(
UP1 U
1
Γ1 U
2
Γ1 UG U
1
Γ2 U
2
Γ2 UP2
)T
et
b′ =
(
FP1 FΓ1 FΓ1 FG FΓ2 FΓ2 FP2
)T
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3.1. Eriture matriielle
3.1.2 Cas ave reouvrement
Le prinipe de l'ériture du as ave reouvrement est globalement similaire
à elui du as sans reouvrement. Par ontre, on duplique un plus grand nombre
d'inonnues, e qui rend la leture moins aisée. Par onséquent, on hoisit de
dérire une déomposition de domaine ne traitant que deux sous-domaines.
Dans le même esprit que préédemment, on appelle les sous-domaines Ωp
(assoié à la matrie AP ) et Ωg. On dénit don le domaine de reouvrement Ωr
et Γ1, Γ2 les interfaes entre les diérents domaines. Pour ne pas introduire de
nouvelles notations, on redénit maintenant Ωp et Ωg omme étant les domaines
non reouverts.
La système linéaire de la disrétisation de l'opérateur L sur le domaine Ω
peut s'érire ainsi :
AP C1Γ 0 0 0
CΓ1 AΓ1 C1R 0 0
0 CR1 AR CR2 0
0 0 C2R AΓ2 C2Γ
0 0 0 CΓ2 AG


UP
UΓ1
UR
UΓ2
UG
 =

FP
FΓ1
FR
FΓ2
FG
 .
Comme dans le as sans reouvrement, on va dupliquer les inonnues des
interfaes mais aussi du domaine de reouvrement. Pour plus de larté, on va
présenter es répartitions en deux étapes. La première est de dupliquer les in-
onnues du domaine de reouvrement. On déompose alors le veteur UR en U
1
R
et U2R et on résout alors :
AP C1Γ 0 0 0 0
CΓ1 AΓ1 C1R 0 0 0
0 CR1 AR 0 CR2 0
0 0 −I I 0 0
0 0 0 C2R AΓ2 C2Γ
0 0 0 0 CΓ2 AG


UP
UΓ1
U1R
U2R
UΓ2
UG
 =

FP
FΓ1
FR
0
FΓ2
FG

ou enore
AP C1Γ 0 0 0 0
CΓ1 AΓ1 C1R 0 0 0
0 CR1 AR 0 CR2 0
0 0 −AR AR 0 0
0 0 0 C2R AΓ2 C2Γ
0 0 0 0 CΓ2 AG


UP
UΓ1
U1R
U2R
UΓ2
UG
 =

FP
FΓ1
FR
0
FΓ2
FG

et don
AP C1Γ 0 0 0 0
CΓ1 AΓ1 C1R 0 0 0
0 CR1 AR 0 CR2 0
0 CR1 0 AR CR2 0
0 0 0 C2R AΓ2 C2Γ
0 0 0 0 CΓ2 AG


UP
UΓ1
U1R
U2R
UΓ2
UG
 =

FP
FΓ1
FR
FR
FΓ2
FG
 .
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On duplique maintenant les inonnues aux interfaes. On déompose UΓi
en U1Γi et U
2
Γi pour i = 1, 2. Comme préédemment, on eetue un splitting
des matries AΓi omme la somme de deux matries notées A
1
Γi et A
2
Γi où
A1Γi = A
2
Γi =
AΓi
2
. On répartit les doublons d'inonnues à eux des domaines de
reouvrement et on obtient :
AP C1Γ 0 0 0 0
CΓ1 A
1
Γ1 A
2
Γ1 C1R 0 0 0 0
0 CR1 0 AR 0 CR2 0 0
0 0 CR1 0 AR 0 CR2 0
0 0 0 0 C2R A
1
Γ2 A
2
Γ2 C2Γ
0 0 0 0 0 0 CΓ2 AG
0 −I I 0 0 0 0 0
0 0 0 0 0 I −I 0


UP
U1Γ1
U2Γ1
U1R
U2R
U1Γ2
U2Γ2
UG

=

FP
FΓ1
FR
FR
FΓ2
FG
0
0

.
En onsidérant le terme α de la ondition de Robin, on a :
AP C1Γ 0 0 0 0 0 0
CΓ1 A
1
Γ1 A
2
Γ1 C1R 0 0 0 0
0 CR1 0 AR 0 CR2 0 0
0 0 CR1 0 AR 0 CR2 0
0 0 0 0 C2R A
1
Γ2 A
2
Γ2 C2Γ
0 0 0 0 0 0 CΓ2 AG
0 −α α 0 0 0 0 0
0 0 0 0 0 α −α 0


UP
U1Γ1
U2Γ1
U1R
U2R
U1Γ2
U2Γ2
UG

=

FP
FΓ1
FR
FR
FΓ2
FG
0
0

.
On additionne ensuite la deuxième ligne à la septième et la inquième à la
huitième. On obtient la matrie suivante du système linéaire :
A′ =

AP C1Γ 0 0 0 0 0 0
CΓ1 A
1
Γ1 A
2
Γ1 C1R 0 0 0 0
0 CR1 0 AR 0 CR2 0 0
0 0 CR1 0 AR 0 CR2 0
0 0 0 0 C2R A
1
Γ2 A
2
Γ2 C2Γ
0 0 0 0 0 0 CΓ2 AG
CΓ1 A
1
Γ1 − α A2Γ1 + α C1R 0 0 0 0
0 0 0 0 C2R A
1
Γ2 + α A
2
Γ2 − α C2Γ

ainsi que les veteurs inonnues et seond membre :
X ′ =
(
UP U
1
Γ1 U
2
Γ1 U
1
R U
2
R U
1
Γ2 U
2
Γ2 UG
)
,
b′ =
(
FP FΓ1 FR FR FΓ2 FG FΓ1 FΓ2
)
.
D'après les quatrième et inquième olonnes de la matrie A′, on peut voir
que haque paire d'inonnues aux interfaes n'est rattahée qu'à un seul domaine
de reouvrement. Or, omme U1R = U
2
R, on peut hoisir d'avoir une ontribution
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des deux interfaes à haque domaine de reouvrement. On érit don :
A′′ =

AP C1Γ 0 0 0 0 0 0
CΓ1 A
1
Γ1 A
2
Γ1 C1R 0 0 0 0
0 CR1 0 AR 0 CR2 0 0
0 0 CR1 0 AR 0 CR2 0
0 0 0 0 C2R A
1
Γ2 A
2
Γ2 C2Γ
0 0 0 0 0 0 CΓ2 AG
CΓ1 A
1
Γ1 − α A2Γ1 + α 0 C1R 0 0 0
0 0 0 C2R 0 A
1
Γ2 + α A
2
Γ2 − α C2Γ

.
On a de plus l'égalité U1Γi = U
2
Γi pour i = 1, 2. On ramène alors les ontri-
butions des interfaes sans ondition de Robin dans haun des domaines de
la déomposition de domaine. En remaniant les inonnues, on obtient nale-
ment l'expression du système linéaire A′X ′ = b′ à inverser dans le as d'une
méthode de déomposition de domaine ave reouvrement pour seulement deux
domaines :
A′′′ =

AP C1Γ 0 0 0 0 0 0
CΓ1 AΓ1 C1R 0 0 0 0 0
0 CR1 AR CR2 0 0 0 0
0 0 C2R A
1
Γ2 + α 0 0 A
2
Γ2 − α C2Γ
CΓ1 A
1
Γ1 − α 0 0 A2Γ1 + α C1R 0 0
0 0 0 0 CR1 AR CR2 0
0 0 0 0 0 C2R AΓ2 C2Γ
0 0 0 0 0 0 CΓ2 AG

et
X ′′′ =
(
UP U
1
Γ1 U
1
R U
2
Γ1 U
1
Γ2 U
2
R U
2
Γ2 UG
)
,
b′′′ =
(
FP FΓ1 FR FΓ2 FΓ1 FR FΓ2 FG
)
.
On a ensuite la possibilité d'utiliser les mêmes méthodes de résolution que
pour le as sans reouvrement.
3.2 Résolution du système linéaire
On peut don interpréter une déomposition de domaine omme une suite
de manipulations algébriques an de dédoubler des inonnues aux interfaes.
On impose également la ondition d'interfae de la déomposition au moment
du split de la matrie des inonnues à l'interfae ainsi qu'au moment du hoix
du paramètre α. Alors, sous réserve d'obtenir un système inversible, on a don
équivalene entre le problème initial et le problème déomposé. On s'intéresse
maintenant à la manière de résoudre es systèmes linéaires engendrés. On pré-
sente notamment ii une manière d'utiliser la déomposition de domaine omme
préonditionnement.
Pour simplier les éritures, on se replae dans le adre d'une déomposition
sans reouvrement. C'est exatement pareil pour le as ave reouvrement. On
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note :
AD =

AP1 C1Γ 0 0 0 0 0
CΓ1 A
1
Γ1 + α 0 0 0 0 0
0 0 A2Γ1 + α C2Γ 0 0 0
0 0 C2Γ AG C3Γ 0 0
0 0 0 CΓ3 A
1
Γ2 + α 0 0
0 0 0 0 0 A2Γ2 + α CΓ4
0 0 0 0 0 C4Γ AP2

et
AE =
0 0 0 0 0 0 0
0 0 −A2Γ1 + α −CΓ2 0 0 0
−CΓ1 −A1Γ1 + α 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 −A2Γ2 + α −CΓ4
0 0 0 −CΓ3 −A1Γ2 + α 0 0
0 0 0 0 0 0 0

On a la struture par blo suivante
AD =
 AH 0 00 AI 0
0 0 AB

et AE =
 0 C1 0C2 0 C3
0 C4 0

(3.5)
où AD est la matrie omposée des disrétisations de haque domaine et AE les
onnetions entre sous-domaines.
On herhe alors à résoudre :
ADX
′ = AEX ′ + b′. (3.6)
Un vaste hoix se présente alors pour la méthode de résolution. On peut par
exemple utiliser l'algorithme de Jaobi par blos et résoudre :
AD(X
′)n+1 = AE(X ′)n + b′.
Dans un adre tout aussi naturel, on peut hoisir des variantes de et algo-
rithme de type Gauss-Seidel ou enore insérer de la sous-relaxation.
On peut aussi hoisir de résoudre le problème équivalent :
(I −A−1D AE)X ′ = A−1D b′. (3.7)
On remarque que sous ette forme, on résout le problème (3.6) préonditionné
par la matrie AD. Pour la résolution, on utilise généralement des méthodes
itératives de Krylov. Elles sont très performantes et adaptées aux problèmes
préonditionnés de e type.
Pour résoudre (3.6) ou (3.7) par un proessus itératif, il est don néessaire
de résoudre un système linéaire orrespondant à AD à haque itération. En
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examinant sa struture, on onstate que AD est omposée de trois blos indé-
pendants aratérisant les trois domaines de la déomposition. L'inversion de
AD à haque itération revient à inverser es trois blos indépendemment.
On peut aussi hoisir d'utiliser un solveur approhé pour l'inversion de AD.
En partiulier, on utilise un solveur rapide pour l'inversion du blo entral AI .
Dans e as, on résout alors
(I − A˜−1D AE)X ′ = A˜−1D b′,
où on a noté
A˜D =
 AH 0 00 A˜I 0
0 0 AB
 .
Ii, A˜I est la matrie approhée de AI .
3.3 Résolution par méthode de Krylov
Soient PK le projeteur orthogonal sur K et QLK le projeteur (oblique) sur K
orthogonalement à L. Illustrés sur la gure (3.1), on rappelle que es projeteurs
sont dénis par
PKx ∈ K, x− PKx ⊥ K,
QLKx ∈ K, x−QLKx ⊥ K.
Q
L
K
x
P
K
x
K
L
x
Fig. 3.1  Projetion orthogonale et oblique
Les méthodes de Krylov sont basées sur des proessus de projetion ortho-
gonale ou oblique sur des sous-espaes dits de Krylov. Une méthode générale de
projetion pour résoudre le système linéaire n× n
Mx = b
est une méthode qui donne une approximation xm de la solution provenant
d'un sous-espae ane x0+Km de dimension m ave une ontrainte de Petrov-
Galerkin
b−Mxm ⊥ Lm
où Lm est un (autre) sous-espae de dimension m. Ii, x0 est la donnée arbitraire
initiale.
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Une méthode de Krylov est une méthode pour laquelle Km est le sous-espae
de Krylov
Km(M, r0) = span{r0,Mr0, . . . ,Mm−1r0}
où r0 = b−Mx0.
Il est lair que les approximations obtenues par les méthodes de Krylov sont
de la forme
M−1b ≈ xm = x0 + qm−1(M)r0
où qm−1 est un polynme de degré m− 1.
La façon de hoisir les ontraintes pour la onstrution des approximations
polynomiales, 'est-à-dire le hoix de Lm, a un eet important sur la tehnique
itérative. On présente dans la suite deux hoix pour Lm amenant à des teh-
niques bien onnues.
3.3.1 Méthode GMRES
On dénit ainsi la lasse de méthode type variation minimum du résidu
en onsidérant la ontrainte Lm = MKm. La méthode du RESidu Minimum
Généralisé (GMRES [40℄) est une méthode de projetion de e type.
On utilise tout d'abord la méthode d'Arnoldi pour réer une base ortho-
normée de Km. On note Vm la matrie n×m onstituée des veteurs olonnes
v1, . . . , vm de la base. On sait alors qu'il existe Hm une matrie d'Hessenberg
de dimension (m+ 1)×m telle que
MVm = Vm+1Hm.
On pose v1 = r0/β. Ainsi, tout veteur x dans x0 +Km peut s'érire
x = x0 + Vmy
où y est un m-veteur. On dénit
J(y) = ||b−Mx||2 = ||b−M(x0 + Vmy)||2
Or, on a
b−Mx = b−M(x0 + Vmy)
= r0 −MVmy
= βv1 − Vm+1Hmy
= Vm+1(βe1 −Hmy).
Comme les veteurs olonnes de Vm+1 sont orthonormés, alors
J(y) ≡ ||b−M(x0 + Vmy)||2 = ||βe1 −Hmy||2. (3.8)
L'approximation donnée par GMRES est l'unique veteur de x0 + Km qui
minimise (3.3.1). On l'obtient simplement par
xm = x0 + Vmym
où ym = argminy||βe1 −Hmy||2.
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Algorithme 1 Algorithme GMRES
Entrée: x(0), ǫ
Sortie: x =M−1b
r = b−Mx(0)
v(1) =
r
‖r‖2
z1 = ‖r‖2
pour i = 1, 2, . . . faire
ω =Mv(i)
pour k = 1, . . . , i faire
hk,i =
(
ω, v(i)
)
ω = ω − hk,iv(k)
n pour
hi+1,i = ‖ω‖2, v(i+1) = ω/hi+1,i
pour k = 1, . . . , i faire(
hk,i
hk+1,i
)
=
(
ck sk
−sk ck
)
×
(
hk,i
hk+1,i
)
n pour
α =
√|hi,i|2 + |hi+1,i|2, si = hi+1,i
α
, ci =
hi,i
α
zi+1 = −sizi, zi = cizi, hi,i = cihi,i + sihi+1,i
si |zi+1| < ǫ alors y1..
.
yi
 =
 h1,1 . . . h1,i..
.
.
.
.
.
.
.
0 . . . hi,i

−1 z1..
.
zi

x = x(0) +
i∑
k=1
ykv
(k)
retourner x
n si
n pour
Le minimiseur ym est d'un très faible oût à aluler puisque 'est la solution
d'un problème aux moindres arrés d'une taille (m+1)×m oùm est typiquement
petit. De plus, en utilisant les rotations de Givens, trouver ym peut se ramener
à résoudre un système linéaire triangulaire supérieur de dimension m × m. Il
est intéressant de remarquer que d'un point de vue pratique, on doit stoker
toutes les diretions de desente vi alulées au ours de l'algorithme. Cei peut
s'avérer rapidement très oûteux suivant la taille des problèmes à inverser et la
vitesse de onvergene. C'est l'inonvénient majeure de la méthode.
3.3.2 Méthode BiCG et variantes
L'algorithme du Gradient Bionjugué (BICG [41℄) est une proédure de
projetion de Km(M,v1) orthogonalement à l'espae des ontraintes
Lm = Km(MT , w1) = span{w1,MTw1, . . . , (MT )m−1w1}
51
Chapitre 3. Algèbre linéaire
en prenant v1 = r0/||r0||2. Le veteur w1 est hoisi arbitrairement tel que
(v1, w1) 6= 0 et on le hoisit souvent égal à v1. S'il y a un système dual ATx∗ = b∗
à résoudre ave AT , alors w1 est obtenu en déalant le résidu initial b
∗ −ATx∗0.
On utilise le proédé de biorthogonalisation de Lanzos onstruisant une paire
de bases orthogonales Vm et Wm des espaes respetifs Km et Lm. Il existe alors
une matrie tridiagonale Tm vériant
W TmAVm = Tm
et la solution approhée est
xm = x0 + Vmym, ym = T
−1
m (βe1).
La matrie Tm est la projetion de A obtenue à partir de la projetion oblique
de Km(M,v1) orthogonalement à Km(MT , w1). De manière similaire, T Tm est
la projetion de AT obtenue à partir de la projetion oblique de Km(MT , w1)
orthogonalement à Km(M,v1). Les opérateurs A et AT joue un rle dual à ause
des opérations similaires eetuées sur eux. En fait, deux systèmes linéaires sont
résolus impliitement, un ave A et l'autre ave AT . Les opérations sur AT sont
alors essentiellement du gaspillage. D'un point de vue pratique, l'algorithme de
Lanzos a un avantage signiatif sur l'algorithme d'Arnoldi ar il requière sim-
plement le stokage de quelques veteurs ar il n'y a pas de réorthogonalisation.
On érit la déomposition LU de Tm omme
Tm = LmUm
et on dénit
Pm = VmU
−1
m .
De même, on dénit
P ∗m =WmL
−1
m .
Clairement, les veteurs p∗i de P
∗
m et les veteurs pi de Pm sont A-onjugués
puisque
(P ∗m)
TAP ∗m = L
−1
m W
T
mAVmU
−1
m = L
−1
m TmU
−1
m = I. (3.9)
La solution est alors exprimée omme
xm = x0 + VmT
−1
m (βe1)
= x0 + VmU
−1
m L
−1
m (βe1)
= x0 + PmL
−1
m (βe1).
On dérive maintenant l'algorithme. Le veteur xj+1 peut être exprimé omme
xj+1 = xj + αjpj .
De plus, les veteurs résidus doivent satisfaire la réurrene
rj+1 = rj − αjApj , r∗j+1 = r∗j − α∗jAT p∗j .
Il est bien onnu que la prohaine diretion de desente pj+1 est une ombinaison
linéaire de rj+1 et pj , et il suit que
pj+1 = rj+1 − βjpj , p∗j+1 = r∗j+1 − β∗j p∗j .
52
3.3. Résolution par méthode de Krylov
Comme les résidus sont orthogonaux et d'après (3.9), on montre que
αj = α
∗
j =
(rj , r
∗
j )
(Apj, p∗j )
, βj = β
∗
j =
(rj+1, r
∗
j+1)
(rj , r∗j )
.
On eetue l'algorithme appelée Conjugate Gradient Squared (CGS [42℄)
suivant
Algorithme 2 Algorithme CGS
Entrée: x0, ǫ
Sortie: x =M−1b
r0 = b−Mx0
r∗0 = r0, p0 = r0, p
∗
0 = r
∗
0
pour k = 1, 2, . . . onvergene, faire
αj =
(rj , r
∗
j )
(Apj, p∗j )
xj+1 = xj + αjpj, rj+1 = rj − αjApj
si ||rj+1|| < ǫ alors
retourner x
n si
r∗j+1 = r
∗
j − α∗jAT p∗j
βj =
(rj+1, r
∗
j+1)
(rj , r∗j )
pj+1 = rj+1 − βjpj, p∗j+1 = r∗j+1 − β∗j p∗j
n pour
Une variante de l'algorithme CGS permet de se passer de la transposée
et d'aélérer la onvergene. L'idée prinipale est basée sur l'observation sui-
vante. Dans l'algorithme BCG, le veteur résidu rj et la diretion de desente
pj peuvent être exprimés omme
rj = φj(A)r0 , pj = πj(A)r0
où φ et π sont des polynmes de degré j. D'après l'algorithme, les diretions r∗j
et p∗j sont dénies au travers des mêmes réurrenes et don
r∗j = φj(A
T )r∗0 , p
∗
j = πj(A
T )r∗0 .
On note aussi que le salaire αj dans BCG est donné par
αj =
(φj(A)r0, φj(A
T )r∗0)
(Aπj(A)r0, πj(AT )r
∗
0)
=
(φ2j (A)r0, r
∗
0)
(Aπ2j (A)r0, r
∗
0)
,
e qui indique qu'il est possible d'obtenir des réurrenes pour les veteurs
φ2j (A)r0 et π
2
j (A)r0, alors aluler αj et similairement βj ne pose pas de pro-
blème. Ainsi, l'idée est de herher une séquene d'itérés dont les normes des
résidus satisfont r′j = π
2
j (A)r0. Dans et algorithme, on ne fait plus de produit
matrie-veteur ave la transposée. Toutefois, omme les polynmes sont au
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arré, les erreurs d'arrondis ont tendane à auser plus de dommage que dans
l'algorithme BCG.
Ce onstat a été la motivation de reherhe d'un algorithme plus robuste
sur la base de CGS. Une version stabilisée, Bionjugate Gradient Stabilized
(BICGStab [43℄), produit des itérés dont les veteurs résidus sont de la forme
r′j = φj(A)ψj(A)r0 dans laquelle ψj est le polynme du résidu assoié à l'algo-
rithme BCG et φj est un nouveau polynme déni réursivement à haque pas
dont le but est de régulariser le omportement de onvergene de l'algorithme
original.
On eetue l'algorithme suivant
Algorithme 3 Algorithme BICGStab
Entrée: x0, ǫ
Sortie: x =M−1b
r0 = b−Mx0
r∗0 = r0, p0 = r0
pour k = 1, 2, . . . onvergene, faire
αj =
(rj , r
∗
0)
(Apj, r
∗
0)
sj = rj − αjApj
wj =
(Asj, sj)
(Asj, Asj)
xj+1 = xj + αjpj + wjsj
rj+1 = sj − wjAsj
si ||rj+1|| < ǫ alors
retourner x
n si
βj =
(rj+1, r
∗
0)
(rj , r∗0)
× αj
wj
pj+1 = rj+1 − βj(pj − wjApj)
n pour
3.4 Appliation au système linéaire matriiel
Les utuations δN(x, y) ne permettent pas d'utiliser un solveur rapide. En
eet, le problème n'est alors pas séparable. Dans des méthodes omme la Rédu-
tion Cylique, 'est une propriétés ruiale. Toutefois, il est possible d'intégrer
les utuations à la méthode itérative. Le nombre d'itérations de la méthode
va alors être en rapport ave la déomposition de domaine mais aussi ave le
reusement de la densité par rapport à la densité moyenne N0.
Dans le as général où on prend en ompte δN , la méthode de déomposition
de domaine s'adapte de la façon suivante. On va s'intéresser à plusieurs méthodes
de résolution, plus ou moins appliables à des tailles de géométries réelles, mais
traduisant un intérêt omparatif.
On veut résoudre l'équation (1.7) :
−ǫ2∆ψ − (1−N0)ψ + iνψ = δNψ dans Ω.
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Une idée naturelle pour la résolution d'un grand système linéaire est la reherhe
d'un préonditionneur performant. Il faut bien entendu que le préonditionneur
soit très rapidement inversible pour être d'un ertain intérêt. Notons que dans
notre as, le problème suivant
−ǫ2∆u− (1−N0(x))u+ iνu = 0 dans Ω (3.10)
est un exellent préonditionneur du problème (1.7).
On appelle A la matrie sous-jaente au problème (1.7) dont l'expression
matriielle peut être formalisée omme (3.4).
On note δ = I∗ δN où le veteur δN est déni sur le maillage et où I∗ est
une matrie diagonale valant 1 pour les inonnues du domaine intérieur non
reouvert et 0 sinon.
Donner une solution à (1.7) revient à résoudre le problème matriiel suivant :
ADX
′ + δX ′ = AEX ′ + b′. (3.11)
On peut alors résoudre le problème omplet (3.11) par une méthode de Krylov :
(I +A−1D δ −A−1D AE)X ′ = A−1D b′.
A haque itération, on doit inverser le système assoié à la matrie AD. Notons
que l'inversion du blo interne AG de AD peut se faire par un solveur rapide.
Remarque En onsidérant le même problème (3.11), on peut aussi hoisir de
résoudre :
(I + (AD + δ)
−1AE)X ′ = (AD + δ)−1b′
A haque itération de la méthode de Krylov, on inverse le système assoié à la
matrie AD+δ. Le plus oûteux est l'inversion du blo interne AG+δ. D'après les
setions préédentes, on onnaît un préonditionneur eae de ette matrie.
On peut don par exemple appliquer un prinipe de méthode itérative imbriquée
(ou emboîtée) en insérant une deuxième méthode de Krylov pour résoudre les
systèmes linéaires du type A−1G (AG + δ)y = c en interne de la première. Le
nombre d'itérations a priori de ette méthode devrait être le nombre d'itérations
de la déomposition de domaine ave une inversion direte de la matrie AG+ δ
par le nombre d'itération de l'inversion de la matrie A−1G (AG + δ).
On utilise la méthode itérative GMRES pour résoudre le problème pré-
onditionné suivant : (
I −A−1D (AE − δ)
)
X = A−1D b. (3.12)
L'ériture r = A−1D v signie que l'on a résolu
AB rB = vB
AI rI = vI
AH rH = vH
dont l'inversion du blo AI est obtenue par Rédution Cylique. Pour les blos
AB et AH , on peut utiliser une méthode direte type déomposition LU ar ils
sont de très petites tailles.
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Remarque On pense que le méthode itérative va onverger assez rapidement.
Il onvient de stoker à l'itération k, k diretions de desente, e qui semble
raisonnable vis à vis de la apaité mémoire des mahines atuelles.
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A haque itération de la méthode itérative pour la résolution de la déom-
position de domaine, on doit résoudre un système linéaire sur haque sous-
domaine. Les domaines ontenant les ouhes PML sont susamment petits
pour être traités par une méthode direte. Pour le domaine entral, du fait de
sa très grande taille, on opte naturellement vers un solveur rapide. On présente
ii le prinipe général d'un type de méthode, appelé Rédution Cylique, pour
la résolution de grands systèmes linéaires provenant de la disrétisation d'opé-
rateurs diérentiels partiuliers. Cette lasse de méthode est basée sur l'élimin-
ation suessive des inonnues du système. On ne résout nalement qu'une seule
équation à une inonnue du système. On redistribue ensuite ette information
(en sens inverse de l'élimination) aux inonnues éliminées. Ce type de méthode
est artiulée autour d'une suite d'opérations algébriques très simples. Ii, on
s'intéresse à la méthode stabilisée proposée par O. Buneman [25℄.
Il existe une multitude de variantes de la Rédution Cylique. On peut i-
ter par exemple la méthode très onnue FACR [34℄. Toutefois, l'utilisation de
méthodes rapides type transformée de Fourier n'est pas appliable à notre pro-
blème, exluant ainsi e type de méthode. On se restreint dans ette partie à
deux grandes approhes a priori adaptées ; une première dite standard basée sur
une analyse spetrale et une seonde appelée PSCR [22℄ basée sur une tehnique
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de solutions partielles [26℄. L'idée est de omparer les méthodes et surtout de
justier le hoix d'utiliser la méthode standard et non la méthode PSCR réente
et très utilisée pour les problèmes d'Helmholtz.
On présentera dans un premier temps le prinipe général de la Rédution
Cylique. On étudiera ensuite en détails les diérentes approhes. En partiulier,
la performane et la préision de es deux méthodes dépendront de problèmes
omplexes aux valeurs et veteurs propres. Suivant les approhes, un très grand
nombre de produits matrie-veteur et de résolutions de problèmes tridiagonaux
est à eetuer de manière rapide. Chaque approhe a ses avantages et inonvé-
nients que l'on présentera justiant ainsi notre hoix.
Remarque Il est important de noter qu'auune version rapide de la Rédution
Cylique ne permet de résoudre notre problème omplet (1.13) ave les ouhes
PML. La symétrie ou séparabilité sont des propriétés fortes néessaires à une
résolution rapide que l'utilisation de PML en diérenes nies et la variation de
densité moyenne ne permettent pas de onserver.
4.1 Présentation de la Rédution Cylique
D'un point de vue historique, la Rédution Cylique fut initialement pro-
posée pour la résolution de système tridiagonaux issue de la disrétisation du
problème de Poisson en diérenes nies puis fut étendue aux as des matries
tridiagonales par blos. De fait, la méthode présentée ii est omplètement adap-
tée aux problèmes disrétisés par diérenes nies.
Pour la présentation de la méthode, notre problème modèle sera l'équation
de Helmholtz (2.3) sur le domaine Ωg dénie par la déomposition (3.2). La
disrétisation par diérenes nies du shéma (2.1) sur un maillage uniforme
ave nx×ny noeuds amène à onsidérer le système linéaire tridiagonal par blo
suivant :
A/2 + α −T
−T A −T
.
.
.
.
.
.
.
.
.
−T A −T
−T A/2 + α


u1
u2
.
.
.
uny−1
uny
 =

f1
f2
.
.
.
fny−1
fny
 (4.1)
où les blos A et T sont dénies dans la setion préédente.
En notant B = A/2 + α, on réérit alors la matrie (4.1) sous la forme
générale 
B −T
−T A −T
.
.
.
.
.
.
.
.
.
−T A −T
−T B
 .
Pour plus de simpliité, supposons que ny = 2
k − 1 ave k ∈ N∗. Pour notre
problème, on sait que les matries A et T ommutent. De plus, la matrie A est
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symétrique. Ces deux propriétés sont primordiales pour la méthode. Toutefois,
Swarztrauber [35℄ a étendu la méthode pour les matries issues d'équations
séparables générales mais la omplexité des formules rend la méthode inintéres-
sante. Par la suite, il sera mis en évidene l'intérêt des eorts eetués pour
onserver les propriétés. Dans les formules suivantes, on pose u0 = uny+1 = 0.
Considérons trois lignes suessives (par blo) de (4.1). On peut don érire
pour i = 2, 4, ..., ny − 1 :
−Tui−2 + Aui−1 − Tui = fi−1
− Tui−1 + Aui − Tui+1 = fi
− Tui + Aui+1 − Tui+2 = fi+1.
(4.2)
On multiplie alors les première et troisième équations de (4.2) par TA−1 et on
les additionne à l'équation du milieu. On se ramène don à un système réduit à
2k−1 − 1 blos d'inonnues :
−T 2A−1ui−2+
(
A− 2T 2A−1)ui−T 2A−1ui+2 = fi+TA−1 (fi−1 + fi+1) (4.3)
pour i = 2, 4, ..., ny − 1.
Remarque Le traitement des bords est eetué de la même manière. On mul-
tiplie simplement la ligne du bord par TB−1 pour l'additionner à la ligne du
milieu.
Après avoir résolu le système d'équations (4.3), on obtient les blos solutions
ui pour i = 2, 4, ..., ny − 1. Les inonnues éliminées du système peuvent être
retrouvées en résolvant le système blo diagonal :{
Auj = fj + Tuj−1 + Tuj+1, j = 3, ..., ny − 2
Buj = fj + Tuj−1 + Tuj+1, j = 1, ny.
(4.4)
L'étape d'élimination peut être répétée k−1 fois pour n'avoir qu'un unique blo
équation u(ny+1)/2. Pour dénir ette proédure réursive, on note A
(0) = A,
B(0) = B, T (0) = T et f (0) = f . Ainsi, après r étapes d'élimination pour
0 ≤ r ≤ k − 1, le système réduit a la dimension de 2k−r − 1 blos, et s'érit :
B(r) −T (r)
−T (r) A(r) −T (r)
.
.
.
.
.
.
.
.
.
−T (r) A(r) −T (r)
−T (r) B(r)


u2r
u2.2r
.
.
.
u(ny−1)−2r+1
uny−2r+1

=

f
(r)
2r
f
(r)
2.2r
.
.
.
f
(r)
(ny−1)−2r+1
f
(r)
ny−2r+1

.
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où, pour r = 1, ..., k − 2 :
A(r) = A(r−1) − 2
(
T (r−1)
)2 (
A(r−1)
)−1
(4.5)
B(r) = A(r−1) −
(
T (r−1)
)2 [(
A(r−1)
)−1
+
(
B(r−1)
)−1]
(4.6)
T (r) =
(
T (r−1)
)2 (
A(r−1)
)−1
. (4.7)
Finalement, le blo nal de l'étape r = k − 1 s'érit
A(k−1) = A(k−2) − 2
(
T (k−2)
)2 (
B(k−2)
)−1
. (4.8)
On obtient également une formulation réursive sur le seond membre et pour
r = 1, ..., k − 2 et i = 1, ..., 2k−r − 1 :
f
(r)
i.2r =

f
(r−1)
i.2r + T
(r−1)
((
B(r−1)
)
−1
f
(r−1)
i.2r−2r−1 +
(
A(r−1)
)
−1
f
(r−1)
i.2r+2r−1
)
pour i = 1,
f
(r−1)
i.2r + T
(r−1)
((
A(r−1)
)
−1
f
(r−1)
2k−r−2r−1
+
(
B(r−1)
)
−1
f
(r−1)
2k−r+2r−1
)
pour i = 2k−r − 1,
f
(r−1)
i.2r + T
(r−1)
(
A(r−1)
)
−1
(
f
(r−1)
i.2r−2r−1 + f
(r−1)
i.2r+2r−1
)
autrement.
(4.9)
De plus, on a pour r = k − 1 :
f
(k−1)
2k−1
= f
(k−1)
2k−1
+ T (k−1)
(
B(k−2)
)−1 (
f
(k−1)
2k−1−2k−2 + f
(k−1)
2k−1+2k−2
)
. (4.10)
Après les k − 1 étapes d'élimination, l'équation blo résultante s'érit :
A(k−1)u2k−1 = f
(k−1)
2k−1
. (4.11)
Après résolution de (4.8), on obtient le blo milieu u2k−1 . Le reste des inonnues
sont obtenues par la résolution du système blo diagonal des équations éliminées
pour r = k − 2, ..., 0. Ce système a la dimension 2k−r − 1 blos, et s'érit :

B(r)
A(r)
.
.
.
B(r)


u2r+1−2r
u2.2r+1−2r
.
.
.
uny−2r+1
 =

g
(r)
2r+1−2r
g
(r)
2.2r+1−2r
.
.
.
g
(r)
ny−2r+1
 (4.12)
où
g
(r)
j.2r+1−2r = f
(r)
j.2r+1−2r + T
(r)
(
u(j−1).2r+1 + u(j).2r+1
)
. (4.13)
Dans la prohaine setion, nous allons étudier une approhe pour onstruire les
seonds membres réursivement et traiter les diérentes étapes de rédution et
redistribution.
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Fig. 4.1  Etapes de la Rédution Cylique pour 15 lignes
4.2 Approhe par déomposition spetrale, la méth-
ode standard
Pour la résolution des systèmes linéaires (4.10), (4.11) et (4.12), on peut se
plaer dans l'espae de la base des veteurs propres de la matrie A, souvent
appelé espae de Fourier. Tout d'abord, remarquons que si les matries A(r) et
T (r) ommutent alors elles ont les mêmes veteurs propres. C'est une propriété
fondamentale de ette approhe. On note Λ(0) et Γ(0) les matries diagonales
ontenant respetivement les valeurs propres des matries A et T . On a don :
A = QΛ(0)QT , T = QΓ(0)QT (4.14)
où Q est la matrie orthogonale dont les olonnes sont les veteurs propres des
matries A et T .
Ainsi, on obtient les formules de réurrene suivantes :
A(r) = QΛ(r)QT , T (r) = QΓ(r)QT (4.15)
où, en utilisant (4.6) et (4.7), on a :
Λ(r) = Λ(r−1) − 2
(
Γ(r−1)
)2 (
Λ(r−1)
)−1
(4.16)
Γ(r) =
(
Γ(r−1)
)2 (
Λ(r−1)
)−1
. (4.17)
On voit immédiatement que pour que la matrie B ait les mêmes veteurs
propres que A et T , il est impératif que le paramètre α soit onstant. C'est
là enore une ontrainte pour l'utilisation de ette approhe. Dans e as,
B = Q
(
Λ(0)
2
+ α
)
QT ,
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et en posant Π(0) =
Λ(0)
2
+α, on obtient à partir de (4.7) la formule de réurrene
suivante
Π(r) = Λ(r−1) −
(
Γ(r−1)
)2 [(
Λ(r−1)
)−1
+
(
Π(r−1)
)−1]
.
Le alul de x =
(
T (r−1)
)2 (
A(r−1)
)−1
y dans les étapes d'élimination est donné
par :
x = Q
(
Γ(r−1)
)2 (
Λ(r−1)
)−1
QT y. (4.18)
Les termes de la forme x =
(
A(r)
)−1 (
y +
(
T (r)
)
z
)
dans les étapes de redistri-
bution sont donnés par :
x = Q
(
Λ(r)
)−1 (
QT y +
(
Γ(r)
)
QT z
)
. (4.19)
Pour résumer, on eetue les inq étapes suivantes :
• On alule les omposantes de f dans la base des veteurs propres
f˜i = Q
T fi pour i = 1, . . . , ny.
• On eetue les étapes d'élimination sur le seond membre obtenu, par
exemple pour le blo i à l'étape r
f˜
(r)
i.2r = f˜
(r−1)
i.2r + Γ
(r−1)
(
Λ(r−1)
)−1 (
f˜
(r−1)
i.2r−2r−1 + f˜
(r−1)
i.2r+2r−1
)
.
Les matries Λ(r−1) et Γ(r−1) sont diagonales.
• On alule le blo solution réduit u˜2k−1 en résolvant le système
Λ(k−1)u˜2k−1 = f˜
(k−1)
2k−1
où la matrie Λ(k−1) est diagonale.
• On redistribue réursivement les blos solutions en résolvant des systèmes
du type
Λ(r)u˜j.2r+1−2r = g˜
(r)
j.2r+1−2r
où
g˜
(r)
j.2r+1−2r = f˜
(r)
j.2r+1−2r + Γ
(r)
(
u˜(j−1).2r+1 + u˜(j).2r+1
)
.
• On alule la solution u
ui = Qu˜i pour i = 1, . . . , ny.
Le oût global de ette approhe, mis à part le alul des veteurs et valeurs
propres de A, peut être obtenu en omptant le nombre de produit matrie-
veteur par Q et QT , soit 2ny multipliations.
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4.3 Approhe par tehnique de solution partielle, la
méthode PSCR
On présente maintenant une autre approhe réente basée sur la tehnique
de solution partielle [26℄. L'idée est de onstruire les blos de solutions des dié-
rentes étapes de redistribution en revenant à haque fois au problème omplet.
On introduit dans un premier temps diérentes éritures omplémentaires à la
Rédution Cylique. On présente ensuite dans e adre la tehnique de solu-
tion partielle basée sur la séparabilité du problème. On montrera ensuite les
avantages et limites de ette approhe.
Remarque Réemment introduite par T. Rossi et J. Toivanen [22℄, la Rédu-
tion Cylique ave la tehnique de solution partielle est appelée PSCR. Elle est
onnue pour son grand nombre d'appliations, notamment pour les problèmes
d'Helmholtz [24℄ en éléments nis et sa parallélisation [23℄.
4.3.1 Etapes de rédution et redistribution
On présente ii plusieurs résultats pratiques pour la onstrution du seond
membre ou la redistribution aux inonnues éliminées en vue de l'utilisation de la
tehnique dite de solution partielle. Pour les démonstrations préises, voir [22℄.
Voii tout d'abord un lemme qui sera utile pour les deux prohains théo-
rèmes.
Lemme 4.3.1 Pour la matrie T (s), s = 1, ..., k, on a
T (s) = T (0)
(
A(0)
)−1
T (0)
(
A(1)
)−1
T (1)...
(
A(s−1)
)−1
T (s−1). (4.20)
On note pour la suite
M(r) =

A −T
−T A −T
.
.
.
.
.
.
.
.
.
−T A −T
−T A

le blo de A de dimension égale à 2r−1. Par souis de simpliité, on ne onsidère
pas ii les termes de bords.
4.3.2 Constrution du seond membre
On s'intéresse au alul des veteurs f (r) dans (4.9). On s'appuie sur le
théorème suivant :
Théorème 4.3.2 Soit m = 2r − 1. Alors,
f
(r)
i.2r = f
(r−1)
i.2r + T
(
x(1)m + x
(2)
0
)
(4.21)
63
Chapitre 4. Rédution Cylique
où x
(1)
m est le dernier blo de taille n du veteur x(1) et x
(2)
0 est le premier blo
de taille n du veteur x(2), où les veteurs x(k), k = 1, 2 sont donnés par les
systèmes linéaires
M (r)x(k) = y(k). (4.22)
Les veteurs y(k) ont la struture par blo suivante
y
(k)
j =
{
f
(r)
i.2r+1+(−1)k2r , j = (m+ 1)/2
0, autrement.
(4.23)
Preuve Il est évident que résoudre M (r)x = y, ave y nul sauf pour le blo
(m+1)/2, équivaut à résoudre A(r−1)x(m+1)/2 = y(m+1)/2. On a don
x(m+1)/2 =
(
A(r−1)
)−1
y(m+1)/2. (4.24)
En utilisant la formule de redistribution (4.12), pour haque étape j = r−2, ..., 0
et en s'intéressant au premier blo, on a
Tx1 = T
(0)x1
= T (0)
(
A(0)
)−1
T (0)
(
A(1)
)−1
T (1)...
...
(
A(r−2)
)−1
T (r−2)x(m+1)/2.
(4.25)
En utilisant le lemme 4.3.1, on a
Tx1 = T
(r−1)x(m+1)/2 = T (r−1)
(
A(r−1)
)−1
y(m+1)/2. (4.26)
Ainsi, dans un premier temps, on résout le problème assoié M (r)x(1) = y(1).
D'après le théorème 4.3.2, on obtient que
Tx(1)m = T
(r−1)
(
A(r−1)
)−1
f
(r)
i.2r+1−2r
où x
(1)
m est le dernier blo du veteur x(1).
De plus, pour le problème ave le seond membre y(2), on a
Tx
(2)
1 = T
(r−1)
(
A(r−1)
)−1
f
(r)
i.2r+1+2r
.
où x
(2)
1 est le premier blo du veteur x
(2)
.
On peut alors failement aluler le seond membre f (r) donné par (4.9). A
haque étape de rédution, on a besoin de résoudre 2k−r − 1 systèmes linéaires
ave la matrie M (r).
4.3.3 Redistribution
On s'intéresse maintenant à la redistribution aux inonnues éliminées. On
utilise le théorème suivant :
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Théorème 4.3.3 Soit m = 2r − 1. Alors, ui.2r+1−2r = x(m+1)/2, où le blo
milieu x(m+1)/2 est de taille nx du veteur solution x du système M
(r)x = y. Le
veteur y est déni omme
yj =

Tu(i−1).2r+1 , j = 1,
f
(r)
i.2r+1−2r , j = (m+ 1)/2,
Tui.2r+1, j = m,
0, autrement,
(4.27)
sauf pour r = 0 et r = k − 1. Dans le as r = k − 1, on a y1 = y2 = 0. Dans le
as r = 0, l'unique blo y1 est donné par y1 = f
(0)
2.(i−1) + T (u2.(i−1) + u2.i).
Preuve La linéarité du système nous permet d'érire
x(m+1)/2 = x
(1)
(m+1)/2 + x
(2)
(m+1)/2 + x
(3)
(m+1)/2,
où x
(k)
(m+1)/2 est le blo milieu de la solution x
(k)
du système M (r+1)x(k) = y(k).
Les veteurs y(k) sont dénis omme :
y
(1)
j =
{
f
(r)
i.2r+1−2r , j = (m+ 1)/2
0, autrement,
y
(2)
j =
{
Tu(i−1).2r+1 , j = 1
0, autrement,
y
(3)
j =
{
Tui.2r+1, j = m
0, autrement.
Dans le même esprit que pour le théorème préèdent, on montre que
x
(2)
(m+1)/2 =
(
A(r)
)−1
T (r)u(i−1).2r+1 ,
et que
x
(3)
(m+1)/2 =
(
A(r)
)−1
T (r)ui.2r+1.
Ainsi, haque redistribution 0 ≤ r ≤ k − 1 néessite la résolution de 2k−r − 1
problèmes ave la matrie M (r+1).
4.3.4 Séparabilité du problème
On dénit tout d'abord le produit tensoriel de matries ⊗ permettant l'éri-
ture en variables séparées : pour A ∈ Ck×k et B ∈ Cs×s,
A⊗B = {AijB}ki,j=1 ∈ Cks×ks.
On s'intéresse ii en détail à l'ériture de la matrie (4.1) issue d'une disrétisa-
tion par diérenes nies sous la forme
Dy ⊗Ax +Ay ⊗Dx.
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D'après le prinipe de séparation, les matries Ax et Ay de taille respetives
nx × nx et ny × ny représentent la disrétisation du problème (4.1) dans les
diretions respetives x et y. Les matries Dx et Dy traduisent l'impat des
onditions aux bords.
Remarque On peut également érire sous forme le problème disrétisé par la
méthode des éléments nis. C'est d'ailleurs un avantage onsidérable de ette
approhe.
On onsidère le as général déni par le problème (2.3) assoié aux onditions
de Robin. Ave une disrétisation de la dérivée normale à l'ordre deux dans les
onditions d'interfaes, on a la matrie suivante
A/2 + α −T
−T A −T
.
.
.
.
.
.
.
.
.
−T A −T
−T A/2 + α

où α est onstant. On rappelle également que
A = −ǫ2(M∆ +MCL)−M1−N
où en notant h = δxδy
M∆ =
1
δx2

−1− 2h2 1
1 −2(1 + h2) 1
.
.
.
.
.
.
.
.
.
1 −2(1 + h2) 1
1 −1− 2h2
 ,
M1−N =

1−N1
1−N2
.
.
.
1−Nn

et
MCL = − i
ǫδx
(√
1−N1δ1 +
√
1−Nnδn
)
où on a noté δi la matrie de taille n×n dont le ième oeient de la diagonale
vaut un et zéro partout ailleurs. On a également
T = − ǫ
2
δy2
I.
On peut alors érire la déomposition en notant
Ax = −ǫ2( 1
δx2
M +MCL)−M1−N
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et
Ay = − ǫ
2
∆y2
M + α(δ1 + δn)
où
M =

1 −1
−1 2 −1
.
.
.
.
.
.
.
.
.
−1 2 −1
−1 1
 .
On pose également Dy = I − 12(δ1 + δn) et Dx = I. On a ainsi
Dy ⊗Ax =

Ax/2
Ax
.
.
.
Ax
Ax/2

et
Ay ⊗Dx = 1
δy2

(1 + δy2α)Dx −Dx
−Dx 2Dx −Dx
.
.
.
.
.
.
.
.
.
−Dx 2Ix −Dx
−Dx (1 + δy2α)Dx
 .
Par ette déomposition, on retrouve bien la matrie (4.1).
Remarque La hose importante à noter pour la suite est que la matrie Dy
n'est pas la matrie identité.
4.3.5 Tehnique de solution Partielle
On présente ii la tehnique de solution partielle pour résoudre les systèmes
linéaires M(r) et M(r+1). Cette méthode partiulière néessite que l'opérateur
soit à variables séparables. On vient de voir que le problème (4.1) se formalise
omme
(Dy ⊗Ax +Ay ⊗Dx)u = f.
Dans le adre d'une disrétisation par diérenes nies, les matries Ax et Ay
de taille respetives nx×nx et ny×ny sont tridiagonales et issues de la disrét-
isation de l'opérateur dans les diretions respetives x et y. De plus, les matries
Dx et Dy sont diagonales et varient en fontion des onditions aux bords. Un
avantage diret de ette approhe est le fait de pouvoir également utiliser une
disrétisation type éléments nis.
Il suit que la matrie M (r) est séparable et peut s'érire :
M (r) = J2r−1 ⊗Ax +K2r−1 ⊗Dy (4.28)
67
Chapitre 4. Rédution Cylique
où K2r−1 (resp. I2r−1) est une sous-matrie de Ay (resp. Dy) de taille 2r − 1
blos. Soit le problème généralisé aux valeurs propres suivant :
K2r−1wi = λiJ2r−1wi, i = 1, ..., 2r − 1.
On note par la suite la base des veteurs propres
W = [w1, w2, ..., w2r−1] =W T ∈ C(2r−1)×(2r−1).
Dans l'étape de rédution, on a besoin de aluler
M (r)x = y (4.29)
où y a seulement un blo non nul, elui du milieu y2r−1 . On ne veut que les
blos x1 et x2r−1 de la solution x. En multipliant (4.29) par la gauhe par la
matrie W T ⊗ Inx, en utilisant (4.28) et en notant x˜ = (W T ⊗ Inx)x, on obtient
le système diagonal par blo :
Ax + λ1Inx
Ax + λ2Inx
.
.
.
Ax + λ2r−1Inx


x˜1
x˜2
.
.
.
x˜2r−1

=

(w1)2r−1y2r−1
(w2)2r−1y2r−1
.
.
.
(w2r−1)2r−1y2r−1

(4.30)
où Inx est la matrie identité de taille nx × nx.
Finalement, on pose x = (W ⊗ Inx)x˜ et, après avoir résolu le système (4.30),
les blos souhaités sont obtenus par :
x1 =
∑2r−1
j=1 (wj)1x˜j et x2r−1 =
∑2r−1
j=1 (wj)2r−1x˜j . (4.31)
C'est ette variante de la méthode lassique de séparation de variable que l'on
appelle la tehnique de solution partielle.
Le problème en M (r+1) de redistribution se résout de manière identique.
4.4 Choix de la méthode
On a présenté deux manières diérentes de résoudre le problème (4.1) par
Rédution Cylique ; la méthode par déomposition spetrale dite standard et
la méthode par solution partielle notée PSCR.
La méthode PSCR possède un avantage ertain omparé à la méthode stan-
dard ; elle n'est pas restreinte à des maillages artésiens type diérenes nies.
On peut l'utiliser pour des méthodes type éléments nis. Cette partiularité per-
met don une appliation plus générale de la méthode. Rappelons toutefois que
la méthode de Rédution Cylique est à l'origine onçue pour des problèmes is-
sues de disrétisation type diérenes nies. En fait, la résolution par tehnique
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des solutions partielles onsiste à onsidérer les sous-problèmes issues de (4.1)
sans expliitement eetuer les réurrenes. On utilise plutt le aratère sépa-
rable de l'opérateur pour aluler les blos solutions. Dans ette approhe, il est
néessaire de résoudre une série de problèmes aux valeurs propres généralisés.
La résolution de e type de problèmes s'avère très ompliquée, surtout dans l'es-
pae omplexe et aux dimensions de maillage envisagés. Dans ette approhe,
la symétrie de la matrie 1D Ax est primordiale.
L'approhe standard néessite quant à elle la symétrie de la matrie A for-
mant le blo diagonale. Dans notre as, on utilise le fait que non seulement la
matrie globale est séparable mais aussi que la struture est simple. En eet,
les blos extra-diagonaux sont tous identiques égaux à T et les matries A et T
ommutent. Les onditions limites d'ordre élevé ne sont alors pas adaptées. En
ontre partie, on ne doit résoudre qu'un unique problème aux valeurs propres
pour lequel une méthode ultra-rapide et performante peut être utilisée. On la
présente d'ailleurs dans le hapitre suivant. Toutefois, dans notre adre d'étude
et pour des raisons de oneption, l'utilisation des diérenes nies permet de
pallier es ontraintes.
L'avantage indéniable de la méthode standard sur la méthode PSCR est sa
simpliité algorithmique et de mise en oeuvre. En eet, la méthode s'érit sim-
plement et le noeud de la méthode est une séquene de produit matrie-veteur
par une matrie dense. La méthode PSCR quant à elle néessite également la
résolution d'une série de systèmes tridiagonaux.
Pour es raisons, on hoisit la méthode standard qui est plus adaptée à la dis-
rétisation par diérenes nies. L'utilisation de la méthode PSCR s'envisagera
plutt pour des problèmes disrétisés en éléments nis.
Remarque Dans l'artile [24℄, les auteurs font la résolution d'un problème
d'Helmholtz ave des ouhes PML et sans déomposition de domaine par la
méthode PSCR. Il est intéressant de omprendre les diérenes ave notre as.
Tout d'abord, le problème que onsidèrent les auteurs est un problème d'Helm-
holtz à oeient onstant. Ensuite, la tehnique des éléments nis est utilisée.
Dès lors, il est possible d'avoir un problème variationnel symétrique et séparable.
Dans notre as, en diérenes nies, la symétrie du problème ave ouhes PML
n'est tout simplement pas possible. Dans un adre éléments nis, la variation de
la densité moyenne empêhe de garantir à la fois la séparabilité et la symétrie.
4.5 Performane de la méthode
La performane de la Rédution Cylique ave déomposition spetrale est
diretement liée aux produits faisant intervenir la matrie Q (et sa transposée).
D'un point de vue historique, ette méthode fut éprouvée sur des problèmes
elliptiques simples. Dans un tel adre, on dispose du spetre (Λ, Q) et on eetue
les produits par transformée de Fourier rapide (FFT, [32℄). Dans notre as, 'est
plus omplexe et la FFT ne s'applique pas. Dès lors, la séquene de produit
matrie-veteur doit être eetuée de manière adaptée et performante d'un point
de vue informatique.
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On rappelle que l'on a ny veteurs de taille nx à multiplier ave la matrie
dense omposée des veteurs propres Q puis sa transposée QT . Pour tout ei, on
doit don eetuer exatement 2nyn
2
x multipliations et 2nynx(nx−1) additions.
Préisons que l'on parle évidement d'opérations sur des nombres omplexes et
que les multipliations de ottants sont beauoup oûteuses que les additions.
Il existe des algorithmes réursifs permettant de diminuer fortement e nombre
de multipliations mais augmentant beauoup le nombre d'additions [33℄. Tou-
tefois, la struture des algorithmes ne permet pas l'exploitation du ahe des
proesseurs.
On peut naïvement eetuer la séquene de produit matrie-veteur en uti-
lisant une bibliothèque sientique ou en odant soi-même. Toutefois, grâe à
des tehniques dites de ahe bloking des données [28℄, eetuer ette séquene
en un seul produit matrie-matrie permet d'utiliser au mieux les apaités des
mahines informatiques atuelles. On eetue un produit d'une matrie nx×nx
par une matrie nx×ny. Il est possible (mais non aisé) de faire sa propre routine
produit matrie-matrie performante mais le développement néessite une forte
onnaissane de la mahine et dépend de ette dernière. Il est alors préférable
d'utiliser des bibliothèques qui s'adaptent automatiquement à la mahine, par
exemple les bibliothèques LAPACK [27℄ ATLAS [30℄ ou PHIPAC [29℄ ou des
routines partiulières faites à la main omme par Goto [31℄.
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La Rédution Cylique est le solveur diret utilisé lors de la résolution du
système linéaire préonditionné (3.12). On a vu préédemment que ette mé-
thode est basée sur une séquene d'opérations algébriques sur les valeurs et
veteurs propres du blo diagonal de la matrie de disrétisation. La préision
de la Rédution Cylique est ainsi diretement liée à la préision de la méthode
de reherhe du spetre. C'est don une étape ruiale de la résolution. Dans e
hapitre, on présente un solveur aux valeurs et veteurs propres ultra-rapide et
préis adapté aux strutures tridiagonales. Ce solveur est basé sur les travaux
réents de B. Parlett [14℄ et I. Dhillon [15℄. Initialement prévue pour les as
réels, on s'est ii intéressé à l'implantation dans le as omplexe. On omparera
en partiulier e solveur à la méthode lassique QR.
On onsidère une matrie A tridiagonale symétrique (non hermitienne dans
le as omplexe) de dimension n. On souhaite trouver toutes les valeurs propres
λi ∈ C et les veteurs propres assoiés vi qui vérient
Avi = λivi. (5.1)
Autrement dit, on herhe les matries Λ et Q vériant
A = QΛQ−1.
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On sait que dans le as réel, si la matrie A est symétrique alors la matrie
Q formée par la base de ses veteurs propres est orthogonale (Q−1 = QT ). Dans
le as omplexe, si la matrie est hermitienne alors la matrie Q est unitaire
(Q−1 = Q∗). On s'intéresse aux propriétés de notre matrie symétrique mais
non hermitienne à laquelle on assoie le produit salaire réel
(u, v)R =
∑
uivi.
On suppose que toutes les valeurs propres de A sont distintes. Soient (u,v)
deux veteurs propres assoiées aux valeurs propres respetives (λ,µ) :{
Au = λu,
Av = µv.
On a don
λ(u, v)R = (λu, v)R = (Au, v)R = (u,A
T v)R = (u,Av)R = (u, µv)R = µ(u, v)R
et omme λ 6= µ, on déduit que (u, v)R = 0. Les veteurs propres sont don
orthogonaux au sens du produit salaire réel. On peut alors érire
A = QΛQT .
On voit don qu'une ontrainte importante est d'obtenir l'orthogonalité.
Il existe de nombreuses méthodes permettant d'obtenir les valeurs propres.
Par exemple, on peut utiliser l'algorithme lassique QR. Par ontre, auune de
es méthodes ne tient ompte du aratère tridiagonal de la matrie. On s'inté-
resse à une méthode initialement proposée par H. Rutishauser [17℄, l'algorithme
LR (ou QD dans sa version tridiagonale initiale). D'un point de vue historique,
ette méthode préède l'algorithme QR et est basée sur le même proédé ité-
ratif. De plus, les mêmes tehniques d'aélération de la méthode par déalage
sont utilisables. Bien qu'appliable en théorie dans le as de matrie générale,
ette méthode est sans doute la plus performante pour le as des matries tri-
diagonales. En eet, elle repose sur des déompositions LU, très bien adaptées
pour e type de matrie. B. Parlett en fait une étude très laire [14℄.
Classiquement, on obtient le veteur propre vi relié à la valeur propre λi par
la résolution de l'équation (5.1). On doit don trouver le noyau de l'appliation
(A − λiI). On va utiliser une méthode adaptée à notre as proposée par I.
Dhillon en ollaboration ave B. Parlett. Le but de ette méthode est de garantir
l'orthogonalité des veteurs sans passer par des proédés d'orthogonalisation
type Gram-Shmit. Cette méthode est enore basée sur des déompositions LU.
Rappelons enn que notre motivation est de ne pas se restreindre au as
réel mais de traiter le as omplexe. En eet, si de nombreuses bibliothèques
permettent la résolution de e problème dans le as réel, auune ne traite le as
omplexe non hermitien eaement. C'est même en utilisant des routines pour
les as de matries omplexes générales que les aluls sont généralement faits.
Dès lors, l'implémentation d'une méthode adaptée et performante par rapport
à e qui est disponible devient une réelle motivation pour notre travail.
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5.1 Calul des valeurs propres
La méthode LR est partiulièrement bien adaptée aux matries de type
tridiagonal. On ne tire par ontre auun avantage de la struture symétrique.
On hoisit alors un formalisme pour matrie générale. On érit notre matrie
A =

a1 c1
b1 a2
.
.
.
.
.
.
.
.
. cn−1
bn−1 an
 .
5.1.1 Eriture de l'algorithme
On présente la version proposée par R. Rutishauser [17℄ :
A1 = A,
pour k = 1, 2, . . . :
Ak = LU
Ak+1 = UL
n
Cet algorithme est d'ériture très prohe de l'algorithme QR et repose sur le
même prinipe de transformation : Une première réation en voyant ette pro-
édure est de se demander e qu'il advient des valeurs propres et e qu'on a-
omplit. Comme
Ak+1 = UL = UAkU
−1 = L−1AkL
U étant une bijetion, Ak+1 peut être vu omme un hangement de variable et
don il y a équivalene de spetre.
Cette algorithme onverge vers une matrie bidiagonale. En eet, pendant
les itérations, on vérie que les oeients de la diagonale inférieure de Ak
onvergent un à un vers zéro. Le premier à diminuer est le oeient (Ak)n,n−1,
puis (Ak)n−1,n−2, et. De plus, lorsque un oeient s'annule, on assure la
onvergene de la valeur propre sur la diagonale. Remarquons que et algo-
rithme n'ordonne pas les valeurs propres.
5.1.2 Forme tridiagonale onservée
L'intérêt de ette ériture est garder une forme tridiagonale à toutes les
étapes s'il n'y a pas besoin de pivotage numérique. En eet, la déomposition
LU garde le prol de la matrie initiale et si on note L la matrie inférieure
L =

1
l1 1
.
.
. 1
ln−1 1
 ,
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U la matrie supérieure
U =

u1 c1
u2
.
.
.
.
.
.
.
.
. cn−1
un

alors le produit UL est une matrie tridiagonale et s'érit
UL =

u1 + c1l1 c1
u2l1 u2 + c2l2
.
.
.
.
.
. cn−1
unln−1 un
 . (5.2)
Dès lors, on utilise eaement la struture de la matrie, garantissant ainsi de
bonnes performanes par rapport aux autres algorithmes généraux.
5.1.3 Aéleration
On présente ii deux manières diérentes d'aélérer l'algorithme ; l'utilisa-
tion lassique de shift et une rédution de la taille du problème au fur et à
mesure de la onvergene.
Par l'utilisation de shift
De manière similaire à l'algorithme QR, on peut aélérer la méthode en
utilisant des shifts aux diérentes étapes. On réérit l'algorithme :
A1 = A,
pour k = 1, 2, . . . :
Ak − ckI = LU
Ak+1 = UL+ ckI
n
où ck ∈ C est notre shift à haque étape.
Le hoix du shift s'avère primordial pour l'aélération de la méthode. Un
hoix lassique pour ck est
ck = (Ak)n,n.
Comme le seul terme non nul de la dernière ligne de Ak est (Ak)n,n−1. Claire-
ment, si (Ak)n,n−1 → 0 alors (Ak)n,n → λn. On peut montrer que (Ak)n,n−1
tend vers zéro ave le fateur de onvergene∣∣∣∣ λn − ckλn−1 − ck
∣∣∣∣ .
Le meilleur hoix possible serait diretement la valeur propre λn. Un autre hoix
astuieux, notamment en omplexe, est de prendre une valeur propre du blo
2× 2 extrait de Ak de oeients diagonaux d'indies n et n− 1[
an−1 cn−1
bn−1 an
]
.
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On hoisit la valeur propre la plus prohe de (Ak)n,n. Cette tehnique a été
introduite par J. H. Wilkinson [16℄.
Par la struture
La matrie Ak onverge vers une matrie bidiagonale supérieure. Cei im-
plique qu'au fur et à mesure des itérations, le dernier oeient de la diagonale
inférieure de la déomposition LU de Ak onverge vers zéro. Ainsi, le dernier
oeient de la diagonale inférieure de la matrie Ak+1 = UL est également
nul. On peut alors ne onsidérer que la matrie réduite de la ligne et la o-
lonne assoiées au oeient aux itérations suivantes. On réduit ainsi la taille
du problème au fur et à mesure que l'on onverge vers les valeurs propres.
5.1.4 Remarques sur l'implantation de la méthode LR
L'idée de l'implémentation est de toujours se ramener à une ériture type LU
des matries Ak sans jamais les reonstruire expliitement. Ainsi, à l'itération
k, on herhe diretement les matries L et U de la déomposition LU de la
matrie Ak+1 à partir de la formule (5.2). D'un point de vue informatique,
on peut éviter ertaines erreurs d'arrondi en limitant les additions, génératrie
d'erreur, et introduire des multipliations.
On a plusieurs hoix possibles pour le ritère d'arrêt :
• le terme Ak−1,k → 0. Ce test assure que la onvergene a lieu vers une
valeur propre sans quantier la préision.
• la diérene entre Ak,k et Dk (la diagonale à l'itération préédente). Ce
test permet de voir si la méthode stagne.
• On peut également ombiner les deux tests préédents.
Si on vérie le test, on a don une onvergene vers une valeur propre. Cette
onvergene loale permet de se foaliser sur la reherhe de valeurs propres
dans la matrie réduite.
5.2 Calul des veteurs propres
On se propose d'étudier le alul des veteurs propres vi 6= 0 de la matrie
symétrique (non hermitienne) A en utilisant les valeurs propres obtenues à l'aide
de l'algorithme LR présenté préédemment.
On herhe don à déterminer le noyau des appliations A− λiI où λi ∈ C.
Cela exige don de résoudre les systèmes suivants :
a1,1 − λi a1,2
a1,2 a2,2 − λi . . .
.
.
.
.
.
. an−1,n
an−1,n an,n − λi


v1i
v2i
.
.
.
vni
 = 0. (5.3)
Rappelons que le noyau de ette appliation est un espae unidimensionnel
s'il n'existe pas de valeur propre double. Une manière naturelle pour trouver vi
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est de hoisir un indie pivot k et de poser vki = 1. On déduit ensuite le reste
des omposantes du veteur par desente et montée du système. Par ontre,
ette méthode ne donne pas toujours des veteurs propres orthogonaux au sens
du produit salaire réel. Il faut don utiliser un algorithme d'orthogonalisation
omme l'algorithme de Gram-Shmidt. De plus, dans ertains as, les veteurs
obtenus pointent dans de mauvaises diretions. La raison est qu'il est rare qu'une
valeur propre soit représentable en préision nie.
Pourtant, S.I. Dhillon a développé une méthode très performante donnant
des veteurs propres diretement orthogonaux. Elle est basée sur un hoix astu-
ieux du pivot pour haque veteur propre dépendant de la fatorisation partiu-
lière de la matrie du noyau. Une tehnique de ranage des valeurs propres est
aussi employée. Une onséquene direte est la rapidité de l'algorithme (O(n2))
ar on évite l'orthogonalisation de Gram-Shmidt.
5.2.1 Prinipe de la méthode
Le prinipe de base est de déomposer la matrie A−λiI par les fatorisations
de Cholesky supérieure et inférieure :
A− λiI = L+D+LT+ = U−D−UT− .
Lors de es fatorisations, on dénit plusieurs grandeurs, notamment des oe-
ients γk traduisant la qualité des veteurs propres obtenus pour lequel v
k
i = 1.
S. I. Dhillon [15℄ propose de hoisir le pivot k omme l'indie pour lequel |γk|
est minimum. On obtient alors une bonne approximation du veteur propre vi.
On dénit ainsi une fatorisation partiulière dite twisted au pivot k ouplant
les deux préédentes
A− λiI = NkDkNTk .
On utilise la twisted fatorisation pour aluler le veteur propre. En respe-
tant la littérature, on appelle ette proédure GetV ec. On dénit également
l'Algorithme X en obtenant tous les veteurs propres ave GetV ec.
On dénit la fontion suivante :
reldist(λi, λj) =
∣∣∣∣λi − λjλj
∣∣∣∣
traduisant la distane relative entre 2 valeurs propres. On onsidérera que 2
valeurs propres sont prohes si leur distane est inférieure à 10−3.
Dans le as de valeurs propres isolées, les veteurs propres par l'Algorithme
X sont obtenus préisément. Par ontre, dans le as de valeurs propres prohes,
l'orthogonalité n'est pas assurée susamment préisément. Dhillon a alors in-
troduit la notion d'éloignement relatif et d'anage des valeurs propres.
On appelle luster la liste des valeurs propres prohes. On herhe à éloigner
relativement es valeurs propres. On déale alors la matrie par un salaire σ
hoisi dans le luster.
On doit ensuite aner les valeurs propres qui sont lustérisées et maintenant
déalées. Pour ela, on utilise un dérivé de la méthode inverse, le Rayleigh
Quotient Iteration (RQI). Cet algorithme est utilisé pour raner une petite
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valeur propre λ d'une matrie A. Il repose sur la méthode de la puissane inverse.
On alule alors
vk+1 = (A− λI)−1vk.
On rane don toutes les valeurs propres du luster et on vérie qu'il n'y ait pas
d'autres lusters dans le luster. Si une valeur n'appartient pas à un luster, alors
on applique alors la proédure GetV ec. On appelle ette proédure l'Algorithme
Y. On propose plutt une variante qui onsiste à raner toutes les valeurs
propres par la méthode RQI et de aluler ensuite tous les veteurs propres ave
GetV ec. On l'appelle l'Algorithme X'.
5.2.2 La twisted fatorisation
Soit J une matrie tridiagonale omplexe telle que l'on ait la double fato-
risation
J = L+D+L
T
+ = U−D−U
T
− . (5.4)
On dénit la twisted fatorisation au pivot k omme
J = NkDkN
T
k (5.5)
où les matries Nk et Dk ont les formes suivantes
Nk =

x
x x
x x x
x x
x
 et Dk =

x
x
x
x
x
 .
On vérie que
Nk =

1
l+(1) 1
.
.
.
.
.
.
l+(k − 2) 1
l+(k − 1) 1 u−(k)
1 u−(k + 1)
.
.
.
.
.
.
.
.
. u−(n− 1)
1

et
Dk = diag(d
+(1), . . . , d+(k − 1), γk, d−(k + 1), . . . , d−(n)).
5.2.3 Le oeient γk
On rappelle le théorème suivant
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Théorème 5.2.1 Soit J une matrie tridiagonale omplexe n × n admettant
la double fatorisation (5.4). Considérons la twisted fatorisation au pivot k
donnée par (5.5). Alors, pour 1 ≤ k ≤ n,
γk = d
+(k) + d−(k)− Jkk
et si J est inversible
1
γk
= e∗kJ
−1ek.
Ce théorème déoule de l'ériture de la twisted fatorisation.
5.2.4 Connexion ave les veteurs propres
On établit maintenant la onnexion des parties préédentes ave le problème
des veteurs propres.
Soit λ une valeur propre alulée de la matrie J . On montre omment
la double fatorisation peut être utilisée pour trouver la "bonne" equation à
omettre pour la résolution de (J − λI)x = 0. Si on érit J = V ΛV ∗, on trouve
1
γk
= e∗kV
∗(Λ− λI)−1V ek
⇒ 1
γk
=
|vj(k)|2
λj − λ +
∑
i6=j
|vi(k)|2
λi − λ .
Don, si λ est prohe d'une valeur propre isolée λj , γk reète la valeur de vj(k).
On admet dès lors que hoisir γk minimum revient à eetuer un bon hoix
d'indie pivot k. Pour la démonstration exate, voir [15℄.
5.2.5 Calul des veteurs propres et orthogonalité
On s'intéresse maintenant au alul du veteur propre. On eetue pour e
faire une desente et une remontée de la matrie A − λI. Le théorème suivant
montre omment aluler le veteur v qui satisfait toutes les équations de (A−
λI)v = 0 sauf la k−ème
Théorème 5.2.2 Soit J = A − λI une matrie tridiagonale irrédutible qui
permet la twisted fatorisation (5.5) pour un indie xé k. Alors, le système
(A− λI)v(k) = γkek
a une unique solution donnée par
v(k)(k) = 1,
v(k)(j) = −u+j,j+1v(k)(j + 1), j = k − 1, . . . , 1,
v(k)(i) = −l−i,i−1v(k)(i− 1), i = k + 1, . . . , n.
Preuve Comme Nkek = ek et Dkek = γk, on a
(A− λI)v(k) = γkek ⇒ NTk v(k) = ek
Le résultat est immédiat.
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Un point fort de la méthode est d'obtenir des veteurs propres diretement
orthogonaux. Dans les démonstrations, très tehniques, on regarde entre autres
les angles formés par les veteurs. On a le théorème suivant.
Théorème 5.2.3 Les veteurs propres (vk)k=1,...,n obtenus par l'algorithme X
assoiés aux valeurs propres (λk) vérient
|vTi vj | ≤
O(nǫ)
reldist(λi, λj)
pour i < j
où ǫ est la préision mahine.
Pour plus de détails, voir [15℄.
5.2.6 Résultats numériques
On présente ii les résultats numériques de la méthode LR ouplée à la
méthode de alul des veteurs propres proposée par I. Dhillon. On eetuera
une omparaison ave l'unique routine disponible (de la bibliothèque LAPACK )
pour le alul des matries omplexes non symétriques. Préisons que ette der-
nière est basée sur la méthode QR et la méthode de la puissane itérée et adaptée
pour les matries denses omplexes quelonques. Les temps de alul sont alors
trop long pour être aeptable. Notre motivation première fut don d'obtenir le
spetre dans un temps raisonnable. Toutefois, la préision est aussi primordiale
pour la Rédution Cylique. On va montrer la performane impressionnante en
termes de rapidité et de performane de la méthode LR au travers d'un as de
validation et d'un as réaliste.
Remarque Les méthodes présentées jusqu'ii sont implémentées dans la bi-
bliothèque LAPACK pour les matries tridiagonales symétriques uniquement
réelles. Après étude, l'implémentation dans le as omplexe a été alors eetuée
sans de modiation majeure.
Cas de validation
Notre as test de validation sera la matrie omplexe de taille n× n
A =

1 + i −1
−1 2 + i . . .
.
.
.
.
.
. −1
−1 1 + i
 .
Il est bien onnu (voir annexes) que les valeurs propres sont
λi = 2 + i− 2os
(
jπ
n+ 2
)
, j = 1, . . . , n.
On ompare la méthode de LAPACK à la méthode LR ave le alul des
veteurs propres adapté. Les résultats obtenus sont alors résumés dans le tableau
suivant
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||Λ− Λe||∞ ||Avi − λivi||∞ ||Q
TQ− I ||∞ ||A−Q
T
ΛQ||∞ temps
n = 1000
LAPACK 1.3× 10−13 1.4× 10−14 5.× 10−12 5.8 × 10−12 128s
LR+Dhillon 2.× 10−14 8.3× 10−17 7.2× 10−13 9.2 × 10−14 2s
n = 5000
LR+Dhillon 5.3× 10−13 2.1× 10−15 3.2× 10−11 5.8 × 10−13 55s
Tab. 5.1  Comparaison des méthodes QR et LR
D'un point de vue qualitatif, les deux méthodes donnent des résultats très
satisfaisants. On sait que la omparaison en temps ne serait pas appropriée
mais il est impressionnant de onstater la rapidité et la qualité de la méthode
LR pour es tailles de matrie. En partiulier, la base des veteurs propres est
orthogonale à une préision remarquable pour n = 5000.
Cas réaliste
On présente maintenant des résultats pour notre matrie tridiagonale om-
plexe symétrique non-hermitienne issue de la disrétisation d'une ligne de mail-
lage du problème (2.3).
||Avi − λivi||∞ ||Q
TQ− I ||∞ ||A−Q
T
ΛQ||∞ temps
n = 1000
LAPACK 1.4× 10−13 1.5 × 10−11 1.8× 10−11 159s
LR+Dhillon 2.7× 10−15 1.8 × 10−14 4.8× 10−14 3s
n = 5000
LR+Dhillon 9.9× 10−16 9.5 × 10−14 5.7× 10−14 73s
Tab. 5.2  Comparaison des méthodes QR et LR dans un as réaliste
Les résultats sont enore satisfaisants pour les deux méthodes bien que la
méthode LR soit bien plus préise. Il est partiulièrement intéressant de noter
la préision de l'orthogonalité pour e as pratique réaliste.
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tre de la matrie A
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On intègre un module dans le ode parallèle HERA alulant l'hydrodyna-
mique et le paraxial. Nos eorts seront entrés sur les méthodes de résolution du
modèle Helmholtz, il s'avère que e modèle est beauoup plus ontraignant que
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les deux autres. Notre but est d'utiliser et d'adapter les tehniques de pointe
de parallélisation et d'optimisation à nos méthodes an d'eetuer un alul
massivement parallèle sur un domaine réaliste ave ouplage entre les modèles
paraxial, Helmholtz et hydrodynamique. Dans ette partie, on présente la stra-
tégie de parallélisme utilisée pour les méthodes présentées jusqu'ii, de la déom-
position de domaine à la Rédution Cylique pour la résolution de l'équation
(1.7) sur un domaine de simulation de taille réaliste. On montrera en partiulier
que pour obtenir de bonnes performanes, l'aspet informatique sientique a
une plae ruiale. En eet, on herhe à exploiter au mieux l'arhiteture des
mahines disponibles. La déomposition de domaine, la répartition des harges
ainsi que les protooles de ommuniation sont les points fondamentaux de notre
étude. En partiulier, on présentera une stratégie de ommuniation dite hybride
partiulièrement adaptée à la struture du alulateur. On présentera également
les grands axes d'optimisation de ode.
6.1 Le superalulateur Tera-1
Les superalulateurs peuvent être rangés en trois atégories suivantes :
• Les alulateurs à mémoire partagée (shared memory, g.6.1) sont om-
posés de proesseurs ayant un aès égal à la mémoire entrale. Ainsi, les
proesseurs peuvent dialoguer de manière simple entre eux en partageant
les données et en utilisant les adresses onnues.
• Les alulateurs à mémoire distribuée (distributed memory / message pas-
sing systems, g.6.2) sont onstitués de proesseurs ayant une mémoire
interne et ommuniquant par éhanges de messages. Ces mahines sont
réparties en deux lasses ; elles dont le ontrle est synhrone (SIMD,
Single Instrution Multiple Data) et elles dont le ontrle est asynhrone
(MIMD, Multiple Instrution Multiple Data).
• Les lusters de SMP (Symetri MultiProessors = multiproesseurs à
mémoire distribuée, g.6.3) sont des mahines distribuées en noeuds ayant
leur mémoire interne. Chaque noeud est omposé de proesseurs qui se
partagent la mémoire interne. Ceux sont don des mahines mixtes par
rapport aux deux types préédents.
L'arhiteture retenue pour les superalulateurs du projet Tera est du type
SMP. Bénéiant d'un fort soutien de l'industrie informatique, sa pérennité
devrait permettre de onserver la même arhiteture pendant toute la durée du
projet.
Fig. 6.1  Mahine à mémoire partagée
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Fig. 6.2  Mahine à mémoire distribuée
Fig. 6.3  Mahine type SMP
Installée en déembre 2001 au CEA-DAM-Ile-de-Frane, et fournie par la
soiété Compaq, la mahine Tera-1 a une puissane rête totale de 5 téraops
(mille milliards d'opérations en virgule ottante). Sa puissane soutenue est
de 1 téraops. Le noeud, brique de base de Tera-1, est une mini-ordinateur à
quatre proesseurs Alpha EV68 à 1 gigahertz. Ils partagent une mémoire de
4 gigaotets et fournissent une puissane totale de 8 gigaops. Par sa bande
passante mémoire importante, e mini-ordinateur a de bonnes performanes
pour le alul sientique. Les 640 noeuds de base (2560 proesseurs au total)
sont interonnetés par un réseau rapide onçu par la soiété Quadris et intégré
par Compaq. L'arhiteture du réseau d'interonnexion omporte deux étages.
Pour de raisons de performane et de tolérane aux pannes, il y a deux réseaux
indépendants identiques dans la mahine, haque noeud étant onneté aux deux
réseaux. Pour les entrées-sorties, le système de hiers global ore un espae de
stokage de 50 téraotets, ave une bande passante totale de 7,5 gigaotets par
seonde.
6.2 Le ode HERA
Développé au sein du CEA/SNEC, le ode HERA [19℄ est une plateforme de
alul élaborée permettant la simulation parallèle de problèmes physiques va-
riés tels que la détonique, l'hydrodynamique ompressible, les instabilités mul-
tiuides ou enore la propagation des ondes en régime paraxial.
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Le ode HERA est basée sur la méthode AMR (Adaptive Mesh Renement).
Le oût et la préision d'une simulation est ontrlée par le ranement dyna-
mique du maillage au ours des itérations temporelles à partir d'un maillage
initial artésien. Une telle approhe en parallèle oasionne des problèmes déli-
ats pour l'équilibrage de harges sur haque proesseur.
Une approhe SPMD (Single Program Multiple Data) a été retenue. Plu-
sieurs tâhes exéutent le même programme sur des proesseurs diérents et des
données diérentes. Pour le bon déroulement et la ohérene des résultats, les
diérentes tâhes mises en ontribution en parallèle ommuniquent par le réseau
d'interonnexion inter-noeud ou, le as éhéant, par la mémoire loale à haque
noeud.
Enn, le ode HERA est programmé en langage C++ [44℄. Très populaire
dans l'industrie informatique, le C++ s'avère aussi un outil puissant pour le al-
ul sientique. Ce langage multiparadigme issu du C permet la programmation
proédurale, la programmation orientée objet et la programmation générique.
La manipulation d'objets et onepts alliés à des fontionnalités d'enapsula-
tion, héritage, polymorphisme et génériité permet d'avoir une struture de ode
laire, maintenable et souple. En ontre partie, l'eort de programmation pour
l'eaité s'en trouve arue.
Remarque Dans notre as, la méthode AMR s'applique au maillage grossier
uide pour l'hydrodynamique et le paraxial. Le modèle Helmholtz est lui résolu
sur le maillage n qui en général est 10 fois plus n que le grossier. La stratégie
de solveur rapide ne onvient pas ave les tehniques AMR. On a en eet besoin
d'une régularité sur le maillage. Le oût de la méthode étant prinipalement dû
au modèle Helmholtz et par souis de simpliité, on hoisit de ne pas utiliser
l'AMR dans notre implémentation.
6.3 Stratégie de parallélisation
On distingue deux modèles de programmation des mahines SMP :
• Le parallélisme de données onsiste à eetuer des ations suessives sur
des données parallèles. On s'intéresse au as où le déoupage des séquenes
est eetué au niveau du ode. Il s'agit de programmes de type SPMD.
Ce type de parallélisme est guidé par la distribution des données.
• Le parallélisme de tâhe onsiste à eetuer diérentes tâhes par plu-
sieurs proessus de manière asynhrone. Plusieurs proessus peuvent être
exéutés sur un même proesseur. Dans e as, le parallélisme est alors
guidé par l'alloation des tâhes aux proesseurs.
Le premier modèle onstitue une parallélisation naturelle. On répartit les
données du problème de manière équilibrée entre les proesseurs. On préise que
sans stratégie AMR, les aluls restent équilibrés au ours du temps. Le seond
modèle est diretement lié à une approhe dite par multithreading. On répartit
alors les tâhes sur les proesseurs. On peut aussi oupler les deux modèles.
Tous es modèles reposent sur des moyens de ommuniation entre les dié-
rentes ressoures disponibles. On s'intéresse à trois approhes possibles pour les
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éhanges de messages entre les diérentes tâhes fortement liées aux modèles de
parallélisation.
6.3.1 Première approhe, MPI
L'approhe lassique en alul sientique repose sur l'utilisation de la biblio-
thèque MPI (Message Passing Interfae). C'est une bibliothèque de proédures
de ommuniation et de synhronisation qui à l'heure atuelle est la référene en
la matière et l'unique outil standard portable. C'est un mode de ommuniation
à deux interfaes utilisant le réseau, 'est-à-dire que deux proesseurs doivent
être atifs pour ommuniquer. Un proesseur envoie un message via le réseau et
un autre le reçoit. MPI n'assure pas de ontrle de ux, 'est à l'utilisateur de
s'assurer que le proessus est prêt à reevoir. L'avantage de MPI est qu'il n'y a
pas de stokage intermédiaire d'où des ommuniations plus eaes. Pondérons
ei par le fait que e n'est pas garanti par tous les systèmes.
Fig. 6.4  Approhe MPI
En général, les ommuniations par le réseau onsomment peu de ressoure
de type proesseur mais relativement beauoup de temps en raison des proto-
oles, latenes et débits du réseau. Sur la mahine Tera, ei est géré de manière
ultra-performante par le réseau Quadris dont le MPI propriétaire Compaq
forme une interfae. Toutefois, ela peut être très pénalisant et néessite une
attention partiulière. Il existe deux types de ommuniation
• bloquante : les requêtes de ommuniation se terminent lorsque la ommu-
niation est eetivement aomplie ;
• non bloquante : les requêtes se terminent immédiatement et les ommu-
niations s'aomplissent en tâhe de fond, néessitant alors des tests de
omplétude.
Ainsi, nous utiliserons quand ela est possible des ommuniations non blo-
quantes, 'est-à-dire que nous reouvrerons les ommuniations par des aluls.
Pour les programmes type SPMD, ela se réduit à un ot d'instrution alul
entreoupé de requêtes non bloquantes et de point de ontrle validant la n de
es dernières.
6.3.2 Deuxième approhe, Multithreading
Le multithreading autorise la programmation événementielle multi-tâhe au
sein d'un noeud.
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Un thread (ou proessus léger) est un ux d'exéution indépendant au sein
d'un proessus. Tous les threads issus d'un proessus parent partagent le même
ontexte d'exéution (en partiulier l'espae mémoire). C'est une propriété fon-
damentale très utile en alul sientique. L'ordonnanement des threads, qui
est la stratégie de répartition sur les ressoures type proesseurs, est du ressort
du système. Cette politique dite de sheduling est alors déterminante pour les
appliations utilisant le multithreading.
Le alul est mené sur un n÷ud multiproesseur et n'utilise qu'un seul pro-
essus. Dans le adre d'une déomposition de domaine, haque sous-domaine
est alulé simultanément par un thread. Le système d'exploitation distribue les
threads sur les diérents proesseurs du noeud à partir du proessus parent et
les ommuniations se font en mémoire partagée, tout en restant à la harge de
l'appliation. La bibliothèque POSIX pthread permet e type de programma-
tion sur toute mahine. Les algorithmes d'ordonnanement et de migration des
threads semblent parfois inadaptés et peuvent entraîner une mauvaise utilisa-
tion des proesseurs. Par exemple, réer quatre threads sur un noeud ne garantie
pas d'utiliser les quatre proesseurs. La pratique montre qu'il peut falloir uti-
liser un ertain nombre de threads pour obtenir une eaité optimale. Cei
est prinipalement dû au fait que les shedulers (ordonnaneurs) sont adaptés à
des besoins type système d'exploitation ou serveur mais pas spéiquement au
alul sientique ; la réativité est privilégiée à la performane. Notons ertains
travaux d'exploration dans es domaines [45℄, [46℄.
Fig. 6.5  Approhe multithreading
Le premier intérêt de ette approhe est d'obtenir des ommuniations e-
aes entre proesseurs d'un même noeud en utilisant le fait que les ommuni-
ations par le réseau sont beauoup plus lentes qu'un aès à la mémoire loale
de type RAM. Dans notre as, la grande performane du réseau Quadris limite
grandement et intérêt. Toutefois, l'intérêt majeur pour nous est que la mémoire
d'un proessus parent est aessible par les threads qu'il engendre permettant
un minimum de redondane des données au sein d'un même noeud. C'est le
prinipe de la parallélisation de tâhes mais aussi ette éonomie de mémoire
qui nous intéressent.
Remarque Par la suite, nous ferons la distintion entre le proesseur, unité
physique de alul, et le proessus, programme en exéution allouant des res-
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soures de type proesseur. Un proesseur peut gérer de manière onurrentes
plusieurs proessus par une méthode de partage du temps. Un proessus ne peut
être partagé par un autre proessus à moins qu'il soit multithreadé.
Remarque Il existe un outil haut niveau de parallélisation basé sur le multi-
threading très utilisé en alul sientique appelé OpenMP. Des diretives om-
pilateurs #pragma sont plaées dans le ode pour dénir des zones parallèles.
Bien qu'adapté au parallélisme de données, on préfère à OpenMP la biblio-
thèque pthread adaptée au parallélisme de tâhe malgré un ode engendré plus
hermétique et plus portable sur monoproesseur.
6.3.3 Troisième approhe, Méthode mixte hybride
Le multithreading permet une forme de ommuniation et parallélisation
intranoeud efae. Un manière de généraliser le multithreading onsiste à onsi-
dérer une troisième approhe dite hybride, ombinaison des deux premières.
Chaque proessus MPI est assoié à un unique proesseur par noeud et gère
plusieurs threads, don plusieurs sous-domaines ou tâhes à eetuer en paral-
lèle. S'il y a besoin de ommuniation au sein d'un même proessus, l'éhange
de messages se fait par simple opie mémoire, sinon l'éhange se fait par requête
MPI.
Fig. 6.6  Approhe hybride MPI /multithreading
6.4 Répartition des données
La distribution des données est ditée par elle eetuée dans le ode HERA.
Le maillage grossier uide est ainsi distribué en bandes horizontales de manière
équilibrée entre haque proesseur. Une telle déomposition en bandes permet
une parallélisation eae du shéma numérique utilisé pour le modèle paraxial
qui est une marhe en espae. Chaque sous-domaine est onstitué d'un maillage
ave un reouvrement d'une maille entre sous-domaines que l'on appelle maille
fantme. Cei permet en partiulier d'appliquer les onditions aux limites du
domaine du alul et de reevoir les informations provenant des sous-domaines
voisins.
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On répartit globalement le maillage n Helmholtz par bandes horizontales
pour oïnider ave le maillage grossier uide. On rappelle que le domaine Ω ⊂
D est le domaine dans lequel l'approximation paraxiale (1.18) n'est plus valide.
On résout le problème (2.3) en eetuant la déomposition de domaine (3.2).
Le domaine Ω est onsidéré retangulaire. On déompose alors Ω en trois sous-
domaines se reouvrant, Ωb et Ωh ontenant les ouhes PML et Ωg. Pour le
domaine Ωg, on note nx et ny les nombres de points de disrétisation respetifs
d'une ligne et d'une olonne. Le reouvrement nr est de l'ordre de quelques
lignes de maillage. Les domaines Ωb et Ωh ontiennent typiquement quelques
dizaines de lignes de maillage. On note leur épaisseur npy.
On suppose disposer de np proessusMPI. Le domaine Ω est subdivisé en np
sous-domaines ontenant (nx× (ny +2npy))/np points du maillage. On équilibre
ainsi les harges pour haque proessus (voir g.6.7). Notons que le premier et
le dernier proesseur ontiennent à la fois les ouhes PML et quelques lignes
de la Rédution Cylique. Le veteur seond membre est naturellement déoupé
en np moreaux respetivement liés aux lignes du maillage.
Domaine
Ωb
Ωh
PML
PML
Processeur
10
00
λ 0Ω g
2
4
3
1
pn
λ03000
Fig. 6.7  Répartition des données
6.5 Analyse préliminaire du oût de stokage
Le domaine Ω réaliste est une boîte d'une dimension de 1000λ0 par 3000λ0.
Ave le ritère de 10 points par longueur d'onde, on est amené à onsidérer un
maillage de 300 millions de points. On a nx = 10000 et ny = 30000.
On présente le oût de stokage de la méthode de déomposition de domaine
assoiée à une méthode de Krylov type GMRES. Pour la résolution des systèmes
linéaires, un solveur diret LU est utilisé pour les domaines Ωb et Ωh ontenant
les ouhes PML et le solveur rapide Rédution Cylique pour le domaine Ωg.
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6.5.1 Veteurs
La solution de notre problème est l'enveloppe omplexe du laser. D'un point
de vue informatique, on suppose qu'un nombre omplexe est odé sur 16 otets.
Ainsi, on onstate que pour un veteur déni sur tout le domaine, on a besoin
d'environ 4, 8 gigaotets (Go) de mémoire.
Dans la méthode GMRES, on stoke les diretions de desente à haque
itération. On a besoin du veteur résidu r0 et de la base (vi)1≤i≤m, où m est le
nombre d'itérations de la méthode. Il est maintenant évident qu'il est néessaire
de onverger rapidement pour ne pas sortir de l'espae mémoire disponible. Par
exemple, onverger en 10 itérations oblige à stoker près de 50 Go d'information
sur tous les proesseurs.
6.5.2 Matries
Pour la méthode de Rédution Cylique appliquée sur le domaine Ωg, on
stoke les matries diagonales de réurrene Λ(r), Γ(r) et Π(r) ainsi que la matrie
normale Q omposée des veteurs propres. Pour un nombre de ligne ny de 30000,
la méthode eetue 15 étapes de rédution. On doit alors stoker 2, 4 Mo pour
les matries de réurrene. La base des veteurs propres Q est une matrie dense
de taille nx ×nx, soit 1, 6 Go de mémoire. On doit eetuer le produit matrie-
matrie de Q (et QT ) par la matrie nx × ny issue du seond membre.
Remarque On omprend bien qu'on ne peut reopier ette matrie sur haque
proesseur pour des raisons de limite d'espae mémoire. Une approhe naturelle
est de la distribuer. L'intérêt du multithreading est d'avoir la matrie sur la
mémoire du noeud et de faire les produits matrie-veteur par blo répartis par
thread.
Le stokage de la déomposition LU des matries des ouhes PML peut être
minimiser en ordonnant la matrie suivant la plus petite largeur de bande, 'est-
à-dire quelques dizaines de lignes de maillage. Utilisant la bibliothèque native
LAPACK pour la déomposition LU, le stokage est de type band storage. Cela
néessite alors environ 7 Mo de mémoire.
6.5.3 Bilan de la gestion mémoire
Voii le bilan mémoire des prinipales variables du problème Helmholtz que
l'on peut dresser
Type Coût
Seond membre 4, 8Go
BaseQ 1, 6Go
MatriesΛ(r),Γ(r),Π(r) 2, 4Mo
Résidur0 4, 8Go
Base de Krylov m× 4, 8Go
DéompositionLU 7Mo
Bilan pourm = 10 59, 2Go
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A e bilan s'ajoute également les données néessaires à l'hydrodynamique et
au paraxial. Dénies sur le maillage grossier uide, le stokage de es données
est toutefois bien moindre. Il faut également ajouter le mémoire onsommée par
le système.
Remarque L'opération oûteuse de la résolution est les m produits matrie-
matrie de Q et QT par la matrie issue du seond membre dans le solveur
rapide. Le seond membre est distribué naturellement suivant le maillage. D'un
point de vue stratégique, on va montrer qu'il est primordial que haque proessus
dispose de la matrie Q. Les séquenes de produit matrie-matrie n'auront alors
pas besoin de synhronisation. C'est dans e ontexte que la stratégie hybride
MPI-multithreading prendra toute son importane.
D'après tout ei, résoudre e problème réaliste néessite environ 200 pro-
esseurs.
6.6 Du bon usage du multithreading
On a déjà vu les multiples intérêts de la programmation par multithrea-
ding. Notre but est maintenant de quantier réellement eux-i et de mettre en
évidene les diultés d'utilisation sur des arhitetures alpha EV68 .
Mis à part la déomposition de domaine, notre motivation d'utilisation du
multithreading fut en premier lieu le partage possible des données an d'eetuer
loalement des opérations algébriques simples. En partiulier, on s'intéresse à
la ombinaison linéaire de veteurs et au produit matrie-matrie. On souhaite
regarder de près les performanes de la parallélisation de es opérations sur un
noeud par multithreading.
On dénit alors l'eaité E d'une parallélisation sur un noeud de quatre
proesseurs par
E =
ts
4tp
où ts est le temps séquentiel et tp le temps parallèle de alul. En pratique, on
souhaite obtenir E prohe de un.
Remarque D'un point de vue informatique, l'utilisation du C++ permet une
enapsulation de la bibliothèque POSIX pthread rendant la programmation mul-
tithreading simple et aessible (voir annexes). En partiulier, le passage d'ar-
gument et de fontion aux threads en devient naturelle.
6.6.1 Combinaison linéaire de veteurs
Regardons l'opération représentative y = αx+y ou x et y sont deux veteurs
de taille n. Outre le produit matrie-veteur, e type d'opération est le oeur
des diérentes séquenes des méthodes de Krylov. D'un point de vue pratique,
la parallélisation de ette opération (appelée généralement axpy) ne néessite
auune ommuniation entre les proessus (et threads). Le prinipe général est
de subdiviser les diérents veteurs en Nb blo an de réer une pile de tâhes à
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transmettre à Np threads. Ainsi, haque thread eetue une partie de l'opération
axpy puis, lorsqu'il termine, va reherher une nouvelle tâhe dans la pile jusqu'à
e qu'elle soit vide. Ce prinipe de pile pouvant ompter un nombre de tâhe
supérieur au nombre de threads permet de déoupler les eets blo optimal de
thread optimal. Cela néessite toutefois une programmation attentive quant à
la gestion de la pile et l'attribution des tâhes aux threads. La reherhe de es
paramètres optimaux est une étape intéressante de l'étude. Remarquons d'abord
que l'opération axpy est très simple et bénéie eaement des optimisations
des ompilateurs tels que par exemple le déroulement de boule. Ainsi, la taille
des veteurs devient un paramètre ruial de la parallélisation. En eet, sur des
veteurs de petites tailles, de l'ordre de 105 omposantes (stokage inférieur
à 1 Mo en double préision), la parallélisation est désastreuse, on atteint au
mieux une eaité de 20% pour une opération de 5 ms.
Fig. 6.8  Eaité pour n = 105
On onstate même que pour des mauvais hoix de paramètre, le temps pa-
rallèle peut être le double du temps séquentiel. Pour expliquer ei, il est bon se
rappeler que la taille du ahe des proesseurs alpha est de 8 Mo. Les veteurs de
ette taille tiennent alors omplètement en mémoire ahe et les opérations sont
alors eetuées très rapidement sur un unique proesseur. Ensuite, les temps
de réations et de oordination des threads ne sont pas négligeables omparés
aux temps de alul. Pondérons tout ei par l'intérêt inexistant de paralléliser
une opération aussi ourte. On montre ainsi que le multithreading n'est pas un
proédé de parallélisation aussi générique que MPI.
Pour des veteurs de taille de l'ordre de plusieurs millions de omposantes
(stokage sur plusieurs dizaines de Mo en double préision), les performanes
deviennent meilleures bien que non réellement intéressantes. Cei s'explique par
le fait que les temps de gestion système des threads ne sont pas enore négli-
greable. Pour n = 106, l'eaité optimale est de 30% pour une durée alul de
85 ms.
Ave des tailles de veteur de l'ordre de n = 107 (80 Mo en double préision),
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Fig. 6.9  Eaité pour n = 106
l'opération s'eetue en 0,22 s et la gestion des threads devient transparente.
Les tâhes étant de taille beauoup plus importante, on obtient des résultats
Fig. 6.10  Eaité pour n = 107
d'eaité de 98% e qui est très bon. De plus, mis à part quand on utilise trop
peu de threads, le nombre de blos ou threads n'importe plus vraiment pour
avoir des performanes supérieures à 90%.
Une dernière hose importante est qu'il est possible d'observer des eets
ahe, 'est-à-dire qu'on obtient une eaité supérieure à un ave ii 104%. En
fait, il existe des tailles de blos pour lesquelles la gestion du ahe en hargement
et utilisation devient optimale et les aluls en deviennent plus rapides. Il n'y a
malheureusement pas de ritère à ela.
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Fig. 6.11  Eaité pour n = 5× 107
6.6.2 Produit matrie-matrie
D'après e qui préède, il faut des tâhes néessitant un minimum de travail
pour avoir une parallélisation eae. L'opération du produit matrie-matrie
est susamment oûteuse pour que la programmation par multithreading donne
de bons résultats.
Certaines préautions sont à prendre pour le déoupage des matries. L'idée
est d'éviter que plusieurs threads aient à érire aux mêmes endroits an de ne
pas générer d'attente lors des reopies des sous-matries. Par exemple, pour le
produit Q×B, le déoupage en Nq ×Nb blos est le suivant
 Q1..
.
QNq
×
 B1 . . . BNb
 =
 Q1B1 . . . Q1BNb..
.
.
.
.
.
.
.
QNqB1 . . . QNqBNb
 .
Dans e as, une tâhe est un produit Qi×Bi qu'on eetue par un appel à une
routine de la bibliothèque BLAS. On ne onsidère dans la suite que l'exemple
où les matries Q et B sont de taille 3000× 3000. Naturellement, on n'utilisera
pas plus de threads que les Nq × Nb tâhes à eetuer. Sur nos graphiques,
en absisse, on représente le nombre de threads et en ordonnée l'eaité du
produit. Les diérentes ourbes indiquent le nombre de blos pour la matrie
B. On présente les résultats obtenus pour un déoupage de la matrie Q en 5
blos.
Les résultats obtenus sont très satisfaisants. Comme pour le as préédent,
la taille des matries est enore ruiale. Pour des grandes tailles de matrie, on
est au dessus de 95% d'eaité optimale. En partiulier, nos résultats montrent
que quelque soit les déoupages, on peut toujours atteindre l'eaité optimale
ave 4 threads.
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Fig. 6.12  Eaité suivant le déoupage de la matrie Q
6.6.3 Conlusion
En raison du réseau haute performane Quadris, utiliser le multithreading
pour des gains sur les ommuniations intranoeud est dile. Dans la mesure
où l'on souhaite plutt bénéier de la loalité des données, on se doit d'avoir
une grande eaité dans la parallélisation. Une bonne gestion du ahe devient
alors primordiale mais diilement ontrolable. En partiulier, le aratère très
mobile des threads sur les proesseurs du noeud invalide souvent les données
du ahe. Pour pallier es eets et eux des temps de gestion ds threads par
le système, il faut avoir des tâhes partiulièrment onséquentes à paralléliser.
Dès lors, le multithreading ne s'appliquera pas dans toutes les opérations par la
suite, notamment elles de petites tailles.
6.7 Parallélisation de la méthode GMRES
On présente maintenant notre stratégie de parallélisation de la méthode
GMRES (voir page 51). On suppose exéuter un proessus MPI par noeud et
utiliser les tehniques de multithreading an d'utiliser toutes les ressoures du
noeud.
Les veteurs b, x(0), x, r et v(i) sont distribués sur tous les proessus. Les
données hi,j, zi, ci, si sont stokées de manière redondante sur tous les proes-
seurs.
L'algorithme GMRES est omposé d'une suite d'opérations algébriques que
l'on parallélise par la méthode hybride. Par exemple, les opérations du type axpy
sont eetuées loalement par multithreading. Par ontre les opérations type
produit salaire néessite en plus une ommuniation entre tous les proessus
MPI.
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A haque itération de la méthode GMRES, on a besoin d'eetuer un produit
matrie-veteur
y =
(
I −A−1D (AE − δn)
)
x
où on rappelle que
AD =
 AH 0 00 AI 0
0 0 AB

et AE =
 0 C1 0C2 0 C3
0 C4 0
 .
A haque itération, on a don besoin d'inverser les matries AB , AH et AI as-
soiées aux domaines respetifs Ωh, Ωb et Ωg. Pour le domaine entral AI , on
utilise la Rédution Cylique dont on présentera la parallélisation. La majeure
partie des ressoures sera d'ailleurs utilisée pour le traitement de e blo entral.
Autrement, on utilise une déomposition LU des matries AB et AH à partir de
bibliothèques sientiques onnues. A haque itération de la méthode de Krylov,
on eetue alors une simple résolution de deux systèmes triangulaires simulta-
nément à la résolution du blo entral par la Rédution Cylique. Notons que le
temps de la déomposition LU est largement inférieur au temps de traitement
de AI .
On rappelle que les premier et dernier proesseurs ontiennent à la fois les
lignes de maillage des ouhes PML et des lignes à traiter par Rédution Cy-
lique. Pour la résolution parallèle du système linéaire ADy˜ = x˜, on répartit
alors la résolution des systèmes AI y˜I = x˜I et AB y˜B = x˜B par multithreading.
Algorithme 4 Produit Matrie-veteur parallèle
Entrée: x, y, AD, AE, δn
Sortie: y =
(
I −A−1D (AE − δn)
)
x
x˜ = (AE − δn) x
Création des threads
si on est sur le premier proesseur alors
thread
y˜B = A
−1
B x˜B {LU }
n thread
n si
si on est sur le dernier proesseur alors
thread
y˜H = A
−1
H x˜H {LU }
n thread
n si
n Création des threads { Et lanement parallèle }
y˜I = A
−1
I x˜I { Rédution Cylique parallèle }
Attente des threads
y = x− y˜
retourner y
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6.7.1 Algorithme GMRES
Dans l'algorithme (6.7.1) présentant les diérentes étapes de GMRES, on a
indié par
⋆ les opérations omplètement loales ;
⋆ les opérations algébriques loales (type axpy) sur des données distribuées ;
⋆ les opérations algébriques (type produit salaire) sur les données distri-
buées néessitant une ommuniation ;
⋆ les produits matrie-veteur.
Algorithme 5 Algorithme GMRES parallèle
Entrée: x(0), ǫ, b, AD, AE , δn
Sortie: x =
(
I −A−1D (AE − δn)
)
b
⋆ b˜ = A−1D b, r˜ =
(
I −A−1D (AE − δn)
)
x(0)
⋆ r = b˜− r˜
⋆ z1 = ‖r‖2
⋆ v(1) =
r
z1
pour i = 1, 2, . . . faire
⋆ ω =
(
I −A−1D (AE − δn)
)
v(i)
pour k = 1, . . . , i faire
⋆ hk,i =
(
ω, v(i)
)
⋆ ω = ω − hk,iv(k)
n pour
⋆ hi+1,i = ‖ω‖2
⋆ v(i+1) = ω/hi+1,i
pour k = 1, . . . , i faire
⋆ t = hk,i, hk,i = ckt+ skhk+1,i, hk+1,i = −skt+ ckhk+1,i
n pour
⋆ α =
√|hi,i|2 + |hi+1,i|2, si = hi+1,i
α
, ci =
hi,i
α
⋆ zi+1 = −sizi, zi = cizi, hi,i = cihi,i + sihi+1,i, hi+1,i = 0
si |zi+1| < ǫ alors
pour k = i− 1, i− 2, . . . , 1 faire
pour j = k + 1, . . . , i faire
⋆ zk = zk + hk,jzj
n pour
⋆ zk = zk/hk,k
n pour
⋆ x = x(0)
pour k = 1, . . . , i faire
⋆ x = x+ ykv
(k)
n pour
retourner x
n si
n pour
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6.8 Parallélisation de la Rédution Cylique
Au ours de la rédution, les proessus éliminent au fur et à mesure les
inonnues qu'ils ontiennent jusqu'à e qu'il ne reste plus qu'un seul proessus
ontenant le problème réduit (4.11). On voit ii le paradoxe de la parallélisation
de méthodes de rédution. Dès lors, on joue sur deux tableaux en parallélisant à
la fois les étapes de la méthode de Rédution Cylique et les opérations eetuées
durant es étapes. La très grande taille du domaine assoiée au fait d'utiliser
une méthode itérative où l'on doit stoker les diretions de desente sont des
ontraintes très fortes à gérer simultanément.
On présente dans ette setion la parallélisation de la méthode de Rédution
Cylique. On va notamment voir que les performanes reposent prinipalement
sur la parallélisation de l'opération la plus oûteuse, le produit matrie-matrie.
A la parallélisation de données, lemultithreading propose une alternative eae
à la rédution des ommuniations et à la gestion mémoire.
6.8.1 Calul du spetre
La première étape de la méthode est le alul des valeurs et veteurs propres
de la matrie A issue de (4.1). C'est une étape de préparation de la Rédution
Cylique oûteuse.
La méthode de alul des valeurs propres basée sur des déompositions LU
suessives est intrinsèquement séquentielle (voir page 73). Tous les proessus
alulent les valeurs propres Λi de manière redondante. Par ontre, le alul
d'un veteur propre Qi assoié à la valeur propre Λi peut être fait de façon
indépendante ave l'Algorithme X' (voir page 76). On peut alors répartir les
tâhes que sont le alul d'un veteur propre à plusieurs threads. On gagne au
moins un fateur deux en parallélisant par multithreading.
6.8.2 Réurrene sur le spetre
La deuxième partie de la préparation de la Rédution Cylique est les ré-
urrenes sur le spetre (voir page 61). Notons que ette séquene est très peu
oûteuse notamment pare que les opérations sont de type axpy sur des veteurs
de taille nx environ égale à 10000. On a vu préédemment que le multithreading
pour haque opération n'est pas du tout adapté. D'autres manières de paral-
léliser pourraient être envisagées mais les gains seraient tellement minimes que
ela n'a pas été implémenté.
6.8.3 Liste des tâhes de la Rédution
On introduit ii une notion de liste néessaire pour le traitement du seond
membre et de la reonstrution. Pour xer les idées, onsidérons à un as très
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simple de douze lignes réparties sur quatre proessus :
Proc 1
{
Proc 2
{
Proc 3
{
Proc 4
{
r 0 1 2 3
1 •
2 • •
3 •
4 • • •
5 •
6 • •
7 •
8 • • • •
9 •
10 • •
11 •
12 • • •
A l'étape r = 1, on fait une ombinaison linéaires des lignes trois à trois et on
élimine une ligne sur deux. On ontinue jusqu'à l'étape r = 3 où il ne reste plus
que la ligne 8.
On dénit alors une liste pour haque ligne indiquant pour l'étape r si la ligne
est éliminée, à éliminer ou reste à l'étape suivante. L'idée d'utiliser ette liste de
tâhe est de ontenir toutes les informations de la Rédution Cylique, évitant
ainsi de onvertir les indies globaux des lignes en indies loaux et inversement.
Il sut pour haque proessus de parourir ette liste (ou la portion de liste le
onernant) pour onnaître ses opérations et les données dont il a besoin pour
l'étape de rédution.
En notant pour 0 une ligne éliminée, 1 pour une ligne à éliminer et 2 pour
une ligne onservée à l'étape suivante, on peut érire le as simple proposé ainsi :
Proc 1
{
Proc 2
{
Proc 3
{
Proc 4
{
r 0 1 2 3
1 1 0 0 0
2 2 1 0 0
3 1 0 0 0
4 2 2 1 0
5 1 0 0 0
6 2 1 0 0
7 1 0 0 0
8 2 2 2 1
9 1 0 0 0
10 2 1 0 0
11 1 0 0 0
12 2 2 1 0
Dès lors, il sut de parourir la liste dénie ainsi pour onnaître les opérations
à eetuer pour le seond membre (ou la redistribution). Lorsqu'on renontre
un 2, on herhe ses voisins 1. On onnaît immédiatement les indies loaux et
proesseurs des blos à utiliser. Cette liste est évidemment distribuée. Par la
suite, on note lrn la liste des tâhes du proessus n à l'étape r.
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6.8.4 Calul dans la base des veteurs propres
Durant la méthode, on alule les omposantes de f dans la base des veteurs
propres (voir page 62)
f˜i = Q
T fi pour i = 1, . . . , ny,
puis après élimination et redistribution, on obtient la solution u à partir de u˜
ui = Qu˜i pour i = 1, . . . , ny.
Cei amène à onsidérer deux produits de la matrie Q de taille nx × nx par la
matrie notée B omposée des blos du seond membre et de la solution dans
la base des veteurs propres, de tailles nx × ny.
Rappelons que dans un as réaliste, la taille de la matrie Q dépasse la
mémoire théorique de haque proesseur. On a besoin du produit et de sa trans-
posée ; auune optimisation de mémoire ontiguëe n'est don possible pour les
deux produits.
Fig. 6.13  Programmation ave MPI
Fig. 6.14  Programmation hybride ave MPI - multithreading
Dans une optique simple MPI, une idée naturelle onsiste à répartir la ma-
trie sur haque proesseur du noeud. Les blos de veteurs à multiplier ne sont
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pas distribués ; il faut les envoyer sur haque proesseur. Il faut ensuite redistri-
buer les blos solutions des produits à haque proesseur. Dans ette approhe
lassique, les ommuniations entre proesseurs eetuées par MPI sont très
nombreuses et pénalisantes pour les performanes.
En utilisant le multithreading sur un proessus par noeud, on bénéie d'un
double avantage sur e type de problème ; premièrement, les ommuniations au
sein du noeud sont simplement remplaées par des aès à la mémoire loale et
deuxièmement, la matrie tient globalement en mémoire. On peut eetuer les
produits matrie-matrie par blos en répartissant les tâhes par threads.
6.8.5 Réurrene sur le seond membre
On s'intéresse ensuite à la onstrution du seond membre aux diérentes
étapes de la rédution (voir page 60).
Le seond membre est réparti par blos de lignes suessives sur haque
proessus assoié à haun des sous-domaines. Rappelons qu'à haque étape
r ≤ k − 1 de la rédution et pour les lignes i onernées, on veut aluler le
veteur
f˜
(r)
i.2r = f˜
(r−1)
i.2r + Γ
(r−1)
(
Λ(r−1)
)−1 (
f˜
(r−1)
i.2r−2r−1 + f˜
(r−1)
i.2r+2r−1
)
.
Aux premières étapes de rédution, haque proesseur a plusieurs veteurs à
traiter. Il n'y a pas de proesseur inatif. Par ontre, à partir du rang r0 tel que
2r0 >
ny
np
, ertains proesseurs deviennent inatifs.
Algorithme 6 Réurrene sur le seond membre sur le proesseur m
Entrée: f˜ , Λ, Γ, k
Sortie: Réurrene sur f˜
pour r = 1, . . . , k faire
c = 0
pour j = 1, . . .
ny
np
faire
si lrm(j) = 2 alors
c = c+ 1
vmc = f˜
(r)
c+ + f˜
(r)
c−
n si
pour p = 1, . . . , c faire
si (p = 1etm = 1)ou(p = cetm = np) alors
f˜
(r)
c = Γ(r−1)(Π(r−1))−1vmc
sinon
f˜
(r)
c = Γ(r−1)(Λ(r−1))−1vmc
n si
n pour
n pour
n pour
retourner f˜
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Préisons qu'on stoke f˜ (r) dans le veteur f˜ .
On utilise le prinipe de liste dénie i-dessus. On note f˜
(r)
c+ (resp. f˜
(r)
c− ) le
blo veteur seond membre le plus prohe par dessus (resp. dessous) du c-ième
blo loal f˜
(r)
c que l'on garde dans la liste. Cette étape très ourte ne justie
pas une parallélisation par multithreading.
6.8.6 Résolution du problème réduit et redistribution
A e stade, on possède les valeurs propres, veteurs propres et seond membre
à toutes les étapes de la rédution. On entre alors dans une phase de résolution
et redistribution des équations éliminées (voir page 60). On résout d'abord le
problème (4.11) assoié à :
A(k−1)u2k−1 = f
(k−1)
2k−1
.
Autrement dit, on alule
u˜2k−1 =
(
Λ(k−1)
)−1
f˜
(k−1)
2k−1
.
Enn, on s'intéresse à la redistribution des équations éliminées (voir page 60).
On souhaite don résoudre le système (4.12) assoié de dimension 2k−r−1 blos
s'érivant :
B(r)
A(r)
.
.
.
B(r)


u2r+1−2r
u2.2r+1−2r
.
.
.
un−2r+1
 =

g
(r)
2r+1−2r
g
(r)
2.2r+1−2r
.
.
.
g
(r)
n−2r+1

où
g
(r)
j.2r+1−2r = f
(r)
j.2r+1−2r + T
(r)
(
u(j−1).2r+1 + u(j).2r+1
)
.
On alule don pour i = 1, . . . , 2k−r − 1
u˜i.2r+1−2r =
(
Λ(r)
)−1 (
f˜
(r)
i.2r+1−2r +
(
Γ(r)
) (
u˜(i−1).2r+1 + u˜i.2r+1
))
.
Comme pour le seond membre f˜ (r), on stoke u˜ dans le veteur f˜ . Dans
le même esprit, on applique une proédure similaire de alul en utilisant le
prinipe de liste. Cette étape ne justie également pas une parallélisation par
multithreading.
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Algorithme 7 Problème réduit et redistribution sur le proesseur m
Entrée: u˜, Λ, Γ
Sortie: Réurrene sur u˜
pour r = 1, . . . , k − 1 faire
c = 0
pour j = 1, . . . ,
ny
np
faire
si lrm(j) = 1 alors
c = c+ 1
vmc = u˜c− + u˜c+
n si
n pour
pour p = 1, . . . , c faire
si (p = 1etm = 1)ou(p = cetm = np) alors
gc = (Π
(r))−1f˜ rc
sc = Γ
(r)(Π(r))−1vmc
sinon
gc = (Λ
(r))−1f˜ rc
sc = Γ
(r)(Λ(r))−1vmc
n si
u˜c = sc + gc
n pour
n pour
retourner u˜
6.9 Performanes
Dans ette setion, on présente les performanes obtenues par la paral-
lélisation des méthodes en utilisant les tehniques présentées jusqu'ii dans le
ode HERA. On s'intéressera au modèle Helmholtz et en partiulier aux temps
de alul de la méthode de Krylov et on donnera les temps d'initialisation de la
méthode LR et des déompositions LU.
6.9.1 Approhe hybride
Considérons un as test ave nx = ny = 1500 d'environ 2 millions d'inon-
nues. L'idée est de omparer les performanes d'une exéution parallèle lassique
MPI et une exeutionmultithreading pour un pas de temps donné. On eetue la
résolution sur un unique noeud de 4 proesseurs où l'on fait varier le nombre de
threads et de proessusMPI. Pour information, la déomposition LU prend une
seonde et la méthode LR alule le spetre omplet en 8 seondes en séquentiel
à 4 seondes ave un nombre variable de threads.
La méthode itérative a onvergé en 5 itérations pour le ritère d'arrêt hoisi.
Les résultats de alul sont résumés dans les tableaux suivants. En rouge, on
souligne les résultats séquentiels et les résultats de omparaison parallèle.
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Temps alul
Nb proessus MPI séquentiel 1 thread 2 threads 3 threads 4 threads
1 155s 157s 82s 57s 41s
2 78s 79s 42s 44s 44s
3 56s 55s 45s 45s 50s
4 41s 41s 47s 47s 51s
Eaité
Nb proessus MPI séquentiel 1 thread 2 threads 3 threads 4 threads
1 1 0.99 0.94 0.9 0.94
2 0.99 0.98 0.92 0.88 0.88
3 0.92 0.94 0.86 0.86 0.77
4 0.94 0.94 0.82 0.82 0.76
Tab. 6.1  Performanes MPI vs multithreading sur un n÷ud de 4 proesseurs
Pros 16 32 64 128
Temps 492s 249s 126s 64s
Eaité 1 0.987 0.976 0.96
Tab. 6.2  Performanes pour problème de taille xe
On onstate que la programmation multithreading peut donner des résultats
similaires à l'utilisation de MPI. Par ontre, le ouplage des deux néessite de ne
pas utiliser trop de threads par proessus MPI. Typiquement, on remarque une
perte de performane quand il y a plus de 4 threads sur le noeud. Par exemple,
ave 4 proessus MPI utilisant 4 threads, on atteind seulement 76% d'eaité,
e qui est loin des 94% obtenu ave un seul thread ou proessus MPI.
Par la suite, on utilise la parallélisation hybride onsistant à utiliser un
unique proessus MPI par noeud et la programmation multithreading.
6.9.2 Salabilité, problème xe
On présente maintenant les temps alul d'un as sur un maillage d'environ
40 millions d'inonnues (nx = 4000, ny = 10000) à un pas de temps donné. La
méthode itérative a onvergé en 3 itérations, la déomposition LU prend 3 se-
ondes et la méthode LR alule le spetre omplet en 53 seondes en séquentiel
et 31 seondes ave 4 threads.
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Pros 1 4 16 64 256
#ddl × 106 0.4 1.5 6.3 25.4 101.6
Temps LR 1s 3s 12s 48s 189s
Temps GMRES 4.75s 11.6s 24s 47s 93s
Tab. 6.3  Performanes pour problème de taille doublé
De part la répartition des données (6.7), e test onsiste à regarder la sa-
labilité dans la diretion y. Du fait de la répartition en bande des données,
augmenter le nombre de proesseurs revient à diminuer le nombre de veteurs
à multiplier par base des veteurs propres. Il est ainsi ohérent d'avoir le temps
alul se divisant par deux si on multiplie par deux le nombre de proesseurs.
On onstate des très bons résultats de salabilté pour un problème xe bien que
la Rédution Cylique soit une méthode de parallélisation partiulière du fait
préisément de la rédution. On peut ainsi onlure qu'augmenter le nombre de
point dans la diretion y augmente linéairement le temps alul.
6.9.3 Salabilité, problème doublé
Le dernier as test onsiste à étudier les performanes dans le as où l'on
double le nombre d'inonnues dans haque diretion. La setion préédente
montre la très bonne salabilité pour la diretion y. Doubler le nombre d'in-
onnues dans la diretion x a pour prinipal impat de doubler le rang de la
base des veteurs propres. En plus d'augmenter le temps de alul du spetre,
on augmente ainsi non linéairement le temps de multipliation de la base par le
seond membre. En partiulier, le produit matrie-matrie requiert 2n2xny opé-
rations. Toutefois, doubler nx n'implique pas quadripler le temps alul pour
des raisons purement informatiques (bloking).
On s'intéresse ii au oût initial de diagonalisation (méthode LR) et au
temps moyen d'une itération de la méthode de Krylov. Le nombre d'itérations
de la méthode n'est pas
On remarque que haque fois qu'on double le nombre de point en x, on double
environ le temps alul. On pourrait améliorer la mauvaise salabilité en x en
eetuant une déomposition de domaine dans ette diretion. On réduirait ainsi
le temps moyen d'une itération de la méthode mais on augmenterait également le
nombre d'itérations. Toutefois, bien qu'envisagée, ela ne représente pas enore
une néessité.
106
7Résultats numériques et
performanes
Sommaire
7.1 Cas de validation ; Paraxial vs Helmholtz . . . 109
7.2 Couplage Paraxial/Helmholtz, Paraxial vs Pa-
raxial + Helmholtz . . . . . . . . . . . . . . . . . 116
7.3 Cas Helmholtz ave absorption . . . . . . . . . . 124
7.4 Condition de raord paraxial - Helmholtz . . . 125
7.5 Disrétisation de la longueur d'onde . . . . . . 128
7.6 Méthodes de Krylov . . . . . . . . . . . . . . . . 129
7.7 Cas monospekle . . . . . . . . . . . . . . . . . . 129
7.8 Cas multispekle . . . . . . . . . . . . . . . . . . . 133
7.8.1 Cas 4 spekles . . . . . . . . . . . . . . . . . . . . 133
7.8.2 Validation du ouplage Paraxial / Helmholtz . . . 138
7.8.3 Cas 20 spekles . . . . . . . . . . . . . . . . . . . 138
7.9 Cas physique réaliste ; déetion du laser . . . 140
Dans e hapitre, on présente les résultats numériques obtenus en utilisant la
méthode dérite jusqu'ii, de la déomposition de domaine à la parallélisation.
On s'intéressera à la ohérene des résultats par rapport évidement à la phy-
sique mais aussi par rapport au modèle existant. On abordera aussi des aspets
purement informatique de performane.
Dans un premier temps, on présentera une simulation ayant pour but la va-
lidation de la méthode et du ode. On omparera nos résultats ave les résultats
validés a priori du ode HERA par le modèle paraxial. On simulera alors la
propagation d'un faiseau dans un plasma sous-dense par les modèles paraxial
et Helmholtz. Après avoir onstaté la ohérene des résultats, on présentera éga-
lement des résultats nouveaux de ouplage des modèles Paraxial et Helmholtz
ave le modèle hydrodynamique. Ces simulations sont eetuées sans absorption
physique an d'éprouver la robustesse de la méthode. Cei engendre également
un ertains nombre d'itérations de la méthode de Krylov. Un as réaliste de
propagation droite ave absorption sera alors présenté.
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On présentera ensuite plusieurs résultats omparatifs d'analyse de la mé-
thode. La ondition de raord entre les modèles sera étudiée. On montrera éga-
lement que le ritère de disrétisation de 10 points par longueur d'onde est su-
sant. Enn, on omparera les omportements des méthodes de Krylov GMRES,
BICGStab et CGS.
On s'intéressera ensuite à un as de propagation d'un faiseau omposé d'un
unique spekle dans un plasma de densité variant jusqu'à la densité ritique.
L'intérêt de e type de simulation près des austiques est de pouvoir prendre
en ompte l'élatement et l'interation des faiseaux qui peuvent déplaer les
dépts d'énergie en omparaison des résultats obtenus par des aluls ave des
méthodes type ray-traing. Le maillage n Helmholtz onsidéré sera de plusieurs
dizaines de millions de points. On simulera ensuite des propagations de faiseaux
plus omplexes omposés de plusieurs spekles. Des phénomènes d'interation de
faiseaux seront alors visibles. Ces résultats de propagation près de la austique
sont à notre onnaissane nouveaux.
Enn, un as sur un domaine réaliste sera présenté. En partiulier, une
vitesse de l'hydrodynamique transverse à la propagation sera appliquée an de
mettre en évidene des déplaements de dépts d'énergie. On onsiderera un
maillage n Helmholtz de 200 millions résolu sur 256 proesseurs.
Remarque On ne peut omparer nos résultats ave eux de la littérature.
En eet, les seuls résultats disponibles sont obtenus ave des odes basés sur le
modèle paraxial don ne pouvant traiter des faiseaux ourbes. Il existe toutefois
des odes de résolution du modèle Helmholtz érits par des physiiens utilisant
une transformée de Fourier en y qui permettent des variations de densité jusqu'à
la densité ritique. Ces odes traitent généralement des faiseaux droits an
d'observer le phénomène de retrodiusion Brillouin.
Remarque Tous les résultats seront visualisés sur le maillage uide grossier. En
eet, la visualisation pose problème pour les tailles de maillage n Helmholtz.
Dans les simulations, on alule la norme de l'intensité laser |ψ|2 et la densité
Ne eletronique.
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7.1 Cas de validation ; Paraxial vs Helmholtz
On onsidère le domaine de simulation retangulaire D = [0, Lx]× [0, Ly] où
on a noté la longueur Lx = 700λ0 et la hauteur Ly = 150λ0 ave une longueur
d'onde λ0 = 0.351µm. L'onde entrante est un faiseau sans angle d'inidene
omposé de trois spekles de fortes intensités. Le pas de temps δt = 0.1 ps
restera toujours xe le long des simulations an ii d'atteindre un temps maxi-
mum de 10 ps. La densité initiale N = Ne/Nc est égale à 25% de la densité
ritique. Préisons également que nous ne onsidérons pas dans e as d'absorp-
tion physique, ν = 0. Ainsi, et ompte tenu de la valeur de la densité initiale
élevée pour le modèle paraxial, on ompte rapidement observer des instabilités
dans la propagation du faiseau telles que la foalisation et la lamentation de
elui-i. On résout dans un premier temps, l'équation (1.18) ouplée au système
hydrodynamique (1.19), (1.20) sur le maillage grossier uide de pas de disré-
tisation ∆x = ∆y = λ0/2, soit un maillage de 840000 mailles. En appliquant
la méthode de résolution dérite dans le hapitre (2), les temps de alul pour
ette simulation sont de l'ordre du quart d'heure. On résout dans un seond
temps l'équation (1.6) sur le maillage Helmholtz n ouplée au même système
hydrodynamique résolu sur la maillage uide grossier. On utilise les méanismes
d'interpolation et de résolution dérits dans le hapitre (2) et la partie (II). Ave
le ritère de disrétisation de 10 points par longueur d'onde δx = δy = λ0/10,
le maillage Helmholtz n ompte alors environ 10,5 millions d'inonnues. Sur
64 proesseurs (16 noeuds) et ave les tehniques de parallélisation disutées
dans le hapitre préédent, on onstate que l'itération de Krylov oupe environ
15s de temps alul. Le alul du spetre omplet prend environ 160s pour la
matrie de taille 7000 × 7000. Le alul global a duré environ 7 heures.
Remarque Pour des raisons de validation en ours, le multithreading n'est pas
enore utilisé pour les opérations type axpy de la méthode de Krylov.
On présente les résultats à diérents pas de temps et on propose également
une oupe suivant la longueur du domaine sur le maillage uide grossier pour
omparaison.
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 Temps t = 1 ps
(a) Paraxial
(b) Helmholtz
Fig. 7.1  Intensité laser |ψ|2 à t = 1 ps, Parxial vs Helmholtz
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(a) Paraxial
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(b) Helmholtz
Fig. 7.2  Coupe de |ψ|2 à t = 1 ps, Parxial vs Helmholtz
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 Temps t = 5 ps
(a) Paraxial
(b) Helmholtz
Fig. 7.3  Intensité laser |ψ|2 à t = 5 ps, Parxial vs Helmholtz
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(a) Paraxial
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(b) Helmholtz
Fig. 7.4  Coupe de |ψ|2 à t = 5 ps, Parxial vs Helmholtz
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 Temps t = 10 ps
(a) Paraxial
(b) Helmholtz
Fig. 7.5  Intensité laser |ψ|2 à t = 10 ps, Parxial vs Helmholtz
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(a) Paraxial
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(b) Helmholtz
Fig. 7.6  Coupe de |ψ|2 à t = 10 ps, Parxial vs Helmholtz
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 Temps t = 1 ps
(a) Paraxial
(b) Helmholtz
Fig. 7.7  Densité Ne(x, y) à t = 1 ps, Parxial vs Helmholtz
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Fig. 7.8  oupe de Ne(x, y) à t = 1 ps, Parxial vs Helmholtz
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 Temps t = 5 ps
(a) Paraxial
(b) Helmholtz
Fig. 7.9  Densité Ne(x, y) à t = 5 ps, Parxial vs Helmholtz
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Fig. 7.10  Coupe de Ne(x, y) à t = 5 ps, Parxial vs Helmholtz
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7.1. Cas de validation ; Paraxial vs Helmholtz
 Temps t = 10 ps
(a) Paraxial
(b) Helmholtz
Fig. 7.11  Densité Ne(x, y) à t = 10 ps, Parxial vs Helmholtz
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Fig. 7.12  Coupe de Ne(x, y) à t = 10 ps, Parxial vs Helmholtz
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La simulation, pour les deux modèles, montre omment le faiseau se propage
dans le domaine et autofoalise en plusieurs points hauds aux temps t = 5 ps et
t = 7 ps. On observe ensuite la diration de l'onde à t = 10 ps. Les résultats de
la omparaison sont très satisfaisants et montrent une ertaine ohérene entre
les modèles. En eet, on remarque que le modèle paraxial, par nature, aentue
légèrement plus la propagation de l'onde, le modèle Helmholtz diratant plus.
Cette simulation montre partiulièrement la robutesse du modèle paraxial. On
aurait pu être en droit de se demander la validité des résultats au vue de la
diration de l'onde.
Il est également intéressant de remarquer les légères osillations de l'intensité
et de la densité aux premiers temps de résolution. Elles sont dues à la disréti-
sation de la ondition limite de sortie. On les remarque surtout dans la densité
ar les éhelles sont très nes, les utuations étant très faibles aux premiers
pas de temps.
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Fig. 7.13  Evolution des itérations de Krylov en temps, Helmholtz
L'évolution au ours des itérations en temps du nombre d'itérations de la
méthode de Krylov est un élément intéressant. Cette évolution dépend dire-
tement de la densité et des utuations de densité. Dans notre as, la densité
ommene à se reuser et les uuations s'amplient, augmentant ainsi le nombre
d'itérations de la méthode de Krylov.
7.2 Couplage Paraxial/Helmholtz, Paraxial vs Paraxial
+ Helmholtz
On eetue maintenant la même simulation en ouplant les modèles Paraxial
et Helmholtz. Préisons que oupler deux modèles ave l'hydrodynamique est
nouveau. On dénit alors le domaine Ω = [xf , Lx] × [0, Ly] ⊂ D dans lequel
on utilise le modèle Helmholtz et où on a noté xf = 300λ0. Ainsi, on résout
d'abord le modèle paraxial dans D \ Ω puis le modèle Helmholtz dans Ω. On
est alors amené à onsidérer un maillage Helmholtz grossier d'environ 6 millions
d'inonnues. On présente les résultats d'une simultation jusqu'à 15 ps sur 64
proesseurs (16 noeuds). On exéute un proessus MPI par noeud. Le temps de
alul d'une iteration de Krylov est de 5,8s et le alul du spetre de 54s. La
simulation est faite en environ 5h de alul.
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7.2. Couplage Paraxial/Helmholtz, Paraxial vs Paraxial + Helmholtz
 Temps t = 5 ps
(a) Paraxial
(b) Paraxial + Helmholtz
Fig. 7.14  Intensité laser |ψ|2 à t = 5 ps, Parxial vs Paraxial + Helmholtz
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(b) Parax + Helmh
Fig. 7.15  Coupe de |ψ|2 à t = 5 ps, Parxial vs Paraxial + Helmholtz
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 Temps t = 10 ps
(a) Paraxial
(b) Parax + Helmh
Fig. 7.16  Intensité laser |ψ|2 à t = 10 ps, Parxial vs Paraxial + Helmholtz
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(b) Parax + Helmh
Fig. 7.17  Coupe de |ψ|2 à t = 10 ps, Parxial vs Paraxial + Helmholtz
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7.2. Couplage Paraxial/Helmholtz, Paraxial vs Paraxial + Helmholtz
 Temps t = 15 ps
(a) Paraxial
(b) Paraxial + Helmholtz
Fig. 7.18  Intensité laser |ψ|2 à t = 15 ps, Parxial vs Paraxial + Helmholtz
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DP _ 1 . 5 0 0 e - 1 1 s
0 4 8 1 2 1 6 2 0 2 4
x  1 0       - 3
Ab s c i s s e s
6
9
1 2
1 5
1 8
2 1
2 4
2 7
amp _ n o r m
d e s r o z i e  PARAX_HELMH
(b) Parax + Helmh
Fig. 7.19  Coupe de |ψ|2 à t = 15 ps, Parxial vs Paraxial + Helmholtz
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 Temps t = 15 ps ave une éhelle de valeur diérente
(a) Paraxial
(b) Paraxial + Helmholtz
Fig. 7.20  Intensité laser |ψ|2 à t = 15 ps, Parxial vs Paraxial + Helmholtz
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7.2. Couplage Paraxial/Helmholtz, Paraxial vs Paraxial + Helmholtz
 Temps t = 5 ps
(a) Paraxial
(b) Paraxial + Helmholtz
Fig. 7.21  Densité Ne(x, y) à t = 5 ps, Parxial vs Paraxial + Helmholtz
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(b) Parax + Helmh
Fig. 7.22  Coupe de Ne(x, y) à t = 5 ps, Parxial vs Paraxial + Helmholtz
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 Temps t = 10 ps
(a) Paraxial
(b) Paraxial + Helmholtz
Fig. 7.23  Densité Ne(x, y) à t = 10 ps, Parxial vs Paraxial + Helmholtz
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(b) Parax + Helmh
Fig. 7.24  Coupe de Ne(x, y) à t = 10 ps, Parxial vs Paraxial + Helmholtz
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7.2. Couplage Paraxial/Helmholtz, Paraxial vs Paraxial + Helmholtz
 Temps t = 15 ps
(a) Paraxial
(b) Paraxial + Helmholtz
Fig. 7.25  Densité Ne(x, y) à t = 15 ps, Parxial vs Paraxial + Helmholtz
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(b) Parax + Helmh
Fig. 7.26  Coupe de Ne(x, y) à t = 15 ps, Parxial vs Paraxial + Helmholtz
Les résultats ave le ouplage sont là aussi très satisfaisants et ohérents
ave les résultats déjà obtenus. A l'interfae, le ouplage est invisible sauf par
les petites osillations engendrées par la ondition de sortie. L'évolution du
nombre d'itérations de la méthode de Krylov permet de montrer que la densité
s'homogénéise vers t = 12 ps mais le reusement s'aentue enore après.
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Fig. 7.27  Evolution des itérations de Krylov en temps, Parxial + Helmholtz
7.3 Cas Helmholtz ave absorption
Dans les as préédents, on onstate que le laser reuse le plasma au ours du
temps. Sans absorption, le reusement est très fort, en partiulier au début de
la simulation. Ensuite, l'hydrodynamique joue, le plasma se lisse et le faiseau
dirate. Ces eets expliquent le nombre d'itérations roissant de la méthode
puis sa diminution. Dans un premier temps, le fort reusement loal implique
de fortes utuations de densité. Au fur et à mesure, les utuations s'homo-
généisent vers la densité moyenne. L'absorption physique rend le problème nu-
mérique moins raide. Le nombre d'itérations de la méthode de Krylov diminue
ar le terme d'absorption orrespond à de la oérivité. On s'intéresse don au
même as que préédemment ave un oeient d'absorption ν = αN20 (x) où
N0 est la densité moyenne et α = 6× 10−3.
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Fig. 7.28  Evolution des itérations de Krylov en temps, Helmholtz absorption
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7.4. Condition de raord paraxial - Helmholtz
(a) t = 5 ps
(b) t = 10 ps
() t = 14 ps
Fig. 7.29  Cas Helmholtz ave absorption, Intensité laser |ψ|2
7.4 Condition de raord paraxial - Helmholtz
Le modèle paraxial ne permet la propagation de l'onde que dans une unique
diretion. En partiulier, auune onde ne peut venir de la zone Helmholtz dans
la zone paraxiale. C'est pourquoi le ouplage du modèle paraxial au modèle
Helmholtz ne se fait que par la prise en ompte de la ondition (1.9) sur le bord
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(a) t = 5 ps
(b) t = 10 ps
() t = 14 ps
Fig. 7.30  Cas Helmholtz ave absorption, Densité Ne(x, y)
entrant Γin (
n.∇+ ik0
√
1−Neb.n
) (
ψ − ψin) = 0
où eb est le veteur unitaire aratérisant la diretion de propagation du faiseau
laser et ψin l'onde inidente supposée de la forme αineik0
√
1−Neb.x
.
Dans un premier temps, l'ériture analytique de l'onde ψin fut utilisée dans
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7.4. Condition de raord paraxial - Helmholtz
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(b) t = 10 ps
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Fig. 7.31  Cas Helmholtz ave absorption, oupe de |ψ|2
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(b) t = 10 ps
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Fig. 7.32  Cas Helmholtz ave absorption, oupe de Ne(x, y)
le seond membre de la ondition limite (1.9) donnant(
ǫ
∂
∂n
+ i
√
1−N
)
ψin = (1 + osα)i
√
1−Nψin.
Cette approhe naturelle ne donne toutefois pas de résultats satisfaisants. Le as
test onsidéré est une propagation d'un faiseau dans un plasma sous-dense ave
un angle d'inidene. On observe lairement un saut à l'interfae des modèles
engendrant par la suite une fore pondéromotrie génante.
Une seonde approhe onsiste à disrétiser la dérivée normale de ψin par
un shéma déentré lassique au bord(
ǫ
∂
∂n
+ i
√
1−N
)
ψin =
[
ξ|0 + i
√
1−N
]
ψin
où on a noté ξ|0 =
e
i
√
1−N
δx
ǫ − 1
δx
.
On remarque alors que la prise en ompte d'une disrétisation pour le seond
membre de la ondition limite permet une ertaine ohérene ave le shéma
numérique utilisé pour le modèle Helmholtz. On onstate que le saut à l'interfae
est très largement réduit.
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Fig. 7.33  Raord des modèles par seond membre analytique
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Fig. 7.34  Raord des modèles par seond membre disrétisé
7.5 Disrétisation de la longueur d'onde
Un point ruial de la préision des solutions obtenues dans les problèmes
d'ondes est le nombre de point de disrétisation par longueur d'onde. Dans notre
as, il est aussi ruial de se xer un nombre de points aeptable. Le ritère
usuel est d'utiliser au moins dix points par longueur d'onde. On vérie ii que
ela est susamment préis dans nos as.
On s'intéresse à un as de propagation d'un faiseau près d'une austique.
On ompare ii les solutions obtenues par 10, 20 et 30 points par longueur d'onde
au temps t = 2 ps.
Les résultats montrent qu'une disrétisation de dix points par longueur
d'onde est susammet préise.
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7.6. Méthodes de Krylov
(a) λ0/10 (b) λ0/20
() λ0/30
Fig. 7.35  Comparaison de disrétisation de , intensité laser |ψ|2, t = 2 ps
7.6 Méthodes de Krylov
Le domaine onsidéré est une boîte d'une longueur de 300λ0 pour une hau-
teur de 600λ0. On onsidère alors un système de 18 millions d'inonnues résolu
sur 32 proesseurs. On onsidère un as de roisement de deux faiseaux ave
des angles d'inidenes diérents dans une zone prohe de la austique. L'idée
est de générer rapidement un ertains nombre d'iterations an de permettre une
omparaison pertinente des methodes iteratives de Krylov.
La méthode GMRES fait réferene omme tehnique itérative pour la résolu-
tion des systèmes linéaires non symétriques. Toutefois, la ontrainte liée à la
forte onsommation de mémoire peut être un problème majeure dans notre as.
L'utilisation d'autres méthodes omme BICGStab ou CGS (voir 51) peut alors
s'envisager. Il est intéressant de omparer les omportements de es diérentes
méthodes dans notre as.
Les résultats obtenus sont similaires. On onstate que les méthodes ont éga-
lement un omportement prohe mais que BICGStab et GMRES sont les plus
rapides. En partiulier, si un problème mémoire apparaît, on utiliserait alors la
méthode BICGStab.
7.7 Cas monospekle
On s'intéresse maintenant à la propagation d'un faiseau omposé d'un
unique spekle (ou point haud) dans un plasma dont la densité roît de manière
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(a) GMRES (b) BICGStab
() CGS
Fig. 7.36  Comparaison des méthodes de Krylov, intensité laser |ψ|2, t = 1 ps
linéaire jusqu'à la densité ritique. Le faiseau a un angle d'indidene de 30.
On onsidère le domaine de simulation D de longueur Lx = 700λ0 et de hauteur
Ly = 1000λ0. On note Ω = [xf , Lx] × [0, Ly] où xf = 300λ0. Dans le domaine
D \ Ω, la densité est sous-dense, onstante égale à 10% de la densité ritique
et on y utilise le modèle paraxial. Dans le domaine Ω, la densité roît linéai-
rement jusqu'à la densité ritique et on y utilise le modèle Helmholtz ave un
oeient d'absorption ν = αN20 (x) où α = 10
−3
. En posant ∆x = ∆y = λ0/2,
le maillage uide grossier est alors omposée de 2,8 millions de mailles. Pour le
maillage Helmholtz n, en posant δy = δx = λ0/10, on est amené à onsidérer
40 millions d'inonnues. Le temps alul d'une itération de Krylov est de 18,4s
sur 128 proesseurs. La simulation dure 8 heures.
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Fig. 7.37  Comparaison de BICGStab, CGS, GMRES au ours du temps
Ces résultats sont nouveaux. Le faiseau se propage tout droit dans la partie
où la densité est onstante pour ensuite dévier dans la zone prohe de la aus-
tique et resortir par le haut de domaine dans la ouhe PML. On observe alors
un fort dépt d'énergie sur la austique. Tout ei oïnide ave les résultats de
l'optique géométrique. Dans les premiers temps de la simulation, on distingue
lairement la fontion d'Airy dans la ourbure du faiseau. Ensuite, les utua-
tions de l'hydrodynamique jouent ativement un rle sur les perturbations de la
propagation du faiseau ; le laser ontinue de se propager dans la rainure reusée
sur la austique mais il ommene à autofoaliser. En n de simulation, on ob-
serve la foalisation du faiseau avant la ourbure de diretion puis l'élatement
du faiseau. Ce omportement est très similaire du as de propagation sous-
ritique. On observe simplement la ourbure du faiseau. Le dépt d'énergie est
alors légèrement en amont de la austique.
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(a) t = 1 ps (b) t = 2 ps
() t = 3 ps (d) t = 4 ps
(e) t = 5 ps (f) t = 6 ps
Fig. 7.38  Cas monospekle, intensité laser |ψ|2, t = 1 ps à t = 6 ps
On onstate malgré l'absorption une évolution roissante du nombre d'ité-
ration de la méthode de Krylov. En eet, le reusement de la densité est fort
près de la austique.
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kle
(a) t = 7 ps (b) t = 8 ps
() t = 9 ps (d) t = 10 ps
Fig. 7.39  Cas monospekle, intensité laser |ψ|2, t = 7 ps à t = 10 ps
Fig. 7.40  Cas monospekle, Densite Ne, t = 10 ps
7.8 Cas multispekle
7.8.1 Cas 4 spekles
On s'intéresse maintenant à la propagation d'un faiseau omposé de quatre
spekles dans le même adre que préédemment. Le but est ii de voir si omme
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(a) t = 1 ps (b) t = 5 ps
() t = 10 ps
Fig. 7.41  Cas monospekle, intensité laser |ψ|2, t = 1 ps, t = 5 ps, t = 10 ps
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Fig. 7.42  Evolution des itérations de Krylov en temps, as monospekle
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dans le as paraxial, l'interation des spekles entre eux engendre des instabilités
dans la propagation du laser.
(a) t = 1 ps (b) t = 2 ps
Fig. 7.43  Cas 4 spekles, intensité laser |ψ|2, t = 1 ps et t = 2 ps
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(a) t = 3 ps (b) t = 4 ps
() t = 5 ps (d) t = 6 ps
(e) t = 7 ps (f) t = 8 ps
Fig. 7.44  Cas 4 spekles, intensité laser |ψ|2, t = 3 ps à t = 8 ps
Comme pour le as monospekle, le faiseau se propage dans le plasma,
hange de diretion près de la austique et ressort par le haut du domaine. Dans
les premiers temps, le faiseau se omporte omme le faiseau monospekle. Le
dépt d'énergie est là où attendu. Au fur et à mesure du temps, des points hauds
dus à l'autofoalisation se forment. Pour une absorption ν = 0.002, on voit que
l'interation des sepkles les uns ave les autres rée de grandes perturbations
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Fig. 7.45  Cas 4 spekles, Densité Ne, t = 8 ps
Fig. 7.46  Cas 4 spekle, intensité laser |ψ|2, t = 8 ps
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Fig. 7.47  Evolution des itérations de Krylov en temps, Parax vs Parax +
Helmh
dans le dépt d'énergie quand l'hydrodynamique ommene à jouer.
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7.8.2 Validation du ouplage Paraxial / Helmholtz
C'est pour e as qu'on a hoisi de omparer la solution obtenue ave le
modèle paraxial dans la zone loin de la austique ouplé au modèle Helmholtz
ave la solution obtenue qu'ave le modèle Helmholtz pour ν = 0. En eet, e as
est susamment omplexe pour qu'un problème de ouplage puisse engendrer
de grandes diérenes. Pour le modèle Helmholtz seul, le maillage Helmholtz n
est alors omposé de 70 millions d'inonnues.
(a) Paraxial + Helmholtz (b) Helmholtz
Fig. 7.48  Comparaison de |ψ|2par Parax + Helmh / Paraxial, t = 2 ps
La gure (7.48) montre l'intensité laser des deux simulations à 2 ps. Sans
absorption physique dans les modèles, les solutions ont très vite reusées la
densité et les faiseaux ont largement diraté. On onstate que les solutions sont
globalement les mêmes. Toutefois, l'intensité laser de la solution ave seulement
le modèle Helmholtz est plus forte que elle obtenue par le ouplage des modèles.
Cela reste très satisfaisant au vu de la diulté du as.
7.8.3 Cas 20 spekles
On plae maintenant dans le as d'un faiseau entrant omposé de 20 spekles
ave un angle d'inidene de 30.
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(a) t = 1 ps (b) t = 2 ps
() t = 3 ps (d) t = 4 ps
(e) t = 5 ps
Fig. 7.49  Cas 20 spekles, intensité laser |ψ|2, t = 1 ps à t = 5 ps
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Fig. 7.50  Cas 20 spekles, Densité Ne, t = 5 ps
(a) t = 4 ps (b) t = 5 ps
Fig. 7.51  Cas 20 spekles, intensité laser |ψ|2, t = 4 ps et t = 5 ps
L'intérêt de e type de simulation près des austiques est de pouvoir prendre
en ompte l'élatement et l'interation des faiseaux qui peuvent déplaer les
dépts d'énergie en omparaison des résultats obtenus par des aluls ave des
méthodes type ray-traing.
On onstate qu'en début de simulation (a), la austique est lairement visible
à l'endroit de ourbure du faiseau. C'est le type de résultats obtenus par les
méthodes lassiques de ray-traing. Il est également intéressant de remarquer
(b) l'interation des faiseaux arrivant vers la austique ave eux sortant du
domaine. Le dépt d'énergie est uniforme dessus (7.52). Par ontre, dès que
l'hydrodynamique ommene à interagir (), (d) et (e), de fortes perturbations
dans la trajetoire du faiseau apparaissent. A t = 5 ps, une multitude de petits
points haud parsème les zones d'interation des faiseaux et le dépt d'énergie
est alors très diérent de elui à t = 2 ps.
7.9 Cas physique réaliste ; déetion du laser
On présente la propagation d'un faiseau omposé d'une vingtaine de spe-
kles dans un plasma dont la densité roît de manière linéaire jusqu'à la densité
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(a) t = 4 ps (b) t = 5 ps
Fig. 7.52  Cas 20 spekles, Dépt d'énergie |ψ|2N2e , t = 2 ps et t = 5 ps
ritique. Le faiseau a un angle d'indidene de 25. L'intérêt de ette simulation
est d'observer la déetion du faiseau lorsque le plasma a une vitesse tranverse
importante. En eet, les méthodes lassiques de ray traing ne peuvent prendre
en ompte la vitesse du uide. On peut ainsi observer l'erreur de e type de
méthode dans es as réalistes. On onsidère le domaine de simulation D de
longueur Lx = 2000λ0 et de hauteur Ly = 2000λ0. Le domaine de simulation du
modèle Helmholtz est Ω = [xf , Lx] × [0, Ly] où xf = 1000λ0. Dans le domaine
D \ Ω où on y utilise le modèle paraxial, la densité est sous-dense, onstante
égale à 10% de la densité ritique. On y applique le modèle Helmholtz ave un
oeient d'absorption ν = αN20 (x) où α = 2× 10−5. La vitesse transverse est
de l'ordre de 4×107cm.s−1. En posant ∆x = ∆y = λ0/2, le maillage uide gros-
sier est alors omposée de 16 millions de mailles. Pour le maillage Helmholtz n,
en posant δy = δx = λ0/10, on est amené à onsidérer 200 millions d'inonnues.
Le temps alul d'une itération de Krylov est de 348 s sur 256 proesseurs. La
simulation dure plusieurs dizaines heures eetuées grâe à un méanisme de
protetion-reprise.
Remarque On sait que la simulation doit aller jusqu'à des temps très longs,
de l'ordre de 20 ps, pour permettre l'observation de la déetion du faiseau
à l'ehelle marosopique. Notons qu'en début de simulation, il est simplement
néessaire que le faiseau reuse la densité. Pour gagner du temps alul, on
peut don ne aluler la solution du problème Helmholtz qu'un pas de temps
sur trois jusqu'à 10 ps.
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Fig. 7.53  Cas ave vitesse transverse, intensité laser |ψ|2, t = 22 ps
Fig. 7.54  Cas sans vitesse transverse, intensité laser |ψ|2, t = 22 ps
On onstate que dans le as ave vitesse transverse, le faiseau est légérement
dévié dans le sens de déplaement du uide. C'est le résultat attendu. Cepen-
dant, le phénomène n'est pas très marqué. Il faudrait don pousser la simulation
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Fig. 7.55  Cas ave vitesse transverse, zoom, intensité laser |ψ|2, t = 22 ps
Fig. 7.56  Cas sans vitesse transverse, zoom, intensité laser |ψ|2, t = 22 ps
enore plus loin pour quantier l'erreur ommise sur le dépt d'énergie par des
méthodes type ray-traing. Une simulation réaliste aussi longue demande énor-
mément de moyen de alul et on atteint les limites de la résolution sur 256
proesseurs. Il devient alors néessaire d'utiliser 512 proesseurs pour être plus
eae. Ces simulations sont maintenent réalisables et atuellement en ours
ave de telles ressoures.
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Conlusion et perspetives
On a présenté dans ette thèse une méthode pour la résolution d'un problème
de propagation d'ondes ave ouhes absorbantes PML dans un plasma dense
présentant de fortes variations dans une diretion privilégiée. Les ontraintes
numériques étant très fortes, on a mis en évidene le besoin d'avoir une stra-
tégie basée sur l'utilisation d'un solveur rapide de type Rédution Cylique.
De plus, an d'éviter les problèmes de réexion aux bords, on a hoisi d'utiliser
des ouhes absorbantes PML. Une stratégie partiulière de préonditionnement
pour les variations de densité a été alors employée et intégrée dans une méthode
de Krylov. Tout ei représente nalement un arsenal d'outils performants qu'il
a fallu faire ohabiter ave la prise en ompte d'une déomposition de domaine.
Cette méthode de résolution fut intégrée dans le ode de prodution HERA. La
parallélisation est assurée par le standard MPI et le multithreading. Les résul-
tats obtenus sont nouveaux et permettent maintenant l'étude des phénomènes
de perturbation et dépt d'énergie près de la austique.
Pour gagner du temps alul, une première perspetive peut être d'intégrer
une déomposition de domaine plus générale permettant de diviser le domaine
aussi dans les deux diretions. On réduirait ainsi le fateur de stokage mé-
moire et la taille du produit matrie-matrie à eetuer. En ontre partie, on
augmenterait le nombre d'itérations de la méthode de Krylov. Il pourrait être
intéressant de le quantier. Remarquons aussi qu'ave l'arrivée des prohaines
mahines dans le adre du projet Tera, l'espae mémoire n'est plus vraiment un
problème. On pourrait aussi envisager une méthode an d'isoler les zones où
la solution est nulle an de ne pas les aluler. Cei peut être intégré direte-
ment dans la méthode de Krylov ou alors par une déomposition de domaine
générale. Toutefois, ette perspetive pose le problème d'équilibrage des harges
entre les proessus. Disposant d'un solveur rapide pour l'équation d'Helmholtz,
il est maintenant possible d'étudier les phénomènes de retrodiusion Brillouin
néessitant la résolution d'un ouplage ave une équation des ondes temporelle
supplémentaire. Pour nir, le passage au 3D devra également s'envisager.
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On onsidère l'équation d'Helmholtz
ǫ2∆u+ (1−N)u = 0 dans Ω (A.1)
On disrétise ette équation par diérenes nies en numérotant les inonnues
de gauhe à droite et de bas en haut sur un maillage régulier à (nx, ny) points
dans les diretions (x, y). On indie par i les lignes du maillage et par j les
olonnes. On applique un shéma entré lassique pour disrétiser l'opérateur
Laplaien. Pour u susamment régulière, e shéma est obtenu en sommant les
développements de Taylor suivants
u(x+ δx) = u(x) + δx
∂u
∂x
+
δx2
2
∂2u
∂x2
+
δx3
6
∂3u
∂x3
+O(δx4) (A.2)
et
u(x− δx) = u(x)− δx∂u
∂x
+
δx2
2
∂2u
∂x2
− δx
3
6
∂3u
∂x3
+O(δx4). (A.3)
En notant u(x+ δx) = ui+1, on trouve alors
∂2u
∂x2
∣∣∣∣
i
=
ui+1 − 2ui + ui−1
δx2
+O(δx2).
En deux dimensions, l'équation (A.1) peut se disrétiser ainsi :
ǫ2
[
ui+1,j − 2ui,j + ui−1,j
δx2
+
ui,j+1 − 2ui,j + ui,j−1
δy2
]
+ (1−Ni,j)ui,j = 0 (A.4)
pour 1 ≤ i ≤ nx et 1 ≤ j ≤ ny. On obtient alors une matrie tridiagonale par
blos dont haque blo orrespond à la disrétisation d'une ligne du maillage.
En utilisant (A.2) et (A.3), on a également les relations à l'ordre un pour la
dérivée
∂u
∂x
∣∣∣∣
i
=
ui+1 − ui
δx
+O(δx) (A.5)
et
∂u
∂x
∣∣∣∣
i
=
ui − ui−1
δx
+O(δx). (A.6)
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On a également l'ordre deux
∂u
∂x
∣∣∣∣
i
=
ui+1 − ui−1
2δx
+O(δx2). (A.7)
En utilisant (A.2), l'ordre deux peut également s'érire
∂u
∂x
∣∣∣∣
i
=
ui+1 − ui
δx
− δx
2
∂2u
∂x2
∣∣∣∣
i
+O(δx2).
En insérant l'équation (A.1), on obtient
∂u
∂x
∣∣∣∣
i
=
ui+1 − ui
δx
+
δx
2
(
∂2u
∂y2
∣∣∣∣
i
+
1−Ni
ǫ2
)
+O(δx2). (A.8)
On peut obtenir des relations similaires en utilisant le développement (A.3)
∂u
∂x
∣∣∣∣
i
=
ui − ui−1
δx
− δx
2
(
∂2u
∂y2
∣∣∣∣
i
+
1−Ni
ǫ2
)
+O(δx2). (A.9)
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On est intéressé ii par l'obtention analytique des valeurs et veteurs propres
d'une matrie d'ordre n+ 1
T =

α 1
1 0 1
.
.
.
.
.
.
.
.
.
1 0 1
1 α
 ,
où α peut être omplexe. Pour α réel, voir par exemple [47℄. On s'intéresse ii
aux as partiuliers α = 0 et α = 1.
Soient λ une valeur propre de T assoiée au veteur propre v,
Tv = λv.
B.1 Valeurs propres
On herhe les veteurs propres sous la forme
vj = Ae
(j−1)Φ +Be−(j−1)Φ.
Pour j 6= 1 et j 6= n+ 1, on a
vj−1 + vj+1 = λvj ,
e qui donne failement
λ = eΦ + e−Φ.
Alors, en regardant pour j = 1 et j = n+ 1, on a
α(A+B) = Ae−Φ +BeΦ
et
A(αenΦ − e(n+1)Φ) +B(αe−nΦ − e−(n+1)Φ) = 0.
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On a alors un système linéaire 2× 2 homogène(
α− e−Φ α− eΦ
enΦ(α− eΦ) e−nΦ(α− e−Φ)
)(
A
B
)
= 0.
Pour avoir une solution non triviale, le déterminant doit être nul. Ainsi,
(α− e−Φ)2e−nΦ − (α − eΦ)2enΦ = 0. (B.1)
1. Si on a α = 0, on obtient immédiatement
e−(n+2)Φ = e(n+2)Φ.
Alors, Φ = 0 est une solution menant à λ = 2. Autrement,
e2(n+2)Φ = 0,
et Φ est imaginaire pur, Φ = iθ, e qui donne
sin(2(n + 2)θ) = 0, os(2(n + 2)θ) = 1.
La solution est alors
θ =
jπ
n+ 2
, j = 1, . . .
Les valeurs propres de T sont alors
λj = 2os
(
(j + 1)π
n+ 2
)
, j = 0, . . .
2. Si on a α = 1 alors
(1− e−Φ)2e−nΦ − (1− eΦ)2enΦ = 0,
e qui donne
e−(n+2)Φ(eΦ − 1)2 − enΦ(eΦ)2 = 0.
Ainsi, on a eΦ = 1 ou e−(n+2)Φ)− enΦ = 0 e qui donne
e−(n+1)Φ) = e(n+1)Φ).
Φ est imaginaire pur et
θ =
jπ
n+ 1
, j = 1, . . .
Les valeurs propres de T sont alors
λj = 2os
(
jπ
n+ 1
)
, j = 0, . . .
3. Dans le as général, on peut exprimer la solution de (B.1), α, omme une
fontion de Φ. Toutefois, 'est l'inverse de la fontion qui nous intéresse.
On a deux solutions
α+ =
e−(
n
2
+1)Φ − e(n2+1)Φ
e−
n
2
Φ − en2Φ α− =
e−(
n
2
+1)Φ + e(
n
2
+1)Φ
e−
n
2
Φ + e
n
2
Φ
Il est lair que quand α est omplexe alors Φ doit être omplexe et non
réel ou purement imaginaire.
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B.2 Veteurs propres
On reherhe maintenant les veteurs propres. On peut hoisir A = 1 e qui
donne
B =
α− e−Φ
eΦ − α
Ainsi, les omposantes du veteur propre sont
vj = e
(j−1)Φ +
α− e−Φ
eΦ − α e
−(j−1)Φ.
A un fateur près, on peut réérire omme
e(j−
1
2
)Φ +
αeΦ − 1
eΦ − α e
−j+ 1
2
)Φ.
1. Quand α = 0, à un fateur près, on obtient
ejΦ − e−jΦ,
et Φ = iθ, ainsi les omposantes des veteurs propres sont proportionnelles
à
vj = sin(jθ).
2. Quand α = 1, on a
e(j−
1
2
)Φ − e−j+ 12 )Φ.
Cei donne
vj = os
(
(2j − 1)θ
2
)
.
3. Quand α est omplexe, on a
vj = e
(j− 1
2
)Φ + βe−j+
1
2
)Φ,
où β est un nombre omplexe.
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CEnapsulation du multithreading
en C++
Tout d'abord, rappelons que les très onnus outils de parallélisation MPI et
OpenMP reposent sur le proédé de multithreading. Pour MPI de gros eorts
de performane ont été fait par les onstruteurs. C'est ainsi devenu un stan-
dard inountournable de la programmation parallèle. Toutefois, reposant sur la
qualité du réseau d'interonnexion, on peut vouloir limiter son utilisation dans
des onguration non propriétaire par le multithreading. Pour OpenMP, sa sim-
pliité d'utilisation est un argument qui l'a rendu très populaire au sein de la
ommunauté sientique. Toutefois, les performanes ne sont pas toujours au
rendez-vous et le oté hermétique de ette bibliothèque n'aide pas à la ompré-
hension du problème.
Le multithreading est un outil qu'on qualie souvent de bas niveau. Dialo-
guant diretement ave le système, la portabilité n'est pas assurée. C'est une
raison motivant parfois l'utilisation d'alternative omme par exempleOpenMP.
Préisons que tous les systèmes d'exploitation ont une gestion des threads. On
utilise la bibliothèque POSIX pthread disponible sur Linux, Unix ou enore
Windows.
On a montré que la programmation par multithreading demande une at-
tention partiuliere quant à son utilisation. La grain des tâhes à paralléliser
est important et quelques notions d'arhiteture sont parfois néessaires pour
omprendre et optimiser les performanes. D'un point de vue informatique, des
fontions de pthread permettent de faire des appels sytème pour la gestion des
threads, verrous et sémaphores. Typiquement, on fournit à un thread une fon-
tion (le d'exeution) qu'il exeute à sa reation. L'exeution terminée, le thread
se libère. On voit bien la diulté d'une utilisation générique.
On présente ii une manière proposée par Pasal Havé [48℄ partiulièrement
élégante et pratique d'enapsuler le multithreading par le langage multipara-
digme C++. Le multithreading devient alors un onept qu'on aete à des
objets par polymorphisme. On donne le aratère générique à e onept pour
plus de souplesse. Ainsi, le multithreading devient transparent pour le develop-
peur.
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#inlude <pthread.h>
//! Virtual Runnable Funtion
//! Used as template independent virtual lass
lass Runnable {
publi:
//! Destrutor
virtual ~Runnable(void) { }
//! Run funtion
virtual void run(void) = 0;
};
extern "C" {
//! C funtion alled for starting a thread lass
inline void * thread_funtion(void * t) {
reinterpret_ast<Runnable *>(t)->run(); // Appel par virtual
pthread_exit(NULL);
return NULL;
}
}
//! Thread Proxy lass
template<typename T>
lass FontionThread : publi Runnable {
private:
T & f;
publi:
FontionThread(T * onst t) : f(*t) { }
~FontionThread(void) { }
inline void run(void) { f.run(); }
};
//! Main Thread lass
lass MultiThread : publi Runnable {
private:
pthread_t thread;
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publi:
MultiThread(void) { }
virtual ~MultiThread(void) { join(); }
void start() {
pthread_reate(&thread,NULL,thread_funtion,
new FontionThread<MultiThread>(this));
}
inline void join() onst {
void * ret;
pthread_join(thread,&ret);
}
};
Par exemple, le ode suivant érit Hello ! par multithreading
lass A : publi Thread {
private:
har* s;
publi:
A(har* ) { s = ; }
void run(){ std::out << "Hello " << s << "!\n"; }
};
int main(int arg, har* argv[℄) {
A a(argv[1℄);
a.start();
return 0;
}
> g++ test.pp -pthread -D__REENTRANT
> ./a.out Sylvain
Hello Sylvain!
On omprend bien que par le jeu des enapsulations, surharges et héritages,
on arrive simplement à réer des objets omme des opérateurs alégbriques de
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Annexe C. Enapsulation du multithreading en C++
base sur des veteurs ou des matries. On peut par exemple enapsuler ertaines
fontions de la bibliothèques LAPACK pour les rendent multithread.
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