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ABSTRACT
Using numerical simulations we investigate the onset and suppression of parametric decay instability
(PDI) in the solar wind, focusing on the suppression effect by the wind acceleration and expansion.
Wave propagation and dissipation from the coronal base to 1 au is solved numerically in a self-consistent
manner; we take into account the feedback of wave energy and pressure in the background. Monochro-
matic waves with various injection frequencies f0 are injected to discuss the suppression of PDI, while
broadband waves are applied to compare the numerical results with observation. We find that high-
frequency (f0 & 10−3 Hz) Alfve´n waves are subject to PDI. Meanwhile, the maximum growth rate of
the PDI of low-frequency (f0 . 10−4 Hz) Alfve´n waves becomes negative due to acceleration and ex-
pansion effects. Medium-frequency (f0 ≈ 10−3.5 Hz) Alfve´n waves have a positive growth rate but do
not show the signature of PDI up to 1 au because the growth rate is too small. The medium-frequency
waves experience neither PDI nor reflection so they propagate through the solar wind most efficiently.
The solar wind is shown to possess frequency-filtering mechanism with respect to Alfve´n waves. The
simulations with broadband waves indicate that the observed trend of the density fluctuation is well
explained by the evolution of PDI while the observed cross-helicity evolution is in agreement with
low-frequency wave propagation.
Keywords: magnetohydrodynamic(MHD) — methods:numerical — solar wind — Sun:corona
1. INTRODUCTION
It is widely accepted that Alfve´n waves (Alfve´n 1942)
play an important role in the heating (Alfve´n 1947; Os-
terbrock 1961; Matthaeus et al. 1999) and acceleration
(Belcher 1971; Jacques 1977; Heinemann & Olbert 1980)
of the solar wind. Indeed, Alfve´n waves are observed in
the solar atmosphere (De Pontieu et al. 2007; Tomczyk
et al. 2007; McIntosh et al. 2011; Srivastava et al. 2017)
and solar wind (Coleman 1968; Belcher & Davis 1971).
Nonthermal line width (Banerjee et al. 2009; Hahn &
Savin 2013) and Faraday-rotation fluctuations (Hollweg
et al. 1982, 2010) also indicate the existence of Alfve´n
waves in the corona. Meanwhile, the dissipation pro-
cess of Alfve´n waves in the corona and solar wind is
still under discussion. Since the amount and location of
Alfve´n-wave dissipation vary with respect to the mech-
anism and strongly affect the coronal temperature and
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wind velocity (Hansteen & Velli 2012), clarifying the
elemental processes is important not only for plasma
physics but also for space weather.
There are several processes of Alfve´n-wave dissipa-
tion. If there are counter-propagating Alfve´n waves,
Alfve´n-wave turbulence (Iroshnikov 1964; Kraichnan
1965; Dobrowolny et al. 1980; Goldreich & Sridhar 1995)
evolves. In the corona and solar wind, because of the
inhomogeneity, Alfve´n waves partially reflect (Ferraro
& Plumpton 1958; Heinemann & Olbert 1980; An et al.
1990; Velli 1993; Cranmer & van Ballegooijen 2005)
and Alfve´n-wave turbulence is sustained (Dmitruk &
Matthaeus 2003; Oughton et al. 2006). This reflection-
driven Alfve´n-wave turbulence is frequently studied
(Matthaeus et al. 1999; Dmitruk et al. 2002; Verdini &
Velli 2007; Perez & Chandran 2013; van Ballegooijen &
Asgari-Targhi 2016), and some models explain the heat-
ing and acceleration of the solar wind self-consistently
(Cranmer et al. 2007; Verdini et al. 2010). Alfve´n-wave
turbulence is also important for the energy cascade and
the formation of the power spectrum (Verdini et al.
2012; van Ballegooijen & Asgari-Targhi 2017).
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2When the Alfve´n velocity is inhomogeneous perpen-
dicular to the magnetic field lines, phase mixing begins
(Heyvaerts & Priest 1983; De Groof & Goossens 2002;
Goossens et al. 2012). The density variation across the
magnetic field lines is observed in the corona (Tian et al.
2011; Raymond et al. 2014), and this indicates the pos-
sibility of phase mixing. Several studies show the role
of phase mixing and related phenomena in the solar at-
mosphere (Antolin et al. 2015; Kaneko et al. 2015). Re-
cently, it was numerically shown that phase mixing can
generate turbulent structure (Magyar et al. 2017).
Since the amplitude of an Alfve´n wave is not small
and the plasma beta is low (Gary 2001; Iwai et al. 2014;
Bourdin 2017), the (extended) corona and solar wind
are preferable locations for the development of para-
metric decay instability (PDI). PDI is a type of in-
stability of an Alfve´n wave (Galeev & Oraevskii 1963;
Sagdeev & Galeev 1969; Goldstein 1978; Derby 1978)
and was recently observed in laboratory plasma (Dorf-
man & Carter 2016) and in the solar wind (Bowen et al.
2018). As a result of PDI, a large-amplitude longitudinal
wave is generated (Hoshino & Goldstein 1989; Del Zanna
et al. 2001), and the plasma is heated up by the resultant
shock wave. Suzuki & Inutsuka (2005, 2006) demon-
strated that, without Alfve´n-wave turbulence, the coro-
nal heating and solar-wind acceleration are explained
self-consistently by PDI. These studies were extended
to two dimensions (2D) by Matsumoto & Suzuki (2012,
2014). In addition, the cross-helicity evolution in the
fast solar wind (Bavassano et al. 1982, 2000) might be
due to PDI (Malara & Velli 1996; Malara et al. 2000;
Shoda & Yokoyama 2016). Chandran (2018) also argued
that the 1/f spectrum observed in the fast solar wind
(Bruno & Carbone 2013) possibly results from PDI.
We note that Alfve´n-wave turbulence and PDI are
not independent of each other, because PDI generates
large-amplitude backscattered Alfve´n waves (Sagdeev &
Galeev 1969; Goldstein 1978) and enhances the heating
by Alfve´n-wave turbulence. Shoda et al. (2018) showed
that, due to PDI, the turbulence heating rate per unit
mass increases (∼ 1011 erg g−1 s−1) compared with the
reduced- magnetohydrodynamic MHD (without-PDI)
value (∼ 1010 erg g−1 s−1) (Perez & Chandran 2013;
van Ballegooijen & Asgari-Targhi 2016).
Amongst the aforementioned dissipation processes, we
focus on PDI in this study. The PDI of monochro-
matic Alfve´n waves in a time-independent, uniform
background with MHD approximation is well studied.
In the limit of β  1 and η = δB/B0  1 where
B0 and δB denote the mean and fluctuating magnetic
field, respectively, the growth rate is given as (Galeev &
Oraevskii 1963; Sagdeev & Galeev 1969)
γ/ω0 =
1
2
ηβ−1/4, (1)
where ω0 is the angular frequency of the parent wave.
Here we define β as
β = c2s/v
2
A, (2)
where cs and vA denote the sound and Alfve´n speed,
respectively. The general dispersion relation that con-
siders full four-wave interaction (Lashmore-Davies 1976)
is given by Goldstein (1978) and Derby (1978) as
(ω − k) (ω2 − βk2) [(ω + k)2 − 4]
= η2k2
(
ω3 + kω2 − 3ω + k) , (3)
where ω and k are normalized by the parent-wave fre-
quency ω0 and wavenumber k0. In this study, we call
Eq. (3) the Goldstein–Derby dispersion relation. By
solving Eq. (3), Goldstein (1978) confirmed that the
classical understanding that the parent wave decays
into a forward acoustic wave and a backward Alfve´n
wave is correct in the low-beta regime. In the high-
beta plasma, however, the behavior of the instability
changes (Jayanti & Hollweg 1993). The linear stage of
this ideal (monochromatic, time-independent, and uni-
form) case is well understood. The nonlinear stage of
PDI is also frequently studied using numerical simula-
tion. Hoshino & Goldstein (1989) studied the linear-
to-nonlinear evolution of PDI. This study was extended
to multi-dimensional simulations in both low- and high-
beta cases (Ghosh & Goldstein 1994; Ghosh et al. 1994).
Del Zanna et al. (2001) investigated the evolution of PDI
with different plasma parameters, different dimensions
and different boundary conditions to show the robust-
ness of PDI. Recently, the three-dimensional (3D) hy-
brid simulation of PDI-driven turbulence has been stud-
ied (Fu et al. 2017).
There are several studies on the linear growth rate
of PDI under non-ideal situations. Two-fluid and ki-
netic simulations were performed (Terasawa et al. 1986;
Nariyuki et al. 2008) The PDI of non-monochromatic
Alfve´n waves tends to have a smaller growth rate (Co-
hen & Dewar 1974; Umeki & Terasawa 1992; Malara &
Velli 1996; Malara et al. 2000). If the background is tur-
bulent, the growth rate is quenched compared with the
ideal value (Shi et al. 2017). The solar wind acceleration
and expansion also work to reduce the growth rate (Ten-
erani & Velli 2013; Del Zanna et al. 2015). Recently the
effect of temperature anisotropy on PDI has also been
also studied (Tenerani et al. 2017).
3Specifically in the solar wind close to the Sun, wind ac-
celeration and expansion play an important role. Such
effects are frequently studied using a local co-moving
box in the so-called accelerating expanding box (AEB)
model (Velli et al. 1992; Grappin et al. 1993; Grappin &
Velli 1996; Tenerani & Velli 2017). One problem with
the AEB model is that the dynamics and energetics are
not self-consistent; initially, we have to assume the back-
ground quantities such as flow speed or Alfve´n speed and
ignore the feedback of wave heating and acceleration on
them. Our motivation is to test the idea obtained from
the AEB model using a non-local simulation box that
extends from the corona to the distant heliosphere.
This paper is organized as follows. In Section 2, we
describe the basic equations, numerical scheme, and
boundary conditions used in this study. Section 3 and
Section 4 describe the results with monochromatic wave
injection and broadband wave injection, respectively.
We summarize this paper in Section 5
2. NUMERICAL METHOD
2.1. Basic equations and setting
We used the same equations as those in Shoda et al.
(2018) and considered a one-dimensional system whose
coordinate r is curved along the background magnetic
field line. The basic equations used were
∂
∂t
(
ρr2f
)
+
∂
∂r
(
ρvrr
2f
)
= 0, (4)
∂
∂t
(
ρvrr
2f
)
+
∂
∂r
[(
ρvr
2 + p+
B⊥2
8pi
)
r2f
]
=
(
p+
ρv⊥2
2
)
d
dr
(
r2f
)− ρgr2f, (5)
∂
∂t
(
ρv⊥r3f3/2
)
+
∂
∂r
[(
ρvrv⊥ − BrB⊥
4pi
)
r3f3/2
]
= −ηˆ1 · ρv⊥r3f3/2 − ηˆ2 ·
√
ρ
4pi
B⊥r3f3/2, (6)
∂
∂t
(
B⊥r
√
f
)
+
∂
∂r
[
(B⊥vr −Brv⊥) r
√
f
]
= −ηˆ1 ·B⊥r
√
f − ηˆ2 ·
√
4piρv⊥r
√
f, (7)
d
dr
(
Brr
2f
)
= 0, (8)
∂
∂t
[(
e+
1
2
ρv2 +
B2
8pi
)
r2f
]
+
∂
∂r
[(
e+ p+
1
2
ρv2 +
B⊥2
4pi
)
vrr
2f −BrB⊥ · v⊥
4pi
r2f
]
= r2f (−ρgvr +Qcond) , (9)
e =
p
Γ− 1 , p =
ρkBT
µ
. (10)
See Appendix in Shoda & Yokoyama (2018) for the
derivation. We denoted the perpendicular components
of X as X⊥ = Xxex +Xyey, and we assumed that the
plasma is composed of only hydrogen and is fully ion-
ized in the entire simulation region. Therefore, the mean
molecular mass µ satisfied µ = 0.5mp where mp is the
proton mass. Γ is the adiabatic specific heat: Γ = 5/3.
f is the expansion factor of the flux tube (Levine et al.
1977; Wang & Sheeley 1990; Arge & Pizzo 2000). In this
study, following Kopp & Holzer (1976) and Verdini et al.
(2010), we assumed
f(r) =
fexp exp [(r − rf ) /σ] + f1
exp [(r − rf ) /σ] + f1 , (11)
where f1 = 1− fexp exp [(R − rf ) /σ], fexp = 10, rf =
1.3R and σ = 0.5R.
ηˆ1 and ηˆ2 are coefficient tensors that represent phe-
nomenological turbulent decay.
ηˆ1 =
cd
4λ
(
|z+x |+ |z−x | 0
0 |z+y |+ |z−y |
)
, (12)
ηˆ2 =
cd
4λ
(
|z+x | − |z−x | 0
0 |z+y | − |z−y |
)
, (13)
where z±x,y are Elsa¨sser variables (Elsa¨sser 1950):
z±x,y = vx,y ∓Bx,y/
√
4piρ. (14)
Shoda et al. (2018) showed that these terms are a natu-
ral extension of a widely used phenomenological model
of Alfve´n-wave turbulence (Hossain et al. 1995; Dmitruk
et al. 2002; Verdini & Velli 2007; Chandran & Hollweg
2009). cd = 0.1 was chosen in this study (van Balle-
gooijen & Asgari-Targhi 2017). λ is the perpendicular
correlation length of turbulence. We assumed that the
correlation length is proportional to the flux-tube radius:
λ ∝ B−1/2r . (15)
Using the phenomenological turbulence term together
with Eq. (15), both local (Cranmer et al. 2007; Verdini
et al. 2010; Lionello et al. 2014; Shoda et al. 2018) and
global (van der Holst et al. 2014) simulations succeeded
in modeling the corona and solar wind. The correlation
length at the coronal base (λ0) is
λ0 = 1 Mm. (16)
This is based on the assumption that Alfve´n waves are
generated inside the magnetic patches on the photo-
sphere and propagate upward along the flux tube (van
Ballegooijen et al. 2011).
4Qcond is the heating by thermal conduction given as
Qcond = −∇ · qcond = −
1
r2f
∂
∂r
(
r2fqcond
)
, (17)
where qcond is the conductive flux and qcond represents
its radial component. The conductive flux is a combi-
nation of Spitzer-Ha¨rm flux (Spitzer & Ha¨rm 1953) and
free-streaming flux (Hollweg 1974, 1976) given as
qcond = ξqSH + (1− ξ)qFS, ξ = max
(
1,
ρ
ρSW
)
(18)
where ρSW = 10
−21g cm−3 and
qSH = −κ0T 5/2 ∂
∂r
T, (19)
qFS =
3
4
αpvr. (20)
In GGS-Gaussian units, κ0 ≈ 10−6. We fixed α = 2 in
this study.
Radiative cooling is ignored because of its small con-
tribution to the coronal energy budget (Matsumoto &
Suzuki 2014; van Ballegooijen & Asgari-Targhi 2016).
The coronal base is cooled down by keeping the bottom
temperature fixed.
2.2. Numerical scheme and boundary conditions
We solved the basic equations (4)-(10) from the coro-
nal base (r = 1.014R) to 1 au (r = 215R). Fur-
thermore, we applied 50 000 uniform grid points to re-
solve the computational domain. The Harten-Lax-van
Leer-discontinuities (HLLD) approximated Riemann
solver (Miyoshi & Kusano 2005) with 2nd-order mono-
tone upstream-centered schemes for conservation law
(MUSCL) reconstruction (van Leer 1979) was used to
calculate the numerical flux, while the 3rd-order strong
stability preserving (SSP) Runge-Kutta method (Shu &
Osher 1988) was used for time integration.
The free boundary condition was imposed on the
boundary at 1 au. We confirmed that the boundary
condition at 1 au does not affect the calculation because
the super-sonic and super-Alfve´nic solar wind is formed
in a quasi-steady state. This is why we did not need to
apply the transmitting boundary condition (Thompson
1987; Del Zanna et al. 2001; Suzuki & Inutsuka 2006).
As for the lower boundary, the conditions were as fol-
lows. Here we denoted the lower-boundary values with
subscript 0. The mass density ρ, temperature T , and
radial magnetic field strength Br were fixed to
ρ0 = 8.5× 10−16 g cm−3, T0 = 4× 105 K, Br,0 = 10 G.
(21)
The quantity Br,0/fexp controls the solar-wind veloc-
ity (Suzuki 2004, 2006; Fujiki et al. 2015; Re´ville &
Brun 2017). According to Fujiki et al. (2015), our set-
ting of (Br,0/fexp = 1 G) approximately corresponds to
650 km s−1 in terms of asymptotic solar wind velocity.
We applied the free boundary conditions for the radial
velocity and inward Elsa¨sser variable:
∂
∂r
vr
∣∣∣∣
0
= 0,
∂
∂r
z−
∣∣∣∣
0
= 0, (22)
where z− = v⊥+B⊥/
√
4piρ. As for the upward Elsa¨sser
variable, z+ = v⊥ −B⊥/
√
4piρ, we applied monochro-
matic (Section 3) or broadband (Section 4) wave in-
jections. In both cases, the root-mean-square value
of the transverse velocity vrms,0 was fixed to vrms,0 =
32 km s−1. In terms of the upward Elsa¨sser variable,
the root-mean-square value was z+rms,0 = 2vrms,0, be-
cause
∣∣z+x,y∣∣ ∣∣z−x,y∣∣ at the coronal base and
z+rms,0 =
√
z+x
2
+ z+y
2
'
√(
z+x + z
−
x
)2
+
(
z+y + z
−
y
)2
=
√
4
(
v2x + v
2
y
)
= 2vrms,0. (23)
Note that the injected energy flux F0 was kept constant:
F0 =
1
4
ρz+0
2
vA,0 = 8.4× 105 erg cm−3 s−1. (24)
This was larger than the required amount of energy in-
jection required to sustain the solar wind in the open
field regions (Withbroe & Noyes 1977).
3. MONOCHROMATIC-WAVE INJECTION
We first applied the monochromatic wave injections
with different frequencies to discuss the basic properties.
The boundary condition of the upward Elsa¨sser variable
was
z+x,0 = 2vrms,0 sin (2pif0t) , (25)
z+y,0 = 2vrms,0 cos (2pif0t) , (26)
where f0 is the injection frequency.
3.1. Quasi-steady state
Figure 1 shows the snapshots of the quasi-steady
states of different injection frequencies: f0 = 10
−2.5 Hz (blue),
10−3.5 Hz (green), 10−4.5 Hz (red). Panels indicate
from top to bottom the mass density ρ, temper-
ature T , radial velocity vr, and Elsa¨sser variables
z± =
√
z±x
2
+ z±y
2
(transparent: z+, dashed: z−).
5Figure 1. Snapshots of the quasi-steady states with dif-
ferent wave-injection frequencies. Blue, green and red lines
indicate f0 = 10
−2.5 Hz, 10−3.5 Hz, 10−4.5 Hz, respectively.
Panels correspond to a: mass density, b: temperature, c: ra-
dial velocity, d: Elsa¨sser variables. In Panel d, transparent
and dashed lines indicate z+ and z−, respectively.
Although the same amount of energy flux (F0 = 8.4×
105 erg cm−3 s−1) was injected in each case, the cor-
responding quasi-steady states showed different proper-
ties. Firstly, a significant density fluctuation is observed
when f0 = 10
−2.5 Hz. Because the large density fluctu-
ation is attributed to PDI, it indicates that PDI can de-
velop only when f0 > 10
−3.5 Hz. Elsa¨sser variables also
show evidence of PDI when f0 = 10
−2.5 Hz. The ratio
z+/z− is smaller than unity partly in r/R > 50 when
f0 = 10
−2.5 Hz, while z+/z−  1 when f0 . 10−3.5 Hz.
A natural interpretation of low z+/z− is that, as a result
of PDI, a large amount of reflected Alfve´n waves is gen-
erated (Sagdeev & Galeev 1969; Goldstein 1978; Suzuki
& Inutsuka 2005) and is advected to 1 au. The coronal
temperature is the lowest in the medium-frequency case
(f0 = 10
−3.5 Hz). When f0 is high, because PDI occurs
in the sub-Alfve´nic corona, the coronal plasma is heated
up by the shock and turbulence driven by PDI (Shoda
et al. 2018). However, when f0 is low, Alfve´n waves re-
flect efficiently (An et al. 1990; Velli 1993; Cranmer &
van Ballegooijen 2005) and the turbulence heating in the
corona increases (Matthaeus et al. 1999; Dmitruk et al.
2002; Oughton et al. 2006). This is why the medium-
frequency case, in which PDI does not occur and re-
flection is weak, shows the lowest temperature of the
corona. As a result of the lower-temperature corona,
the mass density of the wind is smaller and the wind is
faster (Hansteen & Velli 2012).
In Figure 2, we show the dependence of solar wind
parameters on f0. From left to right, we show the solar-
wind velocity vr at r = 1 au, maximum temperature
Tmax, mass-loss rate M˙ = ρvr4pir
2, and the sonic point
r∗ where the sound speed cs is equal to the wind speed
vr. Here, we assumed cs =
√
p/ρ because the plasma is
almost isothermal due to the strong thermal conduction
near the sonic point. Every variable is averaged in time
over 105 s.
Figure 2 shows that the solar wind properties depend
non-monotonically on f0; slow, high-temperature, and
high-density winds are driven in the cases with high
and low f0; in contrast, fast, low-temperature, and low-
density winds stream out in the cases with intermediate
f0. As explained before, this bimodal behavior can be
understood by the different characters of the reflection
and dissipation of low- and high-frequency Alfve´n waves;
low-frequency waves dissipate by reflection-driven tur-
bulence and high-frequency waves by PDI. In addition,
Fig. 2 indicates that the corona and solar wind have
a frequency-filtering mechanism; waves with a medium
frequency f0 ∼ 10−3.5 Hz are the least dissipative and
most transparent in order to propagate through. This
might be responsible for the dominance of the hour-
scale Alfve´n waves observed in the solar wind (Belcher
& Davis 1971).
Some features found in Fig. 2 are consistent with pre-
vious research. In the high-frequency range, the solar
wind velocity (Fig. 2a) decreases as f0 increases, and
this result is consistent with Ofman & Davila (1998),
6Figure 2. Parameters of the corona and solar wind as functions of wave-driving frequency. Panels indicate the a: solar wind
speed at 1 au, b: maximum coronal temperature, c: mass-loss rate, and d: sonic point location. Each parameter is measured in
the time-averaged quasi-steady states.
who showed the inverse correlation between the in-
jection frequency and the resultant wind speed when
0.35 mHz . f0 . 3 mHz. The critical point r∗ (Fig. 2d)
has a negative correlation with the temperature. This is
because the critical point is closer to the Sun when the
sound speed is larger (Parker 1958).
3.2. Decay law of density fluctuation in the
accelerating and expanding solar wind
Following Tenerani & Velli (2013), we derived the lin-
ear decay law for slow magnetoacoustic waves in the
accelerating and expanding solar wind. We began with
the conservation of mass: Eq. (4). Assuming that the
density and radial velocity have mean ρ0, vr,0 and small
fluctuation δρ, δvr parts, we could express the linearized
equation for δρ as
∂
∂t
(δρS) +
∂
∂r
(ρ0δvrS) +
∂
∂r
(δρvr,0S) = 0. (27)
where S = r2f represents the cross section of flux tube.
We could safely assume that the compressible fluctua-
tions come from upward slow mode because PDI gener-
ates the slow-mode wave propagating in the same direc-
tion as the parent Alfve´n wave. Therefore, δρ and δvr
satisfy a characteristic relation of
δρ/ρ0 = δvr/cs. (28)
This relation holds when the slow mode has acoustic na-
ture. When β  1, magnetic and acoustic perturbations
decouple with each other. In addition, the gravity effect
is negligible when the wavelength is much smaller than
the scale height of stratification. Therefore, Eq. (28) is
a good approximation because β is small and the scale
height is large in and above the corona.
Combining Eq. (27) and Eq. (28), we had
∂
∂t
(δρS) +
∂
∂r
[δρ (vr,0 + cs)S] = 0. (29)
δρ was assumed to have following form:
δρ ∝ exp [i (kr − ωt)] , (30)
From Eqs. (27) and (30), we have
−iω + ik (cs + vr,0) + (vr,0 + cs) ∂
∂r
lnS +
∂
∂r
(vr,0 + cs) = 0.
(31)
If the background has little variation and the third term
in the left hand side is negligible, the usual dispersion re-
lation of the acoustic wave (ω/k = cs+vr,0) is obtained.
If not, we have
ω = (cs + vr,0) k − iγacc − iγexp, (32)
where
γacc =
∂
∂r
(vr,0 + cs) , (33)
and
γexp = (vr,0 + cs)
∂
∂r
lnS, (34)
are the damping rates by the acceleration and expansion
of the solar wind, respectively. In the linear regime, the
density fluctuations have decay rates of γacc + γexp.
Since density fluctuation should increase as a result of
PDI, acceleration and expansion work to suppress the in-
stability (Tenerani & Velli 2013; Del Zanna et al. 2015).
The effective growth rate γeff of PDI is given as
γeff = γGD − γacc − γexp, (35)
where γGD is a growth rate given by the Goldstein–
Derby dispersion relation: Eq. (3).
7Figure 3. a: Decay rates of density fluctuation due to
wind acceleration γacc (solid line) and due to wind expan-
sion γexp (dashed line). b: Growth rate of PDI given by
the Goldstein–Derby dispersion relation γGD (dashed line)
and the effective growth rate γeff (solid line). Blue, green,
orange, and red lines indicate f0 = 10
−2.5 Hz, 10−3.0 Hz,
10−3.5 Hz, and 10−4.0 Hz, respectively. We note that γeff of
f0 = 10
−4.0 Hz (red solid) is negative in the entire region.
3.3. Doppler effect and effective growth rate
To discuss the possibility of the onset of PDI for each
f0, we calculated γeff using Eq. (35). The normalized
growth rate γGD/ω was calculated from Eq. (3). We
should note that ω 6= 2pif0 because of the Doppler ef-
fect by the acceleration of the solar wind. ω should be
the intrinsic frequency, that is, the wave frequency ob-
served in a co-moving frame of the solar wind. Because
the wave frequency observed from a fixed coordinate is
constant in a quasi-steady state, the wave number k(r)
satisfies
k(r) =
2pif0
vA(r) + vr(r)
. (36)
When we observed this wave in a co-moving frame, the
wave number was invariant and the phase speed de-
creased to vA(r), and therefore,
ω = vA(r)k(r) = 2pif0
vA(r)
vA(r) + vr(r)
. (37)
This means that the intrinsic frequency decreases in an
accelerating flow. In the accelerating expanding box
model, this effect is mentioned as the box-stretching ef-
fect (Tenerani & Velli 2017). A similar argument ap-
pears in deriving the wave-action conservation (Dewar
1970; Heinemann & Olbert 1980).
We should note that, the wind-acceleration effect ap-
pears in different ways. As discussed in Section 3.2, the
wind acceleration works to reduce the density fluctua-
tion. In addition, as discussed here, wind acceleration
also causes the Doppler effect.
In Figure 3, we show γeff , γGD, γacc, and γexp as func-
tions of height to see the effects of wind acceleration and
expansion on the growth rate of PDI. γacc (solid lines)
and γexp (dashed lines) are shown in Figure 3a, while
γeff and γGD are shown in Figure 3b. The colors repre-
sent the injection frequency as follows: f0 = 10
−2.5 Hz
(blue), f0 = 10
−3.0 Hz (green), f0 = 10−3.5 Hz (orange),
and f0 = 10
−4.0 Hz (red). Figure 3a shows that the ex-
pansion (γexp) dominates the acceleration (γacc) in the
damping of the PDI. As a result, γGD is reduced to
γeff . The reduction factors, γacc/γGD and γexp/γGD, are
larger for smaller injection frequencies, f0, because γGD
is proportional to f0. Specifically when f0 = 10
−4.0 Hz,
γGD is smaller than the reduction factor, γacc+γexp, and
the effective growth rate is negative. The local maxima
of γGD is determined by the balance between plasma
beta and wave amplitude (see Eq. (1)); the plasma
beta is low and the wave amplitude is small in the lower
corona and vice versa in the distant solar wind.
3.4. Onset and suppression of PDI
To discuss the threshold of the onset of PDI, we calcu-
lated the maximum fractional density fluctuation nmax
and the normalized cross-helicity (Alfve´nicity) σc at
1 au. Here we defined nmax and σc as
nmax = max
(
1
ρave
√
〈(ρ− ρave)2〉
)
, ρave = 〈ρ〉,
(38)
σc =
〈z+〉2 − 〈z−〉2
〈z+〉2 + 〈z−〉2 , (39)
where 〈X〉 denotes the time-averaged value of X and
max (X) denotes the maximum value of X in space.
We note that the sign of σc is opposite to the sign
of Hc = v · B. These values can be useful indica-
tors of PDI because PDI generates large-amplitude den-
sity fluctuation, which increases n, and back-scattered
8Figure 4. Solar wind parameters versus wave-injection
frequency f0. Each panel indicates a: maximum fractional
density fluctuation n, b: normalized cross-helicity σc at 1 au,
c: maximum effective growth rate γeff (blue: positive, red:
negative).
Alfve´n waves, which reduce σc. The latter effect works
to reduce σc. According to Cranmer & van Ballegooi-
jen (2012), without PDI, δρrms/ρ0 . 0.1, and thus
δρrms/ρ0 > 0.1 indicates the PDI.
In Figure 4, we show a: nmax, b: σc at 1 au, and c: the
maximum effective growth rate γeff,max (blue: positive,
red: negative) as functions of f0. When f0 . 10−3.5 Hz,
both nmax and σc show monotonic trends with f0: nmax
decreases and σc increases as f0 increases. This is ex-
plained as follows. As f0 becomes smaller, Alfve´n waves
Figure 5. Scale ratio Hβ/l where l and Hβ denote the typ-
ical propagation length scale during the PDI growth and the
scale length of plasma beta, respectively. Blue, green, and
red lines indicate f0 = 10
−2.5 Hz, 10−3.0 Hz, and 10−3.5 Hz,
respectively.
are reflected more efficiently (Ferraro & Plumpton 1958;
An et al. 1990; Velli 1993; Cranmer & van Ballegooijen
2005; Hollweg & Isenberg 2007). If Alfve´n waves are
reflected in the solar wind beyond the Alfve´n point, re-
flected Alfve´n waves are advected towards 1 au and con-
tribute to reducing σc. Note that the inward waves van-
ish near the Alfve´n point (Verdini et al. 2009; Tenerani &
Velli 2017). When the amount of reflected Alfve´n waves
increases, the interaction between outward and inward
waves is activated. This wave-wave collision excites not
only turbulence (Iroshnikov 1964; Kraichnan 1965; Do-
browolny et al. 1980; Goldreich & Sridhar 1995), but
also the slow-mode generation (Wentzel 1974; Uchida
& Kaburaki 1974) by the modulation of magnetic field
pressure (Hollweg 1971; Kudoh & Shibata 1999; Cran-
mer & Woolsey 2015). Magnetic field modulation also
leads to direct steepening to fast shock (Cohen & Kul-
srud 1974; Kennel et al. 1990; Suzuki 2004). Owing to
these processes, larger-density fluctuation is likely to be
generated in the presence of larger-amplitude reflected
Alfve´n waves.
The monotonic trend in 10−5.5 Hz . f0 . 10−3.5 Hz
breaks down near f0 ≈ 10−3 Hz. When f0 gets larger
than 10−3 Hz, nmax becomes larger than 0.1 and σc be-
comes smaller than 0.5. Considering the fact that PDI
generates large amounts of density fluctuation and re-
flected Alfve´n waves, Figure 4 indicates that the fre-
quency threshold of the onset of PDI is 10−3.5 Hz <
f0 < 10
−3 Hz. This means that, even though γeff,max
is positive when f0 = 10
−3.5 Hz, PDI cannot develop
with this injection frequency. Tenerani & Velli (2013)
argued that PDI is suppressed not only by the acceler-
ation and expansion of the solar wind but also by the
9inhomogeneity of the solar wind, because the resonance
condition changes as the plasma parameters such as the
plasma beta, Alfve´n speed and wave amplitude, vary.
In Figure 5, we show the ratio between the propagation
length during growth time l and the scale length of the
plasma beta (Hβ):
l =
vA + vr
γeff
, Hβ =
∣∣∣∣ β∂β/∂r
∣∣∣∣ . (40)
The ratio, Hβ/l, can be used as a measure of how the in-
homogeneity of the background field affects the onset of
PDI; if Hβ/l is small . 1, the background inhomogene-
ity could suppress the PDI. Figure 5 shows Hβ/l versus
height. This indicates that, when f0 = 10
−3.5 Hz, PDI
cannot evolve because the scale ratio Hβ/l is at most
around unity and the inhomogeneity affects the growth
of PDI.
Another possible reason that PDI is not observed
when f0 = 10
−3.5 Hz is that the typical growth time
is too small to develop before 1 au. γeff averaged over
the entire simulation box is approximately γeff = 5 ×
10−5 Hz, corresponding to the timescale of τ = 2×104 s.
Therefore, because it takes a few τ to reach the satu-
ration phase of PDI, the evolution timescale (∼ 105 s)
is comparable to the propagation timescale up to 1 au
(∼ 2 × 105 s). This indicates that 1 au might be too
short for the PDI of f0 = 10
−3.5 Hz to develop.
4. BROADBAND-WAVE INJECTION
Next, we applied the broadband-wave injection to dis-
cuss the consistency with observation. The boundary
condition is given as
z+x,y =
∫ fmax
fmin
P (f) sin (2pift+ φx,y(f)) df, (41)
where P (f) is determined so that the root-mean-square
value is 2vrms,0 and the power show 1/f spectrum in
fmin ≤ f ≤ fmax (Bruno & Carbone 2013). φx,y(f)
are random functions of f . We fixed fmax = 10
−2 Hz,
corresponding to 100 s in terms of period. Note that
some observations show an even higher frequency com-
ponent (He et al. 2009; Okamoto & De Pontieu 2011;
Shoda & Yokoyama 2018). fmin is the free parameter. In
this study, we calculated three cases: fmin = 10
−3 Hz,
10−4 Hz, 10−5 Hz, each of which corresponded to the
largest timescale of the photospheric transverse motion
(Matsumoto & Kitai 2010), the coronal transverse mo-
tion (Morton et al. 2015), and the solar-wind fluctua-
tions (Tu & Marsch 1995), respectively.
4.1. Quasi-steady state
As in Section 3, we begin by discussing the quasi-
steady states. Figure 6 shows the same variables as those
shown in Figure 1 except for Panel d, where the trans-
verse velocity v⊥ is shown instead of the Elsa¨sser vari-
ables. Color represents fmin = 10
−3 Hz (blue), 10−4 Hz
(green), 10−5 Hz (red), respectively. Because the main
motivation of broadband-wave injection is to compare to
observations, we also show several observational values.
In Panel a, we show the density observation by Wilhelm
et al. (1998) (circles) and Lamy et al. (1997) (stars). In
converting the observed electron density ne to mass den-
sity ρ, we simply assumed ρ = mpne. In Panel b, circles
and stars correspond to the results from Landi (2008)
and Cranmer (2004, 2009), respectively. In Panel c, ob-
served ion-outflow velocity is plotted by stars (Zangrilli
et al. 2002), while the results of IPS observation are in-
dicated by crosses (Kojima et al. 2004).
4.2. Density fluctuation
The density fluctuation in the solar wind is observed
by radio-wave observation. As explained in the Intro-
duction, density fluctuation possibly plays a role in re-
flecting Alfve´n waves in the corona and solar wind (van
Ballegooijen & Asgari-Targhi 2016).
When we applied the broadband-wave injection, it was
difficult to obtain the amplitude of the density fluctua-
tion that was solely attributed to PDI, because the den-
sity fluctuates not only by PDI but also by the time vari-
ation of the injected energy flux. Since the density fluc-
tuation that comes from the injection has a timescale of
typically fmin, in this study, we defined the density fluc-
tuation as high-frequency (> fmin) components. Given
that we have density ρ(r, t), the fractional fluctuation
nf (r) is given as
nf (r) =
1
ρave
√
1
2piτ0
∫
|ω|>2pifth
|ρ˜(r, ω)|2 dω, (42)
where
ρ˜(r, ω) =
∫ τ0
0
dtρ(r, t)eiωt. (43)
Note that Parseval’s identity holds as follows:∫
dt |ρ(r, t)|2 = 1
2pi
∫
dω |ρ˜ (r, ω)|2 . (44)
fth is the frequency threshold. Here, we set fth =
10−3 Hz. Although this value was a rather arbitrary
choice, we confirmed that the radial trend of nf does
not depend on fth.
Figure 7 shows the radial profiles of nf (r). Rectan-
gles are observational values taken from Cranmer & van
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Figure 6. Quasi-steady states with different fmin values. Blue, green and red lines indicate fmin = 10
−3 Hz, 10−4 Hz, 10−5 Hz,
respectively. a-c: mass density. Shown by circles and stars are observations by Wilhelm et al. (1998) and by Lamy et al. (1997),
respectively. d-f: temperature. Shown by circles and stars are observations by Landi (2008) and compilation of observed data
by Cranmer (2004, 2009), respectively. g-i: radial velocity. Shown by stars are ion outflow speed by Zangrilli et al. (2002), while
the crosses represent the IPS observations (Kojima et al. 2004). j-l: transverse velocity (Alfve´n-wave amplitude).
Ballegooijen (2012). The rectangle near r = 5R indi-
cates the radio sounding data (Coles & Harmon 1989;
Spangler 2002; Harmon & Coles 2005) while the rectan-
gles in r & 100R indicate the in-situ data by Marsch
& Tu (1990). The circles indicate the observation by
Miyamoto et al. (2014).
Our three cases nicely explain the overall radial profile
of the observed density fluctuation peaked at r ∼ 5 −
10R (Miyamoto et al. 2014). The peak of nf in our cal-
culation is created by the high-frequency (f > 10−3.5Hz)
Alfve´n waves that are subject to PDI (Fig.3b). The
largest effective growth rate γeff is peaked in r ∼
2 − 10R when the parent-wave frequency is 10−3 −
10−2 Hz. Therefore, the large density fluctuations are
excited as an outcome of the PDI in these locations.
To summarize, the observed density fluctuation is ex-
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Figure 7. Fractional density fluctuation nf versus helio-
centric distance. Blue, green and red lines indicate fmin =
10−3 Hz, 10−4 Hz, 10−5 Hz, respectively. Shown by gray
rectangles and circles are the observational values (see text).
plained by the evolution of the PDI of high-frequency
(10−2 − 10−3 Hz) Alfve´n waves.
4.3. Cross-helicity in the solar wind
Because the radial evolution of Elsa¨sser variables z±
in the heliosphere has been observed (Bavassano et al.
1982, 2000), we can test our theoretical model by com-
parison with these observations. In Figure 8, we show
the radial profile of time-averaged Elsa¨sser variables (z+:
solid line, z−: dashed line) with different fmin values
(fmin = 10
−3 Hz: blue, 10−4 Hz: green, 10−5 Hz: red).
Also shown by gray transparent lines are the observa-
tional trends by Bavassano et al. (2000).
While z+ is consistent with observation when fmin =
10−4, 10−5 Hz, we have a much smaller z+ compared
with observation when fmin = 10
−3 Hz. Because PDI
evolves when f0 & 10−3Hz, this discrepancy indicates
that, via PDI, excessive energy transfer from z+ to z−
occurs. When fmin becomes smaller, the intensity of
high-frequency waves that are subject to PDI is reduced
because the total wave power is fixed. This is why the
signature of PDI is weak for smaller f0. Our result indi-
cates that the cross-helicity evolution in the solar wind
is dominated by the linear reflection (Zhou & Matthaeus
1990; Velli et al. 1991; Verdini & Velli 2007). Because
the simulated z− approaches the observational value as
fmin decreases, as a result of PDI suppression, the cross-
helicity evolution in the solar wind is governed by linear
reflection of low-frequency (f0 ∼ 10−5 Hz) components.
5. SUMMARY & DISCUSSION
In this study, using numerical simulations, we inves-
tigated the threshold of the onset of PDI by chang-
ing the Alfve´n-wave injection. As discovered by Ten-
Figure 8. Radial profiles of time-averaged Elsa¨sser vari-
ables. Solid and dashed lines indicate z+ (anti-sunward) and
z− (sunward) components. Blue, green and red lines indi-
cate fmin = 10
−3 Hz, 10−4 Hz, 10−5 Hz, respectively. Also
shown by gray lines are observational trends by Bavassano
et al. (2000).
erani & Velli (2013) and Del Zanna et al. (2015), wind
acceleration and expansion work to reduce the growth
rate of PDI. We have solved the wave propagation self-
consistently from the coronal base to 1 au, and this was
then compared with the accelerating expanding box sim-
ulation.
Firstly, we investigated the fundamental processes of
PDI by applying monotonic-wave injection with fre-
quency f0. Our results show that PDI can develop when
f0 & 10−3 Hz, while we observe no signature of PDI
when f0 . 10−3.5 Hz. Owing to the wind acceleration
and expansion, the growth rate of PDI becomes nega-
tive when f0 . 10−4.0 Hz. When f0 . 10−3.5 Hz, even
though the growth rate of PDI is positive, PDI cannot
develop. The suppression by solar wind inhomogeneity
or the long timescale of growth might be the reason for
this.
The frequency-filtering mechanism can operate in the
corona and solar wind due to the bimodal behavior of
wave dissipation with respect to frequency. The low-
frequency (f0 . 10−4 Hz) waves undergo linear re-
flection and generate Alfve´nic turbulence from the in-
teraction with counter-propagating waves. The high-
frequency (f0 & 10−3 Hz) waves dissipate through the
PDI. As a result of the efficient heating, dense, hot
and relatively slow winds are driven in the cases with
f0 . 10−4 Hz or f0 & 10−3 Hz. In contrast, the
intermediate-frequency (f0 ≈ 10−3.5 Hz) waves are not
severely subjected to these damping mechanisms. As a
result, fast and less dense wind emanates from the rel-
atively cool corona in this case. This indicates that the
corona and solar wind have a frequency-filtering effect of
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the Alfve´n wave, and as a result, the medium-frequency
wave is likely to permeate. This is a possible reason for
the hour-scale waves observed in the solar wind (Belcher
& Davis 1971).
Secondly, we applied broadband-wave injection to
compare the numerical results with observation. The
observed radial trend of the density fluctuation can be
well explained by the evolution of the high-frequency
(f0 & 10−3 Hz) Alfve´n waves. However, the observed
trend of the cross-helicity can be explained by the linear
reflection of the low-frequency (f0 < 10
−4 Hz) Alfve´n
waves. These results show that the Alfve´n waves in a
wide range of frequency play an essential role in the
global solar wind.
There are several limitations in our model. The most
severe limitation is the treatment of turbulence. We
have applied a simple one-point-closure model of Alfve´n
wave turbulence (Eq. (12) and (13)) with the correlation
length that increases with an expanding flux tube (Eq.
(15)). However, Cranmer & van Ballegooijen (2012)
showed that Eq. (15) possibly underestimates the corre-
lation length. To overcome this, we needed to solve the
transport equation of λ (Breech et al. 2008; Usmanov
et al. 2011). In addition, the correlation length should
be different between z+ and z− (Zank et al. 2017; Sh-
iota et al. 2017). More sophisticated treatment of the
turbulence, including the shell model (Buchlin & Velli
2007; Verdini et al. 2012), remains as a future work.
Another limitation is one-dimensional modeling.
While the Alfve´n wave turbulence is taken into account
phenomenologically, we completely ignore the effect of
phase mixing (Heyvaerts & Priest 1983; Kaneko et al.
2015; Antolin et al. 2015; Okamoto et al. 2015) by 1D
modeling. Besides, it has been shown by Del Zanna
et al. (2001) that the onset (and possibly growth) of
parametric decay instability is slower in 3D than in 1D.
Our quantitative discussion might be slightly modified
by the 1D assumption. Also, we cannot take into ac-
count the wave refraction in the lower region (Rosenthal
et al. 2002; Bogdan et al. 2003). In future, we need to
conduct a 3D MHD simulation for the reasons above.
In this study, we have focused on the frequency de-
pendence. Since the growth rate of parametric decay
instability depends also on plasma beta and wave am-
plitude (Goldstein 1978; Derby 1978). Suzuki & In-
utsuka (2006) investigated the dependence on the in-
jected wave amplitude. Readers probably expect that
the PDI is suppressed for smaller wave injection accord-
ing to Eq. (1). However, the response of the solar wind
totally changes the situation. A case with smaller in-
jection gives lower coronal temperature because of the
suppressed heating. As a result, the plasma beta in the
corona is lower, and larger density fluctuations are ex-
cited by more activated PDI as shown in Figure 9 of
Suzuki & Inutsuka (2006). Similarly, it is expected that
the density variation is large when the magnetic field is
stronger and the plasma beta is lower.
There are also ambiguities in the thermal flux in the
free-streaming regime. We chose α = 2 in evaluating
the magnitude of free-streaming thermal flux. Although
α = 4 has been sometimes used (Leer et al. 1982; With-
broe 1988; Landi & Pantellini 2003; Cranmer et al. 2007;
van Ballegooijen & Asgari-Targhi 2016), α = 4 might
overestimate the actual flux because thermal conduc-
tion can be suppressed by the local instability and tur-
bulence (Gary et al. 1999; Roberg-Clark et al. 2017; Ko-
marov et al. 2017; Tong et al. 2018). Indeed Cranmer
et al. (2009) showed that α = 1.05 yields good agree-
ment with observation, and several recent studies used
α = 1.05 (Usmanov et al. 2011; van der Holst et al.
2014). The precise value of α should depend on the
solar wind condition. Since the change in α does not
strongly affect the physical quantities of the solar wind
(Cranmer et al. 2007), we expect that our findings are
independent on α.
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