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ABSTRACT 
We investigate the effect, on the rate of convergence of a model of the asynchro- 
nized parallel iteration method, of allowing the number of processors to differ from 
the number of splittings. Under certain regularization assumptions we prove that 
decreasing the number of processors increases the convergence rate. Our interpreta- 
tion of this result for the model is as follows: increasiug the number of processors 
means that each processor updates the global approximation in the host node with a 
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local iteration which is computed from older global data. Hence the convergence rate 
is reduced. To prove our results we develop theorems for comparison of the spectral 
radii for certain nonnegative matrices which are of interest in their own right. We 
provide numerical examples to illustrate our results. 
1. INTRODUCTION 
In previous papers on the synchronized and asynchronized multisplitting 
iteration method it has always been tacitly assumed that the number of 
splittings coincides with the number of processors; see for example O’Leary 
and White [5], Neumann and Plemmons [4], and Bru, Elsner, and Neumann 
[2]. While such an assumption is quite natural in the case of the synchronized 
multisplitting method, it seems unnecessary in the asynchronized case. The 
purpose of this paper is to examine the effect, on the asymptotic rate of 
convergence, of varying the number of processors in relation to the number 
of splittings. 
The asynchronized model which we have in mind is as follows: Let 
A= M,- N,, 1= l,...,m, 
be regular splittings of the monotone matrix A, let El, I = 1,. . .,m, be 
nonnegative diagonal matrices whose sum is the identity, let {ji}y’ i denote a 
sequence of integers satisfying 1~ ji < m, and consider the problem of 
solving the linear system 
Ax=b. 
Then the asynchronized model is given by 
Xv+f-i) = (Z-Eji)x(‘+‘~-‘)+E~iM~l(N,,x(“)+b), i=1,2,.... (1.1) 
A possible realization of the model can be achieved with k processors 
and a host processor in the following way: At time i a processor, call it for 
now the subject processor, which has just completed a previous task is 
assigned the task which is defined by the number ji (i.e., defined by Ejx, Mji, 
and Nji). This processor then locally calculates u = Ej, Mj; ‘(Nj,xci) + b). The 
number ri - 12 0 is then the number of similar tasks completed by other 
processors after time i and before the subject processor completes the 
computation of u. When this computation is complete, the sum x(~+,) = 
PARALLEL BLOCK JACOBI METHOD 313 
(I - E. )xCi+‘iV1) + u is formed by the host processor, and the subject 
procesJsbr is assigned the task i + ri. 
We remark that the above model is more general than model B intro- 
duced in [2], where it was assumed that the number of processors is equal to 
the number of splittings and each processor is assigned to work with a fixed 
splitting in which case 
ri = min(z E N( ji+z = ji}, 
If we assume that the amount of work per splitting is (roughly) equal, 
then it makes sense to assume that the sequence {jj}T=, is cyclic and, 
furthermore, that the number of processors updating the host processor 
before any given processor is ready with its local update is a constant equal 
to the number of processors. In this case our model takes on the following 
form: 
x(~+~)=(I- Eji)~(‘+k-l)+ EjiM;;l(Nj,x(i)+b), i=1,2,... . (1.2) 
In this paper we compare the asymptotic convergence rate of (1.2) for 
different values of k. We show that as k increases the asymptotic conver- 
gence rate decreases. We interpret this result as follows: Zncreasing k means 
that older information (i.e., older approximations) is used to calculate any 
new iterate. This reduces the rate of convergence. 
Actually we prove the above for the case when we have only one splitting 
A = Z - B, with B > 0 and p(B) < 1, and when the weighting matrices El, 
I?=1 , . . . , m with C;L ,El = I, satisfy E,E,, = a,,, El. While the latter assump- 
tion does represent some restriction on the generality of our results, the 
former does not. To see this we mention first that under the conditions on 
our splitting, the synchronized multisplittings satisfy det Cf”! , El Ml- ’ # 0 (cf. 
[5] and Elsner [3]). Thus the system Ax = b is equivalent to the system 
I- E E,M;‘N, 
1=1 
= E E,M,-‘b. 
I=1 
(1.3) 
Observe now that if the chaotic iteration with the sequence {Z$_,, 1~ 2, Q m, 
is now applied to the linear system (1.3) with the single splitting Z - B, then 
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due to the mutual orthogonality of the weighting diagonal matrices, we have 
that 
r(i+ri) = (Z- Eli)x(i+ri-l)+ EliMI,‘(Nl,x”‘+ b) 
= (I - El,)di+‘i- ‘) + E,i( Bd”) + c) , 
We thank Mr. Matthias for bringing this point of view to our attention. 
The outline of our paper is as follows. In Section 2 we formulate in more 
detail our model (1.2) in the case when our splittings (actually just one now) 
are induced by the block Jacobi method, and state our main result. Our proof 
requires that we obtain two results on the comparison of the spectral radii of 
certain nonnegative matrices. These comparison results are of interest in 
themselves. They are stated and proved in Section 3. In Section 4 we detail 
several numerical experiments which were carried out to test our results. 
2. FORMULATION OF PROBLEM 
‘x1 
I 
‘b, ’ 
x2 
and b = 
h 
x= . . . 
\xIIl \k, 
Given the linear system 
Ax=b, 
where A = I - B, with B > 0 and p(B) < 1, we partition B into the m x m 
block matrix 
B 11 B,, *.a B,, \ 
B= .” , .“* . 2m B B22 
B 
\Bml Bm2 * ... B,,, 
(2.1) 
and, in conformity, we partition the vectors x and h into 
(2.2) 
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The free steering method due to Ostrowski [6], which is a generalization of 
the usual block Jacobi method, proceeds as follows: Given a sequence of 
integers {ji}TS,, 1~ ji Q m, and a vector IX@), we perform the iteration 
x(i) = 
b, + 2 Bpjxji-1), P=.ij, 
P j=l i=1,2,... . 
(i- 1) % ’ P+ji, 
Letting 
E, = 
0 
0 
1 
“I 1= l,...,m, (2.3) 
0 
0 
where nl is the dimension of the Zth diagonal block of B, Ostrowski’s 
iteration can be written as follows: 
~(~)=(l-E~,)d-~)+ EjjBdi-‘)+b), i=1,2,.... (2.4) 
Observe that we can view (2.4) as a special case of the iteration (1.1) where 
ri = 1, that is, the iteration (2.4) is sequential. 
With k > 1 processors at hand, the task of computing at time j a vector of 
the form Ej$Bx (i- ‘) + b) can be as SI ‘g ned to the next available processor. 
The result of this local computation, when completed, will then be delivered 
to the host processor to update the global approximation. Under the assump- 
tion that all local computations require the same amount of time, we arrive at 
the iteration 
x(‘)=(Z- Eji)x(“-‘)+ Eji(Bxciek)+ b), i = 1,2,... , (2.5) 
with 
x(1-k) = *(Z-k) = . . . = x(o) 
Let 
,(i) = .#) _ A-lb i=O,l ,... , 
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where rci) is given in (2.5). If ji = i(mod m)+ 1, then it follows from 121 that 
lim, em e(‘) = 0. Introducing the usual convergence rate 
R(k):= sup limsup(le(i)lll’“, 
.$‘) E A" i-em 
where II II is any vector norm, the main result of our paper is as follows: 
THEOREM 1. Let A = I- B be an n X n real matrix with B > 0 and with 
p(B) < 1. Partition B as in (2.1), and consider the iteration (2.5) fm solving 
the linear system Ax = b. Then 
R(k)<R(k+l), Vkal. 
Before proceeding with Section 3, which contains the proof of Theorem 1, 
we wish to mention here an observation concerning the iteration (2.5), which 
is evident in the relevant numerical examples in Section 4, but which is also 
a corollary of Theorem 1 in a special case. 
OBSERVATION 1. Assume that B in (2.1) has all its diagonal blocks zero. 
Then - subject to beginning the iteration (2.5) with sets of initial vectors 
which coincide, that is, ,/l--m) = * * . = y(O) and z(-"') = . . . = x(O) with 
Y (l-m)=Z(-m)_ the sequence of iterates { yCi))= 1 and {z(‘)}y= 1 generated by 
(2.5) from the respective sets of initial vectors and in the respective cases 
when k = m and when k = m + 1, completely coincide. In particular, R(m) = 
R(m + 1). 
Proof. From (2.5) we have that 
y(‘)=(Z-E,,)y(‘-‘)+E,i(By(“-“)+bj, i=1,2,..., 
and 
Thus in both cases, in computing the ith iterate, only its pth component, 
p=ji=i(mod m)+l, is modified. Specifically, 
y(0 = b, +C t z sBst~t(‘+ 
if s=p, 
S yr-l) if s#p 
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and 
#) = 
b, +EtfsBstz~i-m-l) if s = p, 
s z(i-l) 
s is s#p. 
The conclusions of our statement are obtained now by generating all the 
iterates, successively m at a time via the indexing i = rm + p, p = 1,. , . , m, 
t-=1,2 
p=I ‘...’ 
and upon substituting the vectors y((‘- ‘jrn+p) and z((‘-‘)~+P-~), 
, . . . , m, in the explicit expression for a general iterate of (2.5) as given 
in (3.1). n 
3. PROOF OF THE MAIN RESULT 
The proof of our theorem consists of the consideration of two cases: 
k < m and k > m. 
From the properties of the weighting matrices we see horn (2.5) that 
after m iterations 
/ x’l”’ 
(ml 
.(m)= x2 
x(m) 
m 
= 
(1) 
Xl 
xp’ 
. > 
X(m) 
m 
and for 1 Q p Q m and r B 0, after rm + p iterations, 
.#m+p) = 
(rm+ 1) 
Xl 
xvm+P) 
P 
x$;;l)-+P+l) 
,(rm) 
m 
(3.1) 
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We now introduce the following 2n-vectors: 
#) = drm) ( 1 xKr+ lb) ’ r > 0. (3.2) 
Let us first consider the case k < m. Here from (2.1) and (2.5) we have that 
the vectors z(‘) satisfy the relation 
where 
R, = 
1 
- &I 
B 11 B 12 
B 21 B 22 
Bk,l ‘k2 
0 Bk+1,2 
(j ..: 
I 0 
0 I 
0 . . . 
and 
Tk = 
0 . . . 0 
. . 
(j . . 
0 * . 
0 . . 
. . 
Bl,m-k+l 0 
. . 
B2,m-k+l %,m-k+z 
. . 
0' B m,m-k+l B m,m-kf2 
0 * 
0 . 
. . 
0 I 
. . . 0 
-B ’ m,m-k 0 
Bl,m-k+2 * ’
I . . . 
. . . 
B l,m 
Bk-l,m 
0 
0 
0 
(3.3) 
. . . 0 
d 
'km 
B k+l,m 
. . . B' mm 
\ 
I 
(3.4 
01 
0 
0 ’ (3.5) 
0 
i, 
(3.6) 
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Observe that 
I-B=&-Rk-Tk, k = l,...,m, 
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(3.7) 
with T, = 0 and S, = 1. In addition we have that for k = 2,. . . , m, 
~~ + R, >-Tk-1-1 h-1. (3.8) 
Tk > Tk-1 
with Tk>O and R,aO, k=l,..., m. Also, because Sk is a nonsingular 
M-matrix, S;?, > SF’, k = 2,. . . , m. 
From (3.3) we see that the vectors z(‘) satisfy 
#) = ckz(‘-u + 6, 
where 
‘k = ( -\, ik)-‘( ik ;) = (S,-9Tk S;IRk)’ c3”) 
We mention that p(C,> < 1 for all k = 1,. . . , m, because the iteration (3.3) is 
convergent by virtue of the result in [2]. Our theorem for the case k < m will 
now follow if we can show the following result: 
LEMMA 2. p(C,_,)< p(C,), k = 2 ,..., m. 
Proof. Since p(B) < 1, we can assume without loss of generality that B 
is a positive matrix. Then for all (Y, /3 > 0 and k > 2 we have, by the 
Neumann expansion and from (3.7), that the matrix S,‘(cuZ’, + PRk) is 
nonnegative and irreducible. For k = l,...,m, let pk = p(C,> and let x 2 0 
be an eigenvector of C, corresponding to pk, and partition x into 
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in conformity with (3.9). Then x2 = pkxl and S,‘(T~X~ + Rkx2)= PkXz. 
Hence 
As S,‘(T, + pkRk) is irreducible for k > 2, we have that 
P;4 = P(V(Tk + PkRk))T 
showing that 
1. (3.10) 
Observe that as T, = 0, (3.10) also holds for k = 1. 
For a fixed 2 < k < m we define now the following matrix functions: 
G(k)=s,j$r,+R,) 
and 
For 0 < p < 1 define further the scalar functions 
and 
. 
From (3.8) we see that 
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Furthermore 4r and #Jo are monotonically nonincreasing functions which 
satisfy 
4,(&c) = Pk? #dPk-1) = Pk-IT 
4dPL) <1 for k>>,k, 
and 
4,(p) < 1 for F>ppk_r. 
Let 5 > 0 be a Perron vector of the irreducible matrix 
s;‘( kTk+ ‘k) 
As G(pk_ :>{ Q H(pk_ ,>5 and Si?, > S,’ > 0 by (3.8), it follows from Lemma 
2.2 in [4] (on identifying G with A, and H with A, therein) that 
1 
-,_,.~k-,))~+i1(-&Tk+Rk))2 
Pk-1 
so that +r(&__l)> &(pk_r) = &_I. Thus it is not possible that ok < pk_1, 
for otherwise, due to the monotonicity of 4r, we would have that 
T&(Pk-1) a &(Pk-1) = Pk-l>Pk = +dPk) a +dPk-1). ’ 
We come now to the case k > m. We shall only prove here the result for 
m < k < 2m, as the proof for larger k’s proceeds similarly. For this purpose 
we introduce the 3n-vectors yo): 
,(rm) 
y(r) = 
i I X((r+l)m) , r-=0,1,.... *Kr+2)m) 
Definenow,fork=m+l,..., 2m, 
R, := R,_,, 
L,:=-s,_,+z( >o), 
Tk := l-k_,,,. 
(3.11) 
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Then the vectors y”’ satisfy the recurrence relation 
which is equivalent to the iteration 
=:Qp)+&, r > 1. (3.12) 
To prove that p(C,_ 1) < p(C,) for k = m + 1,. . . ,2m, we require the follow- 
ing result. 
LEMMA 3. Let F,,G,, i = 1,. . ., s, be nonnegative n x n matrices such 
that 
iFi< iGi> j=l ,.*.,s-1, 
i=l i=l 
and consider the matrices 
‘0 I 0 .** o\ 
0 0 I a*. 0 
F= ; ; ; ‘.. ; 
0 . . . 0 . . . 1 
\ F, F, F3 *. . F,, 
and 
Then : 
‘0 I 0 *-a o\ 
0 0 I *.. 0 
G= ; ; f ‘.. ; . 
0 . . . 0 . . . Z 
\G1 G, G, .e. G,, 
(a) Zf p(G) < 1 and CT= 1Fi < CiCIGi, then p(F) =Z p(G). 
(b) If p(G) > 1 and C;,lFi 4 Ci=,G,, then p(F) > p(G). 
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Proof. We shall prove here only (a), as the proof of(b) follows similarly. 
Assume first that p(G) Q 1 and G, is irreducible. Then G is irreducible and 
so has a positive Perron vector, say z. Put pc = p(G). Then Gz = pcz 
implies that for some positive n-vector zr, 
21 
PCZl 
z= ’ . 
\ I%-‘%, 
Next it will be shown that Fz < pcz. Indeed, as can be easily checked, 
pcz - Fz = (G - F)z = 
0 
0 
f: ,o;-‘(Gi - Fi)z, 
i=l 
Now, 
s 
c &‘(Gi - Fi)z, = p;-’ 
i=l 
( f: Gi - i Fi)q 
i=l i=l 
s-1 
)iZ 
s-1 
+(@ _ pg’ Gi - c Fj z1 
i=l i=l I 
+ *.. +(l-p,)(G,-F,)z,>O. 
As .a > 0, p(F) Q p(G), by a standard result on nonnegative matrices; see 
Berman and Plemmons [l]. 
The case p(G) < 1 and G, > 0 follows by continuity arguments. 
If p(G) = 1, but G, > 0, we have to proceed differently. For a number y 
we introduce the matrices 
G(Y) = 
0 z 0 ..- 0 
0 0 z -*- 0 
(j (j (j ..: ; 
6 G, 6, -* * 6, 
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F(Y) = 
Then for 0 < y < 1 the matrices F(y) and G(y) satisfy the assumption in 
Lemma 3. We now claim that for some E > 0, p(G(y)) < 1 for all y E (1 - E, 1). 
To see this consider the function 
f(r) = det[(=(y) - 11. 
Then f(r) is a polynomial in y which is not a constant, as f(1) = 0 and 
f(O) = + 1. Hence 1 cannot be an eigenvalue of G(y) in some interval 
(1- E, 1). As p(G(y)) \ 1 < on (1 - E, 1) by the monotonicity of the Perron root, 
p(G(y)) < 1 on this interval. Hence by the preceding arguments p(G(y)) > 
p( F(y)), so that, by continuity, p(G) > p(F). n 
We are now in a position to complete the proof of Theorem 1. First let us 
reset the matrix C, to 
and note that the current C, and the previous C, as defined in (3.9) have . 
the same spectral radius. Next note that by the results of [2], p(C,) < 1 for all 
k=m+l,..., 2m. Now, by (3.4)-(3.8) and (3.111, T,, < Rmcl = R, and 
T, + R, = R,+r + L+r = R, + I- S, = B. Thus on identifying (i) 0, T,,,, 
and R, with F,, F,, and F,, respectively, and (ii) 0, R,+l, and L,+l with 
G,, G,, and G,, respectively, and recalling that p(C,+r) < 1 by [21, it 
follows from Lemma 3 that, with s = 3, p(C,> < p(C,+ r>. Next, for k = m + 
2 , . . . ,2m it follows on inspection of (3.71, (3.8), and (3.11) that T,_ 1 < T,, 
Tk_r+Rk_r<Tk+Rk,and Tk_l+Rk_l+Lk_l~Tk+Rk+Lk=R.Thus 
o(Ck_r)<p(Ck)forall k=m+2,..., 2m by (3.12) and following Lemma 3. 
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4. NUMERICAL RESULTS 
We have carried out several numerical experiments to test the results of 
Theorem 1. We shall exhibit a few of them below. Not only do they bear out 
the fact that as the number of processors decreases the rate of convergence 
improves, a fact which can be seen from the fewer iterations which are 
necessary to achieve a given accuracy of the iterative approximation, but they 
also seem to indicate that the speed-up due to the parallelization seems to 
peak with relatively few processors. Then, as the number of processors 
increases, the ratio of the number of iterations to achieve a given accuracy to 
the number of processors used appears to level off and even get worse at 
times. 
In all the examples below we chose the vector b so that the exact solution 
to the system Ax = b under consideration is the vector 2 = (1, 1,. . . , ljT, and 
the vectors r(iBk) = . . . = x(O) = (O.$O.g, . . . ,O.gY’ served as initial vectors 
throughout. In all examples the iteration terminates on the index J satisfying 
J = min{j > 0 1 (Ix(j)- x((, < 10b6}. (4.1) 
EXAMPLE 1. Let A be the following 80X80 matrix: 
A= 
where 
I 
-V 
-V 
-V 
Z -V 
-v z 
-v z 
-V I 
-V 
-V 
-V 
-V 
-V 
Z 
-V 
-V 
-V 
-V 
-V 
-V 
Z 
Z 
\ 
-V I I 
(4.2) 
( 6 -1 \ 
-1 6 -1 
u-‘= E RSJ. 
-; 6 
(4.3) 
-1 
-1 6/ 
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TABLE 1 
k I J/k k I l/k 
1 101 101.0 11 291 26.5 
2 134 67.0 12 324 27.0 
3 162 54.0 13 352 27.1 
4 194 48.5 14 384 27.4 
5 204 40.8 15 394 26.3 
6 212 35.3 16 402 25.1 
7 244 34.9 17 434 25.5 
8 261 32.6 18 454 25.3 
9 282 31.3 19 474 24.9 
10 291 29.1 20 484 24.2 
Here m = 10, and Table 1 gives the values of J and of J/k which were 
obtained for k = 1 , . . . ,2O in this example. We see that up to k = 4 or 5 the 
ratio J/k drops quite steeply, and so in this range the speed-up that one can 
expect on a true parallel machine is good. Thereafter the rate of decrease of 
the ratio slows down until it levels off at about 15 to 20 processors. Figure 1 
graphically illustrates the results given in the table. Note that in this example 
the diagonal blocks in the block Jacobi iteration matrix B given in (2.1) are 
all zero, and the table confirms the results of Observation 1 concerning the 
cases k = m and k = m + 1, as can be seen by inspecting the entries for 
k = 10 and k = 11. 
20 0 5 40 15 
k 
FIG. 1. 
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EXAMPLE 2. Let 
A= 
1 -V 
-v z -V 
I -u 
-V -v I 
-v I 
-V 
-u 
-V -V 
-V 
where U is as in (4.3) and where 
v-l= 
10 
20 -2 
30 
40 
-2 
-2 
I 
-V 
50 
-V 
-u 
-V 
I -U 
I 
-V 
-2 
-2 
60 - 1c 
70 
-2 8C 
-V 
-v 
-v 
-V 
1 
I 
Here again m = 10, and we tabulate the results of the iteration to the 
accuracy specified in (4.1) with k = 1,. . . ,20 processors in Table 2. In the 
present example, just as in the preceding one, the diagonal blocks of B are 
TABLE 2 
k J l/k k I l/k 
1 49 49.0 11 124 11.3 
2 65 32.5 12 144 12.0 
3 77 25.7 13 154 11.8 
4 87 21.8 14 164 11.7 
5 92 18.4 15 172 11.5 
6 94 15.7 16 174 10.9 
7 104 14.9 17 184 10.8 
8 114 14.3 18 194 10.8 
9 122 13.6 19 202 10.6 
10 124 12.4 20 204 10.2 
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all zero. Thus Observation 1 applies again, as can be seen from the entries in 
the table for k = 10 and k = 11. Graphing the table yields a plot whose 
characteristics are very much the same as the characteristics of Figure 1 for 
Example 1. 
EXAMPLE 3. This example is designed to illustrate the behavior of the 
iteration (2.5) when the diagonal blocks of B are no longer all zero. We 
actually build the example from Example 1 as follows: let 
10 times 
where A and V-’ are given in (4.2) and (4.3), respectively, and decompose 
A’ as 
A’ = I- B’. 
It can be readily checked that when B’ E Bso,so is partitioned into a 10 X 10 
block matrix with all blocks of equal size, i.e., m = 10, it has nonzero diagonal 
blocks. Table 3 gives the values of J and of J/k, k = 1,. . . ,20, which were 
obtained in this case. 
Figure 2 plots the results in this table. As, essentially, Examples 1 and 3 
were derived from the same initial system AX = b (which we have not 
TABLE 3 
k I J/k k I J/k 
1 234 
2 264 
3 284 
4 314 
5 324 
6 332 
7 364 
8 381 
9 394 
10 404 
- 
234.0 
132.0 
94.7 
78.5 
64.8 
55.3 
52.0 
47.6 
43.8 
40.4 
11 552 50.2 
12 582 48.5 
13 602 46.3 
14 634 45.3 
15 642 42.8 
16 644 40.3 
17 674 39.6 
18 694 38.6 
19 714 37.6 
20 722 36.1 
PAU4LLEL BLOCK JACOBI METHOD 329 
01 
0 5 10 15 
k 
FIG. 2. 
presented here), it is interesting to observe the deterioration in the rate of 
convergence that has occurred in the present case, which we conjecture to be 
caused by the nonzeroness of the diagonal blocks of B’. 
EXAMPLE 4. This is an example of a situation which we have not 
considered so far. Namely, throughout the paper we have always assumed 
that the weighting diagonal matrices El, 1 = 1,. . . , m, are nonoverlapping, 
that is, E,E,, = 0, I# 1’. This means that no coordinate of the approximation 
is modified more than once in each cycle of m iterations. It may be tempting 
to conjecture that allowing overlapping will increase the rate of convergence 
due to an increase in the overall amount of computation per m iterations. 
Under our assumption that we always deal with nonsingular M-matrices, this 
TABLE 4 
k I l/k 
1 92 92.0 
2 92 46.0 
3 102 34.0 
4 102 25.5 
5 102 20.4 
6 112 18.7 
7 104 14.9 
8 114 14.3 
9 122 13.6 
10 124 12.4 
k 
11 
I 
133 
J/k 
12.1 
12 152 12.7 
13 162 12.5 
14 172 12.3 
15 174 11.6 
16 182 11.4 
17 184 10.8 
18 194 10.8 
19 202 10.6 
20 204 10.2 
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turns out not to be the case, as the following example shows: Let A be as in 
Example 2, and take 
E,=diag 
i. 
O,Z,iZ,O ,..., 0 , 
,I 
10 blocks each 8 x 8 
E,= E,, 
(E,Lj = 4,$, s~{1,4,5,6,7,8,9,10}. 
Table 4 displays the results we have obtained on iterating with (2.51, but 
with these overlapping weighting matrices. Compared with Table 2 for 
Example 2, we see a detectable deterioration in the rate of convergence. 
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