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Abstract
This thesis proposes a new approach in the design of Environmental Sensor Networks
(ESN) by achieving the highest possible robustness with minimal redundancy. The proposed
methodology produces the optimal number of sensor nodes require to best achieve its purpose,
determines the optimal placement of sensor nodes, and investigates the impact caused by
noise or gaps in the data. Noise and sensor data gaps are usually resulting from sensor errors
(e.g., biofouling, electronics noise) or communication failures.
The distribution of sensor nodes in a given region is proposed using Evolutionary Al-
gorithm (EA) as the optimisation tool. The main advantage of EA is the fact that it can
test a large number of possible solutions without bias from local optima. The algorithm
compares the best possible configuration of sensor nodes in an ESN using fitness function
as the difference between the result yielded from the network and the historical data as a
validated environmental models. The results obtained were promising, however, the proposed
methodology relies on historical data. To overcome this limitation a set of mobile platforms
(e.g., drones, animal-carrying sensors, robots, boats of opportunity) is simulated as collecting
data from the environment (i.e., from a large modelling output set). The results of the mobile
platform readings are then spatial-temporally interpolated and the results used by the EA to
propose a configuration of the first ESN.
Validation for the proposed methods in this thesis is achieved by formulating and running
the methods in a form of simulation study. The effectiveness of each ESN design produced
in representing the RoI is compared against SouthEsk data model (i.e., as a representation
for the actual measured value in the RoI). The performance of the proposed methods is also
compared with some other methods in ESN design, including with expert knowledge.
The main contributions of this work are the measure of ESN representativeness which
enable to assess and to compare the performance of different ESN designs; the method to
find optimum ESN design which best represents a region of interest with a balance between
minimum redundancy and maximum robustness; and the use of mobile platforms for data
sampling to capture environmental behaviour in a region of interest which is useful for ESN
design in the absence of historical data.
I dedicate this thesis to my beloved wife Lia Septiana.
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Chapter 1
Introduction
Human activity, in the social, economic, health, and safety aspects is impacted by the states
of the environment. Favourable environmental conditions contribute in delivering the best
outcomes for human activity. Meanwhile, additional regulations are required to deal with
harsh environmental conditions to minimise the adversity caused by unfavourable events in
the environment (e.g., bush fires, flood, drought). A good understanding of the environmental
phenomena (e.g., what happened, when did it occur, what was the magnitude and the duration
of the event, how far did its effects spread) will benefit the regulation of human activity. The
past and recent records of environmental parameters (e.g., air temperature, relative humidity,
wind speed, rain fall, solar radiation) are essential to better understand the environment. In
addition, environmental records from a well-monitored region could be used to model the
region and forecast its environmental states.
Environmental Sensor Networks (ESN) extend the ability of human to measure and
record environmental parameters by greatly increasing the frequency and representation of
the measurements, as well as their accuracy [68, 121]. These networks are crucial in support-
ing informed decision-making in businesses and communities impacted by environmental
changes.
Automated environmental monitoring began with simple automatic logging systems that
periodically recorded a number of environmental properties. The lack of communication
capability in the early monitoring systems required field scientists to visit the site regularly
and collect the recorded data manually [32, 37, 110].
Over the past decades, there have been a number of technological advances in sensing
instrumentation [23, 55, 74, 135], data transmission [13, 153, 96], data formatting and
interoperability [125, 126], data management and information storage [102], as well as data
processing and analytics [104, 105] which transformed the passive logging systems into
intelligent sensor networks. These interconnected sensor nodes are capable of processing
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and communicating their data to a remote data centre without any operator intervention.
The networks offer considerably faster and more accurate measurements, compared to
the manually accessed logging systems, especially in remote areas which are difficult and
sometimes risky or too expensive to reach. These capabilities enable scientists and decision
makers to have high quality environmental sensing data which is fundamental for forecast
modelling and better decision-making when environmental parameters are relevant.
Predicting changes in the environmental parameters over an extensive region is vital for a
number of activities including agriculture and forestry [71, 118, 120], water and air quality
assurance [47, 133, 137], logistics [10, 114, 134], tourism and recreation [63, 82], urban
development [54, 98, 146], and emergency responses [50, 61]. The application of ESN in
these areas will have a significant role to play in improving the quality of human life.
Agriculture and forestry are highly influenced by the changes in the environmental pa-
rameters. Agricultural production could be significantly improved by utilising agricultural
management strategies with a greater degree of precision (i.e., Precision Agriculture). Pre-
cision Agriculture is an emerging area where ESN plays an important role [14, 56]. Apart
from the need to increase production, the application of ESN in agriculture and forestry
could provide an alternative and realistic means in minimising the use of potentially harmful
compounds (e.g., insecticides) in the environment and promoting sustainable agricultural
practices. ESN has also been successfully utilised for fire detection systems in forestry
[108, 112, 144]. The networks can alert emergency services in the initial detection of the
fire before it has spread uncontrollably and destroys hectares of vegetation incurring social,
environmental and economic costs. The need to promote better healthcare also motivates the
extensive use of ESN to monitor water quality [47, 86, 137] and air quality [51, 109, 133].
In science, ESN not only enables us to find answers to many scientific questions (related
to our environment) which could not be answered in the past, but also prompts new questions
which have yet to be asked. Furthermore, without ESN, the changes in the earth’s climate
would never be readily identified. ESN has been envisioned as a standard component in
earth system and environmental sciences which enables scientists to better understand the
environment and its phenomena [37, 68].
The design of an ESN has significant impact on the efficiency of its operation [17, 60, 113].
Two fundamental parameters can be highlighted in every ESN design: the number of sensor
nodes to be deployed and the placement of each node within the Region of Interest (RoI)
[158, 139, 20]. The complexity of this design problem increases with a requirement to have
a fully functional ESN with the least possible number of sensor nodes [44, 107]. Within the
current study, the decision-making process in relation to these two parameters are mainly
shaped by the past measurements (i.e., historical data) conducted in the RoI. This historical
1.1 Motivation 3
data is utilised to capture the general characteristics of a particular environmental parameter
over a certain period of time (e.g., seasonal, annual) [163, 95, 33].
The work presented in this thesis is aimed at contributing to the design aspects of ESN.
This work seeks to find the best configuration for sensor nodes with the balance between
redundancy and robustness in the networks. Historical records are valuable resource for ESN
design, as ESN deployment are most likely to be an evolutionary development. A set of
manually monitored, non-integrated sensors may be replaced by an integrated ESN with the
designed configuration. In the situation where some of the sensors become non-operative
(i.e., sensor failure), there is a necessity to maintain the data quality of the ESN. A graceful
degradation in ESN performance is expected. The exploration for the work in this thesis
also covers an effort to overcome the unavailability of past measurement records to support
the design of ESN. An efficient method is needed to cover a geographical region and gather
adequate data in the region that has not been previously monitored.
The following sections in this chapter will present the motivation which signifies the
importance of the study, followed by research questions and research objectives that will
guide the study presented in this thesis. The overall structure of the thesis will be presented
in the last section of this chapter.
1.1 Motivation
Design is a critical process prior to the deployment of Environmental Sensor Networks
(ESNs); it is one of the most significant factors in ensuring that the network delivers fit-for-
purpose data and is cost-effective. There are two important questions in ESN design:
• How many sensor nodes are needed to serve they serve their purpose as an ESN?
• Where each sensor node should be deployed in the RoI?
The combination between the number of sensor nodes and the size of the RoI will significantly
impact the number of possible placement of the nodes in the RoI, where each placement
yields different level of representativeness. Complexity is introduced especially when dealing
with the requirement to have a fully operational ESN, which meets the application purposes,
with the lowest possible number of sensor nodes [19].
Apart from achieving a particular deployment goal, minimising the costs is the main
focus in ESN design. In the current practice of ESN design, one of the major foci for reducing
costs is to optimise the use and total number of sensors required to cover a specific area of
interest [158, 159]. In most cases, redundancy in the ESN design is considered inefficient
and should be reduced.
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Deploying complex equipment like a sensor node in a remote environment is a very
challenging task. There are numerous possible events, starting with harsh environmental
conditions to animal activities, which may lead to sensor failure. As sensors start to fail, the
usefulness of the network degrades. If an ESN no longer produces the data needed; it is not
advisable, or even possible, to rely on data from such a network for decision-making [36,
123, 162]. Having an effective and fully operational ESN is costly and difficult to maintain.
Minimising operational costs while delivering useful information is a constant trade-off. In
principle, a robust ESN can be achieved by over sampling, at a potentially prohibitive cost.
Nevertheless, redundancy in sensor node deployment would also introduce an undesirable
increase in costs (e.g., deployment and maintenance costs), which is considered as inefficient
in most design practices. For this reason, it is important to find a compromise between
ensuring maximum robustness (i.e., fit-for-purpose) and minimising redundancy (i.e., cost-
effective). Finding this balance is an optimisation problem.
ESN design is crucial and many studies have been carried out in this space which include
several classical parameters such as the number of sensors required to adequately cover a
specific area, the position of these sensor nodes, and the required frequency of readings
and period of deployment. However, quality assurance and quality control (QA/QC) are
neglected in most of ESN design practices. For a balanced design methodology, it is essential
to identify an optimum number of sensor nodes (including the placement of each node) which
best represents the RoI with low level of redundancy without sacrificing the robustness of
the network. Balancing the robustness and the redundancy in the design of an ESN is an
interesting yet challenging research problem. The work reported in this thesis is focused
on optimising the design of ESN, with particular consideration in the quality of the data
supplied by the network. This should result in an ESN that minimises its redundancy (i.e.,
cost effective) while maintaining the robustness of the network (i.e., greater trust in the data).
1.2 Research Questions
In order to give a clear direction on the study conducted in this thesis, four research questions
have been formulated:
• Q1: How to determine the minimum number of sensor nodes to be included in
an ESN design?
In ESN design, the decision on the number of sensor nodes to be deployed has a
direct influence on both the deployment and the operational costs of the network. An
excessive deployment of sensor nodes may introduce an unnecessary increase in the
deployment cost and also lead to inefficiency in its operation. A systematic method to
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assist such decision making is essential in order to promote efficiency in ESN design.
This research question will guide the study conducted in this thesis in exploring and
reviewing the current practices in ESN design in determining the number of sensor
nodes. The acquired knowledge can be used as a good foundation to construct and to
propose a new method to address the question.
• Q2: How to determine the placement of sensor nodes in an ESN design?
The effectiveness of an ESN design is highly influenced by the the placement of each
sensor nodes within an RoI. ESN data is expected to represent the region where the
network is deployed. Arbitrary placement of sensor nodes may result to ESN data
which fails to represent the RoI. The measured data could be completely unusable and
thus the network failed to serve its purpose. A systematic method to find an optimum
placement of sensor nodes is needed. This research question paired with Q1 would
serve as a guidance for this study to formulate a method in finding an optimum node
placement. Such optimum placement would result to an ESN data which best represent
the region and eventually promotes the effectiveness of the network.
• Q3: How to improve robustness in an ESN design?
Efficiency is the major focus in current ESN design practices, which mainly deals with
minimising the redundancy in the network. However, sensor node failure is common
in ESN (i.e., many factors such as harsh environmental conditions could lead to sensor
failure). This situation may lead to a condition where an ESN is no longer able to
produce data which serves its purpose. Therefore, a certain degree of redundancy
might be helpful to preserve the robustness of the network. Finding a balance between
redundancy and robustness is needed. This third research question will guide this study
to propose a method which incorporates robustness in the design of ESN.
• Q4: How to design an ESN in the absence of historical data?
Designing an ESN for a new region, where no previous environmental monitoring has
been conducted, is a challenging task. The absence of historical records as reference
makes the decision on assigning number of sensor nodes in a new region difficult. The
decision mainly relies on common knowledge which may not be suitable for the region
(i.e., resulting from the unique environmental characteristics of the region). In this
situation, there is a need for an efficient method to sample environmental data and
to form an initial knowledge of the region. The data sampling process needs to be
representative of the region and able to capture variations over location and time. This
fourth research question will serve as a guide to construct an efficient data sampling
technique to support the design of ESN.
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1.3 Research Objectives
The work presented in this thesis aims to fill the gap in the current study of ESN design. The
proposed method will consider redundancy as a factor to be balanced with robustness to form
an optimum ESN design. The following comprises the main research objectives that will be
discussed throughout this thesis:
• Formulating the measure of representativeness.
An ESN is deployed in an RoI with the purpose of capturing certain environmental
properties in that region. The ESN is expected to produce a set of measured data which
best represents the region. Since representation is the main objective of the deployment,
it has to be quantifiable. In this case, a clear formulation of representativeness mea-
surement is needed. Such a measurement would enable the comparison of a particular
ESN design against other ESN designs. This study aims to propose generic method to
measure representativeness of an ESN.
• Formulating ESN design as an optimisation problem.
Finding an optimal placement of sensor nodes within an RoI, given a number of
nodes, is not a trivial task. Each set of node placements will yield a certain level of
representativeness. In this case, the increase in either the number of sensor nodes or
the size of an RoI would significantly increase the number of possible node placements
in the region (i.e., search space). An optimisation technique which is able to deal
with such a large search space is needed. This study aims to construct a method
which optimises the sensor node placement, for a given number of nodes, which best
represents the RoI.
• Formulating data quality and robustness in ESN design.
Common ESN data quality issues are required to be identified and studied. They have to
be clearly defined and well formulated, allowing their impact to the representativeness
of an ESN design to be quantified. Some common techniques in overcoming the
data quality issues (i.e., data quality controls) are also worthwhile to be explored and
studied. These techniques, and the effectiveness of such techniques, should be included
when considering ESN design. This study aims to include data quality issues and
robustness considerations in the design of ESN.
• Finding a balance between redundancy and robustness in ESN design.
In contrast to the common practice in ESN design, in this study, redundancy is not
considered as a factor to be eliminated. Instead, redundancy is considered as a factor
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to be balanced with robustness. In order to achieve this goal, both redundancy and
robustness have to be clearly defined and formulated. Appropriate formulation of
redundancy and robustness would enable the trade-off between these two parameters to
be quantified. An optimisation technique which could optimise two factors is needed
in order to explore all the possible ESN designs. This study aims to propose a method
to balance the redundancy and robustness in the design of ESN.
• Formulating an efficient data sampling technique to support the design of ESN.
Historical data related to the past measurement of environmental properties in an RoI
is essential not only for the design process prior to the deployment of new ESN, but
also for improvement of an existing ESN. Forming an ESN design without any access
to historical data has never been a trivial task. It requires a substitution dataset to
compensate for the absence of the past measurement data. In this case, a technique
to build an initial knowledge regarding the environmental phenomena in the RoI is
needed. As an extension, this study aims to propose a method which incorporates
mobile data sampling to construct a baseline dataset of an RoI which will be utilised in
the ESN design optimisation process.
1.4 Thesis Structure
The rest of this thesis is presented according to the following structure:
Chapter: 2 Literature Review Review of key literature to form a solid foundation for
the experimental study being conducted in this thesis. Some key research areas are covered
in this chapter including interpolation techniques, optimisation techniques, environmental
sensor network, data quality, and design of environmental sensor network.
Chapter 3: Methodology Addresses problem formulation in ESN design within this
study and discusses the proposed method to address the problem. The chapter starts with a
description of the dataset being used in this study followed by the problem formulation in
ESN design. The chapter then progresses with the description of the applied interpolation and
optimisation techniques which are specifically chosen and tailored for the study. The design
process is divided into two categories: with the knowledge of historical data and where the
historical data is absent. Each component is formalised in clear and consistent mathematical
notations/equations in order to improve the readability of this thesis. In addition, some
diagrams/illustrations are provided to assist the reader’s comprehension of the proposed
method.
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Chapter 4: Results and Validations describes how the proposed method (i.e., as de-
scribed in Chapter 3) is applied in the form of experimental study. Results from each
experiment are presented and findings are highlighted in this chapter.
Chapter 5: Discussions and Conclusions discusses and concludes several key compo-
nents in this thesis which contribute to the body of knowledge in the area of environmental
sensor network design. Some fundamental limitations of the study are also described in this
chapter. Further, this chapter also highlights areas of ESN design, which may warrant further
investigation into the future.
Chapter 2
Literature Review
This chapter review some key literature which form a firmed foundation for the experimental
study being conducted in this thesis. Some key research areas are covered in this chapter
including interpolation techniques, optimisation techniques, Environmental Sensor Network
(ESN), data quality, and the design of ESN. The review of the literature is structured as
follow:
• Section 2.1 Interpolation Technique
This section describes fundamental concepts in data interpolation, some known inter-
polation techniques are also reviewed.
• Section 2.2 Optimisation Technique
Core knowledge in optimisation problem is reviewed in this section, including the
general formulation of decision variables and constraints (described in Section 2.2.1
and 2.2.2) which define a search space. This section also covers the formulation of
objective function including the concept of domination and Pareto optimal (reviewed
in Section 2.2.3, 2.2.4, and 2.2.5) where more than one one objectives are applied.
• Section 2.3 Environmental Sensor Networks (ESN)
This section describes a brief background of ESN including the current development
of ESN, the architecture of ESN, and also some applications of ESN (described in
Section 2.3.1, 2.3.2, and 2.3.3 respectively).
• Section 2.4 ESN Data Quality
This section describes some basic concepts of data quality in ESN and how it is essential.
Common data quality issues in ESN are also reviewed, including some strategies to
mitigate such issues which are categories in Quality Assurance and Quality Control
(described in Section 2.4.1 and 2.4.2)
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• Section 2.5 ESN Design
This section describes how is design matter for having a fit for purpose ESN including
the complexity in ESN design. This section also covers some challenges in ESN
design, deployment strategy in ESN, and common objectives in the deployment of
ESN (describes in Section 2.5.1, 2.5.2, and 2.5.3 respectively).
2.1 Interpolation Techniques
The need of spatially (and also temporally) continuous data of environmental properties are
increasing in the environmental sciences. This information is not always readily available,
and providing data related to the environmental parameters for any place at any time is a
very challenging work for environmental scientists. Ideally, in order to achieve this goal,
a considerably dense and interconnected sensor nodes are required to be deployed in the
Region of Interest (RoI). This network would enable a fairly accurate estimation of the spatial
distribution of the required environmental parameters. However, a network with a high dense
sensor nodes is difficult and expensive to deploy and to maintain. Therefore, in most cases,
the environmental parameters are measured limited at point locations only, sparse, and not
on a regular grid. This often lead to a situation where the data is not available where it is
most needed. Developing some methods to estimate the parameters in un-sampled locations
is essential to overcome this limitation [1, 15, 101].
Interpolations techniques could be utilised as an alternative to estimate the spatial distri-
bution of the climate parameters based on the measurements from the neighbouring sensor
nodes. These interpolation techniques are also known as spatial interpolation methods. For-
mally, a spatial interpolation technique can be formulised as a mathematical function which
capable to predict values at locations in space where there are no measured values available
[45]. The uncertainties on the estimated values would increase considerably as the network
density decreases. The spatial interpolation techniques are not only been utilised exclusively
in environmental science, but also have been utilised widely in many other disciplines. There
are several different techniques for spatial data interpolation are available. According to Li
and Heap [100] Inverse Distance Weighting (IDW) and Ordinary Kriging (OK) are the most
frequently used methods in environmental sciences.
2.1.1 Inverse Distance Weighting (IDW)
Inverse Distance Weighting (IDW) is a widely applied deterministic technique to interpolate
spatial data. The estimated value is calculated based on a linear combination of values
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at sampled points weighted by an inverse of the distance from the point of interest (i.e.,
un-sampled point) to the sampled points (i.e., measured points). This method relies on the
assumption that the nearby sampled points point have more similar values than the ones
which are further away from the point of interest [52, 132].
The generic formula for IDW can be expressed as follows:
Zˆ(s0) =
n
∑
i=1
λiZ(si) (2.1)
Where:
Zˆ(s0) is the estimated value located in s0 (i.e., un-sampled point).
Z(si) is the measured value located in si (i.e., sampled points).
λi is the weight assigned for Z(si) such that ∑ni=1λi = 1.
n is the number of sampled points used for estimation.
The weights in IDW are calculated according to the following formula:
λi = d−pi
1
∑ni=1 d
−p
i
(2.2)
Where:
λi is the weight assigned for Z(si)
di is the distance between s0 and si (as illustrated in Figure 2.1)
p is an exponent, also known as the power parameter
n is the number of sampled points included in the interpolation
Fig. 2.1 Three sampled locations (e.g., s1,s2,s3) are going to be used to estimate the value
holds in un-sampled location s0. The distance between the un-sampled location and each of
the sampled locations s1,s2,s3 are depicted as d1,d2,d3 respectively.
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Equation 2.2 suggests that the weights diminish as the distance increases, resulting a
higher weight for the nearby sampled points which eventually bring more influence to the
estimated value. In this case, the the power parameter p would greatly affect the accuracy of
the prediction. The selection of the power parameter p and sample size n is arbitrary. Two is
the most commonly used value for p, which makes IDW also known as the Inverse Distance
Squared (IDS) [115]. Depending on what value been assigned to p, IDW also addressed as
“moving average” in the case of p is zero, “linear interpolation” when p is 1 and “weighted
moving average” when p is not equal to 1 [99]. The relationship between weight, distance,
and power parameter in IDW is presented in Figure 2.2
Fig. 2.2 The relationship between the power parameter p and the inverse distance as a weight
in interpolation method, as employed in IDW. Adjusting p to zero means no weights will be
implemented and all sample points will be treated equally. As presented in the figure, as p
increases, the influence of the nearest sample points will increase and reduce the influence
of the farther ones; resulting a more detail interpolated surface. On the contrary, reducing
the power parameter p will allow more influence of the farther sample points resulting a
smoother interpolated surface.
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2.1.2 Ordinary Kriging (OK)
Ordinary Kriging (OK) is one of the geostatistical methods to estimate the value in an un-
sampled location based on the measured values from nearby sampled locations [38]. Similar
to IDW, OK also implements weights in its calculation. The generic formula of OK is also
similar to IDW as described in Equation 2.1. In contrast to IDW, OK assigns weights to
its sample points not only based on their distances, but also based on the spatial variability
structure. In OK, spatial and statistical relationships are considered as the basis to constructs
weights [151].
Semivariance is employed to measure the the degree of spatial dependence between
sample locations. In terms of calculation, semivariance is simply a half of the variance
of all available sample points in space with a constant distance apart. In geostatistics, the
semivariance is formalised as follows:
γ(h) =
1
2N(h)
N(h)
∑
i=1
(Z(si)−Z(si+h))2 (2.3)
Where:
γ(h) is the semivariance with lag distance h.
h is the lag distance between two sample points.
N(h) is the number of sample points which have lag distance of h with the
other sample points.
Z(si) is the value measured in sample point si.
The semivariance can be estimated from the data by employing certain fitted function
(i.e., variogram modelling) and the plotting of the fitted data (i.e., variogram). This modelling
and estimation is essential for structural analysis and spatial interpolation [24]. Figure 2.3
shows an example of variogram plotting.
The weights in OK are obtained by minimising the variance in OK prediction error
[Zˆ(s0)−Z(s0)], also known as “Kriging variance”, which is formalised as follows:
σ2e =
n
∑
i=1
λiγ(xi,x0)+θ (2.4)
Where:
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Fig. 2.3 An example of a variogram with range, nugget, and sill. In variogram, the “range”
indicates the shortest distance at which the “sill” is reached. The “range” could be used to
identify the size of a search window used in the interpolation methods, where samples with
distance larger than the range are spatially independent and not included in the interpolation
process. A positive value of the semivariance at lag distance close to zero is called the
“nugget”, which also indicates the variance of sampling errors and the spatial variance at
shorter distance than the minimum sample spacing [99].
σ2e is the Kriging variance.
n is the number of sample points.
λi is the proposed weight for sample point si such that ∑ni=1λi = 1.
γ(xi,x0) is the semivariance between the values at sample location si and un-
sampled location s0. Such value can be obtained from the fitted vari-
ogram.
θ is the Lagrange multiplier required for minimisation.
2.2 Optimisation Techniques
Optimisation can be defined as the task of finding one or more feasible solutions, which can
produce desired or useful values of one or more objectives. Optimisation itself can be a single-
objective optimisation or multi-objective optimisation. If there is only one objective function
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required to be satisfied, the task of finding the optimal solution is called single-objective
optimisation. It follows then that if there is more than one objective function that needs
to be satisfied, the task of finding one or more optimum solutions is called multi-objective
optimisation [22, 42]. Further, Coello et al. [35] provides a clear definition of multi-objective
optimisation problem as:
“The problem of finding a vector of decision variable values which satisfies con-
straints and optimises a vector function whose elements represent the objective
functions. These functions form a mathematical description of performance
criteria, which are usually in conflict with each other. Hence, the term ‘optimise’
means finding such a solution which would give the values of all the objective
functions acceptable to the decision maker.”
Most problems in real world applications have multiple objectives, which are possibly
conflicting with each other. By optimising one objective, one may be sacrificing the other
objectives. A simple example can be found in computing equipment purchase decisions.
People in general want to have computing equipment with high performance. However,
people also want to save their money and spend less. In this case, the objective of having the
computing equipment with the best performance cannot be achieved without abandoning the
objective of spending less money in purchasing. On the other hand, the objective of spending
less cannot be achieved without sacrificing the objective of having computer equipment with
the best performance. The objectives in the purchasing decision are in conflict with each
other.
2.2.1 Decision Variables
The decision variables in optimisation problems are the numerical values, which are chosen
in such a problem. In mathematical notation, the variables can be represented as:
xi, i ∈ {1, · · · ,n} (2.5)
Or it can also be noted as a vector x of n decision variables as follow:
x¯ = [xi, · · · ,xn] (2.6)
A vector of n decision variables in an optimisation problem is also known as a solution.
16 Literature Review
2.2.2 Constraints and Decision Variable Bounds
Constraints in optimisation problems are the restrictions or limitations introduced by the
environment or resources, such as physical limitations, time restrictions, processing power
limitations, and several other kind of limitations. Certain solutions can be considered
acceptable when these solutions can satisfy all the available constraints. In mathematical
notation, these constraints can be represented either in mathematical inequality:
gi(x¯)≤ 0, i ∈ {1, · · ·k} (2.7)
or equality as follows:
h j(x¯) = 0, j ∈ {1, · · · l} (2.8)
In this case, k represents the number of inequality constraints and l represents the number
of equality constraints.
Let n be the number of decision variables, then the number of inequality constraints k
cannot be greater than or equal to n. In other word, k must be less than n (k < n). Since the
degree of freedom in multi-objective optimisation problem is defined as n− p, therefore,
the optimisation problem with k ≥ n is considered as over constrained and there is no more
flexibility or any degree of freedom for optimising.
In addition to the constraints, there are also decision variable bounds. In mathematical
notation, the variable bounds can be expressed as follows:
x(L)i ≤ xi ≤ x(U)i , i ∈ {1, · · · ,n} (2.9)
Where:
x(L)i is the lower bound value for decision variable i.
x(U)i is the upper bound value for decision variable i.
n is number of decision variables to form a solution.
These variable bounds restrict each decision variable to take a value only in the range
between the lower value and the upper value. The bounds also represent a decision variable
space D known as decision space.
A solution x¯ is defined as a feasible solution if and if only it satisfies all of the constraints
and the variable bounds. On the other hand, if any solution x¯ does not satisfy all the constraints
and the variable bounds, it is known as an infeasible solution. Clearly, not all solutions in
the entire decision variable space D are feasible solutions. The set of all feasible solutions is
known as feasible region S.
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2.2.3 Objective Function
In the study of optimisation problems, an objective function is defined as the computable
function of a vector of decision variables, which is used as a criterion to evaluate a certain
solution in order to know how good the solution is. In real world optimisation problems, some
functions are required to be minimised while other functions are required to be maximised.
Moreover, in multi-objective optimisation problems, these functions in many cases are
in conflict with each other. Optimising a particular objective function may sacrifice the
other objective functions. These objective functions may be measured using the same
measurement units (i.e., commensurable) or the functions may also be measured using
different measurement units (i.e., non-commensurable). In mathematical notation, the
objective functions can be represented as follows:
fi(x¯), i ∈ {1, · · · ,m} (2.10)
Where:
f (x¯) is the objective function to be optimised given x¯ as the parameter.
x¯ is a vector of decision variables, also known as a solution.
m is the number of objective functions being solved in the multi-objective
optimisation problem.
Since there would be more than one objective function available in a multi-objective
optimisation problem, these functions will form a vector function, which can be expressed in
mathematical notation as follows:
f (x¯) = [ f1(x¯), · · · , fm(x¯)] (2.11)
Referring to the notation, the goal in a multi-objective optimisation problem can clearly
be seen as the problem of optimising the m number of objective functions simultaneously.
The optimisation process itself can be maximising the values of all m objective functions, or
minimising the values of all m objective functions, or even in some cases could be combining
the maximisation and the minimisation values of these m objective functions. Since the task
in multi-objective optimisation problems is about optimising a vector of objectives instead of
a single-objective, multi-objective optimisation is also known as vector optimisation.
Most of the optimisation algorithms that have been developed deal with only one type
of optimisation problem, which is either the problem of minimising or maximising. In
order to simplify the task of dealing with mixed types of optimisation problems, the duality
principle can be applied. In the context of optimisation, the duality principal suggests that
a maximisation problem can be converted into minimisation problem by multiplying the
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objective function by negative one (−1). The same thing works vice versa, depends on the
implementation of the algorithm.
2.2.4 Concept of Domination
The concept of domination is widely applied in the field of multi-objective optimisation
problems in order to compare two solutions. Two solutions are compared to see whether one
solution dominates the other or not.
Let x¯ and y¯ be two solutions in a multi-objective optimisation problem. Solution x¯ is
said to dominate solution y¯, or in mathematical notation expressed as x¯≼ y¯, if and if only it
complies with these two domination conditions:
1. Solution x¯ is no worse than solution y¯ in all objective functions;
2. Solution x¯ is strictly better than solution y¯ in at least one objective function.
In the case of minimisation as an optimisation problem, these domination conditions can
be expressed in mathematical notation as follows:
x¯ = [x1, · · · ,xn]
y¯ = [y1, · · · ,yn]
x¯≼ y¯⇔ (∀i : fi(x¯)≤ fi(y¯))∧ (∃i : fi(x¯)< fi(y¯), i ∈ {1, · · · ,m})
(2.12)
Where n represents the number of decision variables that construct a solution and m
represents the number of objective functions being solved in a multi-objective optimisation
problem.
Apart from representing solution x¯ dominating solution y¯, this mathematical notation also
implies that:
1. Solution y¯ is dominated by solution x¯,
2. Solution x¯ is non dominated by solution y¯,
3. Solution x¯ is non inferior to solution y¯.
2.2.5 Pareto Optimal
In a single-objective optimisation problem the notion of optimality can be clearly identified.
The optimum solution can be found by simply looking for the best value of the predefined
objective function. On the other hand, in a multi-objective optimisation problem there is more
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than just a single objective function require to be satisfied and in most cases, the objective
functions are in conflict with each other. Finding a single global optimal solution in the
decision variable space D is nearly impossible. In multi-objective optimisation problems,
instead of looking for a single solution, the focus is looking for a trade-off among the
objective functions. For this purpose, optimality of a solution needs to be redefined properly
in order to respect the integrity of each objective function [34, 43, 64].
The concept of domination is utilised in the multi-objective optimisation problem and it
is also known as the Pareto dominance. All possible pairwise comparisons can be performed
for a given finite set of solutions in order to find which solutions are non-dominated with
respect to each other. The set of non-dominated solutions that is left has the property of
dominating all other solutions apart from the solutions which belong to this set. Any member
in the entire search space of solutions does not dominate these solutions. In other words, the
set of non-dominated solutions are better compared to all other solutions [79, 147].
In multi-objective optimisation problem, the set of non-dominated solutions is also known
as Pareto Optimal Set. In mathematical notation, the Pareto Optimal Set can be expressed as
follow:
P∗ = {x¯ ∈ D|¬∃x¯∗ ∈ D : f (x¯∗)≼ f (x¯)} (2.13)
Where:
P∗ is the set of non-dominated solutions, also known as Pareto optimal set.
x¯ is a solution (i.e., a vector of decision variables).
x¯∗ is an optimal solution.
D is the search space where a solution could be found/formed.
f (x¯) is the objective function to be optimised given x¯ as the parameter.
The global Pareto Optimal Set can be defined as the non-dominated set of the entire
feasible search space S . Often the globally Pareto Optimal Set is simply referred to as Pareto
Optimal Set.
Furthermore, by plotting the Pareto Optimal Set in objective space, the non-dominated
vectors are collectively known as the Pareto Front. Figure 2.4 shows an example of Pareto
Front with two objective functions. In mathematical notation, Pareto Front can be represented
as follow:
PF∗ = {u = f (x¯)|x¯ ∈ P∗} (2.14)
Where:
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PF∗ is the Pareto Front.
P∗ is the set of non-dominated solutions, also known as Pareto optimal set.
x¯ is a solution (i.e., a vector of decision variables).
u is a value produced by the objective function f given a vector of decision
variables x¯ as the parameter.
Fig. 2.4 The plotting of solutions in objective space, where there are two objective functions
to be optimised. Infeasible points represent the points in the objective space which violate
the constraints (as described in Sub-section 2.2.2). The points in objective space which obey
the constraints are called the the feasible points, which also includes the Pareto points. The
Pareto Points are the feasible points in objective space which dominate other feasible points
but not dominated by the others. The Pareto points also known as the non-dominated points,
which collectively will form the Pareto Font (depicted as the yellow line in the figure).
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2.2.6 Evolutionary Algorithms
In order to solve multi-objective optimisation problems, the Operations Research community
has developed several approaches since the 1950s based on a variety of mathematical pro-
gramming techniques. However, there are several limitations in mathematical programming
techniques when dealing with multi-objective optimisation problems. Most of them only
produce a single solution for each run; therefore in order to produce a Pareto Optimal Set,
several runs are required. Moreover, mathematical programming techniques in general are
susceptible to the shape and continuity of the Pareto Front [35, 57].
Evolutionary Algorithms are computer programs that mimic natural evolutionary prin-
ciples, which are inspired by Charles Darwin, in order to solve complex searching and
optimisation problems. In Evolutionary Algorithms there would be a number of artificial
creatures, known as individuals, which are generated to search over a particular problem
space. Individuals continually compete against each other in order to discover the optimal
areas from the predefined search space. Gradually, over some periods of time, the most
successful individuals evolve to discover the optimal solution [28, 43, 64].
In contrast to the mathematical programming techniques, which in general only produce
a single solution for each run, Evolutionary Algorithms can find several members of the
Pareto Optimal Set in a single run. Evolutionary Algorithms are also less susceptible to the
shape or continuity of the Pareto Front.
The individuals in Evolutionary Algorithms are commonly represented by strings or
vectors that have a fixed length. Every individual encodes a unique possible solution to
address a particular problem. In Evolutionary Algorithms, a set of individuals is known as a
population.
The Evolutionary Algorithm is started with an initial population consisting of a particular
number of randomly generated individuals. A fitness value is then calculated for each
individual. In order to generate the fitness value, each individual is decoded to produce
a possible solution to the problem. The fitness function will calculate the solution value
to produce a fitness value for the corresponding individual. The individuals with higher
fitness values represent better solutions to address the problem, compared to the ones with
lower fitness values. This initial process is followed by the main iterative cycle, which
consists of two main operations, mutation and recombination [35]. Figure 2.5 presents the
recombination and mutation process which is commonly used in Evolutionary Algorithms to
maintain variation within the population.
For each iteration, the individuals in the current population produce a new set of indi-
viduals called children (i.e., offspring). After the fitness value is assigned to every child, a
new population is created. The current individuals and the children are allocated to become
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Fig. 2.5 The recombination process will exchange the features or characteristics between
parents to form a new individual, also known as offspring. The mutation process will
randomly alter certain features/characteristics of an individual. Recombination and mutation
are utilised in Evolutionary Algorithms to maintain variation within the population.
members of the new population. This new population will be treated as the current population
in the next iteration cycle. In order to control the growth of the population, a similar approach
to the natural evolutionary strategy (the survival of the fittest) is applied and the individuals
start competing against each other. This kind of approach in Evolutionary Algorithms is
known as the selection process. The fitness value is used as the basis for the selection process.
The individuals with better fitness values have more chance of being selected as parents (to
produce offspring) and also to be selected to form a new population. Such iterative process
will run until certain termination condition is satisfied. Maximum number of generation is
a commonly used termination condition in Evolutionary Algorithms. Figure 2.6 shows the
overall process in Evolutionary Algorithms.
According to Deb [42], in order to solve multi-objective optimisation problems, there are
four main primary goals that can be identified in Evolutionary Algorithms:
1. Maintain the non-dominated points in the objective space and associated solution
points in the decision space.
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Fig. 2.6 A general work-flow in an Evolutionary Algorithm. The initialisation part will
generate number of random individuals to form an initial population. The evaluation part
takes care two main tasks: evaluate the termination condition and evaluate each individual
within the current population in respect to all fitness functions. The selection part in-charge
in forming a new population for the next generation. The individuals with higher fitness
values will be chosen to form the new population. Variation within the population is essential
in order to explore the search space and to avoid the local optima. In Evolutionary Algorithm,
the variation is maintained through mutation and recombination process.
2. Continually make algorithmic progress towards the Pareto Front in the objective
function space.
3. Maintain diversity in the Pareto Front Set and the Pareto Optimal Set.
4. Provide a large enough Pareto Optimal Set for the decision maker.
2.3 Environmental Sensor Network (ESN)
Automated environmental monitoring started with simple automatic logging systems that
continuously recorded several environmental properties at predetermined intervals. These
simple monitoring systems had no communication capability. They required field scientists to
visit the site regularly and download the data manually. Technological advancements enabled
these passive logging systems to evolve into intelligent sensor networks where each sensor
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node actively communicates its own observed data to nearby sensor nodes. Moreover, these
interconnected sensor nodes also have a capability to process and communicate their data to
a remote data centre without any operator intervention. These monitoring systems are known
as Environmental Sensor Networks (ESNs), which enable long-term environment monitoring
at scales and resolutions that are difficult to achieve with conventional observation methods
[32, 37, 68, 110, 121].
2.3.1 Development of Sensor Networks
The deployment of cheap and smart devices in large numbers with multiple on-board sensors,
which connect together through wireless networks and the Internet, offers tremendous and
unprecedented opportunities for collecting information on a wide range of entities of interest.
Even though the research on sensor networks was initiated for military purposes, further
development in low-cost sensors and communication networks has broadened the potential
application of sensor networks from infrastructure security to industrial sensing. The sensor
networks could be deployed in houses, offices, hospitals, cities, and the environment to get a
better understanding and to control surrounding conditions [32].
Three different areas of study are involved in the development of sensor networks
technology: sensing, communication, and computing, which includes hardware, software,
and algorithms. Development in sensor networks has been driven by both the combined
and separate advancement in each of these three research areas. The collaboration can
clearly be seen from the three main components of a sensor node: sensors as sensing
devices, data processing unit, and communication unit which enable it to establish untethered
communication at short distance [4, 32, 92].
An on-board processing unit enables each sensor node in sensor networks to conduct
in-situ data processing. Therefore, rather than sending the raw data to the base station, each
node can handle simple data processing locally and transmit only the required data to the
base station. This cooperative effort of sensor nodes is one of the unique properties of sensor
networks [3, 121]. Furthermore, the advancement in Micro-Electro-Mechanical Systems
(MEMS) brings a substantial contribution in the miniaturisation of sensor nodes. MEMS has
revealed the possibility of producing significantly smaller sensor nodes with multifunctional
capability and low power consumption. The fast growth in the development of MEMS offers
a wide range of promising future applications, considering the relatively low manufacturing
cost offered by this technology [69].
Wireless communication in sensor networks is unique in terms of features and require-
ments, which are different compared to traditional wireless ad-hoc networks. The communi-
cation protocol in sensor networks has to deal with limitations in power, processing capability,
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and memory capacity. In a sensor network, sensor nodes are densely deployed in large num-
bers and the network topology changes frequently. The individual nodes are also prone to
failure. Considering the large number of sensors and the communication overhead, having a
global identification for sensor nodes, which is commonly found in traditional networks, may
not be possible. Broadcast communication is also employed by most sensor nodes, whereas
ad-hoc networks mainly rely on point-to-point communication. These conditions make the
technologies that are currently available for ad hoc networks not well suited to the unique
requirements of sensor networks. Recently, there have been many researchers working in
this area in order to fulfil these requirements [4].
Energy has been recognised as one of the main challenges in ESN, especially for those
deployed in remote locations. The recent development in energy harvesting technology could
be considered an important element supporting the advancement in ESN. This particular
technology enables electronic devices to produce some amount of energy (electrical power)
from its ambient environment such as by utilising propagated radio waves, wind flow, sunlight,
or mechanical vibration [12].
2.3.2 Sensor Network Architecture
A generic ESN architecture is constructed with three main component: sensor nodes, base
stations, and a sensor network server (as presented in Figure 2.7). Sensor nodes gather the
environmental raw data and simple data processing might be present in each node. The
pre-processed data will be passed to one or more base stations for further data processing.
Sensor Network Server (SNS) acts as a data repository where data from several base stations
is aggregated. More sophisticated data processing will also be handled at this stage. In order
to provide seamless access to the environmental information for external users, a web service
is utilised as an interface between the SNS and the users. Moving up the hierarchy from
the sensor nodes to the SNS, there is an increase in computational capability, data storage
capacity, and power availability. In general, the sensors nodes and the base stations in ESN
may be able to serve for a few months only. This is due to the power supply limitation and
harsh environmental conditions [4, 3, 5, 136].
2.3.3 Applications of ESN
ESN has a significant role to support the quality of our life on this planet. They play a part in
many different areas such as agriculture, forestry, science, healthcare and safety, insurance,
mining, weather forecast, etc [8, 113, 156].
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Fig. 2.7 A generic ESN architecture which consist of three main components: sensor nodes,
base stations, and a server known as Sensor Network Server (SNS). Environmental parameters
in the Region of Interest (RoI) are measured and recorded by the sensor nodes. The data is
then passed to one or more base stations.
Production in agriculture and forestry are highly dependent on the changes in the envi-
ronmental parameters (e.g., temperature, humidity, rain fall, solar radiation). Apart from
the need to increase production, agricultural management should also be practiced with a
degree of precision (i.e., Precision Agriculture) to provide an alternative and realistic means
to reduce the use of potentially harmful compounds and promote sustainability. Precision
Agriculture is an emerging area where ESN plays an important role [14, 71, 93, 118, 120].
In forestry, ESN is also utilised for fire detection systems [108, 112, 144]. The networks
can alarm the origin of the fire before it is spread uncontrollably. A major forest fire can
destroy thousands of hectares and incur social, environmental and economic costs.
As living beings, water and air are crucial to support our life. The quality of the water
and the air which we consume and breath every day directly impact our health. The need to
promote better health-care also motivate the extensive use of ESN to monitor the quality of
both water [47, 86, 137] and air [51, 109, 133].
In the scientific field, ESN enables us to have a better understanding of the planet on
which we live. It helps us to answer many questions which could not be answered in the
past and also to promote more questions which have never been asked before. The changes
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in climate across the earth would never be able to be identified without ESN. Nowadays,
scientists around the world have more data than before to unveil the climate change and
deeply analyse its impact [62, 78].
The advancements in ESNs also benefit our day to day life by providing more accurate
weather information (e.g., weather report and forecast), which are crucial in certain areas like
tourism and transportation. Such information are also be used to support personal decisions
as simple as deciding what kind of clothes to wear in the day to suit the weather.
2.4 ESN Data Quality
Apart from the significant contribution brought by sensor networks to environmental moni-
toring, they are susceptible to malfunctions that may lead to data lost or poor data quality.
Typically, sensors do not produce data with good quality all the time; abnormality in sensor
data is common and it should be anticipated and planned for. The issue can be related to hard-
ware, software, communication links, or environmental conditions. Some natural phenomena
such as floods, fire, lightning strikes, and animal activities could disturb the functionality
of the sensors. Moreover, malicious human activities such as stealing and vandalism also
contribute to sensor failure. Malfunction in sensors could easily happen especially when they
are deployed in unsuitable environments or without proper maintenance [36, 123, 162].
Peppler et al. argue that the performance of ESN systems can be measured using three
parameters: availability, usability, and accessibility of the data to a user. In order to fulfil the
availability aspect, the ESN system must able to collect, process, and deliver the data to a
central repository and make it available to the users in a timely manner. High performance
ESN systems should also be able to produce useable data with sufficient quality for certain
purposes. The systems also able to notify the user if there is any known anomaly in the data.
The ESN data must be accessible; where the users can easily find and retrieve the data they
need from the central repository, without experiencing any difficulty while working with the
data.
Delivering raw environmental data produced by an ESN to end users is unfortunately
common practice in the ecological community. The sensor data is delivered with limited or
no quality control. This situation is mainly triggered by the sheer volume of the data and also
the large variety of sensor types which make them challenging to manage. Considering the
huge volumes of the data produced by sensor networks and the time constraints imposed by
near real time data processing, manual methods for sensor data quality assurance (QA) and
quality control (QC) are no longer adequate. There is a potential for erroneous or misleading
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results in utilising the data with the absence of comprehensive checks or evaluations. This
situation has motivated the study of automated QA/QC in ESN [26].
The term QA and QC are often used together. Even though they are closely related, they
have distinct meaning. In the context of data quality in ESN, Campbell et al. define QA as:
A set of processes or steps taken to ensure that the sensor network and protocols
are developed and adhered to in a way that minimises inaccuracies in the data
produced.
And QC is defined as:
A process to identify and flag suspect data after they have been generated.
The definition clearly describes QA as process oriented with the main objective to produce
high quality data with minimum need for data corrective measures. In other words, QA is a
proactive or preventive process to avoid problems that may lead to poor data quality. It takes
part while data is being produced. In contrast to QA, QC is product oriented with the main
objective to identify and flag suspect data of poor quality generated by the sensor. In other
words, QC is an evaluation process that assesses whether the data produced by the sensor
satisfy the requirements for quality specified by the end users. It takes part after the data is
generated by the sensor.
2.4.1 Quality Assurance (QA)
The value of environmental monitoring relies on the accuracy and precision of the data,
which it represents the physical properties being measured. A good or bad data set is
mainly driven by several factors that influence the data collection process, such as instrument
calibration, long-term field exposure to the elements, and instrument maintenance. Therefore,
a comprehensive end-to-end QA procedure (from sensor node deployment to calibration and
maintenance) is essential [119].
Sensors require regular maintenance and scheduled calibration in order to reduce data
loss and produce high quality data. Calibration drift is a common anomaly in sensor data
where sensor components deteriorate over time because of age related processes such as
corrosion, fatigue, and photo degradation. The instrument calibration procedures include
the calibration prior the deployment and periodic calibration during the operational phase,
represent crucial components of the QA process. The calibration process may be as simple
as side-by-side comparisons of measured data conducted during the routine maintenance
visits or as complex as laboratory comparisons to known standards. Ideally, the calibration
2.4 ESN Data Quality 29
process is done based on manufacturer recommendations, however, some adjustment often
required to suit the remote operation. In some cases, the calibration routine can only be done
by the manufacturer [87].
As the second component of QA, maintenance process in ESN has a primary objective to
ensure the performance and reliability of the instrument and the site. The process consists of
a cycle of structured activities that result in a continuous and repeatable effort. As an example,
in submerged sensors, calibration drift is often caused by bio-fouling where regular cleaning
is required to control this issue. A reliable maintenance capability also requires timely
procurement of parts and services to repair or replaced the failed components. Therefore,
having some replacement parts on site is necessary to ensure that any part of the network can
be replaced immediately in case of damage or destruction [26].
The deployment of redundant sensor nodes might also be involved in QA to minimise data
loss due to sensor failure especially in the case where the data is crucially important. One good
example is the ESN operated by The National Oceanic and Atmospheric Administration’s US
Climate Reference Network [46]. The network has been running for a decade with the main
objective to measure and collect national meteorological data, which includes air temperature,
precipitation, soil moisture, and soil temperature. In order to enforce the high data quality
produced by the networks, they are deployed with triple redundancy across the 114 sites. By
employing redundancy in the networks, a high degree of confidence in national climate data
over the long term could be achieved.
2.4.2 Quality Control (QC)
QC is necessary to ensure that the collected data is fit for purpose. Ideally, the proper
functioning QC process will only accept valid or good data and reject all erroneous or bad
data. However, some false detection might occur in real world applications. The case where
good data are falsely identified and marked as bad data is known as false positive. On the
other hand, a false negative arises when erroneous data are accepted as good data [26, 142].
A very simplistic approach to identify any kind of abnormality in sensor data is by
comparing it with the data produced by nearby sensor nodes. If a sensor node within a
group of neighbouring sensor nodes produces a significantly different result from all the
others, a further investigation of the node might be required since it could be the indication
of abnormality in the sensing process [162].
Apart from minimising data loss due to sensor failure, redundancy in the deployment of
sensor nodes can also beneficial for detecting anomalies in the data produced by the sensors.
Subtle anomalies, such as calibration drift, are often difficult to detect without employing
redundancy in sensor nodes. Three replicate sensor nodes is a typical minimum number
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required to detect the drift, since it is difficult to determine which sensor is drifting if there
are only two replicate sensor nodes [26].
For small scale sensor data, manual methods in QC might be sufficient, however, consider-
ing the significant growth in the data produced by large scale ESN, these manual approaches
are often no longer practical. As the volume of data being collected by sensor networks grows,
automated QC procedures are becoming increasingly essential. Such automatic procedures
will promote more accurate and faster identification of anomalies in sensor data, with the
absence of human error [122].
Despite the urgent need of automatic QC procedures in ESN, these automated procedures
are also known of their drawback from producing a significant amount of false positive
detections. This is the condition where the valid observed data are mistakenly identified and
flagged as erroneous data. In order to overcome this issue, some systems implement the QC
procedure in a semiautomatic fashion. These systems would employ trained human operators
to inspect the flagged data (i.e., data detected by the automatic procedures as erroneous
data) and remove the flag whenever the operators deem the data to be valid. However, this
semiautomatic procedure would not be sufficient for future needs. Therefore, the challenge is
to deign an automated QC system without involving any human intervention hence effective
at detecting a wide range of data errors with a low rate in false positive event [49].
Defective or missing data in ESN are inevitable and can adversely affect the value of the
data, especially when the users who consume the data are not familiar with the measurement
methods and conditions that may have caused the anomalies. In this situation, it would be
very difficult for the users for recognising and correcting the errors [26].
In some degree, erroneous data are still usable under certain treatment. Ideally, data
correction should be included in QA/QC procedures. The data correction procedures might
cover correction of out of range values, correction for instrument fouling and drift, correction
of anomalous values, and correction of any known bias in the sensor data. Any anomaly in
the data requires decisions on whether to remove, adjust, or replace the data with an estimated
value. However, data correction procedure is not trivial. It is a complex endeavour and can
lead to misinterpretation and inappropriate data use. Moreover, the decision about whether to
fill gaps in the data and the selection of the method with which to do so are subjective. Some
factors such as the length of the gap, the level of confidence in the estimated value, and how
the data are being used might be considered in order to support the decision making process
[72].
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2.5 Designing ESN and its Challenges
Design of an ESN is about deciding how many sensor nodes are required to best represent
a given region, as well as where those nodes will be deployed, how frequently they should
collect and communicate the data, and for how long they will operate. Design of ESN could
also inform priorities for maintenance, the impact of sensor node failure, and even the quality
of the sensors and their supporting hardware. Designing a sensor network is intrinsically an
optimisation problem.
In order to have a fit for purpose ESN, design is a critical process prior to the deployment
phase. There are two fundamental questions that need to be addressed: how many sensor
nodes are required to fit the application purposes and where should the nodes be deployed in
the Region of Interest (RoI) [44, 117].
In current ESN design practice, one of the major focus for reducing costs is to minimise
the total number of sensor nodes required to cover a specific RoI [53]. However, when
sensors fails, the usefulness of the network degrades. The ESN no longer produces the
data needed; it is not advisable, or even possible, to rely on data from such a network for
decision-making. Improving robustness of ESNs is paramount.
Complexity is introduced especially when dealing with the requirement to have a fully
operational ESN, which meets the application purposes, with the lowest possible number of
sensor nodes. Moreover, the uncertainty in a sensor’s ability to function properly, resulting
from disruptions that may be caused by terrain or harsh operational conditions in outdoor
environmental monitoring, introduces further complexity.
The problem in designing the placement of a number of sensor nodes within the RoI has
been a very attractive scientific exploration. A number of studies has been carried out in this
research area within the last few decades. As an overview, Younis and Akkaya presented a
comprehensive survey of strategies and techniques in sensor networks deployment prior to
2008 [158, 159]. The following sub-section presents some of the interesting studies which
have been done related to the effort in designing ESN.
2.5.1 Challenges in ESN Design
Deploying a sophisticated equipment in am unattended environment has never been an easy
task. There are numbers of factors required to be considered [156]. Following are some
common challenges in the deployment of ESN:
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2.5.1.1 Limitation in Resources
The design and implementation of ESN are limited by three main resources: energy, storage,
and computation power [66, 129]. Most sensor nodes are relying on battery power to operate
and their operational period and frequency of measurement are constrained to the capacity
of the battery being used. As sensor nodes operate on limited battery power, energy usage
is a very important concern in ESN. In order to overcome such limitation, some sensor
nodes are equipped with solar panel to harvest energy from the sun and stored it into a
rechargeable battery [7, 140]. The frequency and the period of monitoring are also limited
by the storage capacity of the sensor node. Sensor nodes with low storage capacity may
have to lower their measurement frequency or they can also transmit their data to their base
station more frequent. The increase in data transmission frequency will also increase the
energy consumption. In terms of computational capability, some sensor nodes are able to do
a simple in-situ data pre-processing with a very limited computational power. Majority of
the nodes are manufactured with sensing capability only and data processing will be handled
by base station or sensor network server.
2.5.1.2 Deployment Area
In terms of deployment area, some ESN applications require to cover a very large region
which often involve high amount of sensor nodes or few number of nodes with spread
deployment locations. The increase in the number of nodes will also lead to the increase
in not only deployment cost but also maintenance cost. Some deployment areas are remote
and isolated which often difficult to reach. In this case, the deployment and maintenance
of sensor nodes can only be done by engineer or technician with specific skill set required
to reach the deployment areas. In addition, some applications require the network to be
deployed in extreme and hostile regions such as glacier [111], active volcano [152], and
battle field [97].
2.5.1.3 Harsh Environmental Condition
Harsh environmental condition is a common and inevitable challenge in most outdoor
monitoring applications. Sensor nodes are prone to numerous extreme environmental events,
namely heavy rain, extreme temperature variations, storm. In addition, the activity of
unexpected visitors such as birds and other wild animals may also break the sensor nodes
or cause failure in communication link [6]. Long exposure to such harsh environmental
condition could degrade the performance and the overall lifetime of an ESN. In this case,
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regular visit and maintenance, which also include sensor calibration, are required in order to
ensure the performance and the operational of the ESN [44].
2.5.2 Deployment Strategy
There are two schema in sensor node deployment strategy: random deployment and deter-
ministic deployment [11]. The decision related to the deployment strategy is mainly depend
on the application of the ESN and the environmental condition where the networks is going
to be deployed [129, 165].
Some ESN applications require a random deployment of sensor nodes as the only viable
option. This is commonly found in the ESN application with a harsh environmental condition
such as region which just been hit by a disaster or in the battlefield [141]. In such hostile
environment, deterministic deployment is considered high risk and infeasible. Dropping
sensor nodes using a helicopter/aeroplane above the ground or using a grenade launcher is
more viable. In random deployment, the opportunity to optimise the deployment objectives
is very limited. This is due to the nature of the deployment where there is less to no control
in the placement of each node. Random spreading of sensor nodes is expected, although
the node density and the level of redundancy could be controlled to some degree in order to
achieve its deployment objectives [16, 148, 149].
Deterministic placement of sensor nodes often be considered as necessary especially
when dealing with expensive sensor nodes, where the performance of the network is signifi-
cantly affected by the position of the nodes. Deterministic approach is also viable for an ESN
deployment which aims for a relatively long period of observation [67, 95]. Such deploy-
ment strategy gives more opportunity for optimisation in order to meet desired deployment
objectives.
2.5.3 Deployment Objectives
Sensor nodes placement significantly impacts the effectiveness of an ESN and the efficiency
of its operation [17, 60, 113]. The design process in ESN deployment is motivated by the
need to maximise certain deployment objectives using the least amount of sensor nodes.
Forming an optimised sensor nodes placement is not an easy problem, without exception
for deterministic deployment, and it has been proven to be NP-hard (Non-deterministic
Polynomial-time hard) for most formulations of sensor deployment [159]. This section
presents the deployment objectives which have been explored in a number of studies in
relation to ESN design.
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Maximising the spatial coverage is a well known ESN deployment objective and has
been studied the most. Such deployment objective is motivated by the idea that a complete
knowledge of the RoI could be obtained by covering every location within the RoI. The ratio
of the covered area to the overall RoI is commonly utilised as the metric to quantify the
quality of the coverage. A perfect disk sensing coverage is adopted in several studies, where a
sensor node is located at the center with equal radius in its sensing range [76, 103, 106, 150].
The disk sensing range assumption may not be suitable for some real world applications
which require a high accurate scenarios, therefore some studies started to explore an irregular
polygon sensing coverage [18].
In the early studies in ESN design, network connectivity was not considered to be included
as an objective in ESN deployment. This was due to the assumption that the transmission
range of a sensor node is always higher compared to its sensing range [159]. Therefore, a
good network connectivity was always expected in every deployment with sufficient sensing
coverage. Unfortunately this is not always the case, there are some applications where the
communication range is limited. In this case, some issue related to network connectivity may
occur where a certain level of redundancy in coverage is unavoidable in order to maintain
the connectivity. Therefore, efforts in maximising the network connectivity are commonly
conducted in conjunction with maximising the sensing coverage [83, 124, 138].
In some applications, the placement of sensor nodes would significantly impact the
lifetime of the ESN. This is mainly happen due to the variations in node density which
eventually lead to unbalanced data communication load, where some part of the network
would have higher traffic compared to the rest of the network. This condition would result to
a faster energy dissipation in some of the nodes within the network. On the contrary, in some
other applications, a uniform sensor node distribution could rise another network lifetime
related issues. The nodes deployed close to the base station would suffer from a rapid energy
depletion and thus shorten the network lifetime [154, 160]. Sensor nodes deployment with
the objective of maximising the network lifetime has been considered as one of the very
interesting subject in ESN deployment and there are numbers of studies have been conducted
[9, 27, 94].
Data fidelity is another important objective in ESN deployment. The term data fidelity is
used in this context in order to avoid an ambiguity with data quality. Data fidelity refers to
the degree to which the measured and collected data could capture and reproduce the state
and conditions of its environment. In other words, fidelity could also be defined as the degree
of similarity between the modeled environmental data which is constructed by the ESN and
the real environmental condition [65, 70]. Distortion in the environment model associated
with ESN data is unavoidable. In this case, the model could be improved by deploying more
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sensor nodes within the RoI, where more sampled data will be collected. However, this
approach is undesirable due to the increase in cost. Alternatively, the sensor nodes need to be
deployed in a certain position which lead to a minimum distortion. Such effort is formulated
as the problem in finding the optimal nodes position to meet a desired level of data fidelity
[88, 89, 164].
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Chapter 5
Discussions and Conclusions
Our environment influences many different aspects in our life through a range of parameters.
A useful set of measurements have been developed to measure and to record the state of
each of these parameters. These measurements, if properly conducted, would help us to
better understand our environment. Air temperature measurement, as an example, permits a
useful information related to temperature changes in a region over period of time and how
the changes are correlated to other regions. A good understanding on the air temperature
behaviour in a region would benefit to support decision making in the sectors influenced by
the changes in air temperature, namely agriculture and forestry.
Although the work presented in this thesis focuses on air temperature as the parameter of
interest, the proposed method could also be applied to other environmental parameters. There
are numerous interesting measurement parameters in the environment that are necessary in
order to have a meaningful and useful understanding of the environment. Apart from air
temperature monitoring, sensing water-related parameters is another important task since it
has direct influence on our life. Relative humidity, which determines the level of moisture in
the air, has been observed along with air temperature. Some studies have revealed interesting
correlations between air temperature and relative humidity to support weather forecasting.
Rainfall measurements are useful records of the environment particularly in agriculture area
since most crop productions are highly impacted by rainfall. Wind related measurements
(e.g., wind speed and wind direction) along with atmospheric pressure measurements have
also been extensively studied as as they can significantly contribute to weather forecasting.
Solar radiation has also acquired attention in recent years especially in the region closer to
south pole due to the building of ozone hole and its impact on health and environmental risks.
Sensing and predicting of such environmental patterns is of great interest for countries like
Australia.
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This chapter presents and discusses several key components in this thesis which con-
tributes to the body of knowledge in the area of environmental sensor network design. Some
fundamental limitations of the study are also described in this chapter. Further, this chapter
also discusses some possible research works that can be explored on top of the work presented
in this thesis.
5.1 Research Contributions
Designing is a critical process prior to the deployment of an Environmental Sensor Network
(ESN). Careful ESN design would result in a network fit for its purpose. In this thesis, there
are two key parameters in the design of ESN: number of sensor nodes and the placement of
the nodes in the Region of Interest (RoI).
The current studies in ESN design is mainly focusing on reducing costs, which is directly
influenced by the number of sensor nodes being deployed. Redundant nodes within an
ESN are considered as inefficient and should be minimised. Unfortunately, sensor failure
is commonly found within the operational period of an ESN. The failure in sensor could
significantly degrade the effectiveness of the ESN. The network may no longer be able to
provide a service which fit for its purpose. Introducing more sensor nodes into an ESN would
improve the robustness of the networks; however, it would also increase the redundancy
of the network, which is considered as inefficient in most design practices. In addition,
robustness aspect has not been sufficiently considered in the current practice of ESN design.
The main contribution of this work is in the development of an alternative method in
ESN design which aims to fill the gap in current ESN design methods. In the proposed
method, redundancy is not considered as primary factor to be optimised (i.e., minimised),
instead redundancy is considered as a factor to be balanced with robustness. The proposal
was achieved through five key research components, which are aligned with the research
objectives of this study (as described in Section 1.3):
• Measure of Representativeness
ESN is deployed in a particular region with the purpose to understand certain envi-
ronmental phenomena within the region. It is expected that an ESN would generate
data which best represents the region. In this study, the effort to quantify the represen-
tativeness of an ESN is conducted by calculating the error/difference in the average
spatial temperature (over certain period of time) between the actual data and the one
yieled by the ESN (as described in Section 3.5.1). In this case ESN with lower error
has better representativeness compared to the one with higher error. Such measure of
representativeness is considerably simple and fast to compute, however, it is poor in
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terms of spatial resolution. In order to address the need for a higher spatial resolution,
another measurement is proposed. The representativeness of an ESN is measured by
calculating the error/difference in spatial temperature (over certain period of time)
between the actual data and the interpolated spatial temperature data (as described in
Section 3.5.2). The more representative ESN would yield a lower interpolation error
compared to the one which is less representative.
• ESN Design Optimisation
The process of finding the location for sensor nodes placement in this study is defined
as an optimisation problem. The RoI is mapped as a two dimensional space and the
placement of a given number of sensor nodes is formulated as a decision variable. In
this type of deployment, the search space is considerably large with each position yield-
ing different levels of representativeness. The growth in search space is significantly
increased with a larger area of deployment. In addition, the increase in the number
of sensor nodes will also increase the number of possible placements (as described
in Section 3.2). Considering the size of the search space, Evolutionary Algorithm
(EA) is employed in this study to find the optimum placement of sensor nodes where
representativeness is adopted as a fitness/objective function to be optimised. The
algorithm is able to handle a large search space and is also capable of avoiding local
optima during the search process (as described in Section 3.4). In this work, each
ESN design is optimised exclusively according to the number of sensor nodes being
assigned. In this case, ESN design with a higher number of nodes is not optimised
based on the one with lower number of nodes. The experimental part in this study
also indicates an improvement in representativeness with the increase in the number of
sensor nodes. The improvement is considerably significant within the ESN design with
a lower number of nodes and gradually decreases in the ESN with a higher number
of nodes, where adding more nodes no longer leads to any meaningful improvement
(as described in Section 4.1.1.1). This information would benefit in estimating the
required number of sensor nodes to be deployed in order to suit the purpose of the
networks. Further, by taking budget constraints into account, this information would
assist the decision makers to conduct cost and benefit analysis.
• Data Quality Issue and Robustness Consideration
ESN data quality issue was simulated in this work in order to analyse its impact on
the representativeness of an ESN design (as described in Section 3.5.1). Two common
ESN data quality issues were covered: gap and noise. Gaps in ESN data mainly
occur due to sensor or communication failure, which introduces some missing values
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in the data. In the case of noise, the sensor still produces some data, however, the
data does not accurately represent the actual condition. Artificial gap and noise were
introduced into the previously discovered optimum ESN design and their impact on
the representativeness was analysed. ESN design which incorporated fewer number or
sensor nodes in general is prone to a more significant degradation in representativeness
compared to the ESN with more nodes (as described in Section 4.1.1.2 and 4.1.1.4).
This analysis would benefit the decision maker in determining the number of sensor
nodes to be deployed and how far the representativeness of the ESN may suffer with the
occurrence of gap/noise. In addition, robustness of an ESN was also considered in this
work. Two techniques were employed to address the common ESN data quality issues:
Spatial Regression Test (SRT) for gap filling and a simple temperature threshold as
an automated data quality control (as described in Section 4.1.1.3 and 4.1.1.5). This
robustness support is applied in conjunction with the data quality issue simulation in
order to produce an overview of the impact of a certain level of quality issues to the
ESN representativeness, as well as the effectiveness of the technique in promoting the
robustness of the ESN.
• Redundancy and Robustness Assessment
The effort in finding a balanced ESN design (in terms of redundancy and robustness) in
this work is realised by formalising both redundancy and robustness as fitness/objective
functions to be optimised (as described in Section 3.5.2). Redundancy is formulated
as unnecessary deployment of sensor nodes in which their role can be handled by
the neighbouring nodes using certain spatial data interpolation techniques. Whereas,
robustness is formalised as how an ESN design could maintain the networks’ per-
formance while dealing with the loss or disruption of a node within the networks by
utilising a temporal data interpolation technique. Since there are more than one criteria
to be optimised, this approach leads to a multi-objective optimisation problem. Instead
of having one single optimum ESN design, each number of sensor nodes would yield a
different set of possible near-optimum placements of the nodes across the RoI. Each
placement will produce a particular composition among two fitness/objective values
(e.g., redundancy and robustness). Once a number of nodes has been decided, the next
decision to be made is selecting an ESN design from a set of near-optimum designs
(as described in Section 4.1.2.2 and 4.1.2.3). This method provides a number of ESN
design options, allowing decision makers to have more control.
• Mobile Data Sampling
Finding an ideal distribution of sensor nodes within a new region where historical
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data is not available has never been a trivial task (as described in Section 3.6). In
this case, an efficient data collection (i.e., data sampling) technique is needed. Data
covering multiple years is desired and recommended to capture seasonal effects in a
region. However, this would result in long delays and high costs of the deployment. In
this study, a number of mobile platforms equipped with sensors were employed over
periods of 30 days around the targeted dates to build a base knowledge of the RoI (as
described in Section 3.6.2). Four dates that represent equinoxes and solstices provided
convenient points for season identification. This enhances cost effectiveness as only
a few mobile platforms need to be operated for data sampling. At the same time, the
approach overcomes the errors that may result from extreme environmental events on
the date of data collection. The sampled data is then enhanced with an interpolation
technique in order to construct a complete sampling cube which aimed to substitute
the absence of historical data (as described in Section 3.6.3).
5.2 Limitation of the Study
Apart from the contribution of this work to the body of knowledge, there are also number
of limitations which bound this work. One of the major limitations was related to the
dataset being used in this study. This study relied on SouthEsk Hydrodynamic model,
targeting specifically on an hourly temperature data within one year period (2013). Other
environmental properties such as wind speed/direction, relative humidity, solar radiation, or
rainfall might have a unique and distinct characteristic compared to air temperature. The
measure of representativeness in this study was also tailored for air temperature data. The
measurement relied on the averaged value which would not be relevant in the case where the
data is not normally distributed, such as with rain fall data. In this case, the proposed method
could be ineffective dealing with environmental data which is not normally distributed.
Another notable limitation in this study is the assumption of a perfect flat surface where
altitude/elevation of the RoI is neglected. This assumption would minimise the computational
complexity since the spatial resolution is reduced. The low resolution in the space is then
compensated with a higher temporal resolution where the air temperature is measured on
an hourly basis. In this case, there is a possibility that certain environmental characteristics
correlated to spatial distribution may not have been captured.
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5.3 Direction of Future Research
There are a number of potential scientific questions that can be explored as future work
based on the study presented in this thesis. This section is dedicated to highlight some
of the potential future work. Air temperature has been chosen as the only environmental
parameter in this study. However, this study can also be extended to other environmental
parameters such as relative humidity and solar radiation. Theoretically, these two parameters
are highly correlated with air temperature. In the situation where air temperature data is not
captured, solar radiation and relative humidity data can potentially be exploited to estimate
the air temperature value and fill the gap in the data. Extending this study to cover these two
parameters may open a possibility for the development of new method to support robustness
in the design of ESN.
Time Series Analysis (TSA) technique such as Auto-Regressive Integrated Moving
Average (ARIMA) [90, 145] has the potential to be integrated into the methodology in this
study. ARIMA is a well-established TSA technique which is mainly used in forecasting.
The technique may also be applied to estimate missing values or gap in the data, which
is commonly found in environmental monitoring practices. This capability introduces an
opportunity for ARIMA to be applied as an extension for Spatial Regression Test (SRT)
in this study (for gap filling application). Apart from its potential capability in estimating
future values (including missing values), ARIMA requires a higher computational resource
compared to SRT. In addition, ARIMA mainly relies on temporal dimension to estimate data
(spatial dimension is not considered). However, the lack of spatial aspect in ARIMA can
be tackled by the support of other interpolation technique like SRT, which utilises spatial
dimension in its estimation.
Configuration for number of stationary sensor nodes has been the main focus of this thesis.
Stationary ESNs are known for their capability in producing environmental monitoring data
with high temporal resolution. Compared to mobile ESNs, stationary ESNs are relatively
poor in terms of spatial resolution. Depending on the size of the region being monitored, a
certain degree of improvement in spatial resolution could be achieved by introducing more
sensor nodes into the network. Forming a hybrid ESN, where the number of mobile sensor
nodes are operated in conjunction with the stationary sensor nodes, could be adopted as an
alternative to have a balance in temporal and spatial resolution. Designing a hybrid ESN is
another interesting area to be explored on the basis of the study presented in this thesis.
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